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Editorial on the Research Topic
Probing out-of-equilibrium soft matter

This Research Topic originates from the symposium Probing Out-of-Equilibrium Soft
Matter that was held on October 22–23, 2021 at the University of Fribourg (Switzerland)
to celebrate and honor the career of Véronique Trappe (https://orcid.org/0000-0002-
0301-258X). The symposium assembled leading scientists in the rapidly growing field of
non-equilibrium soft matter physics, a field to which V. Trappe has made key
contributions that have changed the view of many [1–6]. While the equilibrium
behaviour of soft matter is amply studied and understood, novel tools are needed to
capture the complexity of out-of-equilibrium soft materials. A particular challenge is
getting access to and understanding the fast processes occurring at the nano- and micro-
scale of the elementary constituents, while simultaneously capturing the slower evolution
of bulk properties in non-equilibrium conditions. To take on this task, new theoretical,
numerical and experimental methodologies need to be developed that enable the
investigation of the structure, dynamics, thermodynamics, and rheology of out-of-
equilibrium soft matter. Adopting a comprehensive view that covers fundamental
topics as well as research focusing on processes and issues faced in applications, this
Research Topic aims to showcase some of the latest advancements and innovations in the
field.

Living and active materials are intrinsically non-equilibrium systems due to
metabolic activity and/or energy consumption. Using newly developed fabrication
and image processing tools, Chang et al. probe the effect of surface curvature on the
proliferation of Madin-Darby Canine Kidney (MDCK) epithelial cells. They show that
proliferation is insensitive to changes in curvature, and that the main mechanism of cell
proliferation control is contact inhibition. Sheung et al. use a combination of light sheet
microscopy, particle tracking, and differential dynamic microscopy to elucidate
anomalous and advective transport in actomyosin-microtubule biomimetic
composites. A complex interplay between increasing activity and confinement as the
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actomyosin fraction increases governs the transport properties of
these active cytoskeletal systems.

Three studies address shear-driven patterning in soft
materials. Applying shear flow during the temperature-induced
gelation of a colloid-polymer mixture which contains
thermosensitive microgel particles, Rel et al. show that they
can tune the morphology of mesoscopic colloidal clusters. Gels
comprised of fibrous, elongated colloid-dense clusters, log-like
flocs that are aligned along the vorticity direction or isotropic
clusters can be produced by controlling the shear. Villa et al.
adapt a previously designed shear cell [7] to perform stress-
controlled rheo-microscopy experiments on commercial
microscopes. This flexible rheo-microscopy setup, compatible
with different imaging methods, allows to perform quantitative
rheology by assessing the microscopic dynamics with particle
tracking and differential dynamic microscopy analysis. Lastly,
Miller et al. introduce a novel approach to assess dynamic
ordering in sheared dense suspensions using a combined
rheometer and laser scanning confocal microscope. The
spatiotemporal dynamics obtained with high spatial and
temporal resolution reveals distinct regimes of ordering
depending on the particle concentration and the applied stress,
which reflect shear-thickening and transiently shear-jammed
states.

Colloidal suspensions are also the focus of Carpineti et al.,
who study the transient patterns that emerge during Rayleigh-
Bénard convection with thermophilic particles. The
gravitationally destabilizing temperature gradient induces
rotating patterns in the form of traveling waves that eventually
disappear as the stabilizing effect of thermophoresis returns the
system to a conductive state. Probing the crystallization
kinetics of charged temperature-sensitive microgels in
deionized conditions, Bocanegra-Flores et al. discover that due
to their microgels’ low polydispersity and electrostatic
charge a liquid-crystal transition occurs for volume fractions
of the order of 0.01–0.05, a factor of ten lower than in neutral
microgels.

Soft Matter research is increasingly impacted by current
developments in Machine Learning (ML) techniques. Methods
including computer vision, feature engineering, and classification
tasks have been applied to characterize colloidal systems. In
particular, ML methods have proven useful to identify
correlations in non-equilibrium systems such as glasses.
Oyama et al. discuss how deep neural networks can predict
the characteristic local meso-structures of glasses solely from
instantaneous particle configurations, without any information
about the particle dynamics. Finally, the nature of the non-
equilibrium states also depends on how rapidly a material is
quenched to a specific condition. Rouzaire and Levis discuss the
dynamics of the short range noisy Kuramoto model, where spins
are able to rotate with an intrinsic frequency taken from a
quenched Gaussian distribution. By connecting
synchronisation with the so-called topological Berezenskii-

Kosterlitz-Thouless phase transition, the authors investigate
the dynamics of vortices and other topological defects,
shedding light on their long-time super-diffusive behaviour.

The articles of this Research Topic are representative, while
non-exhaustive, of a variety of out-of-equilibrium phenomena in
Soft Matter that are rapidly emerging among the most fascinating
topics in modern multidisciplinary science. Symposia and
workshops such as the one that inspired this Research Topic
will continue to play an important role in promoting and
deepening interactions between researchers with diverse
backgrounds. The ability to discuss openly and in depth, so
distinctive of Véronique Trappe’s way of conducting research,
will be key to continue progress in the field.
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Transient Localized Rotating
Structures in a Suspension of Highly
Thermophilic Nanoparticles
Marina Carpineti, Stefano Castellini, Andrea Pogliani and Alberto Vailati *

Dipartimento di Fisica “A. Pontremoli”, Università degli Studi di Milano, Milano, Italy

A thermophilic suspension of nanoparticles heated from below exhibits a complex stability
diagram determined by the competition between the stabilizing flux of nanoparticles
induced by thermophoresis and the destabilizing flux determined by thermal
convection. We investigate Rayleigh-Bénard convection in a suspension of highly
thermophilic nanoparticles with large negative separation ratio ψ = −3.5 heated from
below. We show that transient localized states appear in the range of Rayleigh numbers
2200<Ra< 3000. These states rotate rapidly around their axis and gradually shrink in size
until the system returns in a purely conductive state. We discuss how these states are
originated by the travelling waves arising from the competition between Rayleigh-Bénard
convection and the solutal stabilisation of the sample.

Keywords: thermophilic nanoparticles, Rayleigh-Bénard convection, travelling waves, localized structures,
convectons

1 INTRODUCTION

In the presence of a density stratification, a layer of fluid exhibits a rich phenomenology determined
by the action of gravity that can lead to oscillations and wave propagation [1, 2]. A typical case is
represented by a single component fluid heated from below, where the stratification is determined by
the thermal dilation of the fluid, which can transfer heat either in a conductive or in a convective
regime. The stability of the system is parametrized by the dimensionless Rayleigh number
Ra� αgΔTh3

]κ , which quantifies the applied thermal stress. Here α is the thermal expansion
coefficient, g the acceleration of gravity, ΔT the temperature difference, h the thickness of the
layer, ] the kinematic viscosity, and κ the thermal diffusivity. The transfer of heat is parametrized by
the Nusselt number Nu, which represents the ratio between the heat transferred by the fluid and the
one transferred by conduction only. For a layer of fluid of infinite aspect ratio r =Φ/h, whereΦ is the
diameter of the layer of fluid, the transfer of heat is conductive (Nu = 1) when the Rayleigh number is
below the threshold value Rac = 1708, while it occurs by convection (Nu> 1) above the threshold
(Figure 1). The addition of a second component to the fluid dramatically alters the stability of the
layer. More in detail, the temperature gradient imposed to the fluid gives rise to a non-equilibrium
mass flux determined by the Ludwig-Soret effect: j = −ρD [∇c − c (1 − c)ST∇T], where ρ is the density
of the sample, D the diffusion coefficient, c the weight fraction concentration, and ST the Soret
coefficient. As a result, the density profile inside the sample becomes affected both by the vertical
temperature and concentration profiles of the fluid. The case of a suspension of thermophilic
particles heated from below is particularly interesting, because in this case the stabilizing flux of
nanoparticles induced by thermophoresis competes with the destabilizing flux determined by
thermal convection. The relative weight of these two contributions is expressed by the
separation ratio ψ � Δρs/ΔρT, which represents the ratio between the density differences Δρs
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and ΔρT determined by solutal and thermal expansion,
respectively. In the case of a separation ratio in the range
-1<ψ < 0 this competition determines the onset of travelling
waves, accompanied by the presence of localized pulses of
convection, localized states and convectons [3–14]. The case
ψ < -1 is particularly interesting, because in this case the
stabilizing effect determined by the Soret flux dominates, and
the transfer of heat occurs in the conductive regime, irrespectively
of the magnitude of the imposed temperature gradient. However,
experiments performed on suspensions of strongly thermophilic
nanoparticles with ψ = −3.5 and ψ = −7.5 have shown that the
behaviour of the system is strongly affected by the initial
conditions [15, 16]. When the temperature gradient is
imposed gradually, nanoparticles migrate towards the bottom
of the fluid and give rise to a density profile that completely
stabilizes the layer of fluid against Rayleigh-Bénard convection.
Under this condition, the transfer of heat occurs by conduction.
Conversely, when the temperature gradient is imposed rapidly
and the particles are initially dispersed uniformly, convective
motions set in and, provided that the Rayleigh number is large
enough, keep the particles dispersed and convection lasts
indefinitely. The theoretical investigation of the stability of a
strongly thermophilic colloidal suspension with large negative
separation ratio has shown that the competition between
Rayleigh-Bénard convection and the stabilizing effect
determined by the Soret effect leads to a transient oscillatory
instability [17]. The analysis of the role of the settling of the
nanoparticles showed that the presence of a sedimentation profile
leads to the oscillatory onset of convection [18] and to the
development of travelling waves [19, 20]. Under these
conditions, an additional parameter affecting the stability of
the system is represented by the sedimentation length lg =
kBT/(ΔρVg), which characterizes the typical length scale of
variation of the concentration profile (here Δρ is the density

mismatch between the particle and the carrier fluid, and V is the
volume of the particle). The investigation of experimental
conditions where the settling of particles is not strong and the
sedimentation length lg is comparable or larger than the sample
thickness showed that a decrease of lg is accompanied by a
decrease of the convection threshold and of the frequency of
neutral oscillations [21]. The analysis of the interplay between the
combined effects of sedimentation, thermophoresis with negative
separation ratio and convection led to the discovery of a new
travelling wave solution, characterized by an anharmonic
distribution of the vertical velocity across the sample layer
[22]. Two dimensional simulations performed under
conditions mirroring those adopted in experiments on a
Hyflon MFA colloidal suspension [15], characterized by
ψ = −7.5, showed recently that including the effect of
gravitational sedimentation allows to achieve a quantitative
estimate of the lifetime of the oscillatory flow as a function of
Rayleigh number [20].

In this work we focus on the investigation of transient
Rayleigh-Bénard convection in a suspension of highly
thermophilic nanoparticles with large negative separation ratio
ψ = −3.5 heated from below, under experimental conditions
similar to those employed in theoretical studies [20–22]. We
show that transient localized states appear in the range of
Rayleigh numbers 2200<Ra< 3000 after the sudden
imposition of a thermal gradient to a suspension of uniformly
distributed nanoparticles. These states rotate rapidly around their
axis, and gradually shrink in size, until they disappear and the
system returns in a purely conductive state. We provide a
quantitative characterization of the wave number and angular
velocity of the localized states and we discuss our results in
comparison with previous theoretical models and simulations
summarized above.

The study of spatially localized states is of great interest in the
field of pattern formation, as they appear in a great variety of
physical and biological systems [23, 24]. In the case of localized
stationary convective states, they take the name of convectons, and
there is a growing number of works studying them from a
theoretical, computational and experimental point of view [10,
23, 25–27].

2 METHODS

2.1 The Sample
The sample chosen for the experiment is a colloidal suspension
made by distilled water and LUDOXTM TMA, a commercial
colloid made of silica nanoparticle with an average diameter of
22 nm. In this work we have used concentrations of 4.0% w/w.
The thermophysical properties are detailed in Table 1. This
sample has been selected as a model system for the
investigation of thermophoresis at the mesoscopic scale in the
absence of gravity within the framework of the Giant Fluctuations
and TechNES space projects of the European Space Agency [28,
29]. Within these projects, a series of experiments will be
performed on the International Space Station to investigate the
non-equilibrium fluctuations determined by the thermophoretic

FIGURE 1 | Stability diagram. Nusselt number as a function of Rayleigh
number for a single component fluid (liquid Helium, triangles) and LUDOXTM

colloidal silica nanoparticles in water at a concentration of 4.0% w/w (circles).
The colloidal sample exhibits bistability, represented by the co-existence
of a stable convective branch (full circles) and a stable conductive branch
(open circles). The dashed horizontal line represents the purely conductive
regime (Nu = 1), while the vertical dotted line is the threshold Rac = 1708 for
Rayleigh-Bénard convection in a single component fluid. Transient rotating
structures are observed in the range of Rayleigh numbers 2000 < Ra< 4000.
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process. Preliminary studies performed on Earth under
isothermal conditions showed the presence of a peculiar
relaxation dynamics of non-equilibrium concentration
fluctuations, characterized by anomalous diffusion at large
wave vectors [30]. For these reasons, it is very important to
achieve a full understanding of the stability of this colloidal
suspension in the presence of gravity.

2.2 Experimental System
The central element of the apparatus is a thermal gradient cell,
consisting in a layer of fluid confined by two sapphire plates
through which a thermal gradient can be applied. The heating
elements are two ring-shaped Thermo Electric Devices (TED)
thermally coupled to the sapphire plates. The other side of both
the TED elements is in contact with a thermal reservoir,
consisting of two annular aluminium chambers, inside which
there is a steady flow of water at constant temperature. The
purpose of this reservoir is to remove the excess heat. The cell is
mounted on an optical bench in the configuration where the
sample layer is horizontal, and is illuminated by a superluminous
diode (Superlum SLD-261) with central wavelength 670 nm. The
limited temporal coherence of the source avoids interference
determined by multiple reflections of the beam on the surfaces
of the cell windows. The sensor employed is a monochrome CCD
Camera (JAI CV-M300) with a resolution of 576 × 768 pixels and
a depth of 8 bit, operating at a frame rate of 10 images per second.
An achromatic doublet with focal length of 30 cm, placed
between the sample cell and the camera images a plane at
distance z = −90.6 ± 0.5 cm from the sample in a
shadowgraph configuration that allows to visualize the self-
organized structures generated by the convective motions. The
camera is controlled remotely by a computer through a National
Instrument PCI-1407 frame-grabber.

3 RESULTS

Heat conduction in fluids is greatly affected by the presence of
colloidal particles that exhibit a thermophilic behaviour. In
particular, the presence of even a small amount of
thermophilic particles has a stabilizing effect when the
suspension is heated from below and, as a result, the sample
can transfer heat either in a conductive or in a convective regime,
depending on the initial condition (Figure 1) [15, 16]. The
conductive regime can be accessed by imposing slowly a
temperature difference to the sample heating from below, so
that the thermophilic particles accumulate at the bottom of the
cell and stabilize the sample against Rayleigh-Bénard convection.
The convective regime can be accessed by first heating the sample
from above to determine the accumulation of nanoparticles at the
top of the cell, and then suddenly reversing the temperature

gradient by heating from below. Under these conditions a
Rayleigh-Bénard instability starts and the accumulation of the
thermophilic particles at the bottom of the cell is prevented by the
convective flow that keeps the particles mixed. Conversely, if the
temperature gradient is reversed by slowly heating from below
thermophoresis determines the rapid formation of a stable
boundary layer at the bottom of the cell and the system ends
up in the conductive regime.

The bistable heat transfer is currently a well established feature
of strongly thermophilic nanoparticles [15, 16], but bistability is
apparent only for Rayleigh numbers Ra> 4000. Below this value
of the Rayleigh number and above the threshold for Rayleigh-
Bénard convection Rac = 1708 the system exhibits transient
convective behaviour when heated from below, but eventually
the stabilization determined by the particles dominates and the
system enters into a purely conductive regime.

In order to study the transient convective regime in this range
of Rayleigh numbers we have performed experiments according
to the following procedure: i) The sample is heated from above for
1 h, applying a temperature difference ΔT = 10.5K. This ensures
that, because of the strong thermophilic behaviour of LUDOXTM

TMA, the colloidal particles diffuse towards the upper plate, and
the sample enters a regime of solutal convection [31–33]. The
time needed to enter this solutal convective regime has been
determined empirically. Physically, it corresponds to the diffusive
time τδ = δ2/D needed for the formation of a
thin—unstable—boundary layer of thickness δ at the top of
the cell, and is affected by the size of the nanoparticles
through their diffusion coefficient D. ii) The temperature
gradient is abruptly reverted to a negative value. In our tests
we used temperature differences of ΔT = −3.00 K, − 3.38 K, − 3.75
K, − 4.13 K. iii) shadowgraph images of the sample are recorded
with a frame rate of, approximatively, 10 images/second.

Under these conditions, when the sample is first heated
from above at the beginning of the experiment, solutal
convection destabilizes the suspension (Figure 2A) so that,
when the gradient is inverted, a convective instability
develops in the sample, even when the sample is below the
threshold needed for the development of stationary Rayleigh-
Bénard convection in the nanofluid (Figure 2). At the
beginning, the convective patterns are the usual convective
rolls that characterize Rayleigh-Bénard convection, spanning
all the area of the cell. After some time, the patterns begin to
rotate around the vertical axis (clockwise or anticlockwise,
indifferently). Subsequently, convection begins to die out
starting from the borders of the cell, giving rise to the
formation of a single rotating localized pattern. Eventually,
the rotating pattern shrinks in size, until it disappears
completely and the sample reaches the stationary
conductive state. The duration of the entire phenomenon,
measured from the inversion of the gradient, is of the order of

TABLE 1 | LUDOXTM TMA thermo-physical properties.

Quantity Diameter (nm) D DT α ν β ST

Value 22 2.2e-7cm2/s 1.52e-3cm2/s 2.97e-4K−1 8.18e-3cm2/s 0.57 −4.7e-2K−1
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1–3 h. The same phenomenology is observed for all
temperature differences studied.

By looking at sequences of images, we measured some
characteristic parameters of the localized states as a function
of Rayleigh number. The interesting quantities are the wave
vector k of the patterns and their angular velocity ω, and the
typical timescales tap needed for the appearance of the convective
structure, trot needed for the rotation of the pattern to start, and
tex needed for the patterns to disappear. The results are
summarized in Figure 3.

The characteristic wave vector k is compatible with the value
3.117 predicted for Rayleigh-Bénard convection close to the
threshold. The angular velocity of the patterns has been
determined from the visual observation of a large number of
complete revolutions of the localized pattern (typically
10–20 revolutions). In selecting the maximum number of
revolutions to consider for a reliable determination of the
angular velocity we relied on the fact that the structure of the
rotating pattern needed to be preserved, so that the motion of the
spatial features of the patterns could be followed during their
rotation. This method proved to be more effective and immune to
errors than the automatic processing of the angular correlations.

The rotation of the patterns is very slow, a complete revolution
taking a time in the range 500–800 s. The time tap needed for the
appearance of the structures is of the order of 200 s, and slightly
decreases as the Rayleigh number increases. The behaviour of the
time trot needed for the rotation to start is of major interest,
because it exhibits a variation of a factor 10 when the Rayleigh
number is increased from 2180 to 3000, indicating that the range
explored is extremely important and revealing. Indeed, in this
range, as already noted, there is a competition between the
Rayleigh-Bénard thermal convection and the stabilizing effect
of the colloidal particles. This competition leads to the formation
of travelling waves patterns, which, in a circular cell, become
rotating patterns, due to the confinement determined by the
lateral boundary. However, in the regime of subcritical Rayleigh
numbers explored by us Rayleigh-Bénard convection prevails,
and the stabilizing effect due to the accumulation of the colloid on
the bottom of the cell is hampered by the continuous remixing of
the particles. Under these conditions, the sedimentation of the
particles is slowed down, and so are the appearance of travelling
waves and the beginning of the rotation. The time needed for
convection to disappear also exhibits a marked dependence on
the Rayleigh number, and is in qualitative agreement with the

FIGURE 2 | Image sequence representing the evolution of the convective instability in a 3.1 mm thick layer of LUDOXTM TMA 4%w/w. (A) at the beginning, heating
from above with a temperature difference of 10.5K, nomacroscopic motions are present; (B) after a time of the order of tens of minutes solutal convection develops in the
cell; (C) after 1 h, the temperature difference is inverted and set to -4.13 K. In, approximatively 3 min thermal convective rolls appear in the sample; (D) the rolls, after a
time that depends on the Rayleigh number, start to rotate; (E) they die out starting from the borders; (F) they gradually shrink in size, until they finally disappear.

Frontiers in Physics | www.frontiersin.org July 2022 | Volume 10 | Article 9530674

Carpineti et al. Rotating Structures in a Thermophilic Nanofluid

10

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


results of simulations on suspensions of thermophilic
nanoparticles with large negative separation ratio heated from
below [20].

4 DISCUSSION

Our system is different frommost of those that, to our knowledge,
have been previously characterized experimentally or
theoretically and by means of simulations. In fact, a large
number of studies has been devoted to the investigation of
water-ethanol mixtures heated form below. Depending on the
concentration of ethanol, this system can exhibit a negative
separation ratio ψ > − 1, leading to the oscillatory onset of a
convective instability when the fluid is heated from below.Water-
ethanol mixtures exhibit a multistable heat transfer at sufficiently
small supercritical Rayleigh numbers [3, 5, 6, 8, 11, 12, 14], where
depending on the initial condition and on the history of the
system the transfer of heat can either occur by conduction or by
steady overturning convection, similarly to the bistable behaviour
reported by us. The investigation of transient behaviour during
the onset of convection shows the development of localized pulses
of travelling-wave convection in 1D [9, 23] and 2D geometries
[10]. Under supercritical conditions, localized rotating structures
develop, and gradually expand until they reach the boundaries of
the cell [10, 27]. Conversely, bringing back the system in a
subcritical condition after the onset of convection determines
the formation of rotating structures that gradually shrink in time
until they disappear [13, 34].

All these works deal with binary fluids with a negative separation
ratio −1 < ψ < 0, a condition where the thermal contribution to the

density variation is larger than the solutal one. At variance, our
system is a colloidal suspension of nanoparticles and has a separation
ratio ψ = −3.5, so that the solutal contribution to the density profile
largely dominates the thermal one. Indeed, many of the solutions
studied in the cited works are travelling waves that don’t die out,
whereas the instability that we observed in the end disappears,
notwithstanding the fact that the system is under supercritical
conditions, due to the stabilization determined by the highly
thermophilic particles.

The case of thermal convection in a suspension of thermophilic
nanoparticles with a large negative separation ratio ψ = −10 has been
investigated theoretically by Ryskin and Pleiner [17]. They studied
the linear and nonlinear behaviour starting from a suspension with
an initially uniform distribution of nanoparticles. They found that at
small supercritical Rayleigh numbers Ra< 1840 the fluid exhibits a
transient oscillatory instability, while at higher Rayleigh numbers the
system exhibits bistability, characterized by the presence of a
stationary instability and of a stable conductive state. The
phenomenology reported is qualitatively very similar to the one
reported by us, but the threshold for the transition from a transient
oscillatory instability to a stationary one is much larger in our
experiments.

Cherepanov and Smorodin have performed a detailed
theoretical investigation of the stability of a colloidal
suspension heated from below and with negative
separation ratio ψ = −0.8, taking into account not only the
Soret effect but also the effect of sedimentation induced by
gravity [21,22]. The sedimentation length lg becomes in this
case an important parameter: for lg ≪ h the colloid gets almost
entirely accumulated at the bottom boundary, and the system
behaves as a single component fluid. When lg ≥ h, the

FIGURE 3 | (A): dimensionless wave number k (top) and angular velocity ω of the patterns (bottom) as a function of Rayleigh number. The dashed line marks the
theoretical wave number kc = 3.117 of Rayleigh-Bénard convection close to the onset. (B): time needed for the appearance of the convective pattern, tap (top), time for
the beginning of the rotation of the pattern, trot (middle), and time of extinction of the convective instability, tex (bottom), plotted as a function of the Rayleigh number. Time
t = 0 corresponds to the instant when the gradient gets reversed.
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threshold for Rayleigh-Benard convection gradually
increases to values of the order of several time the
threshold for a single component fluid. While the
parameters adopted in these studies partially mirror the
ones of our sample, the separation ratio ψ = −0.8 adopted
by Cherepanov and Smorodin corresponds to the condition
where the Rayleigh-Bénard convection dominates over the
solutal stabilization. By contrast, in the case investigated by
us the sedimentation length is moderately high, lg/h = 20, but
the strong negative separation ratio ψ = −3.5 determines an
accumulation of particles at the bottom boundary dominated
by the Soret effect and affected only marginally by
sedimentation.

Recent experimental studies have outlined the potentiality
of the bistability of nanofluids with large negative separation
ratio, like the one we studied in this work, to actively control
heat transfer by switching between the conductive regime and
the convective one (and vice-versa) exploiting the
thermophilic behaviour of the nanoparticles [15, 16].
Cherepanov and Smorodin performed 2-dimensional
simulations of thermophilic nanofluids with a separation
ratio ψ = −7.5 heated from below mirroring the one used
in these experiments. This study has been able to reproduce
accurately the following quantitative aspects observed in
experiments performed on a Hyflon MFA suspension of
nanoparticles at a concentration of 4.0% w/w [15]: i) The
presence of transient and stationary travelling wave regimes
separated by a threshold Rayleigh number Ra* ≈ 3400; ii) the
modifications determined by the presence of nanoparticles on
the bifurcation diagram of the Nusselt number as a function
of Rayleigh Number; iii) the diagram of the lifetime of
travelling waves in the transient regime as a function of
Rayleigh number.

Simulations along the same lines of the ones performed by
Cherepanov and Smorodin on suspensions of Hyflon MFA
nanoparticles should be able to describe effectively the
experimental results provided by us in this publication, in
particular the bifurcation diagram (Figure 1), and the lifetime
of transient convection (Figure 3) in a suspension of Ludox
nanoparticles.
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We consider the two-dimensional (2D) noisy Kuramoto model of

synchronization with short-range coupling and a Gaussian distribution of

intrinsic frequencies, and investigate its ordering dynamics following a

quench. We consider both underdamped (inertial) and over-damped

dynamics, and show that the long-term properties of this intrinsically out-

of-equilibrium system do not depend on the inertia of individual oscillators. The

model does not exhibit any phase transition as its correlation length remains

finite, scaling as the inverse of the standard deviation of the distribution of

intrinsic frequencies. The quench dynamics proceeds via domain growth, with a

characteristic length that initially follows the growth law of the 2D XY model,

although is not given by the mean separation between defects. Topological

defects are generically free, breaking the Berezinskii-Kosterlitz-Thouless

scenario of the 2D XY model. Vortices perform a random walk reminiscent

of the self-avoiding random walk, advected by the dynamic network of

boundaries between synchronised domains; featuring long-time super-

diffusion, with the anomalous exponent α = 3/2.

KEYWORDS

topological defects, synchronisation, active matter, langevin dynamics, anomalous
diffusion, out-of-equilibrium systems

1 Introduction

Back in the XVII-th century, Huygens realised that two pendulum clocks, when sitting

on the same board, start, after some transient time, to beat at the same frequency in phase

or in anti-phase [1]. Such spontaneous temporal coordination of coupled oscillatory

objects is referred to as synchronization. Since then, the study of synchronization in large

populations of oscillators has remained a recurrent problem across different sciences,

ranging from physics to biology, computational social sciences or engineering [2, 3].

Much progress in the understanding of synchronisation has been achieved through

the detailed analysis of simplified model systems. In this context, the Kuramoto model of

phase coupled oscillators has (and still does) played a central role [4, 5]. The original

version of the model [4], considering only all-to-all interactions, shows that global phase
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synchronisation can be achieved for large enough coupling,

relative to the dispersion of the oscillators’ intrinsic frequencies.

Persistent oscillations, obviously need a constant energy

supply, which at the microscopic scale is dissipated into the

environment, which also provides a source of noise. Thus, to

describe oscillator systems at the micro-scale, such as genetic

oscillators [6], noise should be taken into account, as well as

shorter-range interactions, leading to finite-dimensional noisy

extensions of the Kuramoto model [7]. The situation in this case,

which is the object of the present study, is quite more involved

than the original Kuramoto model and the literature far more

scarce [8–10].

The problem of synchronisation in physical sciences has

more recently experienced a resurge of interest in the context

of active matter. Active matter stands for a class of soft matter

systems, composed of coupled interacting agents that convert

energy from their surrounding into some kind of persistent

motion [11], such as biological units oscillating at a given

rate. Such injection of energy at the level of each single

constituent, drives active systems out-of-equilibrium. At

the collective level, interactions between active agents

result in the emergence of a variety of collective states. In

particular, a broad class of active systems can spontaneously

self-organise into synchronised states characterised by the

coherent motion of self-propelled individuals, a phenomenon

called flocking (a term borrowed from the spectacular

example of the murmuration of starling birds) [12]. The

interpretation of flocking in terms of synchronisation of

active oscillators has been pointed out in a number of

recent works [13–15].

Closer to the standard synchronisation set-up of oscillators

lying on a static substrate, synchronised states have been studied

in numerous active matter systems in the absence of self-

propulsion. A salient example are active filament carpets, such

as cilia or flagella attached on a surface. Cilia, for instance,

perform a beating cycle (usually modelled as a phase

oscillator) generating a net hydrodynamic flow (at low

Reynolds number) that affects the motion of their neighbours

[16–18]. Such filaments, thought as coupled oscillators, might

then synchronise, to optimise a biological function such as

propelling microorganisms. Chiral colloidal fluids composed

of spinning colloidal magnets constitute another promising

novel venue to investigate synchronisation at the micro-scale

[19–22]. In these systems, an external oscillatory field drives the

colloidal magnets, making them rotate around their body axis at a

given frequency imposed by the field.

Here we investigate the collective dynamics of Kuramoto

oscillators, with short range coupling, in two dimensions (2D), in

contact with a thermal bath and with a Gaussian distribution of

intrinsic frequencies. In the absence of driving, or intrinsic

oscillations, the system is equivalent to the 2D XY model,

which exhibits a topological Berezinskii-Kosterlitz-Thouless

(BKT) transition driven by the unbinding of topological

defects [23–25]. As such, it provides a natural playground to

study the role played by topological defects in systems of coupled

oscillators. The dynamics of topological defects in out-of-

equilibrium systems has been extensively investigated over the

last decade in soft active systems [11], where it has been found

that, in many instances, defects self-propel, or super-diffuse [10,

21, 26, 27]. A recent study of this model shows that defects

become free upon self-spinning, although two regimes remain

clearly distinct, a vortex-rich and a vortex-poor one [10]. Here we

focus our attention on the dynamics of the system following a

quench, from a random initial state, where many defects

proliferate, to the low temperature (noise) regime where

defects are scarce. The coarsening dynamics following an

infinitely rapid quench has been extensively studied in model

statistical physics systems [28], but has received little attention in

the context of synchronisation [29]. Of particular interest for us,

the study of the coarsening dynamics of the 2D XY model has

shown that topological defects, here vortices, diffuse, interact and

annihilate, in a way that sheds light on the mechanisms

underlying the non-equilibrium relaxation of the system

[30–34]. In this contribution, we aim at characterising the

dynamics of the noisy Kuramoto model in 2D, to examine the

random motion of vortices and discuss the fundamental

differences displayed by the system as compared to its

equilibrium limit.

We first introduce the model and its governing Langevin

equation in Section 2. The main results are presented in Section

3: in section 3.1, we first focus on the overdamped regime and

study the coarsening dynamics of the system following

different quench protocols, focusing our analysis on the

evolution of different correlation lengths and density of

topological defects. We then study the relaxation dynamics

in the underdamped regime in section 3.2 to show that the

inertia of individual spins (or oscillators) does not influence the

overall large-scale dynamics of the system. Section 4 is devoted

to the defects’s dynamics. We first discuss the breakdown of the

Berezenskii-Kosterlitz-Thouless scenario in section 4.1, by

investigating the effective interactions between defects. In

section 4.2, we then describe the spontaneous creation

process of vortices and the complex dynamics they exhibit.

We argue that even though the trajectories of defects are very

much reminiscent of genuine self-avoiding random walks, the

full displacement statistics indicate that they are not strictly

equivalent.

2 The model

We consider a set of N phase oscillators sitting on the nodes

of a L × L square lattice with periodic boundary conditions

(PBC). The evolution of their phase θi is described by the

Kuramoto model. The governing equations of motion are

given by the following set of coupled Langevin equations
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m€θi + γ _θi � σωi + J∑
j∈zi

sin θj − θi( ) +
������
2γkBT

√
]i (1)

where the sum runs over the four nearest-neighbours of spin i,

denoted by zi, ]i is a Gaussian white noise of unit variance and

zero mean and γ the damping coefficient. The system is thus in

contact with a thermal bath at temperature T. The driving

amplitude ωi is drawn from a Gaussian distribution with zero

mean and unit variance. [Since Eq. 1 is invariant under the

transformation θ → θ − Ωt, one can choose a distribution of

frequencies with zero-mean without loss of generality. ]. The

amplitude σ quantifies the dispersion of the intrinsic frequencies.

In the absence of intrinsic persistent oscillations, i.e. σ = 0, the

model Eq. 1 is equivalent to the 2D XY model with non-

conserved order parameter dynamics [35]. Indeed, Eq. 1 can

be rewritten as

m€θi � −γ _θi + σωi − zH

zθi
+

������
2γkBT

√
]i (2)

where

H � −J ∑
〈i,j〉

Si · Sj, Si � cos θi, sin θi( ) (3)

is just the classical XY Hamiltonian (here the sum runs over all the

links of the lattice, or, equivalently, all nearest neighbours pairs).

This system exhibits a BKT transition at a critical temperature TKT≈
0.89 [36, 37]. The distribution of natural frequencies introduces

quench disorder in the XY model. The way it is introduced though,

is fundamentally different to what is typically done in disordered

systems, namely, adding disorder in the interactions or an external

random field [38–40]. The distribution of intrinsic frequencies

drives the system out-of-equilibrium. Adding a term σ∑iθiωi in

the Hamiltonian H → H′ = H + σ∑iθiωi, would provide the same

equation of motion Eq. 1 when writing:

m€θi + γ _θi � −zH′
zθi

+ ������
2γkBT

√
]i. However, H′ is now unbounded,

as a result of the constant injection of energy into the system needed

in order to sustain the intrinsic oscillations. Thus, the system is

intrinsically out-of-equilibrium and cannot be mapped to random

field or random bond XY models.

In equilibrium conditions (σ = 0), the nature of the dynamics

does not affect the steady-properties of the system, as long as it

fulfills detailed balance. Most studies on the dynamics of the 2D

XYmodel have been performed in the overdamped limit, namely

γ _θi � σωi − zH

zθi
+

������
2γkBT

√
]i, (4)

in its Langevin version, or, equivalently, using single-spin flip

Monte Carlo dynamics [33, 34, 36, 37, 40].

However, in non-equilibrium conditions, the specific features

of the dynamics might affect the resulting large scale behavior at

long times. The dynamics of the model introduced by Kuramoto

was also originally overdamped. Later on, the model was

extended to include inertia [41–43]. Here we study both the

model with underdamped and overdamped dynamics following

Eqs 2, 4, respectively.

To identify the key control parameters of the present model,

we rewrite the equations of motion in their dimensionless form

(see Supplementary Material (SM) [44]), expressing time in units

of γ/J. This leads to the following set of quantities: 1) the reduced

temperature ~T � kBT/J, 2) the reduced frequency dispersion ~σ �
σ/J and, for inertial dynamics, 3) the reduced inertia ~m � mJ/γ2.

From now on, we shall make use of these reduced parameters and

drop the tilde ~T, ~σ, ~m → T, σ, m.

We integrate numerically Eqs 2, 4 using a modified velocity

Verlet algorithm as in [41] and standard Euler-Mayurama

scheme (details provided in the SM [44]). The typical system

size used is L = 200, if not stated otherwise.

3 Results

3.1 Overdamped dynamics

We first study in this section the dynamics of the model in the

overdamped limit, i.e., Eq. 4, following a infinitely rapid quench

from an initially disordered state where all the phases are picked

from a homogeneous distribution between 0 and 2π.

In order to illustrate the nature of the low temperature state, we

show in Figure 1 representative steady state snapshots for (A) T =

0.2 and σ2 = 0 (B) T = 0.2 and σ2 = 0.1. Both snapshots contain the

same number of defects: four vortices (circles) and four antivortices

(triangles), visually identified as the points where black, red, yellow,

green and blue regions meet. This correspond to plaquettes with a

winding number q = ±1, defined by the discrete circulation of the

phase differences along a plaquette, namely ∑□Δθij = 2πq.

At equilibrium, when spins are not forced, one recovers the

classical XYmodel picture, with large regions of spins sharing the

FIGURE 1
Snapshots for T = 0.2, (A) σ2 = 0 and (B) σ2 = 0.1. The phase of
each oscillator is represented by a color scale. Vortices
(antivortices) are represented by circles (triangles).
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same color, ending at topological defects of opposite charge. As

the Kosterlitz-Thouless theory [23, 24] predicts, those defects

visually come in pairs. From the snapshots one already observes a

clear connection between the typical size of correlated domains of

mostly parallel spins, and the typical distance between defects.

We will come back to this point later on.

FIGURE 2
Time evolution of (A) the space correlation function C (r, t) at different times t ≈ 4, 20, 100, 400, 2000, 10000 (B) the rescaled correlation
function (η = T/2π from the spin-wave theory) against the rescaled time. In both panels, the purple curves correspond to the XYmodel at T = 0.4 and
the green curves correspond to a forced system at T = 0.4 and σ2 = 0.1. Longer times are represented by lighter colors, as the arrows indicate.

FIGURE 3
Time evolution of the characteristic length scale (A–B) illustrated by typical snapshots of a 200 × 200 system (C–H). (A) Growth of the typical
length scale ξ(t) for T = 0.4 and several σ, as indicated in the legend above (same colors as in Figures 2, 4); (B) the same data where ξ and t have been
rescaled by σ and σ2, respectively. All curves collapse onto a single master curve f(x) � a(1 − exp(−b �

x
√ ))with a = 2.3 and b = 0.65. Inset: variation of

the transients time τ defined in Eq. 9 against the self-spinning intensity. (C–D–E) Representative configurations at different times showing the
evolution of the system after a quench (for T= 0.2 and σ2 = 0). The phase of each oscillator is represented by a cyclic color scale. In the last panel only,
vortices (anti-vortices) are represented by circles (triangles). (F–G–H) Representative configurations at different times now for T = 0.2 and σ2 = 0.1.
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On the contrary, upon self-spinning, the first impression is

qualitatively different, even though the number of defects is

identical in both panels (here 8). The phase field pattern

emanating from the vortices does not extend over large

distances, and the typical size of oriented domains seem

decoupled from the defects’ locations, as seen in Figure 1B.

Ordered regions are in this case rather localized, and one can

no longer pair vortices by visual inspection of the snapshots.

3.1.1 Coarsening dynamics

To gain quantitative insight, we compute the spin-spin

correlation function

C r, t( ) � 〈cos θ r, t( ) − θ 0, t( )( )〉, (5)
where the angular brackets denote the average over spins and

independent realisations of both thermal noise and quenched

frequencies and r is the lattice distance between two oscillators, or

spins. For σ = 0 equilibrium correlations in the low-T regime, T <
TKT, decay algebraically in space:

C0 r( ) ~ r−η T( ), η T( ) � T/2π, (6)

a signature of quasi-long-range order. For σ > 0, it has been

shown that steady state correlations decay exponentially in

space [10].

Cσ r( ) ~ e−r/ξ∞ , (7)

at any finite temperature, signalling the absence of quasi-long-

range order in the system.

We show in Figure 2A the spatial decay of C (r, t) at different

times following a quench to T = 0.4, for σ2 = 0 (in purple) and for

σ2 = 0.1 (in green). The data is shown in a log-log scale to easily

discriminate between algebraic and geometric decays. As time

goes on, spatial correlations build up in the system, indicating the

growth of ordered structures, to finally collapse on the before

mentioned long-time behaviour. To study the coarsening, or

phase ordering, dynamics, we define a correlation length ξ(t),

extracted from C (ξ(t), t) = 1/e and plot its time evolution in

Figure 3A for different values of σ. For σ = 0, we recover without

surprise the well-known scaling ξ(t) ~ �����
t/log t

√
[30, 31, 34]. The

logarithmic correction takes root in the logarithmic dependence

of a defect mobility on its size; note that it is only relevant for

large t. Such logarithmic correction to the usual ~
�
t

√
growth law

in systems with non-conserved order parameter dynamics also

appears in all related quantities such as the evolution of the

number of vortices n or the mean square displacement (MSD) of

a single vortex, as we shall discuss in more detail later on. As

shown in Figure 2B the dynamic scaling hypothesis [45] is

consistently fulfilled for σ = 0, as all the curves C(r, t) collapse

into a single master curve in the scaling regime, once the space

variable has been rescaled by the characteristic growing length.

For σ > 0, the results qualitatively differ: independently of the

system size L, the growing length ξ(t) saturates at a finite value ξ∞
at long times. Such steady value decreases as σ increases. This is

consistent with the limit case σ→∞, corresponding to a system

of decoupled oscillators. Interestingly, Figure 3B shows that all

curves for σ > 0 collapse into a single master curve if both

distances and time are rescaled. This master curve follows

f(x) � a(1 − exp(−b ��
x

√ )), from which we conclude that

ξ t( ) � a

σ
1 − e−b

���
σ2 t

√
( ), (8)

with a = 2.3, a constant related to the long time limit of ξ, and

b = 0.65.

Eq. 8 contains information about both short time and long

time dynamics. At short times, one recovers the short-time

dynamics of the XY model. Indeed, by expanding ξ(t) to first

order in t, one gets σ ξ(t) ≈ ab
�
t

√
; ab = 1.5 thus represent the

slope of the initial ~
�
t

√
coarsening. At long times, in the

steady state, the characteristic length boils down to

limt→∞ξ(t) = ξ∞~ 1/σ, as found in [10] using a simplified 1D

argument, which we sum up hereafter. Let’s consider, for the sake

of clarity, two neighbouring spins i and j at T = 0 sitting on the

nodes of a 1D chain. One can easily show that their steady-state

angle difference is no longer Δθ = 0 as in equilibrium, but instead

Δθ = arcsin (Δω/2), where Δθ = |θi − θj| and Δω = |ωi − ωj|. If we

now consider the phase difference accumulated along n links in

the chain, and replace the phase difference between each pair of

nearest-neighbour oscillators by its expectation value |Δθ|, one
gets a characteristic length ∝ 1/|Δθ| ~ σ−1. Note that in addition

to this argument, the same scaling can be tackled and understood

from a different angle, involving topological defects; we will come

back to this point later on.

At intermediate times, the system crosses over from its short-

time dynamics, following the passive XY scaling, to its steady

state. We define this transient time τ(σ) as the time for which the

equilibrium correlation length is equal to the steady state out-of-

equilibrium one:

ξ σ � 0, τ( ) � ξ σ, t → ∞( ). (9)

We plot it in the inset of Figure 3B and obtain τ ~ 1/σ2: the

wider the frequency distribution is, the faster is the relaxation

process. This intuitive tendency is easily captured by a trivial

scaling argument: the logarithmic correction is a long term effect,

so we drop it and assume for the sake of simplicity that ξ first

follows an equilibrium growth
�
t

√
. As it eventually saturates at a

steady state value ξ∞~ 1/σ, the crossover between both regimes

thus occurs when
�
τ

√
~ ξ∞ ~ 1/σ0τ ~ 1/σ2, (10)

confirming the scaling naturally contained in Eq. 8.

We complete the picture by reporting the total number of

defects n(t) for different driving strengths σ in Figure 4A. At

equilibrium (purple), one obtains n(t) ~ log t/t. The similarity of
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the equilibrium long-term scaling for ξ(t) and for n(t) is not a

coincidence. The correlation length ξ is intimately related to the

total number of defects n in the equilibrium XYmodel. Indeed, as

a first approximation, ξ is given by the average distance between

defects; the system being homogeneous, it follows that ξ ~ 1/
�
n

√
.

We indeed recover that at equilibrium, ξ
�
n

√
is constant over time,

cf. Figure 4B. For σ > 0, n(t) eventually saturates at a finite steady

state value, as the number of defects at a given temperature

increases with σ. This departure from the XY equilibrium

behavior is also clearly reflected by the fact that ξ is no longer

given by the typical distance between defects, as shown in

Figure 4B. The steady state of the Kuramoto model is

characterized by both a finite number of defects and a finite

correlation length which are, a priori, unrelated. As such, the

quench dynamics of the system is no longer fully governed by a

single growing length, as its equilibrium counterpart, and the

dynamics of the vortices have to be considered in more detail.

3.1.2 Topological defects

As a useful reference for our analysis, we first report a map of

the total number of vortices in the steady state over the σ2 − T

plane in Figure 5. As T and σ2 decrease, the dynamics gets slower

and slower, up to the T = 0 limit case where the self-spinning

alone cannot help annihilating pairs of defects: the system

initially disordered remains stuck in a metastable state with a

lot more vortices than the number of vortices it would exhibit if

relaxed from an initially ordered state.

We state once again that the crossover from the defect-rare

(blue region) to the defect-rich (red region) regime does not

result from an actual phase transition: there is no qualitative

change in the correlation length as one moves across the phase

space (the system only exhibits short-range order at any σ ≠ 0 for

all T ≥ 0). At contrast with the standard literature of the XY

model [23, 46], we do not classify vortices into free and bounded

here. Indeed, as mentioned above and discussed in more detail

below, the core mechanism responsible for the BKT phase

transition, namely the defects’ unbinding at a finite

temperature, breaks down upon self-spinning. In the driven

model, topological defects are found to be genuinely free at

any temperature T > 0. In other words, there exists no finite

FIGURE 4
Time evolution of (A) the total number of defects n for different forcing intensities and T = 0.4 (B) the quantity ξ

�
ρ

√
where ρ = n/L2 is the defect

density. Note that because the defects are homogeneously distributed, 1/
�
ρ

√
is the average distance between two of them.

FIGURE 5
Color map of the number of the number of defects n (in log-
scale, log10 (1 + n)) over the parameter space σ2 − T in the steady
state. In the blue region defects are scarce in the system, while in
the red one the system is populated by lots of defects (the
number growing exponentially fast as one leaves the blue region).
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temperature at which vortices are bounded into pairs.While twoXY

defects of opposite charge attract each other with a logarithmic

potential, we find that the defects, upon self-spinning, generically

unbind at any T ≥ 0 and σ > 0. We prove it by tracking vortices in

time, and considering the average distance between two defects. To

do so, we initialize the system in a configuration with a vortex-

antivortex pair at a distance R0, enforcing PBC (cf. SM [44] for

details). We then let the system evolve at low-T and low-σ such that

there is no (or very few) spontaneous creation of vortices. We

monitor the distance R(t) between our two defects and present the

results in Figure 6A.

As shown in Figure 6A, the XY model data is in perfect

agreement with the overdamped description

_R logR � V′ R( ) (11)

where V(R) ∝ log R, a Coulomb 2D potential [30]. For the

Kuramoto model, the vortex-antivortex distance R(t) remains in

average equal to their initial distance R0, proving that there is no

distinct effective potential between them. One could naively

attribute this feature solely to the non-equilibrium nature of

the system. However, deciphering the impact of a non-

equilibrium drive on the long-range properties of a system on

general grounds is a challenging task and one is usually

constrained to rely on specific examples where this question

has been addressed. For instance, it has been shown that the

general BKT scenario remains valid (at least not so far from

equilibrium) for an XY model with exponentially correlated

thermal noise [47] and for the 2D solid-hexatic transition of

self-propelled disks [48, 49]. In the present model system though,

the BKT scenario breaks down.

Another remarkable property of topological defects upon self-

spinning is found in the statistics of their displacement: they feature

anomalous diffusion, their mean-square displacement Δ2(t) ~ tα,

with α = 3/2 (i.e., super-diffusion). Once again we investigate the

dynamics of vortices by tracking them. Since, as discussed earlier,

defects are free, we can now focus on the motion a single defect. To

do so, we prepare an initial configuration hosting a single +1 defect

at the center of the simulation box. One can exclusively focus on + 1

vortices without loss of generality because the equation of motion 1)

is statistically invariant under a change of variable θ→ −θ (as long as

the distribution of the {ωi} is centered) and such a transformation

transforms a +1 vortex into a −1 anti-vortex. The dynamics of ±1

defects are thus statistically identical. We then let the system evolve

at low-T and low-σ ensuring that 1) new defects are not

spontaneously created and 2) the simulation box is large enough

such that boundary effects are negligible. The mean square

displacement (MSD) thus obtained is shown in Figure 6B. For

the XY model (inset of 6B) and at long times, it follows

Δ2 t( ) � 〈 r t( ) − r 0( )( )2〉 ~ t/ log t, (12)

showing the expected correction to the normal diffusion scaling,

due to the logarithmic dependence of the defect mobility on its

size [30] [r(t) being the position of the vortex in the lattice at

time t.].

Upon self-spinning, the defects become super-diffusive and

the MSD (cf. Figure 6B) instead follows

Δ2 t( ) ~ σt( )3/2. (13)

The σ-dependence of the vortex dynamics enters through a

rescaling of time: the typical time associated with its motion

FIGURE 6
(A) Vortex-antivortex separation, averaged over 120 independent runs, for three different initial vortex-antivortex distances R0 (blue: R0 = 10,
orange: R0 = 20 and green: R0 = 30). Full colored lines correspond to T= 0.1 and σ2 = 0. Dotted colored lines correspond to T= 0.1 and σ2 = 0.1. Black
dashed lines are the predictions for an overdamped dynamics with a Coulomb interaction potential Eq. 11. (B) Mean square displacement (MSD)
Δ2(t) = 〈(r(t) −r (0))2〉 against time, at T = 0.05 for different σ. Inset: MSD for the XY model (σ = 0) for different temperatures (T = 0.2, 0.3, 0.4, 0.5
from blue [left] to red [right]).
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along a domain is proportional to its typical size ξ ~ 1/σ. A careful

characterisation of the stochastic motion of the defects will be

presented in Section 4.2.

3.2 Underdamped dynamics

The nature of the dynamics, being overdamped or

underdamped, does not have any impact on the long-time,

large-scale properties of a system as long as its dynamics fulfil

detailed balance. If this defining feature of equilibrium is satisfied,

the steady-states obey Boltzmann statistics. For the Kuramoto

model, being out-of-equilibrium, different ways of exploring the

configuration space might lead to different steady large scale

behaviour [41–43]. We are thus interested in putting into test the

robustness of our results to the presence of inertial effects.

We first explore the steady states produced by letting the

model Eq. 2, with inertia, relax from an initially disordered state

with many vortices, to a state with only a few of them (i.e. the low

temperature regime). If we look at typical snapshots of the steady

state, Figure 7 (for the same parameter values in Figure 1 but

m = 1), we observe basically the same features as in the

overdamped case: for σ = 0 we find oppositely charged defects

pairs visually connected by a phase field reminiscent of the

magnetic field lines generated by a planar magnet, while for

σ > 0 vortices are surrounded by a phase texture that makes

difficult pairing them by eye, featuring synchronised domains of

different shapes and sizes.

3.2.1 Coarsening dynamics

We now turn into the relaxation dynamics of the model with

inertia following a quench from an initially disordered state. We

investigate the same dynamical quantities as for the overdamped

regime (cf. Figures 2–4), varying the inertia from m = 10–2 to

10 and comparing them to their overdamped counterparts (in

blue, m = 0). The results are reported in Figure 8.

At equilibrium, the results confirm that we do recover the

same long term values for ξ and n independently from the inertia

m, cf. Figures 8A,C. The results also indicate that, even in the

presence of self-spinning, the inertia does not affect significantly

the long-time behavior as one recover the same steady state

values for values of m covering three orders of magnitude (see

Figures 8B,D). The short-time dynamics is however affected by

the inertia of individual rotors.

3.2.2 Topological defects

We now turn back to topological defects and shall see that,

surprisingly, their MSD is not affected by the inertia of individual

oscillators. We resort to the same protocol (track a single defect

over time in a big system with free boundaries) and plot the result

in Figure 9.

We recover the same (sub)diffusive motion for the XY model

and the super-diffusion with the same exponent in the presence

of self-spinning.

Overall, our results are robust as they indicate that the long-

term properties of the system are not affected by the inertia of the

underlying individual oscillators. We emphasis that this result is

new and somehow surprising as, beyond the fact that there are no

general guidelines for out-of-equilibrium systems, including

inertia in a model of coupled oscillators can yield dramatic

changes. For instance, in the globally coupled Kuramoto

model inertia changes the order of the disordered/

synchronised transition from second to first order [41–43, 50].

It is therefore remarkable that this does not happen in a model of

locally coupled oscillators.

And finally, we have seen that a non-equilibrium forcing

σ > 0 dramatically changes the MSD regime from sub-diffusive to

super-diffusive.

4 Discussion

4.1 The fate of the BKT transition

The BKT transition scenario usually occurs when topological

defects interact with a long-ranged ~ 1/r force, in 2D,

establishing quasi-long range order at low temperatures. After

a quench across such a phase transition, due to the collective

behaviour of topological defects, the typical length scale grows as

ξ ~
�����
t/log t

√
. Such behaviour is driven by the diffusion and

annihilation of defects, whose number decreases as n ~ 1/ξ2.

In contrast, in the presence of intrinsic spinning, the field

disturbances generated by the defects only expand over relatively

short length scales, at any temperature. Consider the equation of

FIGURE 7
Snapshots for m = 1, T = 0.2, (A) σ2 = 0 and (B) σ2 = 0.1. The
phase of each oscillator is represented by a color scale. Vortices
(antivortices) are represented by circles (triangles).
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motion Eq. 1 defining the model, at T = 0, for a test spin at

distance r from a topological defect. The defect generates a field

θ(x, y) = arctan (y/x) around itself. As a first approximation, we

replace the influence of the spin’s neighbourhood (z) by the

Coulomb force generated by the defect, namely:

∑
z

sin Δθ( ) ≈ ∑
z

|∇θ x, y( )| � c/r.

The constant c, homogeneous to a length, depends on various

parameters, in particular the defect’s charge. One thus gets
_θi � σωi + c/r. It now becomes clear that for r > c/(σω), _θ is

dominated by the forcing term. Asω is a random variable with zero

mean and unit variance, averaging over the whole system proves

that beyond a typical distance ξ ~ 1/σ, the spins’ dynamics is no

longer primarily governed by the topological defects’ influence but

rather by the intrinsic driving frequency. Importantly, this second

argument explains the same scaling without resorting to the crude

1D approximation of the first argument.

Indeed, the behaviour of a pair of vortices shows a clear

absence of any relevant defect-defect interacting potential:

topological defects are genuinely free in the driven

system. Once the phase patterns have formed, they

screen the expected ~ log r potential of the

XY model, key prerequisite to belong to the BKT

universality class.

The measurements of the correlation length ξ ~ 1/σ and the

absence of relation between ξ and n upon self-spinning

strengthen that claim. In our model, it only took an energy

injection at the smallest scale, independent from spin to spin,

for the BKT scenario of the XY model to collapse. As it shows

that long-range influence is lost as soon as the model is made

active, the present work conceptually supports the conclusions

of Pearce et al. [51], where they report the absence of long-

range ordering of defects in active nematics. Following up on

the recent work of Pokawanvit et al. [52], we underline that

our system features an incompressible, dense and immobile

FIGURE 8
Relaxation from an initially disordered state. Different colours represent different inertiam for all four panels, as indicated at the top of the figure.
Top row: Time evolution of the correlation length ξ(t) for (A) the XY model at T = 0.2 and for (B) the driven system at the different values of T and σ.
Bottom row: Time evolution of the total number of defects n(t) for (C) the XYmodel at T= 0.2 and for (D) the driven system at the different values of T
and σ. We only display two sets of parameters for readability but we have reached the same conclusions for all the other tested parameters
(distributed across the entire phase space). Left column: At equilibrium. Right column: out-of-equilibrium.
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ensemble of particles, which, based on their work, will not give

rise to any collective motion of topological defects.

However, this out-of-equilibrium system still inherits some

of the coarsening dynamics of the 2D Xy model physics: Figure 3

(and Figures 8B,D form≪ 1) show that the short-time dynamics

do follow ξ ~
������
t/ log t

√
, n(t) ~ log t/t and Δ2 ~ t/log t. As the

establishment of the domain boundaries (on which defects will

then surf) take some transient time, the underlying equilibrium

XY mechanisms prevail at short times. For example, consider an

initially disordered system, at first crowded with defects: the

vortex mean free time (time before collision/annihilation) is so

small that

They rapidly end up colliding and annihilating, as bounded

vortices would have done. We have shown that such transient

time τ from equilibrium to active dynamics scales as 1/σ2.

4.2 Defects’ dynamics

This section aims at shedding some light on the underlying

mechanisms responsible for the spontaneous creation of domain

boundaries and topological defects, and their super-diffusive

random motion.

4.2.1 Creation of domain boundaries and
defects

Interested by the emergence of the patterns such as those in

Figures 1B, 7B, we look at the short time dynamics of the

fields θ ≡ θ(x, y) and _θ ≡ _θ(x, y) (x, y being the spatial

coordinates of a point in the lattice). We do so by following

the evolution of the system from an ordered initial condition (all

sites with identical phase). We proceed in such a way in order to

isolate the underlying mechanisms at stake and avoid being

blurred by the numerous defects inherent to a disordered

initial condition. As the time series of θ is noisy for T > 0,

one has to average in time to obtain a meaningful signal _θ. Details

about the exponential moving average used in that preliminary

signal processing step can be found in the SM [44].

After very few time-steps, a clear picture appears: locally

synchronised regions develop in the _θ field. We recall that since

d = 2 is the lower critical dimension for frequency locking in the

noiseless short range Kuramoto model, we do not expect more

than local frequency synchronization. Since the average

instantaneous frequency (over the N spins at a given time t)

scales as 1/
��
N

√
—as one should expect from a zero-mean

distribution of intrinsic frequencies, reciprocal interactions

and Gaussian white noise—, some regions rotate clockwise

and some others counterclockwise; look for instance at the

dark and bright regions of Figure 10A. Naturally, these locally

synchronized regions in _θ translate into locally aligned domains

in the phase field. This is illustrated in Figure 10: the dark region

by the left of panel 10A generates a phase synchronised domain

of same shape and at the same position in panel 10D, now in red.

Progressively, as time goes on, the different domains grow,

(cf. Panel 10E), defining a network of domain boundaries. As

they correspond to regions where |∇θ| is large, they can be

visually identified by looking for thin elongated regions across

which colours change rapidly (though in a smooth way in

contrast to, for instance, domain boundaries in the Ising model).

At this stage, the domains are locally ordered, their

boundaries concentrate most of the energy of the system and

the instantaneous frequencies _θ gradually decrease in amplitude

FIGURE 9
Mean Square Displacement (MSD) of individual defects for (A) XY model at T = 0.2 (B) forced model at T = 0.2 and σ2 = 0.03.
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(compare panels 10A and 10B). The system finally reaches its

steady state characterised by synchronised domains resulting

from the competition between the elastic energy and the driving

frequencies σωi.

These domain boundaries play a crucial role in the formation

of defects. There, the important gradients |∇θ| provide most of

the energy needed to create and sustain topological defects. The

remaining energy contribution eventually comes from thermal

fluctuations, explaining why the temperature threshold necessary

to spontaneously generate defects decreases as the forcing

increases, see Figure 5. It also explains why one observes

defects creation primarily at the domain boundaries, as

exemplified in Figure 10F. This creation mechanism contrasts

with that of the equilibrium case, entirely due to thermal

fluctuations and hence homogeneously distributed in space.

Yet, the creation mechanism is not the only difference

between the active and the passive case: a major difference lies

in the motion of these topological defects, as we detail in the last

part of this article.

4.2.2 Defects super-diffusion
The MSD of individual defects is shown in Figures 6B, 9. As

soon as σ ≠ 0, in the time window allowed by our simulations

(spanning over 4 decades) the MSD of the defects has an

anomalous exponent α = 3/2 without any sign of a crossover

to a diffusive regime at longer times. We depict in Figure 11A

typical vortex trajectories. Since super-diffusion is a frequent

phenomenon in active matter (e.g., topological defects in active

nematics [11, 53–55] or cells in biophysics experiments [56]), it

naturally led to a plethora of random walk models exhibiting

transient [57, 58] or long term super-diffusion [59–61].

Among models featuring long-term super-diffusion, the

family of Lévy processes is a popular choice, in particular in

biology [56, 62]. In Lévy walks (respectively Lévy flights, their

discontinuous counterpart), the duration τ of each walk

(respectively the size of each jump) is usually sampled from a

fat-tailed distribution f(τ) ~ τ−(1+γ), where 1 < γ < 2 is a common

choice for super-diffusing Lévy walks. The resulting MSD follows

~ t3−γ (see [63] and references therein for a complete review). The

super-diffusion stems from the infinite variance of this

distribution, explaining why the resulting trajectories

sometimes feature a dramatic jump (as trajectories six and

seven depict in Figure 11B. As such jumps cannot occur in

our system, Lévy processes do not provide a faithful description

of the random motion of vortices in the Kuramoto model. In

addition, there is no physical argument to support the specific

choice of the exponent γ = 3/2 (the only one reproducing the

anomalous exponent α = 3/2 of the vortices).

An important feature of the system to grasp the dynamics of

the vortices is the domain structure of the system. Indeed, there is

a feedback between the spatio-temporal patterns dynamics and

the defects’ motion. On one hand, defects have a strong

FIGURE 10
Three snapshots over time of the fields _θ(x, y) (A–C) and θ(x, y) (D–F) for a system initially ordered with T= 0.05 and σ2 = 0.2. In panel (C), defects
are clearly identified thanks to the localized and intense amplitude of the instantaneous frequencies. In panel (F), +1 defects are highlighted by a
circle, − 1 defects are highlighted by a triangle.

Frontiers in Physics frontiersin.org11

Rouzaire and Levis 10.3389/fphy.2022.976515

24

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.976515


preference to move along domain boundaries, where elastic

energy is the largest [10, 64]. As a domain boundary separates

two neighbouring synchronised regions, it is characterised by an

excess elastic energy. They thus provide a preferential direction

for the motion of the topological defects, in contrast with the

isotropic randommotion of a single defect in the equilibrium XY

model, for instance. This phenomenon has been observed

recently in experimental systems by Kumar et al. [65], where

they report that defects are ‘catapulted’ along these boundaries.

On the other hand, such excess energy is released during the

motion of the defects along domain boundaries. Indeed, the local

θ field is strongly and quickly rearranged upon the passage of a

topological defect. The field becomes smoother as the domain

boundary is removed by the passage of a vortex, dissipating

elastic energy. As shown in the successive snapshots of Figure 12,

defects act like a zip, bringing together the two domains on each

side of the boundary (e.g., in Figure 12A, these are the two red

regions, separated by the thin black line), leaving a synchronized

region behind (big red region in Figure 12F). This area is no

longer favorable to the future passage of a defect (be it itself or

another one), as the elastic energy it previously contained has

been dissipated. As such, the phase pattern has a strong impact

on the motion of the defects and conversely, defects significantly

alter the structure of the system as they move.

As vortices remove the domain boundaries as they move,

they perform a random walk with memory: it is more likely for a

vortex to keep moving along the domain boundary than retrace

its steps. The classical framework to treat this kind of motion is

the self-avoiding random walk (SAW), which might be at the

origin of the anomalous exponent 3/2. In order to explore

whether SAW could provide a useful description of our

defects motion, we simulate a few of SAW and visually

compare the generated trajectories with the ones we recorded

for vortices. As shown in Figure 11C, they look qualitatively

similar. To be more quantitative, we also computed the MSD and

the distribution of displacements G (x, t), defined as the

FIGURE 11
Sample trajectories of (A) topological defects in the actual spin model (B) Lévy walks with exponent γ = 3/2 (C) self-avoiding random walks
(SAW). Each path departs from a black circle and lasts for Δt = 103, indicated by the color code.

FIGURE 12
Times are T = (A) 260 (B) 270 (C) 280 (D) 290 (E) 300 (F) 308.
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probability that a walker initially at x = 0 at t = 0 is at position x at

time t > 0. SAW feature a super-diffusion with Δ2(t) ~ t] with

] � 6
d+2 [66], hence providing an explanation of the 3/2 exponent

we found for the defects’MSD (here d = 2, the number of spatial

dimensions). Yet, the description provided by SAW is not

complete, as the full distribution of displacements differ

significantly. As shown in Figure 13A, for defects,

G x, t( ) ~ exp −x2/t3/2( ) (14)

while for SAW, one obtains (cf. Inset of Figure 13B)

G x, t( ) ~ exp −x4/t3( ). (15)

We also investigated the effect of including self-propulsion to

mimic the behaviour of vortices on domain boundaries. To do so, we

add persistence to the walk, on top of the self-avoiding condition.

Instead of continuing straight, turning left or turning right with

equal probability 1/3, we set the probability to continue straight to

1/3 ≤ p < 1, and thus turning left or right with probability (1 − p)/2.

This process introduces a typical length λ ~ 1/log (1/p), as pn = e−n/λ.

The typical timescale before the trajectory has changed orientation

with probability 1/3 also scales as λ. In other words, a persistent

SAW,when expressed in terms of the rescaled space x/λ and rescaled

time t/λ, is indistinguishable from a non persistent SAW expressed

in terms of x and t. This explains why, for all 1/3 ≤ p < 1, the

probability density of displacement for a persistent SAW with

probability p is given by

G x, t( ) � 1

2 Γ 5/4( ) λ t3( )1/4 exp − x4

λ t3
( ), (16)

where Γ(x) is the usual Gamma function. Note that the slope of

the curves in Figure 13C determines the exact value of the

rescaling factor: λ = 4/(3 log (1/p)).

Overall, a complete, faithful microscopic description of the

topological defects’ motion in the short-range Kuramoto model

remains to be found. Despite the simplicity of their displacements’

functional form G (x, t) ~ exp (−x2/t3/2), it is likely that collective

effects drive the defects’ motion in a way simple random walk

models cannot capture. While vortex superdiffusion and the value

FIGURE 13
Probability densities of displacement G (x, t) (see main text for definition) for different cases. Both insets represent rescaled data in order to
highlight the functional form of (G). We considered (A) topological defects with σ2 = 0.025 and T= 0.2, at times (from left to right) t= 50, 100, 150, . . . ,
500. Inset: the dashed line follows f(x) ~ exp ( − 60x) (B) SAW (Δt= 1) at times (from left to right) t= 10, 15, 20, 25, 30. Inset: the dashed line follows f(x) ~
exp ( − 0.85x) (C) Persistent SAW (see main text for definition) with different persistence probabilities on rescaled axes to highlight that the
functional form is identical for all 1/3 ≤ p < 1. The dashed line follows f(x) ~ exp ( − 3x/4). (D) MSD resulting from G (x, t) of panel (C), for different
persistence probabilities p.
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of the anoumalous exponent can be reproduced by a self-avoiding

walk picture (considering only a single vortex and omitting the

dynamics of the domain boundaries), the particular form of G (x,

t) seems to require a more involved treatment, calling for a full

many-body description which takes into account the two-way

coupling between the domain boundaries’ dynamics and the

vortex motion.

5 Conclusion

In this article we have studied the dynamics of the short-

range noisy Kuramoto model, constructed as a non-equilibrium

extension of the 2D XY model, where spins rotate with an

intrinsic frequency, taken from a (quenched) Gaussian

distribution. Exploiting the connection between the emergence

of synchronisation and the topological Berezenskii-Kosterlitz-

Thouless phase transition in the 2D XYmodel, we investigate the

dynamics of vortices in detail, contributing to our current

understanding of the dynamics of topological defects in non-

equilibrium soft condensed matter.

In 2D, the short range noisy Kuramoto does not exhibit any

kind of phase transition at any finite temperature, its correlation

length is always finite and scales as ξ ~ σ−1. Instead, there is a

crossover between a high temperature region with many topological

defects, and a low temperature region with a few, as the number of

vortices decreases exponentially fast close to such crossover

temperature. We have showed that the relaxation towards the

low temperature regime from a disordered initial state proceeds

via the growth of a characteristic length scale, setting the typical size

of synchronised domains Such growth does not proceed indefinitely,

as the correlation length of the system is finite. The number of

defects decays in time following the expected behaviour from the 2D

XY model, although the mean separation between defects is not

given by growing length extracted from the correlation function,

meaning that the dynamics cannot be fully described by a single

length scale, as for the coarsening of the 2D XY model. Indeed,

vortices are free in the non-equilibrium model, advected by the

domain boundaries of phase synchronised regions, resulting in super-

diffusion with a long-time mean-square displacement Δ2(t) ~ t3/2.

Thus, the mean distance between topological defects does not bare

any information regarding the large-scale structure of the system.

Interestingly, similar defect’s dynamics has been observed in different

experimental systems: in active nematics [65], monolayers of self-

propelled colloids [64] and spinning colloidal magnets [21].

We have found that our results remain valid both for inertial and

over-damped Kuramoto dynamics, showing the robustness of the

before-mentioned scenario and the breakdown of BKT physics. We

have provided a detailed characterisation of the random walks

performed by vortices, and have found that, although their

stochastic dynamics shares several similarities to self-avoiding

walks, in particular the scaling Δ2(t) ~ t3/2, their full statistics of

displacements are not equivalent. A faithful description of the

dynamics of the dynamics of vortices would require a theory

capturing the two-way dynamical feedback between the phase field

and the vortices, a challenging endeavour thatwe leave for futurework.
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Crystallization kinetics of
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This work studies the kinetics of crystallization of charged microgels

suspensions of Poly-N-Isopropylacrylamide (PNIPAM) at low ionic strength.

The liquid-crystal transition is induced by suddenly decreasing the temperature

of the microgel dispersion, and the crystallization process is monitored by

measuring the temporal evolution of the static structure factor of the dispersion

using light scattering. We find that the crystal growth rate, indicated by the

temporal evolution of the crystallinity factor, strongly depends on the

quenching temperature.

KEYWORDS

colloidal crystallization, microgels, PNIPAM, light scattering, charged colloids

Introduction

Microgels dispersions are unique since they respond to different stimuli, such as

temperature, pH, ionic strength, and solvent [1–3]. The size of thermosensitive microgels,

such as PNIPAM microgels, can be tuned by changing the temperature. At low

temperatures, the microgels are swollen, and the effective particle density is very

similar to that of the solvent. As the temperature increases, the microgel size

decreases slowly until the Lower Critical Solution Temperature (LCST) is reached,

provoking a sudden coil-to-globule transition of the constituent polymer chains that

translates into a particle volume phase transition (VPT). For charged microgels,

dispersions are colloidally stable even beyond the LCST due to electrostatic

stabilization [4]. We can take advantage of this property to study various physical

phenomena that occur as a function of temperature in microgel dispersions [2, 3, 5–7].

The temperature affects the particle size, softness, permeability and charge density,

implying a temperature-dependent interaction potential [4, 8, 9]. Thanks to this, a

microgel dispersion can undergo, for example, a phase transition from liquid to crystal by

changing the temperature [4]. Temperature is maybe one of the parameters that

experimentalists can better control. Phase transitions such as melting [10] and

crystallization [5, 11, 12] are still open questions. For example, crystallization kinetics
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in atomic systems is complicated to follow due to the

requirement of high temporal and atomic spatial resolutions

[13]. However, colloidal systems, composed of particles of larger

sizes, such as microgel dispersions, provide the possibility to

follow physical phenomena such as crystallization in time.

Moreover, the possibility of controlling the particle pair-

interaction in colloids makes them very attractive. In

particular, the peculiarity of microgel systems allows for

tuning the particle interaction potential by changing the

temperature and, consequently, inducing crystallization in a

controlled way [14, 15]. This characteristic may be of great

interest in material science to design, for example, photonic

materials made of thermosensitive microgels [5, 16–18]. In

case of ionic microgels, the presence of charged groups can

also induce interesting responsiveness to other parameters,

such as pH and, by controlling its temporal profile, microgel

dispersions can be programmed to melt or crystallize [19].

Charged groups are frequently present in PNIPAM microgels

due to the use of an ionic initiator or an ionic comonomer [20].

Pure PNIPAM microgels are frequently considered neutral, but

their residual charge may significantly affect their colloidal

behavior, mainly at low salt concentrations and/or high-

volume fractions [19, 21–23]. Here, thanks to the long-range

interaction potential among charged PNIPAM microgels at

deionized conditions, we study the crystallization of microgel

systems at low particle number concentrations and the influence

of temperature on the crystallization kinetics in contrast to

previous studies, where very high-volume fractions were used

[11]. The crystallization process is followed by measuring the

sample structure time-evolution by light scattering.

Materials and methods

Microgel synthesis and sample
preparation

The PNIPAM microgels under study are synthesized by

polymerization precipitation as described in Ref. [24]. First,

the monomer (NIPAM), the crosslinker (bisacrylamide, BIS),

and the surfactant (sodium dodecyl sulfate, SDS) are dissolved

in 450 ml of water in a three-mouth round bottom flask,

purged with nitrogen during 30 min and heated to 70°C.

Then, in another recipient, the initiator, (potassium

persulfate, KPS), is dissolved in 50 ml of water and purged

with nitrogen for 30 min. Then, the initiator solution is

injected into the monomer solution, and the sample is kept

under continuous stirring. After 5 h, the solution is left to cool

down to room temperature. Finally, the microgel dispersion is

filtered through glass wool, dialyzed for 2 weeks, and

centrifuged ten times. In each centrifugation step, the

supernatant is removed, and the microgels are redispersed

in ultrapure water.

We perform the crystallization study with two types of

microgels having different electrostatic charges, and this is

achieved by using a different initiator concentration in the

microgel synthesis. The quantities of reactants used in each

synthesis are shown in Table 1. Once the microgel dispersion

is purified, the weight fraction is obtained from weighing a

specific volume of microgel dispersion before and after drying.

The weight fraction was obtained for six samples, the average

value is reported in Table 1, and the error is the sample

standard deviation. The resulting weight fractions, shown

in Table 1, are 3.17% [(128 ± 3) particles/µm3] and 1.1%

[(19 ± 2) particles/µm3] for the KPS0.1 and KPS0.6 systems,

respectively. The number particle concentration of each

microgel stock is obtained by following the procedure

described in [4]. First, several samples are prepared by

dilution of the stock solution and deionized to maximize

particle electrostatic repulsion. At ambient temperature,

most of the samples crystallize and show Bragg peaks

whose relative positions indicate the appearance of a BCC

lattice. Then, from the main peak position, the particle

concentration of each sample is obtained by using [25].

n � (
2

�
23

√
µ

�
2

√
λ
)

3

sin 3(
θ max

2
) (1)

µ is the refractive index of the solvent, λ is the wavelength of

the laser used in the light scattering experiments, and θmax is the

angular position of the main peak of the structure factor. Finally,

the particle number density of the stock solution is obtained by

multiplying the concentration of each sample by the dilution

factor used to prepare it. In Table 1 we report the average values

of the particle number concentration for each stock solution.

Once the stock solution concentration is known, the

system was prepared by dilution with ultrapure water to

the desired concentration and placed in cylindrical quartz

cells with ionic exchanger resins (Amberlite IRN-150) to

deionize the sample completely. After that, the cells were

sealed to avoid contact with air.

Light scattering experiments

The system crystallization kinetics was followed by

measuring the static structure factor of the microgel

dispersions by static light scattering. The device used to

perform the experiments is a 3D-DLS spectrometer [26–28]

(LS Instruments, Switzerland) provided with a laser working

at 632.8 nm and two avalanche photodiodes. In this device, it

is possible to perform two light scattering experiments

simultaneously with the same wavevector. Cross-correlating

the scattered signals from both experiments makes possible

the suppression of multiple scattering from the total intensity

impinging on the detectors. The static structure factor is
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obtained by dividing the intensity scattered by the correlated

sample by that scattered by a very diluted sample where

particle interactions are absent; see further details in Ref. [29].

Before light scattering experiments, the samples were

heated up to 45°C. They were kept at this temperature for

10 min to ensure all the samples were in a fluid state. After

that, the quenching was performed by introducing the samples

into the decalin bath located in the light scattering device at a

temperature lower than the microgel volume phase transition

temperature (VPTT); a thermostat controls the bath

temperature. We measure the sample structure’s time

evolution after 10 min to follow its crystallization. The

sample was steadily rotated during the experiments to

obtain the ensemble-averaged intensity since the crystalline

samples are non-ergodic. The temperatures used to do the

quenching are 20°C, 25°C, and 30°C. At all these temperatures,

the microgel dispersions crystallize. The microgel size was

obtained by dynamic light scattering using a diluted sample.

Here, the sample prepared at a high dilution was equilibrated

at the desired temperature, and the free diffusion coefficient,

D0, was obtained from a second cumulant fit to the measured

scattered field correlation function [30]. Finally, we calculate

the hydrodynamic radius, a, by applying the Stokes-Einstein

relation, D0 = κBT/(6πηa), where κB is the Boltzmann

constant, T the temperature, and η the solvent viscosity [31].

Results and discussion

Before the crystallization experiments, the temperature

dependence of the microgel size was measured by dynamic

(DLS) and static light scattering (SLS). From DLS

measurements, we can see that both microgel systems,

KPS0.1 and KPS0.6, show the typical thermosensitive

behavior of PNIPAM, as shown in Figure 1, where the

temperature dependence of the hydrodynamic diameter of

both systems is shown. The microgels display a swollen

conformation and a larger particle diameter at low

temperatures. As the temperature increases, the microgel

expels water from inside and thus monotonously decreases

its size. PNIPAM is hydrophobic at high temperatures, so

microgels size decreases suddenly at temperatures above but

close to the LCST. The measured temperature dependent

hydrodynamic size is fitted to the critical-like function

DH = Ap(LCST–T)B to determine the LCST of each

microgel, obtaining that the LCST is (33.09 ± 0.02)°C, and

(33.19 ± 0.09)°C for KPS0.1 and KPS0.6 system, respectively.

The fits are shown in Figure 1 as continuous lines. Besides the

similarity of the LCST values obtained for both microgels, they

also display similar sizes at all temperatures. However, the

most charged microgels display sizes slightly larger, probably

due to the higher electrostatic repulsion between the ionized

groups in the polymer chains that compose the particles. Note

that the microgels are colloidally stable even beyond the LCST

due to the electrostatic stabilization provided by the ionic

initiator used in the synthesis. The presence of a small fraction

of sulphate groups, originated by the KPS initiator, provides

the microgel with a negative charge, whose presence has also

been confirmed by electrophoretic mobility experiments

[32, 33].

Once the thermosensitive behavior and particle

dimensions are known, we characterize the microgel

dispersion static structure at different particle

concentrations at a temperature beyond the VPTT for both

systems at deionized conditions. Figure 2A) shows the results

for the KPS0.1 system, and Figure 2B) for the KPS0.6,

TABLE 1 Reactants used in synthesizing 500 ml of PNIPAMmicrogel dispersion, the weight fraction, and the particle number density of the resulting
stock microgel dispersions.

System NIPAM (g) BIS (g) KPS (g) SDS (g) W/W (%) n (pp/µm3)

KPS0.1 7.87 0.15 0.1 0.15 3.17 ± 0.06 128 ± 3

KPS0.6 7.87 0.15 0.6 0.15 1.10 ± 0.02 19 ± 2

FIGURE 1
Temperature dependence of the hydrodynamic radius for
KPS0.1 (black squares) and KPS0.6 (red circles) samples. The
continuous lines are fits the critical-like function DH = A (Tc-T)

B.

Frontiers in Physics frontiersin.org03

Bocanegra-Flores et al. 10.3389/fphy.2022.988903

32

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.988903


respectively. In both cases, the samples are in the fluid state for

the concentrations shown in the figures.

Figure 2 shows the principal structural peak related to

neighboring interparticle correlations and successive damped

peaks. Moreover, as expected for charged colloids at low ionic

strengths, the primary peak shifts to higher q-values as particle

concentration increases following a one-third power law [34, 35],

as seen in the insets. Here, the main peak position of the

experimental S(q) is plotted as a function of the dilution

factor used to prepare the different systems from the stock

solution on a log-log scale. We use the same color code in the

inset as in the main figure, and blue symbols correspond to

additional samples studied to span the concentration interval.

The dashed lines are linear fits to the experiments, and their

slopes are -0.34 and -0.33, agreeing with the expected −1/3 value.

This means that particles arrange to maximize distances due to

the electrostatic repulsion among them. Moreover, all structure

factors display the typical short-range order present in liquids as

confirmed by the agreement between experiments (symbols) and

the theoretical S(q)’s (lines) obtained from liquid state theory by

solving the Ornstein-Zernike equation using the hypernetted

chain (HNC) closure relation, and assuming a Yukawa-like

particle interaction potential [36],

U(r) � Z2
effe

2

4πε0εr
(
exp(κa)
1 + κa

)
2
exp(−κr)

r
(2)

where, Zeff is an effective charge, e the electron charge, κ the

effective inverse Debye screening length, a the particle radius, ε0
the vacuum dielectric constant, εr the relative solvent-vacuum

dielectric constant, and r the particle-particle center distance.

Since the systems are deionized, we calculate the theoretical S(q)’s

by fixing the salt concentration to 10−7 M and assuming

monodisperse systems. The only fitting parameters are the

particle effective charge, and the number concentration, n.

The n needed to perform all the fits only differs up to 5%

from that corresponding to the stock solution divided by the

dilution factor, which corroborates the initially estimated particle

concentration. We find that the effective particle charge slightly

varies with particle concentration in the investigated

concentration interval, and its value is around 420 for

KPS0.1 system, and 470 for KPS0.6 system. It is convenient to

point out that, even though the influence of the electrostatic

charge of PNIPAM microgels is often neglected in many studies,

accounting for the interparticle electrostatic repulsion could be

relevant to avoid misleading interpretations of the results. The

use of the ionic initiator in the microgel synthesis, even in small

quantities as that used in the KPS0.1 microgel system, provokes

the appearance of a residual charge in the PNIPAM polymer

chains that is reflected on the measured structure factors.

To carry out the crystallization study, we chose the

samples prepared at n = 5.94 particles/µm3 for the less

charged microgel system KPS01 and n = 2.39 particles/µm3

for the most charged microgels KPS0.6. At these

FIGURE 2
Measured static structure factors at 36°C for: (A) KPS0.1 system at n = 2.94 particles/µm3 (black squares), 5.94 particles/µm3 (red circles), and
8.85 particles/µm3 (green triangles), (B) KPS0.6 system at n = 1.34 particles/µm3 (black open squares), 2.39 particles/µm3 (red open circles), and
5.06 particles/µm3 (green open triangles), along with their HNC calculations (lines). Insets: Main peak position versus dilution factor used to prepare
the system from the stock solution. The dashed line is a linear fit in the log-log presentation with a slope of -0.34 for KPS0.1 system and −0.33 for
KPS0.6.
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concentrations, the systems are in the liquid phase at high

temperatures, and the crystallization process can be followed

in time at lower temperatures. Notice that a more diluted

sample was chosen for the more charged system because, at

higher concentrations, the samples crystallize so quickly that

the crystallization kinetics could not be followed. This fact

confirms that the higher the initiator used in the synthesis, the

higher the microgel electrostatic charge. Conversely, at lower

particle concentrations, either microgel dispersions do not

crystallize at low temperatures, or the crystallization is too

slow to be followed experimentally. Therefore, after

confirming that our sample was in the liquid state at 45°C,

we carried out the quenching from 45°C to lower temperatures

by placing the sample, previously heated up to 45°C, on the

decalin bath of the light scattering device that was at 20°C,

25°C, and 30°C, respectively. Then, the sample was left there

for 10 min to assure thermal equilibrium at the desired

temperature, and the crystallization of the system was

followed by measuring the temporal evolution of the S(q).

The initial S(q) measured right after the equilibration time

shows a liquid static structure for all the investigated

temperatures, as shown in Figure 3 for the KPS0.1 sample.

The initial S(q) measured at 20°C, 25°C, and 30°C are plotted in

Figures 3A,D,G); respectively. Notice that, right after

quenching, the samples show a liquid-like structure, but the

main peak height of the S(q) is above 2.85, thus indicating that

the sample will eventually crystallize as predicted by the

Hansen-Verlet freezing criterion for monodisperse systems

[37]. Indeed, the sample static structure evolves to its final

equilibrium state, corresponding to a crystalline phase, as

shown in Figures 3B,E,H for 20°C, 25°C, and 30°C;

respectively. Moreover, the appearance of iridescence

highlights the crystallization of the sample. At all

temperatures, the microgel dispersion displays a body-

centered cubic crystalline (BCC) structure, identified by the

Miller indexes corresponding to the Bragg peaks appearing in

the structure factor. Previous simulations [38] and experiments

[4], performed for systems at low particle concentrations

displaying long-range repulsive interparticle interactions,

report spontaneous assembling into BCC lattices. To study

FIGURE 3
(A) Initial measured static structure factor, S(q), right after quenching, (B) Final equilibrium static structure, (C) time evolution of the degree of
crystallinity (symbols) along with a Boltzmann fit (continuous line) at 20°C. (D) Initial S(q) right after quenching, (E) Final equilibrium static structure, (F)
time evolution of the degree of crystallinity (symbols) along with a Boltzmann fit (continuous line) at 25°C. (G) Initial S(q) right after quenching, (H)
Final equilibrium static structure, (I) time evolution of the degree of crystallinity (symbols) alongwith a Boltzmann fit (continuous line) at 30°C for
sample KPS0.1 at n = 5.94 particles/µm3.
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the crystallization evolution, we determine the time dependence

of the sample structure by measuring the S(q) at different times.

Interestingly, the naked eye can observe differences in the

crystallization kinetics since the sample quenched to 20°C

crystallizes faster than that at 25°C, and the latter is faster

than that at 30°C. As the final equilibrium state is deeper into

the crystal region and farther from the liquid-crystal transition,

the crystallization kinetics is faster. To quantitatively analyze the

crystallization kinetics, we calculate the degree of crystallization,

X(t), by using

X(t) � c∫
q2

q1

Sc(q, t)dq, (3)

Where c is a normalization constant. The static structure

factor of the crystalline phase Sc(q, t) is calculated by subtracting

the contribution of the background fluid from the measured

static structure factor S (q, t). We estimate the contribution from

the background fluid by scaling the initial measurement with a

factor, Sf(q, t = 0) = α(t)S (q, t = 0), so that the scattered intensity

matches the background of the measurement at time t, Sc(q, t) =

[S (q, t) - α(t)S (q, t = 0)] [39]. The time evolution of the resulting

degree of crystallization calculated for 20°C, 25°C, and 30°C are

shown as symbols in Figures 3C,F,I, respectively. At all

temperatures, we can observe three regimes: 1) the first one

corresponds to the early states where the crystalline precursor

appears, 2) then, the crystallinity increases sharply (crystal

growth), and 3) the last region is reached steadily (coarsening)

after the crystallization of the whole sample, where X(t) remains

almost constant. These crystallinity curves resemble others

obtained in crystallization studies performed on different

colloidal systems [39]. Based on these results, where a

sigmoidal pattern is observed, similarly to other phase-

transition phenomena, the degree of crystallization can be

reasonably described by a Boltzmann-type function of the

form [40].

X(t) � A1 − A2

1 + e(t−τ)/p
+ A2, (4)

FIGURE 4
(A) Initial measured static structure factor, S(q), right after quenching, (B) Final equilibrium static structure, (C) time evolution of the degree of
crystallinity (symbols) along with a Boltzmann fit (continuous line) at 20°C. (D) Initial S(q) right after quenching, (E) Final equilibrium static structure, (F)
time evolution of the degree of crystallinity (symbols) along with a Boltzmann fit (continuous line) at 25°C. (G) Initial S(q) right after quenching, (H)
Final equilibrium static structure, (I) time evolution of the degree of crystallinity (symbols) alongwith a Boltzmann fit (continuous line) at 30°C for
sample KPS0.6 at n = 2.4 particles/µm3.

Frontiers in Physics frontiersin.org06

Bocanegra-Flores et al. 10.3389/fphy.2022.988903

35

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.988903


where A1, A2, and p are constants obtained from the fit, and τ can
be identified as a characteristic time for the crystallization of the

system, considered as the time where the crystallinity increases

faster, as observed in Figures 3C,F,I.

The fits to the X(t), shown as continuous lines in the figure,

describe the experiments reasonably well and provide the values

of the mean crystallization time τ marked by vertical lines. For

the lowest temperature under study, 20°C, the crystallization time

obtained is τ = 53 min; then this time increases to τ = 412 min for

25°C and τ = 508 min for 30°C. Note that in the crystallization

process, the temperature increase provokes slower.

Kinetics reflected in the increase of the crystallization times

and a slowdown of the crystallization rate. Analogously, the same

study was carried out for the most charged system, KPS0.6; the

results are shown in Figure 4. In this case, the initial S(q) also

displays a liquid-like structure with the main peak height higher

than 2.85 for all temperatures investigated, as can be seen in

Figures 4A,D,G. Similar to the less charged system, the

equilibrium state corresponds to a BCC crystal (Figures 4B,E,H).

Additionally, the evolution of the crystallinity factors

resembles those obtained for the KPS0.1 system, as shown in

Figures 4C,F,I. For the most charged system, the crystallization

times are τ = 325 min at 20°C, τ = 650 min at 25°C, and τ =

1860 min at 30°C, represented in the figures by vertical lines. For

this system, the crystallization process also slows as the system

temperature approximates the temperature where the sample

undergoes a liquid-solid transition. The liquid-solid transition

temperature of the system is estimated frommeasurements of the

static structure factor at different temperatures, right after

thermal equilibrium. The measured static structure factors are

shown in Figure 5. Here, we can observe that the sample structure

is more correlated at low temperatures, reflected in the height of

the principal peak of S(q), Smax, than at high temperatures.

The decrease in correlation with temperature has been

reported previously for deionized charged microgel

dispersions [4, 8, 41], and it is associated with an entry of

counterions to the microgel as the particle collapses, which

translates into a smaller net particle charge [4]. This entry of

counterions compensates for the increased electrostatic energy

due to the distance reduction between the particles charged

groups during microgel shrunk. For those samples showing a

Smax > 2.85, the measured static structure at initial times

corresponds to a metastable state since the sample eventually

crystallizes. However, at higher temperatures, around the VPTT

and beyond, the initial measured structure corresponds to an

equilibrium liquid state. The liquid-solid transition temperature

is better observed in the inset of Figure 5, where Smax is plotted as

a function of temperature. Notice that the liquid-crystal

transition temperature, marked with a horizontal line at 2.85,

is around 32°C. The similarity between the values found for the

VPTT and the liquid-crystal transition temperature is a

coincidence since, for more concentrated systems, an increase

of the latter is expected [4].

The crystallization occurs when the initial colloidal fluid is

quenched to a temperature beyond the fluid-solid transition

boundary. Thus, in both cases, KPS0.1 and KPS0.6 display the

expected temperature dependence of the crystallization rate. In

Figure 6, the crystallization times are shown for both systems as a

function of volume fraction. Here we can observe that, on the one

hand, crystallization is faster for the lowest temperature studied,

20°C, because the particle’s charge, size and volume fraction

become larger than at higher temperatures. At this temperature,

FIGURE 5
Measured static structure factor measured right after
quenching at different temperatures for system KPS0.6. The arrow
indicates the interval temperature under study, and its direction
points to higher temperatures. Inset: Height of themean peak
of the structure factor, Smax, as a function of temperature. The
horizontal line indicates the Hansen-Verlet criterion,
corresponding to S(q) = 2.85.

FIGURE 6
Crystallization times as a function of volume fraction
occupied by microgels for both systems, KPS 0.1 (black open
squares), and KPS 0.6 (red open circles).
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particles fill more space and interact more strongly, thus reducing

the free energy of the whole system and favoring crystal

formation. On the other hand, at higher temperatures close to

but smaller than the liquid-crystal temperature, the free energy of

the crystal becomes unfavorably for crystallization. Thus, an

increment of environment entropy is required to achieve

crystallization, resulting in a slower process. Interestingly, the

volume fraction dependence of the crystallization time is very

similar for both systems and, apparently, independent of the

charge of the microgel. However, in order to confirm this

behavior, more experiments are needed.

Concluding remarks

In this work, we study the crystallization kinetics of charged

PNIPAMmicrogels dispersions at deionized conditions. We find

that the crystallization rate can be tuned by temperature,

resulting from the inherent temperature dependence of

PNIPAM that affects microgel size, volume fraction, and

particle charge. The crystallization study shows that,

independently of the microgel charge, the nucleation time

increases as the dimension of the microgel decreases with

increasing temperature. The temperature increase provokes

changes in the dispersion volume fraction, particle diffusion

coefficient, and particle electrostatic charge, being a complex

problem worthy of being analyzed. Previously, similar studies

have been performed, but in neutral microgel suspensions, where

the volume fraction of the dispersions under study was higher

than 50% [11]. In our case, the system undergoes a liquid-crystal

transition at very low volume fractions, ~ 1–5%, thanks to the

microgels’ low polydispersity and electrostatic charge. Another

difference between previous studies and ours is how the initial

state is reached. In the first, the initial metastable state is achieved

by molten shearing once the system is at the desired temperature.

However, in our case, the initial liquid phase that assures no

memory effects is reached by heating the sample to 45°C and then

quenching to the temperature under study. Working with

charged microgels under deionized conditions offers the

possibility of studying the phenomena of colloidal

crystallization at very low volume fractions, which helps to

minimize the inherent experimental difficulties associated with

gravity and systems turbidity. We consider that our results

encourage further systematic studies as a function of number

concentration, temperature, and electrostatic charge in microgels

dispersions to describe a complete scenario.
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Shear-induced vorticity aligned
flocs in a temperature responsive
colloid-polymer mixture

Ryle Rel, Dennis Terwilliger and Ryan McGorty*

Department of Physics and Biophysics, University of San Diego, San Diego, CA, United States

Shear driven patterning is seen in many soft matter systems. We use rheology

and optical microscopy to probe the structures formed when we shear a

colloid-polymer mixture containing temperature-sensitive microgel particles.

By increasing the temperature, we can increase the particle attraction and

transition from liquid-like to gel-like behavior. And by applying shear flow to the

sample as the temperature and, hence, state of the system changes, we can

affect the morphology of mesoscopic colloidal clusters. We can produce gels

comprised of fibrous, elongated colloid-dense clusters, or we can form more

isotropic clusters. The rheology is measured and shear-induced flocculation

observed for colloid-polymer systems with different cluster morphologies. At

shear rates high enough to produce elongated clusters but low enough to not

break clusters apart, we observe log-like flocs that are aligned with the vorticity

direction and roll between the parallel plates of our rheometer.

KEYWORDS

colloids, rheology, microgel particles, rheo-optics, shear-induced aggregation

Introduction

Colloidal suspensions find wide use for their rheological properties and their ability to

assemble into complex structures [1]. With a multitude of routes for colloidal synthesis,

particle sizes large enough for detection with optical methods, and tunable interparticle

interactions, the structure andmechanical properties of colloidal assemblies can be readily

observed, measured, and modified. Therefore, the assembly of colloidal particles has been

probed to, e.g., understand the kinetics of crystal nucleation and growth [2], the

mechanisms of gelation [3], and the fabrication of capsules [4]. Likewise, the rheology

of colloidal suspensions has been used to, e.g., develop theoretical models for non-linear

flow responses [5] and tailor the properties of 3D printer ink [6]. Whether to test

fundamental models of matter or to drive applied research towards product development,

these two aspects of colloids—elementary building blocks of complex assemblies and

rheological modifiers—are often quite entangled [7]. Flow can assist in the assembly of

higher order structures, such as colloidal crystals [8, 9], and the details of a sample’s

microstructure can assist in explaining rheological properties, like shear thinning or

thickening in dense suspensions [10] or how a gel yields and flows [11, 12].

In many colloidal systems, researchers have observed anisotropic shear-induced

structures which align along the vorticity direction. These structures are of great
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interest due to their implications in determining the (potentially

directional dependent) rheology of complex fluids and in

revealing routes to fabricate anisotropic materials. Such

anisotropic shear-induced structures have been studied

experimentally through orthogonal superposition rheology

[13, 14], rheo-scattering experiments [15, 16], and real space

rheo-optical methods [17, 18]. Of the plethora of anisotropic

shear-induced structures observed, a subset feature log-rolling

flocs, whose formation strongly depends on the degree of

confinement. These vorticity-aligned log-rolling flocculated

structures have been observed in emulsions [19]; particle-

loaded polymer blends [20]; carbon nanotube suspensions [21,

22]; carbon black suspensions [23–25]; mud samples [26]; and

other suspensions of attractive particles [27, 28]. A complete

understanding of such log-rolling floc formation is crucial for

applications where complex fluids might flow through confined

geometries (e.g., 3D printing) and for scalable methods of

producing anisotropic materials (e.g., films with anisotropic

conductivity [29, 30]).

A large advance in the understanding of this type of shear-

induced patterning came from the experiments and simulations

performed by Varga et al. in 2019 [27]. The authors

demonstrated that density fluctuations within a sheared and

confined suspension of attractive particles can set up eddies

which, due to hydrodynamic coupling between the particle

aggregates and the boundaries, promote the stable formation

of log-rolling flocs. Further, the authors showed that if the shear

forces are sufficiently large, flocs will break apart and stable

vorticity-aligned log-rolling structures will not form. Whether

the shear force is too large or not depends on the interparticle

attraction, a fact which motivates the use of the Mason number,

Mn, the ratio of the shear force on a particle to the interparticle

force at contact. Stable logs were only observed below a critical

Mason number, Mnc, with Mnc decreasing with increasing

distance between the confining boundaries.

In this work, we explore the log-rolling floc formation in a

colloid-polymer system containing thermoresponsive microgel

colloidal particles using an optical microscope attachment on a

rheometer with a parallel-plate geometry. Using

poly(N-isopropylacrylamide) (pNIPAM) microgel particles

allows us to vary the interparticle attraction in situ by

changing the temperature, a property used in many prior

investigations of colloidal phase behavior and rheology [31–36].

We find that, for our system, the morphology of colloidal

clusters—assemblies of particles on a mesoscopic scale between

that of the particle size (~1 μm) and system size (>150 μm)—is an

important factor influencing log formation. With our

thermoresponsive colloid-polymer system, we can create

colloidal gels comprised of elongated, highly anisotropic

clusters or more isotropic clusters. Gels consisting of more

elongated clusters tend to more readily form log-rolling flocs.

Our work highlights the importance of investigating the impact

of this mesoscopic cluster scale on shear-induced pattern

formation. In many previous studies of colloidal gels, a

cluster-centric view has proven fruitful. For example, past

work has shown that colloidal clusters may determine the

length scale for mechanical energy storage in colloidal gels

[37] with inter-cluster bonds or cluster-cluster connections

governing the elasticity [38–40]. Here, we show that a

perspective which focuses on the mesoscopic cluster scale may

also help elucidate macroscopic pattern formation in attractive

colloidal suspensions.

Materials and methods

Materials

We synthesized pNIPAM microgel particles in a manner

similar to previous syntheses by our group [41, 42] and following

the guidance of previously published protocols [43]. We use

ammonium persulfate (APS, purity 98%),

N-isopropylacrylamide (NIPAM, 97%), and N,N′-
methylenebisacrylamide (BIS, 99%), all used as received from

Sigma Aldrich without purification. We synthesize particles in a

250 mL three necked round bottom flask heated to 80°C and

under nitrogen atmosphere. In 200 mL of deionised water, we

add 3.38 g of NIPAM and 0.15 g of BIS. Once dissolved, this

solution is transferred to the three necked flask. We then add

0.11 g of APS dissolved in 3 ml of deionised water. We let the

reaction run for 4 h with constant stirring with a magnetic stir

bar and continuous bubbling of nitrogen through the solution.

We concentrate the pNIPAM particle solution through

centrifugation. We centrifuge the suspension at 30,000 g for

90 min. The supernatant is removed and fresh deionized

water is added.

We estimate the pNIPAM particle volume fraction by

measuring the viscosity of different particle dilutions using a

Cannon-Ubbelohde dilution viscometer. According to the

Einstein-Bachelor relation, the viscosity of a suspension of

spherical particles relative to that of the suspending medium

is η/η0 � 1 + 2.5ϕwhere ϕ is the effective particle volume fraction

[44]. We found the volume fraction of our stock solution of

concentrated pNIPAM particles to be ϕ ≈ 0.6.

We determine the size of our pNIPAM particles around the

lower critical solution temperature (LCST) using dynamic light

scattering (DLS) measurements taken with a Malvern Zetasizer

NanoZS using a 632.8 nm laser with a detection angle of 173°.

Above the LCST at 34°C, the diameter is 480 ± 30 nm (mean and

standard deviation of four runs on the Zetasizer) and we used a

particle concentration of ϕ< 0.01 such that we do not see signs of

aggregation in our DLS measurements. Below the LCST at 29°C,

the diameter is 840 ± 80 nm. At lower temperatures, the size

measurements from the Zetasizer are less consistent perhaps due

to large polydispersity though follow up measurements are

necessary to quantify this. However, from optical microscopy

Frontiers in Physics frontiersin.org02

Rel et al. 10.3389/fphy.2022.955006

40

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.955006


of the particles at room temperature, we believe that their size at

room temperature is approximately 800 nm.

We use xanthan polymer, Ticaxan® Xanthan VI from TIC

Gums, to act as a depletant. Xanthan has been used in previous

colloid-polymer samples to generate fluid-fluid phase separation

or gelation [41, 42, 45]. As reported by the manufacturer, the

molecular weight is in the range of 4–12 × 106 g mol−1. We

prepare a stock solution of xanthan with a concentration of 0.2%

by weight with 0.1 M NaCl (Sigma Aldrich, >99%) and 2 mM

NaN3 (Sigma Aldrich, >99.5%).

We made samples to investigate shear-induced pattern

formation by combining in equal parts our concentrated

pNIPAM stock solution and the 0.2% xanthan solution. This

results in a sample with a pNIPAM microgel particle volume

fraction of 0.3.

Rheology

Rheological measurements are performed on a Discovery

Hybrid Rheometer (DHR-3) from TA Instruments. For all data

included here, we use a parallel plate geometry with a 40-mm-

diameter upper plate and a bottom 1-mm-thick glass plate. The

upper plate is made of stainless steel with a mirror finish to allow

for better image quality when using the attached microscope. We

use TA Instruments’ Upper Heated Plate accessory to vary the

sample temperature between 23°C and 34°C.

We load ~210 μL of our colloid-polymer mixture onto the

rheometer by pipetting the solution onto the center of the bottom

glass plate. The upper plate is slowly lowered while rotating at

0.2 rad/s. The upper plate is lowered until the sample completely

fills the gap which usually results in a gap height of between

150 and 160 μm. To prevent sample evaporation, we seal the edge

of the sample with mineral oil.

Before experimental runs, we try to erase the sample’s shear

and loading history by performing a conditioning step where the

sample is sheared at 1,000 s−1 for 120 s, sheared at −1,000 s−1 for

120 s, and then allowed to equilibrate at rest for 180 s. This

preshearing procedure is similar to ones used in other studies of

shear-induced structuring [24, 25, 27, 28]. For the majority of

experiments we discuss here, we then proceed to heat the sample

from room temperature to 34°C at a rate of 0.5°C/min while

steadily shearing the sample at a rate, _γT↑, between 0 and 15 s−1.

After the sample reaches 34°C, we usually measure the frequency

dependent viscoelastic moduli. We logarithmically sweep the

frequency from 100 to 0.1 rad/s with five points per decade and

with a strain amplitude of 3%. This is followed by a constant

shear rate step where the sample is sheared at a rate _γhold for

30 min and kept at 34°C. Typically, we use the same shear rate

during this step as was used during the heating stage,

i.e., _γT↑ � _γhold. For our samples, if vorticity-aligned log-rolling

flocs form, it is at this step in which they appear. This step with

constant shear rate is then followed by another oscillatory test

using the same parameters as the previous one. The sample is

then returned to 23°C at a rate of 2°C/min while being sheared

with rate _γT↓. The steps described above are then repeated. This

whole procedure where the sample goes from room temperature

to 34°C, is held at 34°C for 30 min at a constant shear rate, and is

then brought back to 23°C typically takes ~75 min. This is usually

repeated up to ~10 times with different shear rates over the

course of a day or overnight. Between each run we perform the

conditioning step described above (returning the sample to room

temperature, shearing at 1,000 s−1 for 120 s, and then

at −1,000 s−1 for 120 s) which allows us to conduct multiple

runs of the same sample without noticeable effects from the

previous run. See the Supplementary Material for a table of the

parameters used in our rheological procedures.

Our rheometer is equipped to counter-rotate the bottom

glass plate which results in a stagnation plane between the

parallel plates. For most of our experimental runs, we do not

enable this counterrotation. However, we occasionally use this

feature to observe the formation of vorticity-aligned flocs without

having such flocs leave the imaging field of view. When this

counterrotation is used, we indicate so in the caption.

Microscopy

We use the modular microscopy accessory from TA

Instruments to image the shear-induced flocculation. For

images included here, we use Nikon objectives with

either 2×, 10×, or 40× magnification (2× 0.1 NA Plan Apo;

10× 0.3 NA Plan Fluor; 40× 0.45 NA ELWD SPlan Fluor). Epi-

illumination is provided by a 470-nm LED (M470L3, Thorlabs).

Images are recorded on an Allied Vision Manta G-033 CCD

camera with a resolution of 656 × 492 pixels at a maximum frame

rate of 88 frames per second. We use the software Micro-

Manager to record image sequences [46].

For macroscopic imaging where we can capture one-quarter

of the 40-mm-diameter geometry, we use a macro lens attached

to a 1,920 × 1,200 pixel CCD camera (Imaging Source, DMK

33UX174). Images are typically recorded at five frames per

second. We illuminate the sample with a dual gooseneck LED

light (AmScope, LED-14M).

Results and discussion

We prepare aqueous solutions of pNIPAMmicrogel particles

and xanthan which exhibit temperature-dependent structural

and mechanical properties. This colloid-polymer mixture

shows gel-like behavior at room temperature as observed with

optical microscopy (Figure 1A) and rheology (Figure 1B;

Supplementary Figure S1). This behavior is due to the

depletion attraction between the pNIPAM particles mediated

by the xanthan polymers.
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When sheared at room temperature (23°C) between parallel

plates (40 mm diameter, ~150 μm gap size), we observe colloid-

rich domains aligning along the flow direction. At room

temperature, we never observe vorticity-aligned flocs for any

of the shear rates we used, 0.5 s−1–15 s−1. This may be due to the

fact that even at the lowest shear rate in this range, the shear

forces acting on a particle are too large compared to the

interparticle depletion attraction for stable vorticity-aligned

logs to form.

We next explore if shear-induced patterning is seen at

temperatures above pNIPAM’s lower critical solution

temperature (LCST) of about 32°C–33°C. Above this

temperature, pNIPAM particles become more hydrophobic

with an increased interparticle attraction. As the temperature

of our sample increases from room temperature to 34°C, the

interparticle attraction varies in a non-trivial way. As the

temperature increases while remaining below the LCST, the

pNIPAM particles decrease in size. This reduces the volume

fraction of pNIPAM particles and reduces the strength of the

depletion attraction. A quantitative picture of how the pNIPAM

interparticle attraction varies as a function of temperature in the

presence of a depletant is beyond the scope of this work (though

the rich phenomena that similar pNIPAM-containing systems

exhibit have been investigated previously by our lab [41] and by

others [47]). However, we do see the effect of this change in

interparticle attraction in Figure 1B. The storage and loss moduli,

G′ and G″, are measured as a function of temperature at a

frequency of ω �10 rad/s with a strain amplitude of γ � 3%. We

observe that G′ and G″ decrease with temperature and that while

G′>G″ for lower temperatures, at around 31°C we observe more

liquid-like behavior with G′<G″. We conjecture that this

decrease in G′ with increasing temperature and the transition

FIGURE 1
(A) At room temperature, the colloid-polymer mixture forms a weak gel as observed with a brightfield microscope using a 60× objective lens.
(B) As measured with a DHR-3 instrument using a parallel-plate geometry, the storage (G′, solid symbols) and loss (G″, open symbols) moduli vary
with temperature. The moduli were obtained using a frequency of ω � 10 rad/s with an amplitude of γ0 � 3%. (C) The DHR-3 used for collecting
rheology and rheo-microscopy data is shown. The instrument is outfitted with a temperature-controlled upper plate and a bottom glass plate
under which a microscope is placed. (D) A view from underneath the parallel-plate geometry shows a 2× microscope objective placed below the
bottom glass plate. The sample shows shear-induced patterning as thin white structures oriented radially outward (in the vorticity direction) can be
observed. (E) An image of the colloid-polymer mixture in the parallel-plate geometry after the sample was heated from 23°C to 34°C at a rate of
0.5°C/min. During this temperature ramp, the samplewas sheared at a constant rate of _γT↑ � 5 s−1. This imagewas taken immediately after the sample
first reached 34°C. (F) For the same sample shown in (E), we continue applying a constant shear at a rate _γhold � 5 s−1 while the temperature was held
at 34°C. This image shows vorticity-aligned flocs have formed at t � 540 s into this step of constant applied shear rate and constant temperature. The
vertical axis of the image is along the flow direction and the horizontal axis is along the vorticity direction. (G) During this period of constant shear
described in (F), we measure the stress over time. Increases in the stress coincide with the formation of vorticity-aligned log-like flocs as seen by the
uptick in stress at around 500 s which coincides with when the logs seen in (F) begin to form.
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from gel-like to liquid-like behavior is due to the decreasing

volume fraction of pNIPAM particles and decreasing depletion

attraction. Above 33°C, we observe a stiffer colloidal gel with G′
returning to being larger than G″. The frequency dependent

moduli for our colloid-polymer mixture at both 23°C and 34°C is

shown in Supplementary Figure S1. While the pNIPAM particle

volume fraction is larger at room temperature, the interparticle

attraction is greater above the LCST which results in the elastic

moduli being ~2× larger at 34°C than at 23°C.

At this higher temperature of 34°C, we do observe, with our

rheo-optical setup (Figures 1C–F) the formation of vorticity-

aligned flocs similar to what has been observed previously in

other attractive suspensions or soft matter systems (see also

Supplementary Videos S1–S3). The formation of such flocs

coincides with an increase in the shear stress along with more

variability in the stress as seen in Figure 1G. This increase in

stress or viscosity associated with log-rolling floc formation is

consistent with previous work on systems of colloidal rods [28],

carbon black dispersions [24], and nanotube suspensions [21]. If,

after the log-rolling flocs form, we leave the sample undisturbed

at 34°C, then the logs seem to remain intact for at least several

minutes but we have not investigated this thoroughly. However,

if we bring the temperature back down to 23 C, then the

pNIPAM particles will disperse away from the flocs.

Interestingly, we only observe the formation of the kind of

vorticity-aligned flocs seen in Figures 1D,F in certain

circumstances. If, after following the sample conditioning

steps described in the Methods section (i.e., applying a shear

of 1,000 s−1 for 120 s, −1,000 s−1 for 120 s, and allowing the

sample to equilibrate at rest for 180 s), we increase the

temperature to 34°C while the sample is at rest (i.e., no

applied shear) and then, with the sample temperature held at

34°C, apply a steady shear of anywhere between 0.5 and 15 s−1 we

do not observe the formation of flocs. That is, if _γT↑ = 0, then we

observe no vorticity-aligned flocs for any value of _γhold used.

Instead, we observe isotropic aggregates of particles in the

sheared sample which are smaller than the gap size and which

do not appear to flocculate together or change in size or shape

over time, at least as observed with our imaging setup. Further,

we observe that the measured shear stress is steady with time and

does not exhibit large fluctuations as we shear the sample at a

constant rate. This is another indicator of little or no change in

the sample’s structure as it is sheared.

Instead of heating the sample to 34°C while the sample is

quiescent, we also try applying a steady shear to the sample as we

heat it from 23°C to 34°C at 0.5°C/min. That is, we set _γT↑ to a

value greater than zero. In Figure 2A, we show the stress as a

function of temperature during this temperature ramp for a few

different shear rates. For a given shear rate _γT↑, stress initially

decreases with temperature. This is likely due to the decreasing

volume fraction of pNIPAM particles as the particles deswell and

the concomitant reduction of the depletion attraction. The stress

is a minimum at ~33°C, approximately pNIPAM’s LCST. From

FIGURE 2
Shearing the sample as the temperature increases produces
distinctly different cluster morphologies. (A) Samples are sheared
at a constant rate of _γT↑ while the temperature increases from 23°C
to 34°C at a rate of 0.5°C/min. The stress is measured during
this temperature ramp. For all values of the shear rate _γT↑ used, we
observe that the stress decreases as the temperature goes from
room temperature to ~33°C. This is likely due to the decreasing
volume fraction of the pNIPAMmicrogel particles as they decrease
in size with increasing temperature. Above ~33°C, the stress
increases with temperature as the increased hydrophobicity of the
pNIPAM particles leads to stronger interparticle attraction. (B)
Image of the sample immediately after this temperature ramp with
a shear rate of _γT↑ � 1 s−1 taken with a 10× objective lens. (C) Image
of the sample immediately after the temperature rampwith a shear
rate of _γT↑ � 7 s−1. In comparison to (B), the pNIPAM particles have
aggregated into more fibrous and higher aspect ratio clusters.
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33°C to 34°C, the stress increases, likely due to the stronger

interparticle attraction above the LCST. The mesoscopic

structures of our samples at 34°C are distinctly different

depending on the value of this shear rate, _γT↑. After the

sample’s temperature has reached 34°C, colloidal clusters are

slightly elliptical in shape for lower shear rates (e.g., Figure 2B

where _γT↑ � 1 s−1). But for higher _γT↑, clusters take on a fibrous

quality where the clusters are highly elongated (e.g., Figure 2C

where _γT↑ � 7 s−1). See Supplementary Figure S2 for more such

images.

We believe that the shear-rate-dependent shape of clusters

can be understood considering the large body of work on how

fluid droplets deform in shear flow. Though our colloid-polymer

system exhibits gel-like behavior for most of the temperature

range, our rheological (Figure 1B) and imaging (Supplementary

Video S4) data shows liquid-like behavior at temperatures just

below the LCST where colloid-dense and colloid-poor fluids

likely coexist. Studies of flow-induced deformation of droplets

and soft materials date back at least a century with the seminal

work of G. I. Taylor [48, 49]. More recent experimental work on

systems more resembling our own demonstrate that droplets

sheared in confined geometries take on string-like elongated

shapes with aspect ratios that increase with the shear rate [50]

and that fluid-fluid phase separated colloid-polymer systems

exhibit flow-elongated domains with aspect ratios dependent

on the shear rate [51]. In our system, the low contrast between

the colloid-dense regions and the continuous phase at

temperatures below the LCST (given that the swollen

pNIPAM particles are mostly water) make precise

measurements of the shape of colloid-dense regions as a

function of shear rate difficult. Nevertheless, we can use image

autocorrelations to measure the approximate size of colloid-

dense domains in the shear and vorticity directions as a

function of shear rate at a constant temperature of 31°C. As

seen in Supplementary Figure S3, the aspect ratio of these colloid-

dense domains increases with increasing shear rate.

We believe that it is the morphology of the colloid-dense

regions—a property dependent on the shear rate used as the

sample is heated—that largely influences whether vorticity-

aligned flocs form. Of course, as previous work has found,

FIGURE 3
Shear-induced vorticity-aligned floc formation across scales. (A) Using a macro lens to capture a quarter of the parallel-plate geometry
(diameter of 40 mm), we observe samples having undergone a temperature ramp to 34°C with a constant shear rate of _γT↑ � 5 s−1. Images are shown
after the sample has reached 34°C and is being sheared at _γhold � 5 s−1. The time interval between each image in the set of three (i–iii) is 70 s. The first
image (left) was taken seconds after the sample reached 34°C. While here we observe flocs throughout the geometry, we note that in other
cases we observe flocsmainly near the center or near the edges of the geometry. (B) The initial formation of a vorticity-aligned floc is observed using
a 2× objective while the sample is shared at _γhold � 4 s−1 after reading 34°C. The time interval between each image (i–vi) is 11.4 s. Counter-rotating of
the bottom glass plate of the parallel-plate geometry was used to keep the floc in the field of view. Supplementary Video S1 captures this floc
formation. (C) Image of a vorticity-aligned floc formed at 34°C using a shear rate of 4 s−1 taken with a 10× objective. The width of the floc is
approximately equal to the parallel-plate gap height (here, h � 157 μm).
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FIGURE 4
Shear-induced floc formation coincides with increases in the measured stress. (A) The colloid-polymer sample in a parallel-plate geometry is
first heated to 34°C as described while subjected to shear at a rate _γT↑. Following this temperature ramp, the sample is subjected to the same shear
rate _γhold � _γT↑ while being held at 34°C. We measure the stress as a function of time during this 30-min period of constant shear rate and constant
temperature. Depending on the shear rate used, the stress remains relatively flat for the 30 min or shows an uptick with increased fluctuations.
This increase in the stress coincides with floc formation. We observe this indication of floc formation for shear rates of 2–7 s−1. The stress vs. time is
shown for shear rates from0.5 to 15 s−1 with the symbols indicating themean over typically six runs. The shaded areas represent themean ± standard
error across the different runs. (B) Same as (A), but only the data for shear rates of 2, 3, 4, 5, 6, and 7 s−1 are shown. These are the shear rates for which
there is a noticeable increase in the stress with time and where vorticity-aligned logs form. (C) As with (B), we show the same data in (A) but for only
shear rates of 0.5, 1, 8, 9, 10, 11, 12, 13, 14, and 15 s−1. (D) Oscillatory measurements are performed after the temperature ramp to 34°C. During this
temperature ramp, the sample was sheared at _γT↑ . Plotted are the storage (G′, solid symbols) and loss (G″, open symbols) moduli for a frequency of
ω � 1 rad/s and amplitude γ0 � 3% as a function of the preceding shear rate _γT↑ . (E)Oscillatory measurements are performed after the sample is held
at 34°C while subjected to a constant shear rate of _γhold (set to the same value as the preceding _γT↑ used during the temperature ramp) for 30 min. As
in (D), the storage and loss moduli are plotted as a function of _γhold. Outside of the range 2–7 s−1, we observe more liquid-like responses (G′≲G″). (F)

(Continued )
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other factors like gap height, particle volume fraction, and

interparticle attraction also matter, but those factors are not

systematically varied in our present work. We contend that a

consideration of the mesoscale colloidal-cluster morphology

explains why we see the formation of vorticity-aligned flocs

for an intermediate range of shear rates.

For 2 s−1 ≲ _γT↑ � _γhold ≲ 7 s
−1, we observe vorticity-aligned

flocs forming within 30 min of steady shear after the sample

has reached 34 °C. As seen in Figure 3, vorticity-aligned flocs are

easily observed with our rheo-optical setup across a range of

scales. Note that while in Figure 3A, vorticity-aligned flocs are

seen throughout the sample geometry, in other instances, we

observe flocs primarily towards the edges or near the center of the

geometry, as one might expect for a parallel plate geometry where

the shear rate varies with radial distance. The range of

approximately 2 s−1–7 s−1 is where we observe flocs throughout

a large fraction of the geometry. Besides visual observation as

seen in Figures 3A–C, floc formation can also be inferred from

the measured shear stress as a function of time. As seen in Figures

4A–C, for some shear rates we observe that minutes or longer

into the steady shear phase of our procedure there is a marked

increase and fluctuations in the stress. We observe this for shear

rates between 2 and 7 s−1, whereas for shear rates less than 2 s−1 or

greater than 7 s−1, the stress varies little with time and shows no

large fluctuations or increases. The stress is plotted versus time as

logs form in Supplementary Figure S4 as well (see Supplementary

Videos S2, S3 for movies of the floc formation seen in

Supplementary Figure S4A).

Previous studies investigating the formation of vorticity-

aligned flocs have noted an upper bound on the shear rate (a

critical shear rate, _γc) above which such flocs do not form [25,

27, 28]. This critical shear rate depends on the degree of

confinement ( _γc ~ h1.4 from [25, 27]). Our work likewise

shows that if our colloidal system is sheared at too high of a

rate, vorticity-aligned flocs are not observed. We have not yet

explored how this depends on the gap height of our parallel

plate geometry, but for the value h ≈ 150 μm we find that
_γc ≈ 8 s−1.

However, our work also shows that there is a minimum

shear rate below which vorticity-aligned flocs are not seen. We

believe that this is due to how shear is deforming the colloid-

dense mesoscale domains as the temperature increases and the

interparticle interaction goes from a relatively weak depletion-

induced attraction to a stronger hydrophobic attraction. At low

shear rates, mesoscale colloidal clusters deform little due to the

shear forces. At higher shear rates, colloidal clusters stretch out

into high-aspect ratio structures. In comparison to more

isotropic colloidal clusters, elongated clusters will form a

larger number of connections with neighboring clusters. The

fact that anisotropic particles can form a percolating network at

a lower concentration than spherical particles has been shown

in many studies of rod-shaped particles [28, 52]. In the

experiments shown here, the concentration and aspect ratio

of our pNIPAM colloidal particles are constants. But, the aspect

ratios of the shear-deformed clusters do change. And just as

rod-like particles will form space-spanning networks at a lower

volume fraction than isotropic particles [52], elongated clusters

will form more connections with neighboring clusters than

isotropic clusters.

Moreover, the cluster morphology also affects the

mechanical properties. After increasing the temperature

from 23 to 34 °C during which we apply steady shear at a

rate of _γT↑, we perform oscillatory rheological measurements

with the sample held at 34°C. The viscoelastic moduli from

this data are shown in Figure 4D. We find the largest G′ values
are associated with prior shear rates _γT↑ of between 2 and

4 s−1. More work needs to be done to determine why the

colloidal gel loses elasticity as _γT↑ increases beyond 4 s−1.

Though very elongated clusters with a high aspect ratio may

form a greater number of connections with surrounding

clusters, perhaps the thinness of such clusters leads to a

reduced elastic modulus in comparison to networks of

thicker clusters with reduced aspect ratios. Or, perhaps at

the higher shear rates, elongated clusters are quickly broken

apart by shear forces. We also show G′ and G″ measured

immediately after the sample is sheared at _γhold for 30 min at

34°C (before which the sample was sheared at _γT↑ � _γhold
during the temperature ramp to 34°C). As seen in Figures

4A,E, a solid-like mechanical response is observed for the

range of shear rates where vorticity-aligned flocs form.

Further, we show in Figure 4F the ratio of the elastic

moduli after the 30 min of constant shearing and prior

(that is, the ratio of the G′ data in Figure 4E to that in

Figure 4D). For shear rates between about 2 and 7 s−1, this

ratio is greater than one. Therefore, at these shear rates, the

30-min period of constant shearing increases the elastic

moduli. For shear rates lower than 2 s−1 and higher than

7 s−1, the period of constant shear reduced the elastic moduli.

This again corroborates our optical imaging data (Figure 3)

and stress vs. time data (Figures 4A–C) which shows that

FIGURE 4 (Continued)
The ratio of the storagemodulusmeasured before and after the 30-min hold at 34°C and constant shear rate _γhold (equal to the preceding value
for _γT↑). That is, the ratio ofG′ in (D) and (E). The dotted line corresponds to a ratio of 1. Only for shear rates between 2 and 7 s−1 dowe observe that the
storage modulus increases (ratio > 1) after this 30-min period. The error bars in (D–F), as well as the shaded regions in (A–C), represent the standard
error across multiple runs of different samples (of identical composition) loaded onto the rheometer on different days.
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shear-driven flocculation is occurring for an intermediate

range of shear rates.

Conclusion

Our data suggests that an important factor influencing the

propensity for shear-induced macroscopic patterning in our

samples is the mesoscopic cluster morphology. Prior studies

have shown how the degree of confinement (i.e., gap height),

interparticle attraction, and volume fraction dictate whether

vorticity-aligned log-rolling flocs will form. Our results show

that for systems like ours the structure of the sample on the

cluster scale also matters. A sample comprised of elongated,

fiber-like colloidal clusters seems more likely to form shear-

induced vorticity-aligned flocs than a sample containing

isotropic colloidal clusters. This finding dovetails with recent

work looking at the shear driven patterns of colloidal rod

suspensions [28]. They found that vorticity-aligned flocs

formed for rods at lower volume fractions than for spheres,

due to the lower volume fraction of rods needed to form a

percolating structure. From past work on colloidal rods [52],

one can appreciate how shaping the colloidal clusters into

elongated structures will more readily lead to a well-

connected network if one considers the colloidal clusters as

renormalized particles. In our work, we show how the colloidal

clusters can be shaped using shear flow applied to the sample

when the colloidal particle’s attraction is weak enough to allow

colloid-rich domains to stretch out in the direction of flow.

However, for other systems, control over the cluster

morphology could be achieved by using different external

fields or the interparticle potential [53].

More generally, this work highlights the importance of the

experimental history of a sample. How a colloidal gel’s

rheological properties depend on its shear history

(i.e., rheological hysteresis) has been the subject of much

research [54, 55]. For our thermoresponsive system, both the

shear history and the temperature history are factors in the

rheology and structure. This thermokinematic memory has

been explored in other industrially relevant materials [56] and

relates to recent work probing how temperature changes and the

rate of temperature changes can (potentially in combination with

shear) structure colloidal materials [47, 57–59].

Pattern formation due to flow in colloidal and complex

fluids can be used to manufacture small-scale structures. It can

also be a hinderance when material needs to flow through

confined spaces, such as in 3D printing. Therefore, a complete

understanding of shear driven structuration will help

streamline current processing and potentially lead to new

strategies for tuning soft materials.
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Direct observation of the microscopic material structure and dynamics during

rheological shear tests is the goal of rheo-microscopy experiments.

Microscopically, they shed light on the many mechanisms and processes

that determine the mechanical properties at the macroscopic scale.

Moreover, they permit for the determination of the actual deformation field,

which is particularly relevant to assess shear banding or wall slip. While

microscopic observation of the sample during mechanical probing is

achieved by a variety of custom and commercial instruments, the possibility

of performing quantitative rheology is not commonly available. Here, we

describe a flexible rheo-microscopy setup that is built around a parallel-

sliding-plate, stress-controlled shear cell, optimized to be mounted

horizontally on a commercial microscope. Mechanically, soft materials with

moduli ranging from few tens of Pa up to tens of kPa can be subjected to a

variety of waveforms, ranging from standard step stress and oscillatory stress to

more peculiar signals, such as triangular waves or any other signal of interest.

Optically, the shear cell is designed to be compatible with different imaging

methods (e.g. bright field or confocal microscopy). Most of the components of

the shear cell are commercially available, and those that are not can be

reproduced by a standard machine shop, easing the implementation of the

rheo-microscopy setup in interested laboratories.

KEYWORDS

differential dynamic microscopy, rheology, microscopy, yield stress fluids, soft
materials

1 Introduction

Although somehow pleonastic to point out, one of the main characteristics of soft

matter is precisely its softness. Every time we open the refrigerator and sink a teaspoon

into yogurt, when we spread chocolate cream on a slice of bread, or when we squeeze out

the tube an appropriate amount of toothpaste on the toothbrush we realize that all these

materials are profoundly different from a classic liquid (e.g., water or apple juice) or solid

(e.g., ceramic or metal). Moreover, many soft materials are also yield stress materials,

effectively behaving as solids for small perturbations yet flowing like liquids in the

presence of sufficiently large applied forces.
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Such a rich rheological behavior arises from the underlying

structural and dynamical complexity of the material constituents at

one or more levels of organization. However, simultaneously

characterizing the sample rheology, structure, and dynamics is

not easily achieved experimentally. On one side, we have

commercial rheometers, powerful and accurate instruments that

grant access to the viscoelastic response of a material to a given

strain/stress history in well-characterized geometries and in different

shearing conditions; on the other side, we have commercial

microscopes and scattering instruments that provide an accurate

spatiotemporal map of the sample but are not conceived to be

operated while the sample is mechanically perturbed.

This necessary trade-off has prompted several research groups

to find a solution to combine the advantages of these approaches,

ideally while maintaining a low level of instrumental complexity and

a wide measurement range for rheological, structural, and dynamic

parameters. Such combination has been implemented by relying on

commercial rheometers [1–5], as well as on custom shear cells

designed to work as rheometers [6–9]1. The so-extracted

information can be used for many purposes, such as correlating

local material properties with the rheological response [14] or

predicting materials failure from the analysis of failure precursors

[15, 16].

In this work, building on seminal work by Aime et al. [8], we

design, implement, and test a rheo-microscopy setup that is

capable of performing a variety of rheological measurements

while performing optical imaging of the sample via a commercial

microscope. The core of the setup is a stress-controlled shear cell

specifically designed for being used with different imaging

configurations (e.g. bright field, confocal, . . .) and for

maximizing the optical access of microscope objectives in the

close vicinity of the sample. To make our setup as reproducible as

possible, most of the optical, electronic, and mechanical cell

components are commercially available, and the entire setup is

controlled with National Instruments Labview. In particular, we

opted for a commercial electronic signal generator to produce a

variety of arbitrary stress patterns, which beyond the most

standard oscillatory and step-like profiles also allow for more

complex inputs, such as for instance triangular profiles. Our

setup also allows triggering the optical detection with the

mechanical input, thereby enabling us to perform for instance

echo-imaging during oscillatory tests. While the tests presented

here are meant to highlight the capabilities of our setup and give

an idea of how it could be used, the setup could be pushed further.

For instance, remaining in the framework of simple shear

oscillation experiments, one could go beyond echo-imaging

FIGURE 1
(A) Sketch of the key components of the shear cell: air bearing (1), inlet for compressed air (2), voice coil (3), holder for the upper glass slide (4),
support of the lower glass slide (5), mounting base of the shear cell (6), microscope stage (7), clamping system fixing the cell mounting base to the
microscope stage (8), ground glass (9), micrometric screws for controlling the gap distance h and the parallelism of the glass slides (10), pass-through
hole enabling imaging with the underlying objective (11). Themoving part of the shear cell, driven by the voice coil actuator, is composed by the
moving parts of (1,3) plus parts (4,9). The entire block (5) lays on part (6) and its orientation can be finely tuned using the micrometric screws (10). (B)
Top view of the shear cell also including the optical pathway and components used for the strain measurement via speckle field formation and
detection: laser light source (12), mirror (13), ground glass solidly moving with the upper part of the shear cell (14), lens (15), mirror (16), and camera
(17). (C) Sketch of the imaging geometry of the shear cell: the sample of cross-sectional area S is enclosed between the two glass slides placed at gap
distance h; as the upper glass is moved by X0 driven by the voice coil, the sample is sheared; the subsequent sample motion is monitored in time by
imaging tracer particles with a long working distance objective, which can be positioned at different distance from the lower glass slide allowing to
follow the sample dynamics at any selected plane z within the gap.

1 Commercial solutions such as the RheOptiCAD described in Ref. [10]
can be used to investigate the microscopic dynamics under controlled
shear strain conditions, as done for instance in Ref. [11]. However, the
main limitation is that they do not provide a quantification of the stress,
which makes them a “deformation tool” [10, 12, 13] rather than a
rheometer. In addition, with this kind of cell one can usually apply
only continuous shear or oscillatory shear deformations.
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and study the intra-cycle dynamics to obtain information also on

non-affine particle displacements; more complex shear profiles

could also be used, such as chirped stress profiles or

superpositions of simple signals.

Our rheo-microscopy setup is relatively simple to implement

and quite robust to use for the multi-scale characterization of the

link between the rearrangements occurring in soft materials

under controlled stress and the evolution of their rheological

properties.

2 Materials and methods

In a nutshell, the shear cell (Figure 1A) consists of a

temporally controlled electrical current that feeds a magnetic

actuator; the magnetic actuator exerts thus a controlled force on

the upper part of the shear cell, which results in a rigid horizontal

translation of the upper glass slide with respect to the lower one,

which remains fixed. Similar to [8], the motion of the upper glass

slide is accurately measured by optical cross-correlation of a

speckle pattern that translates solidly with the upper glass slide

(Figure 1B), so that one can impose a controlled stress profile and

measure with nanometer precision the instantaneous strain. The

optomechanical design is such that, when the cell is mounted on

a commercial inverted microscope, all the sample planes

comprised between the two glass slides can be visualized by

proper positioning of the microscope objective (Figure 1C). In

the following subsections, we describe in detail the different

components and the typical data analysis procedures.

2.1 Shear cell description

The cell is built on the design described in Ref. [8]. It allows

imposing a controlled stress, by means of a voice coil actuator,

and accurately measuring the shear strain, by using optical

speckle correlation analysis. While we keep these key elements

unchanged, our implementation focuses on optimizing some

aspects of the original design for use with a commercial

inverted optical microscope, in our case the Nikon Eclipse Ti.

Beyond the obvious requirement of physically coupling the

cell to the microscope while mounting it horizontally, which is

fulfilled via a suitably designed microscope stage (7 in Figure 1A),

another key requirement is maximizing the clear aperture on the

bottom side to ensure the possibility of forming images within

the samples at an arbitrary position within the entire sample

thickness h. The mounting base (6 in Figure 1A) and the support

of the bottom glass slide (5 in Figure 1A) are thus designed so to

grant access to the tip of both long and short working distance

microscope objectives, whose vertical position remains limited

only by the presence of the bottom glass slide confining the

sample. Another important design criterion concerns the shape

of the glass slides confining the sample: on one side, one would

want to use a large area of contact with the sample, which

increases the effect of the applied force in the case of soft

materials with small elastic modulus; on the other side, a large

glass slide limits the free path of the moving stage, which in turn

limits the maximum achievable strain. Our design, still making

use of standard microscope slides for both the top and the bottom

plates, allows us to flexibly change the shape of the bottom glass

slide by suitable cutting. Here we use two options: a 60 mm ×

24 mm slide mounted with the longer side orthogonal to the

shear direction, which results in a maximum sample area of

4.5 cm2 and a maximum moving stage free path of 25 mm; a

second geometry, conceived to maximize the sample area in

order to access to lower stresses, is obtained with the bottom slide

measuring 65 mm × 26 mm, and mounted parallel to the top one

(maximum sample area 12 cm2, moving stage free path 1 mm).

More information is provided in the Supplementary

Information.

The top glass slide is mounted on a rigid frame (4 in

Figure 1A), which translates rigidly and solidly with the body

of the voice coil actuator (3 in Figure 1A). The rigid frame (4) has

no other degrees of freedom and its distance from support (5) is

varied by turning three micrometric screws that move the

support (5); the three screws thus control the gap distance h

and the parallelism between the two glass slides. The value of h is

easily measured with the graduated vertical translator of the

microscope, quantifying the distance between the two planes at

which the upper side of the bottom glass and the lower face of the

top glass can be sharply imaged. The parallelism between the two

plates is checked by inspection of the fringe pattern arising when

a red laser (638 nm diode laser, 0638L-13A, Integrated Optics)

impinges on the empty cell. The doubly reflected light from the

two glass slides generates an interference pattern whose fringes

spacing is maximized when the two slides are parallel. In order to

maximize the number of visible fringes, we use for the alignment

a low magnification objective (Nikon Plan UW 2x/0.06, working

distance 7.5 mm). With this procedure, the parallelism is granted

with an accuracy of about 3 · 10–4 rad (see Supplementary

Information).

2.2 Stress application

Following [8], we feed an arbitrary current to a magnetic

actuator (Moticont linear voice coil motor lvcm-013-032-02),

which transforms the input current into a force by making

use of a copper coil. This force is eventually exerted on the

sample through the upper glass surface that is mounted on a stage

sliding with reduced friction on an horizontal compressed-air rail

(PI glide RB Linear Air Bearing Module A-101.050). As a

distinctive element of our implementation, we use a

commercially available source measure unit (SMU, NI PXIe-

4138), mounted together with a NI PXIe-8840 controller in a NI

PXIe-1071 chassis. The controller can operate under both MS
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Windows or proprietary National Instruments real time

operating system. Real time operation is preferable to improve

execution performances at high frequency; however, in this work

we have been operating the device underMSWindows 10, due to

the lack of support of our USB3 camera in the real time operating

system. On the other hand, the adoption of a popular operating

system like MS Windows 10 makes our setup easy to replicate,

and very versatile.

We used NI Labview to program the SMU to supply currents

up to 1 A with a noise-limited resolution of 1 μA, and with a

microsecond time precision. Beyond standard continue (Section

4.4) and oscillatory (Sections 4.1 and 4.2) current (stress) profiles,

a multitude of differently-shaped temporal stress profiles can be

obtained, including triangular (Section 4.3) profiles, and

modulated or chirped signals; the possibility to set more

complex stress profiles could be also used for superposition

rheology experiments [17]. Of note, we also found it useful to

have the possibility to add an offset current to finely balance

possible residual gravity effects due to the non-perfect leveling of

the microscopy stage. Finally, since an SMU combines features of

a power supply and digital multimeter device, we can impose a

current profile I(t) and simultaneously read the voltage V(t)

across the voice coil, which provides an estimate of the electric

impedance of the magnet that we can use to monitor the magnet

behavior checking for instance whether we approach its tolerance

limit.

Calibration of the voice coil force-intensity ratio fc was

performed by using a precision balance measuring the force

exerted by the coil for a fixed value of current in the range

10–4 ≤ I ≤ 1 A (currents larger than 1 A were not used to avoid

coil damage). In agreement with the results in Ref. [8] we found

that fc is essentially independent on the current intensity, but

depends on the relative position d between the magnet and the

coil. In our experiments, we choose to work around d = 12 mm

(d = 0 mm corresponds to the magnet completely inside

the coil), where for excursions up to 5 mm, we obtained

fc = (0.909 ± 0.002) NA−1 (see Supplementary Information).

In these conditions, for a typical gap of 300 μm, we obtain

strains exceeding 800%. Also, considering typical sample areas

of the order of 0.1 − 10 cm2, the explored current range

corresponds to an applied stress range of 0.1—105 Pa, even

though below 1 Pa (i.e. for currents smaller than 1 mA), we

systematically observe a slight asymmetry between the

amplitude of the stress obtained for negative and positive

values of currents with the same amplitude (see

Supplementary Information).

After calibration, the shear cell can impose controlled stress

profiles to perform rheological tests (see Section 2.3 for the

needed measurement of the strain) and for pre-conditioning

of the sample before the tests. In the code we developed for the

shear cell control and data acquisition, we implemented two

rejuvenation pre-conditioning stress profiles: an oscillatory

profile with constant frequency, and with large and constant

stress maintained for an arbitrary time duration; and an

oscillatory profile at constant frequency with stress decreasing

from a large value to the value that the operator wants to use for

the subsequent measurement. All the data in this work were

obtained by using the high-stress oscillation rejuvenation

protocol, imposing a rejuvenating strain of about 200%.

2.3 Speckle correlation based strain
measurement

We implement a simple and compact optical correlation

strain sensor (see Figure 1B) [8] to quantify the sample shear

strain: a collimated laser beam (658 nm diode laser, DH658-

60-3, Picotronic) impinges perpendicularly onto a ground

glass (100 mm × 100 mm Square N-BK7 Ground Glass

Diffusers, Thorlabs, homemade custom cut) that is rigidly

mounted on the moving stage; a plano-convex lens with focal

length 29.9 mm is positioned 33 mm after the ground glass

and 330 mm before the speckle acquisition camera (Ximea

MQ042MG-CM USB3.0 camera, sensor pixel size 5.5 µm,

sensor size 2048 × 2048) in order to form a 10x magnified

image of the ground glass, resulting in an effective pixel size

of about half a micrometer. The image of the laser-

illuminated ground glass appears covered in speckles

whose size on the detector is ≈ 9 µm (roughly

corresponding to 2 pixels).

With this configuration, we acquire a sequence of images of a

region of interest (ROI) of 2048 × 16 pixels, with the long side

oriented along the direction ofmotion of themoving stage. From the

spatial cross-correlation between consecutive frames the

displacement of the speckle pattern, and thus of the moving

stage, between the frames is recovered as the correlation peak

position with a subpixel resolution of 0.02 pixels. With reference

to the specific NI Labview implementation, a producer loop records

the images and stores them in a buffer, and a consumer loop

analyzes the correlations and determines the instantaneous velocity.

For the aforementionedROI, the consumer loop speed is the same as

the producer one for acquisition frequencies up to 90 Hz. For larger

acquisition frequencies, images accumulate in the buffer, and the

speckle analysis must be performed offline. The dimension of the

buffer allows us to easily keep a 1 KHz speckle pattern acquisition for

a duration of some seconds and ensures that we can perform tests at

tens of Hertz for hundreds of shear cycles. If needed, the limit for

real-time analysis could be pushed at higher frequencies by using a

camera supported by the real-time operating system described in

Section 2.2.

2.4 Microscopy acquisition

All the experiments described in this manuscript are

performed on fairly transparent samples. In this case tracer
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particles need to be added to monitor the local displacement field

and to outline the occurrence of plastic rearrangements.

Imaging of the tracers is performed with a commercial

optical microscope (Nikon Eclipse Ti), set for Koehler

illumination. To minimize the contribution of particles that

are not in the microscope object plane, the depth-of-focus is

made as small as Lf ≃ 20 μm by keeping the condenser

(NA = 0.52) diaphragm completely open. Images are acquired

by a second Ximea MQ042MG-CM USB3.0 camera at the

imposed acquisition frequency and stored in a circular buffer:

while simultaneously performing rheology experiments, full

frame (2048 × 2048 pixels) image acquisition at 10 Hz (25 Hz

with 2 × 2 binning) can be performed without filling the RAM

for at least 1 hour; full frame acquisitions at larger frequencies

are possible but only for a few seconds. Imaging data presented in

the present paper are acquired with a 20×, 0.45 NA long-

working-distance objective, resulting in a field-of-view size of

563 × 563 µm2.

2.5 Triggered image acquisitions

For rheology experiments with a periodic stress profile (e.g.

for stress oscillation experiments), we implemented the

possibility of microscopy images acquisitions in echo mode

[11]: we acquire for each period a fixed integer number n of

images and repeat a similar acquisition over a very large number

of periods (typically 100 − 1000); the resulting video is then

divided into its n stroboscopic components, each of them

capturing the sample temporal evolution for ideally the same

applied stress after exactly one period and multiples of it

(echoes). As already pointed out in Ref. [11], the presence of

tiny (less than 1 ms) mismatches between the stress and the

sampling frequency may be negligible at the single period time

scale but becomes important if the delay accumulates over a long

measurement (order of 300 iterations), as it implies apparent

drifts in the echo analysis.

To minimize such temporal mismatches, we use hardware

triggering of the voice coil, the speckle camera, and the sample

imaging camera. To this aim, we use the National Instrument

SMU to send an output trigger at the end of every current signal

period iteration. An operational amplifier in a non-inverting

configuration increases the amplitude and duration (with a low-

pass filter) of the trigger signal in order to make it detectable by

the two cameras. Once the trigger signal is received, every camera

acquires a fixed number of frames per period (typically 10 for the

imaging camera and 50-80 for the speckle camera). The camera

then awaits the following trigger signal before starting the

subsequent acquisition sequence. In this way, any mismatch

between the imposed and the effective acquisition frequencies

does not accumulate a time delay between applied stress and

acquired images, thus avoiding apparent drift in image

acquisition. Moreover, the synchronization of the applied

stress with the image acquisition reduces the uncertainty of

the phase delay between the applied stress and the consequent

measured strain. Without synchronization, the strain detection

begins with the first acquired frame after the application of the

stress, which would not give control of the starting phase. With

triggering, the delay is given by the trigger precision δt ≃ 1 µs,

which corresponds to an error on the phase delay that is bounded

from above by δϕ = 2πfσδt, where fσ is the imposed stress

frequency. In typical experiments with fσ < 100 Hz, one has

δϕ < 10–3 rad (to be compared with δϕ ≃ 10–1 rad without trigger),

an error that can be safely neglected, being smaller than the

precision limit imposed by the finite number of acquired points

per period.

2.6 Preparation and loading of the samples

To fill the shear cell with the sample, the upper glass slide

support is easily unmounted, and both glass slides are carefully

cleaned before sample loading. With the exception of the Sylgard

sample (see below), all samples are prepared ex situ and

subsequently placed in the shear cell by using a spatula or a

pipette. The upper slide support is then put back in its place by

carefully checking that the sample drop remains within the

perimeter of the upper and lower glass. To assess the imposed

stress σ = F/S from the applied force F, wemeasure the sample cross-

sectional area S by imaging the sample once loaded using a

smartphone. For this purpose, we position the smartphone on a

holder placed at a distance that minimizes field distortions and

parallax errors. Spatial calibration of the effective image pixel size is

obtained by using as a reference length the known distance between

the cell edges while the contour of the drop is obtained trough a

manual polygonal segmentation using the Matlab drawnpolygon

function. For samples subjected to evaporation, such as Carbopol,

several pictures of the sample area are taken during the

measurement in order to retrieve the area as a function of time.

Tests with Carbopol samples over four consecutive hours revealed

that tracking the temporal changes of S is of fundamental

importance to obtain a correct rheological characterization of the

sample, as changes in S dominate over themoduli changes due to the

water evaporation-induced concentration change of the sample,

which turned out to be negligible. Contact angles different from

π/2 between the sample and the glass slides can introduce errors in

the evaluation of the effective area S due to the presence of a

meniscus (especially for liquid samples like glycerol and silicon oil).

Amore precise evaluation of the area can be in principle obtained for

non-evaporating samples by adding an accurately known volume of

sample in the shear cell, but sample viscosity makes this operation

practically quite difficult in most cases. Another possibility, beyond

the aim of the present paper, is an in-depth study on possible

treatments of the glass slides to reach for a given sample a contact

angle of π/2 in order to reduce themeniscus and thus the error in the

evaluation of S. Tracers have been dispersed only in the Carbopol
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samples since Sylgard and the purely viscous liquids have been only

used to verify the capability of the shear cell in properly measuring

the macroscopic rheology of well-characterized samples.

2.6.1 Viscous liquids
In order to test the behaviour of the cell with simple viscous

fluids, we used glycerol (Sigma Glycerol for molecular biology,

≥ 99.0%) and silicon oil (BlueStar Silicon Bluesil 47V30000,

nominal viscosity 30 Pa·s). Frequency sweeps at T = 23.5 ± 0.5°C

(the same at which the shear cell measurement reported in Section

4.1 were performed) performed with an Anton Paar Physica

MCR300 rheometer in a cone and plate geometry provided a

viscosity η = 29.2 ± 0.3 Pa·s for the silicon oil. Glycerol at 99% is

expected to have a nominal viscosity of 1.19 Pa·s at room

temperature (20 °C) [18]. However, the high hygroscopicity of

glycerol at concentrations close to 100% causes the real viscosity

of the sample during the measurement to be noticeably lower [19].

2.6.2 Sylgard
Sylgard samples are prepared by adding the curing agent

(Sylgard 184 curing agent, Dow Corning) to the base (Sylgard

184 Base, Dow Corning) in the proportion 1:50. The components

are mixed directly on the bottom slide of the shear cell, by keeping

the drop shape as circular as possible. The upper slide is then closed

and the sample is left to dry at room temperature for at least 48 h.

Because of the strong adhesion of the Sylgard on glass, we used

untreated microscope slides as cell glass slides.

2.6.3 Carbopol
For preparing the Carbopol samples we followed the

procedure described in [11]: samples are prepared at the

desired concentration by dispersing Carbopol 971P NF

(Lubrizol) powder in MilliQ water while stirring for several

days and controlling the pH through the addition of NaOH

10 M. After preparation, tracers (Polystyrene particles of 2 µm

diameter, Microparticles GmbH) are dispersed at a volume

fraction of 0.05%. The size of the tracers was chosen to be

slightly larger than the mesh size of the sample, as discussed in

Ref. [11]. Dispersion is reached by mixing with a spatula and

by spinning for a few seconds on a centrifuge to get rid of gas

bubbles. In order to reduce sample-glass slip, both the glass

slides are frosted with sandpaper, by carefully leaving

unfrosted a small circular area of diameter 5 mm to allow

optical imaging.

3 Data analysis

3.1 Extracting the macroscopic
rheological properties of the sample

Measuring the speckle displacement on the camera provides

a measure of the displacement X0(t) of the ground glass and

consequently the displacement of the upper glass slide of the cell

(see Figure 1A). The speckle displacement (in pixel) between two

consecutive frames is calculated with a cross-correlation analysis

that gives a resolution of 0.02 pixels (see also Section 2.3).

Displacements between non-consecutive images are obtained

as sums of displacements between consecutive ones. The

effective pixel size is measured by displacing the moving stage

along its whole range while acquiring the speckle field. The

corresponding displacement (in pixels) obtained from the

speckle correlation analysis is then compared with the

effective distance travelled by the moving stage measured with

a caliper. From this procedure, we obtain an effective pixel size

dpixel = 0.49 ± 0.01 µm. Considering the aforementioned subpixel

resolution and speckle ROI dimensions (Section 2.3), our device

is therefore able to detect displacements ranging from 10 nm to

500 µm. For a typical gap of 300 µm and a typical speckle image

acquisition frequency of 80 Hz, one has a minimum measurable

strain of 3 · 10–5 and a maximum measurable strain rate of

133 s−1. In practice, the minimum detectable strain is larger due

to mechanical noise sources, such as vibrations and air flows in

the vicinity of the cell.

From F(t) andX0(t), the stress and strain time evolution are

directly accessible as γ(t) � X0(t)/h and σ(t) � F(t)/S,
respectively. In the linear range, we expect that the response

to an applied oscillatory stress σ(t) � F(t)/S � σ0 sinωt with

frequency ω and amplitude σ0 = F0/S is an oscillatory strain

γ(t) � X0(t)/h � A0 sin(ωt − ϕ) with the same frequency and a

phase delay ϕ. In this case, the sample complex modulus Gp is

obtained as the ratio between stress and strain

Gp � σ

γ
� σ0
γ0
eiϕ. (1)

Elastic and loss moduli can be recovered as the real and

imaginary part of Gp respectively

G′ � σ0
γ0

cos ϕ

G″ � σ0
γ0

sin ϕ

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(2)

FIGURE 2
Applied force (orange) and resulting displacement (black)
obtained measuring silicon oil at ω = 2.46 rad/s (A) and Sylgard at
ω = 0.1 rad/s (B).
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In principle, once ϕ, γ0 = A0/h and σ0 are known, the elastic

and loss moduli can be directly recovered. In practice, we find

that air movements around the sliding stage can introduce

random drifts, whose effects are negligible for stiff samples

but can become important when G = |G*| ≤ 100 Pa. Such drifts

can be corrected for through a suitable fit with the expression

X0 t( ) � A sin ωt − φ( ) + fpol t( ) (3)

where fpol(t) is a polynomial function accounting for the drift

contribution (see Supplementary Information). By fitting the

function in Eq. 3 to the measured displacement X0(t), we obtain

an estimate of the drift termfpol(t). A simple sinusoidal function

A0 sin(ω0t − ϕ) is then fitted to the corrected data

X0′(t) � X0(t) − fpol(t). The best fitting parameters A0, ω0,

and ϕ, correspond to the displacement amplitude, the

oscillation frequency, and the relative phase between the

oscillatory forcing signal and the response displacement,

respectively. For ease of notation, we will indicate in the

following the upper glass displacement corrected by drift with X0.

Typical results of the applied force F(ωt) and the resulting

displacement obtained for our perfectly viscous and elastic

reference systems, silicon oil and Sylgard, are shown in

Figure 2. As expected, the viscous sample displays a phase

shift of π/2 while the elastic one is in phase with the forcing

signal.

3.1.1 Inertia and friction
In a stress-controlled rheology experiment, a prescribed

temporal profile of shear stress values is applied to the sample

and the resulting deformation is measured as a relative strain.

The motion of the moving stage of our shear cell is, however, not

only determined by the applied stress and the material

mechanical properties, but also by inertial and dissipative

contributions of the shear cell components. These

contributions are particularly relevant in oscillatory

measurements and can be quantified with calibration

measurements performed with the empty cell. For these, we

can write

m €X0 � F − ξ _X0 + Ffr (4)

wherem is the mass of the moving stage, responsible for the inertial

contribution to the dynamics, ξ is the viscous drag inherent to the

shear cell, and Ffr is a sliding friction contribution. The latter is

ideally equal to zero in a perfect frictionless device. In real devices,

however, it is a constant force always opposing the direction of

motion, which needs to be accounted for.

Using a magnet to apply an oscillating force F = F0e
iωt at

frequency ω, we expect in first approximation a sinusoidal

displacement with the same frequency, as X0 � A0ei(ωt−ϕ). The
sliding friction contribution is therefore expected to be a square

wave Ffr � −Ffr,0sign( _X0), where Ffr,0 is the modulus of the

sliding friction. For the sake of analytical simplicity, we expand

Ffr in Fourier series arresting to the first order, thus

approximating the sliding friction contribution to a sinusoidal

oscillation Ffr � −iFfr,0ei(ωt−ϕ) in phase opposition to the

velocity _X0 � iωA0ei(ωt−ϕ). By making explicit the time

dependencies and dividing by ei(ωt−ϕ), Eq. 4 becomes:

F0e
iϕ � −mω2A0 + i ξωA0 + Ffr,0( ) (5)

that can be rewritten as:

F0 cosϕ � −mω2A0

F0 sinϕ � ξωA0 + Ffr,0
{ (6)

We show in Figure 3A the results obtained from a frequency

sweep performed with the empty cell for Re[F/X0] � (F0/A0)cos ϕ
(circles) and Im[F/X0] � (F0/A0)sin ϕ (triangles). Within the

investigated frequency range, the phase-shifted component

(F0/A0)sin ϕ is always smaller in absolute value than the in-

phase component (F0/A0)cos ϕ; this shows that the inertial

contribution always dominates over the viscous one. As

expected, the in-phase response is compatible with a

quadratic dependence on ω; the corresponding best-fitting

curve is shown as a red continuous line. From the fit, a

value of m = 0.314 ± 0.006 Kg is obtained.

By contrast, the phase-shifted contribution is not increasing

linearly with frequency, as one would expect for viscous friction

only; this suggests that sliding friction has to be taken into

account. In order to assess the relative importance of the two

different dissipative contributions, we report F0 sin ϕ as a

function of ωA0 in Figure 3B. Clearly, F0 sinϕ is almost

frequency independent, which is expected for sliding friction

contributions. Thus, viscous dissipation appears to be negligible

compared to dissipation by sliding friction. We can therefore

determine the value of the sliding friction contribution

as Ffr,0 � 〈F0 sin ϕ〉ωA0
� 0.15 ± 0.03 mN.

FIGURE 3
(A) − Re [F/X0] (circles) and Im [F/X0] (triangles) as a function of
ω from a frequency sweep experiment performed with the empty
cell. Continuous red line is a quadratic fit of − Re [F/X0], which
provides the estimate m = 0.314 ± 0.006 Kg for the mass of
themoving stage. (B) A0Im [F/X0], recovered from the same data of
(A), as a function of the maximum velocity ωA0.
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By taking these results into account, we can rewrite Eq. 2 to

include inertia and dissipation effects, which gives:

G′ � σ0
γ0

cosϕ + Iω2

G″ � σ0
γ0

sin ϕ − Ffr,0

γ0S

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(7)

where I � mh
S. In this work, we use these equations to extract the

viscoelastic moduli from stress oscillation experiments, which

requires that inertia and sliding friction are systematically

characterized with the empty cell before performing ameasurement.

The procedure just described operates a correction of G″ for
the sliding friction contribution, which is approximated with a

sinusoidal instead of a square wave. We opted for such a

simplified treatment because it enables us to operate a

correction directly on the fit parameters using Eq. 7 instead of

Eq. 2. An alternative route would consist in directly subtracting

the square wave friction contribution from X0 before the fit. This

procedure would introduce an additional fitting step of the strain

to recover ϕ and properly subtract the friction contribution,

before fitting again the strain data. Our simplified correction

turns out to be more effective, as it lowers by half a decade (from

5 · 10–3 N to 10–3 N) the minimum applied force that can be

considered to result in reliable measurements (see next section).

We thus decided not to launch a more rigorous treatment, which

would result in additional distortions of the strain profile for

applied forces lower than 10–3 N, where static friction

contributions would also be needed to be taken into account.

3.2 Analysis of the microscopy images:
mapping the effect of shear at the local
scale

The local counterpart of the macroscopic response of the

material is investigated through the analysis of the tracer

dynamics imaged with the camera. By shifting the object

plane we can map the microscopic dynamics across the entire

gap (z-scan), and extract information about the affine and non-

affine components of the particle displacement. This information

can be used to obtain a characterization of the mesoscopic shear

profile across the gap (i.e. in the gradient direction) as well as of

the microscopic particle rearrangements in the shear and

vorticity directions. Microscopy images can be analyzed with a

variety of approaches [20], including particle tracking (PT) [21,

22], particle imaging velocimetry (PIV) [23, 24], and differential

dynamic microscopy (DDM) [25, 26] methods.

3.2.1 Mapping the effective strain across the
sample gap

A key feature of our rheo-microscopy approach is that we can

measure the effective strain across the gap by tracking the tracers

at different positions in z. This feature is particularly useful to

inspect for slip and shear banding [27]. To have a certain slip of

the sample at the cell boundaries is often the case, and generally

leads to an overestimation of the strain measured

macroscopically with both shear cells and rheometers.

Similarly, the non-linear behavior of many soft materials

involves shear banding, which also introduces important

deviations from the ideal strain profile.

To recover the effective strain within the sample during

oscillatory experiments, we first measure the apparent gap ~h as

the difference between the two positions along the microscope

optical axis for which we obtain two sharp images of the top and

bottom glass slides with the sample loaded on the cell. As the

refractive index of the sample is always larger than 1, such

measurement returns an apparent gap lower than the real gap h

measured with the empty cell, an effect known as focal shift.

Once the apparent gap is determined, we perform a z-scan with

a given step length, typically of 25 μm,moving downwards from

the upper glass. In a typical experiment, we impose an

oscillatory stress at a given amplitude σ0 and frequency ω on

FIGURE 4
(A,B) Deformation profile A(z) normalized by the
macroscopic deformation amplitude A0 as determined from the
speckle correlation analysis. Data obtained for Carbopol 0.5% (A)
and 5% (B) at ω = 2π rad/s for stress amplitudes ranging from
σ = 1.5 Pa (blue) to σ = 13 Pa (red) for Carbopol 0.5%, and from σ =
11 Pa (blue) to σ = 190 Pa (red) for Carbopol 5%. Green dashed line
denotes the ideal strain profile presumed in any macroscopic
rheology experiment. Gray patches mark gap regions in which the
amplitude estimation is biased by finite depth-of-focus. (C,D)
Corresponding effective local strain γeff(z), evaluated using relation
8 for Carbopol 0.5% (C) and 5% (D). Graymarks correspond to the z
for which the estimation of the local strain is not reliable.
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the top plate; the stress is thereby transmitted to all planes (even

in case of wall slip or shear banding). For each position
~zi ∈ [0, ~h] of the apparent gap we then recover the effective

strain by applying the procedure introduced for a strain-

controlled cell in [11]. In short, we acquire a fast time-lapse

of a duration at least of three oscillation periods (see

Supplementary Video SM1), and we evaluate the

displacement profile X(~zi, t) by cross-correlating consecutive

images of the acquired stack. By fitting X(~zi, t) to a sinusoidal

function of time, we estimate the displacement amplitude

A(~zi), which we map onto the real gap by using the simple

relation zi � z̃ih/~h. We then evaluate the local effective

z-dependent strain as

γ z( ) � zA z( )/zz. (8)

Representative displa-cement profiles A(z) obtained in

oscillation experiments (ω = 2π rad/s) with Carbopol 0.5%

and 5% are shown in respectively Figures 4A,B, where A(z) is

normalized by the strain amplitude A0 estimated from the

speckle correlation analysis. Different datasets refer to

different values of the applied stresses: σ ∈ [1.5 − 17] Pa

for the 0.5% sample, and σ ∈ [11 − 190] Pa for the 5% sample.

For both samples, the deformation profiles indicate the

absence of shear banding even at the yielding transition,

which occurs at σ ~ 15 Pa (0.5%) and σ ~ 130 Pa (5%).

Compared to the data obtained for Carbopol 5%, A(z)/A0

obtained for Carbopol 0.5% clearly deviates from the

expected strain profile (green dashed line in Figures 4A,B),

denoting a notable, weakly stress-dependent slip. Close to the

cell boundaries (gray regions in Figure 4), our results are

affected by the depth-of-focus Lf of the microscope (see

Section 2.4), which defines the thickness of the axial

region contributing to a microscope image centered

around the ideal object plane. When such plane lies in the

region defined by z ∈ [Lf/2, h − Lf/2], the contributions to the

amplitude displacements from the planes above and below

the ideal object plane substantially average out for

symmetry. However, such cancellation does not occur

close to the top and bottom slides (gray regions in

Figure 4), and cross-correlation analysis in the top

(bottom) region leads systematically to a lower (higher)

estimation of the actual amplitude. Within this frame,

both the axial resolution and the size of the excluded

volume can be improved using a higher numerical

aperture objective, providing a smaller Lf. Even though a

further way to enhance the z resolution would be to use

confocal microscopy, we did not find this issue to be a

limiting factor in our experiments, as we restricted our

attention only to the region z ∈ [Lf/2, h − Lf/2] (white

regions in Figure 4). This approach remains compatible

with our cell and can be taken in case one is interested in

systems presenting heterogeneity of the deformation field on

the scales of a few microns [12, 28].

3.2.2 Echo-dynamics in oscillation experiments
To study irreversible plastic rearrangements within the

sample, we use the echo scheme described in Section 2.5). In

this configuration, an oscillatory stress with amplitude σ0 and

frequency ω is imposed and a long image sequence of a fixed

integer number n of images for each period is acquired. For each

acquisition we therefore obtain n different echo sequences that

correspond to different phases of the oscillatory stress. To

estimate the shear-induced echo-dynamics, we consider each

value of the phase separately. For each of them, we first calculate a

background image I0(x) as the median image over the entire

image sequence, which we subtract from all the images. The so-

obtained sequence is then rigidly registered by using the Image-J

plugin Stack-Reg, and choosing as a reference image the one that

lies in the middle of the acquisition. At the end of the registration,

we save the transformation matrix of each image in the sequence,

which we subsequently use for pre-processing the images in

MATLAB, where the rest of the analysis is performed by

exploiting echo-particle tracking and echo-differential

dynamic microscopy (Echo-DDM) as briefly presented below

and described in more detail in [11].

3.2.2.1 Echo-particle tracking

The registered images are convoluted with a Wiener filter

(standard deviation 2 μm) and subsequently analyzed with a

particle-tracking code developed in Ref. [22] and available

online2 to obtain single particle trajectories [x(i)(t), y(i)(t)]

(typically ~ 500). During shearing, we find that the

displacement is not always perfectly uniform within the field-

of-view: on top of a constant average translation a more complex

displacement field is also observed. These non-rigid

contributions result from local meso- and macroscopic

rearrangements probably due to local differences in the

adhesion of the sample on the glass slides and effects of finite

size and inhomogeneities of the sample. These non-rigid

contributions, (which would be undetectable in a standard

rheological measurements) although much smaller than the

rigid translation due to shearing, become relevant in echo

mode, as they lead to a ballistic-like contribution to the

particle dynamics. In order to reduce their effect, we adopted

a mutual-particle tracking approach [29].

Considering two particles i = 1, 2 subjected to local drifts u

(1) and u (2), respectively, we can write the particle positions at

time t along the vorticity (x) and shear (y) direction as:

x i( ) t( ) � x i( )
0 t( ) + u i( )

x t( ),
y i( ) t( ) � y i( )

0 t( ) + u i( )
y t( ),

where (x(i)
0 , y(i)

0 ) is the true particle dynamics. If the particles are

close enough so that are subjected to the same velocity field u(i)

2 https://github.com/dsseara/microrheology.
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and hydrodynamic correlations are negligible, the mean square

displacement (MSD) evaluated over the relative position of the

particles [Δx(i,j), Δy(i,j)] = [x(i)(t) − x(j)(t), y(i)(t) − y(j)(t)], along the

vorticity and shear directions yields to:

MSDv Δt( ) � 1
2
〈|Δx i,j( ) t + Δt( ) − Δx i,j( ) t( )|2〉

� 〈|x i( )
0 t + Δt( ) − x i( )

0 t( )|2〉 (9)
MSDs Δt( ) � 1

2
〈|Δy i,j( ) t + Δt( ) − Δy i,j( ) t( )|2〉

� 〈|y i( )
0 t + Δt( ) − y i( )

0 t( )|2〉

where the average is performed over all initial times t, all the pair

of particles (i, j) within a distance d (typically ~ 20 μm) such that

〈u(i)x,y(t + Δt)u(j)x,y(t)〉 � u2x,yδ(Δt) or equivalently u(i)x,y ≃ u(j)x,y,

and over all the echo phases.

Similarly, we can compute the particle mutual-displacement

probability distribution functions (PDF), along the vorticity and

shear direction, respectively:

Pv Δx,Δt( ) � 〈δ Δx − Δx i,j( ) t + Δt( ) − Δx i,j( ) t( )( )[ ]〉, (10)
Ps Δy,Δt( ) � 〈δ Δy − Δy i,j( ) t + Δt( ) − Δy i,j( ) t( )( )[ ]〉. (11)

3.2.2.2 Echo-DDM

As introduced and described in [11], echo-DDM consists of a

differential dynamic microscopy (DDM) analysis of each

registered echo image sequence [25, 26]. In brief, we compute

the 2D spatial Fourier transform Î(q, t) of the image intensity I(x,

t), which was previously multiplied by a windowing function

[30]; we then evaluate the image structure function

D(q,Δt) � 〈|Î(q, t + Δt) − Î(q, t)|2〉, where the average is

computed over all the initial times t. The image structure

function is strictly related to the intermediate scattering

function f(q, Δt) (ISF), through the relation:

D q,Δt( ) � a q( ) 1 −R f q,Δt( ){ }[ ] + b q( ), (12)

where a(q) encodes the sample scattering properties and the

microscope transfer function for the scattering amplitude, b(q)

accounts for the camera noise and R{f} indicates the real part
(see e.g. Refs. [26, 31] for additional details).

In order to compute the ISF, we estimate a(q) as and b(q) as

follows. b(q) could be in principle estimated as the limit for

Δt → 0 of D (q, Δt), as f (q, Δt → 0) = 1. However, since Δt is
finite, we evaluate b(q) as the intercept of a quadratic fit over

small time-interval at the origin to D (q, Δt) (first five points).
Analogously, a(q) could in principle be estimated by taking

the limit for Δt → ∞ of D (q, Δ), since f (q, Δt → ∞) = 0.

Nevertheless, the finite acquisition time does not allow to

capture the full-relaxation process for all the wave vectors q.

For this reason, we decide to evaluate a(q) from the power

spectra of the background corrected images [32]:

a q( ) � 〈|Î q, t( ) − Î0 q( )|2〉 − b q( ), (13)

where Î0(q) is the Fourier transform of the background image

I0(x). Knowing a(q) and b(q), we can invert Eq. 12 to obtain

f (q, Δt). In order to isolate the dynamics along the shear

and vorticity direction, we then perform an azimuthal

average on the q-plane restricted to narrow angular

aperture Δθ perpendicularly oriented along the principal

axes. The dynamics is then extracted by fitting the ISFs

assuming a specific functional model for the statistics of the

displacements. Eventually, as we do not observe any phase-

dependent effects, we average the dynamical parameters of

the best fitting curves over the all different phases.

It is worth noticing that while echo-particle tracking

clearly requires seeding the sample with tracer particles,

which must be large enough to be individually resolved,

and dispersed at a suitably low volume fraction in order to

avoid particle overlaps within the images, echo-DDM analysis

is subjected to much less stringent constraints. In particular,

as shown for example in Ref. [33], where DDM is used to

perform passive microrheology, also particles well below the

diffraction limit can be exploited. Moreover, if the optical

contrast provided by the intrinsic optical inhomogeneities

within the sample is large enough, the addition of tracers

could be not even necessary.

3.2.3 Creep and recovery
Creep and recovery experiments allow distinguishing

between recoverable and unrecoverable strain. To better

understand the microscopic processes and mechanisms

underlying this difference, it is useful to combine this test

with the study of the microscopic dynamics. To this aim, we

acquire an image sequence and use the Image-J plugin Stack-

Reg to obtain the transformation matrices of the rigid

translation that describe each image of the sequence. In

parallel, we convolve each image with a Wiener kernel (of

standard deviation 2 μm) and extract the positions of the

particles by using the same Matlab code developed for echo-

particle tracking. We then use the transformation matrices to

remove the rigid translation contribution from each particle

position. Finally, we link all the particle positions to obtain

the non-affine particles’ trajectories in time. To properly

isolate the non-affine contribution to the particle

displacements, we consider only the vorticity component

of the motion. Unfortunately, mismatches between camera

orientation and shear direction can be present. Therefore, as

a first step, we compute the angles on the (x, y)-plane

between two consecutive time steps so that the creep

curve can be projected along one single direction. We

then use these angles to project the trajectories of the

particles along the true shear and vorticity direction,

respectively. The non-affine dynamics is then extracted by

computing the mutual-MSD and the PDF along the vorticity

direction (Eq. 9 and 10).

Frontiers in Physics frontiersin.org10

Villa et al. 10.3389/fphy.2022.1013805

59

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1013805


4 Experimental results on standard
and yield-stress materials

In order to assess the capabilities of our setup, we performed a

series of different experiments with standard elastic and viscous

samples, as well as with Carbopol-based yield-stress fluids.We first

focus on small amplitude oscillatory shear (SAOS) frequency

sweeps in order to evaluate the performance of our cell in

recovering the frequency-dependent storage and loss moduli in

the linear regime. We then report the results of large amplitude

oscillatory shear (LAOS) amplitude sweeps to assess the potential

of rheo-microscopy experiments and to link local rearrangements

to non-linear rheology. Moreover, to illustrate the versatility of our

setup, we perform rheology experiments with triangular stress

profiles. Finally, preliminary results of creep and recovery rheo-

microscopy experiments are presented. For all these experiments

the focus is on highlighting the main features of our setup; a study

of the physical implications of the phenomena that are showcased

here goes beyond the scope of the present work and will be

performed in future studies.

4.1 SAOS frequency sweeps

In order to check the performance of our shear cell in terms

of mechanical characterization, we first performed SAOS

frequency sweeps with purely viscous materials: glycerol and

silicon oil. The oscillation frequency varied from 0.3 rad/s to a

sample-dependent upper frequency, this upper bound (50 rad/s

for glycerol, 400 rad/s for silicon oil) marking the point at which

inertial effects become dominant over material’s response.

For both samples, we report in Figure 5 the absolute value of

the modulus G = |Gp| obtained from the data analysis described

in Section 3.1. Empty circles indicate the modulus obtained with

Eq. 2, before correcting for inertia and friction, whereas full

circles are obtained after correcting for these effects by using Eq.

7. It appears evident how the samples behave like ideal viscous

fluids (G′ = 0 and G″ = ηω = G), only once the corrections have

been applied. Without the correction, the contribution of inertia

becomes relevant for ω > ωI, with ωI = η/I. For ω ≪ ωI both

moduli grow linearly with ω, whereas for ω ≫ ωI the expected

quadratic scaling due to the term Iω2 in Eq. 7 is observed. The

transition from the viscous to the inertial regime at ω = ωI can be

also appreciated by looking at the inset, where the phase delay of

the strain is reported as a function of ω/ωI: as the frequency

increases the phase transits from a plateau value at π/2, the

expected phase difference for a viscous sample, to the phase

opposition characterizing inertial regime. Deviations from the

expected linear behavior remain for glycerol at low frequencies,

also after correction, these are residual effects of the sliding

friction that in this regime is comparable with the material

response.

We extract the viscosity of both samples by fitting a linear

function of the experimental data after correction, which

provides for glycerol (dashed line) and silicon oil (continuous

line) viscosities equal to η = 0.86 ± 0.05 Pa·s and η = 26.6 ±

0.3 Pa·s, respectively. While the value for glycerol is in the range

of expected values, also considering hydration [18, 19], the value

for silicon oil is ~ 10% smaller than the one measured with a

rheometer (Section 2.6), which we attribute to a comparable error

in our estimate of the sample area due to meniscus formation

after being loaded in the cell.

FIGURE 5
Amplitude G of the complex modulus Gp as obtained from
frequency sweep measurement on glycerol (orange circles) and
silicon oil (red circles). Empty (full) circles are obtained without
(with) correction for inertia and friction. In the inset, we report
the measured phase as a function of ω/ωI without the correction.
The lines are linear fits representing the expected (Newtonian)
behavior.

FIGURE 6
Storage (circles) and loss (triangles) moduli relative to (A)
Sylgard (elastic sample) and (B) Carbopol 5% (yield stress sample)
as a function of the oscillation frequency ω in oscillatory shear
tests. Lines correspond to storage (continuous) and loss
(dashed) moduli obtained with a commercial rheometer.
Frequency sweeps are made at constant strain (1.5 ± 0.2% and
1.42 ± 0.09% for Sylgard and Carbopol, respectively). All data are
corrected for inertia and sliding friction as described in the main
text.
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We report in Figure 6 results of frequency sweeps

experiments with Sylgard (Figure 6A) and Carbopol 5%

(Figure 6B). The experimental error bars, evaluated as the

standard deviation of the mean over three different

consecutive realizations, are typically smaller than the

symbols, with the only exception of the loss modulus of

Carbopol, due to an increasing uncertainty on the value of the

phase. Lower precision in the phase determination mainly results

from the increased duration of the experiments, which also

increases the likelihood of an external perturbation of the

system. Such an effect is less pronounced for Sylgard, whose

large modulus makes it less sensitive to spurious perturbations

and drifts. Overall, the storage and loss moduli for both samples

can be measured over more than two decades in frequency, and

are in agreement with rheology data obtained in Ref. [34]

(Sylgard) and with our measurements with the rheometer

(Carbopol 5%), as described in Section 2.6.

4.2 LAOS amplitude sweep

One of the most interesting applications of our setup lies in

its capability to apply large amplitude oscillatory shears to a soft

viscoelastic material, and simultaneously observe and

characterize the rearrangements of suspended tracers within

the sample.

The results of amplitude sweeps performed at different

frequencies (ω = π, 2π and 4π rad/s) with Carbopol 5% are

plotted in Figure 7, and show the expected behavior for a yield

stress fluids: for small strain amplitudes (linear regime) the

behavior is substantially elastic (i.e. the loss modulus is much

smaller than the storage one) and the moduli are almost

amplitude independent. Increasing the amplitude, we observe

a progressive drop of G′, a peak in G″, and the crossover between
G′ andG″. The crossover depends on the sampling frequency but

is typically found for strain amplitudes between 80% and 100%.

The fact that in our setup we observe an increase of G″ at the

lowest probed strains is caused by the increasing contribution of

sliding friction for decreasing values of the applied stress. In the

SAOS regime, sliding friction effects are a consequence of our

simplified treatment of friction, which sets a lower limitG″ ~ σfr,0/γ0
to frequency and amplitude sweeps. It is to be noted, however, that

for a prescribed value of the sliding friction, such a limit can be

pushed to lower values by increasing the sample area.

It is important to stress that the values for G′ and G″ that we
have obtained in LAOS tests originate from fitting the measured

strain profile with a sinusoidal function. This procedure is the

same used in commercial rheometers. From the temporal

evolution of stress and strain within a period, we obtain

FIGURE 7
Storage (circles) and loss (triangles) moduli obtained from
amplitude sweeps from the linear to the LAOS regime performed
on Carbopol 5%. Different colors correspond to different angular
frequencies ω equal to π rad/s (light green), 2π rad/s (green)
and 4π rad/s (dark green). Error bars are smaller than the data
points. All data are corrected for inertia and sliding friction as
described in the main text.

FIGURE 8
Amplitude sweeps for Carbopol 5% during LAOS at ω = 2π
rad/s (A) Lissajous plot of the normalized stress σ(t) versus the
normalized strain γ(t). Color scale progressively goes from low
stresses (blue points, σ0 = 3.5 Pa) to large stresses (red points,
σ0 = 190 Pa). (B) Lissajous plot of the normalized stress σ(t) versus
the normalized strain rate _γ(t). Color scale is the same as in (A). (C)
Dissipated energy per unit volumeWD (triangle) and elastic energy
per unit volumeWE (circles) as obtained from the Lissajous plots in
(A) and (B), respectively. (D) Storage (black circles) and loss (black
triangles) moduli as obtained from the closed integral of the
Lissajous plots. In green, we report the results obtained with a
sinusoidal fit of γ(t): full green symbols represent data corrected
with inertia and sliding friction corrections and were already
shown in Figure 7; both black and empty green symbols represent
uncorrected data obtained from Lissajous integrals and from the
fit, respectively.
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Lissajous plots of stress as a function of the strain (Figure 8A) and

of the strain rate (Figure 8B). To this aim, we first correct both the

stage position and velocity for the drift contributions, which is

done by subtracting from the raw data, the polynomial drift

function fpol(t), and its analytical time derivative _fpol(t),
respectively (see also Section 3.1). From the drift corrected

position and velocity, the strain γ(t) and the strain rate _γ(t)
are retrieved dividing by the gap. The average strain

γ̂(t) � ∑N−1
n�0 γ(t + nT), with t ∈ [0, T), is computed by

averaging the strain over all the N measured periods. The

average strain rate _̂γ(t) is evaluated analogously.

To recover the temporal evolution of the stress, we divide

the applied force by the measured area σ(t) � F(t)/S. Given
the extreme precision of the SMU in supplying the signal,

there is an extremely low discrepancy (average relative

deviation ΔF/F < 4 · 10–16) between consecutive measured

periods of F(t). We can therefore choose the first period of σ

and, by assuming that it is virtually identical to the average

over all the periods, identify the average stress σ̂ with it. Since

the sampling frequency is different for force and displacement

measurements, to recover Lissajous plots a direct association

must be made between σ̂ on one side and γ̂ and _̂γ on the other

side. We perform this association by considering the discrete

measurement times t of the strain and interpolating σ̂ at these

times.

Combining all these steps, we obtain the Lissajous plots in

Figures 8A,B, where we report for Carbopol 5% the values of σ̂,

γ̂ and _̂γ normalized with σ0, γ0, and ωγ0. These plots reproduce

the typical response for a yield stress fluid [35], with the stress-

strain plot (8A) increasingly deviating from linearity and the

stress-strain rate plot (8B) increasingly deviating from the

initial elliptical shape, as the applied stress increases.

Beyond giving a very powerful visual representation of the

rheological changes occurring within a material as the amplitude

increases, the Lissajous plots in Figures 8A,B can be also used to

extract quantitative information. In particular, the area under

stress as a function of strain during a cycle quantifies the value of

dissipated energy per unit volume [36]:

WD � ∮ σ̂ γ̂( )dγ̂. (14)

Similarly, the elastic energy per unit volume is given by the

area under stress as a function of strain during a cycle:

WE � 1
ω
∮ σ̂ _̂γ( )d _̂γ (15)

These two quantities, calculated for Carbopol 5% at ω = 2π

rad/s are shown in Figure 8C, where it appears immediately that a

strain value can be identified beyond which the dissipated energy

WD overcomes the stored energy WE. By definition, this value

coincides with the crossover point between the moduli G′ andG″
(see Figure 7), which we can also estimate from the Lissajous

analysis as

Gliss′ � WE

πγ20
(16)

Gliss″ � WD

πγ20
. (17)

The results obtained for the storage and loss moduli by using

the Lissajous plots are reported in Figure 8D, where they are

shown to agree with the results from the sinusoidal fit before

operating the correction for inertia and friction, which is not

implemented in the Lissajous plots. This agreement validates our

different analyses.

In order to explore the microscopic counterpart of the

yielding transition, we analyzed the shear-induced

FIGURE 9
Microscopic, shear-induced dynamics of tracers embedded
in Carbopol 5% shared at ω = 2π rad/s with strain amplitudes 24.5%
(blue), 105% (purple) and 188% (red). (A)mean square displacement
obtained from echo particle tracking analysis in the vorticity
direction. Gray dashed lines are best fit with fitting functionMSDv=
σMSD + 2DvΔt. In the inset, we plot the diffusivity obtained from the
fit as a function of the measured strain. (B) Relaxation rate from
echo-DDM analysis of the same experiments. Green dashed lines
are best fitting curves with the function Γ = Dvq

2. Gray shaded area
identifies the region where fits are not reliable. In the inset, the
diffusivity obtained from the fit (colored points) is compared with
the one obtained from the PT analysis (gray points).
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stroboscopic dynamics of embedded tracers for different strain

amplitudes (Supplementary Movies SM2 and SM3). We first

perform particle tracking analysis of the echo dynamics induced

in the vorticity direction by shearing the sample Carbopol 5% at

ω = 2π rad/s (amplitude sweep). In Figure 9A, we report the mean

squared displacement (MSD) calculated (using 400 consecutive

frames, and with 10 recorded points per period) for strain

amplitudes 24.5% (blue), 105% (purple) and 188% (red). All

the reported MSDs exhibit a linear behavior suggesting a

diffusive-like behavior of the tracers that was previously

observed in Ref. [11] with a similar Carbopol sample. The

tracer mobility increases with the strain amplitude, but for

small amplitudes exhibits an offset due to the tracking

localization error. For this reason, we fitted the MSDs with a

diffusive model accounting for the offset (dashed lines in the

plot):MSDv = σMSD + 2DvΔt. The resulting Dv (inset of Figure 9)

strongly depends on the strain amplitude, and spans over

4 orders of magnitude when the strain is increased by a factor

of 10. Echo-DDM analysis of the same images (Figure 9B)

provides q-dependent relaxation rates Γ(q) that are extracted

by fitting the experimental ISFs to themodel f (q,Δt) = exp (− Γ(q)Δt).
The gray shadow corresponds to the region for which the estimation

of the relaxation rates Γ(q) is not reliable since the relaxation times of

f (q,Δt) for some wave vectors qs are longer than the acquisition time.

By fitting the reliable points for the relaxation rate with a quadratic

model Γ(q) = Dvq
2, which is typical for Brownian diffusion, we find a

very good agreement between the diffusivity obtained by particle

tracking andDDM, as shown in the inset. The agreement between PT

and DDM is encouraging, as the former can be applied to investigate

heterogeneous samples, whereas the latter is suited for small particles

or for very dense non-index-matched complex fluids without

recurring to tracers.

4.3 Triangular wave

During LAOS experiments one induces in the sample some

microscopic, irreversible rearrangements that are larger for

increasing strain amplitudes. While a sinusoidal perturbation

of the sample is a simple, natural way to explore the frequency

dependence of the sample mechanical properties, both strain and

strain rates change during the period, thus making difficult the

determination of the rearrangements dependence on these two

parameters. A triangular wave, conversely, is characterized by a

constant stress rate (unless a sign) while stress linearly changes in

time. As a complementary oscillatory characterization, we

therefore implemented the possibility to generate a triangular-

wave stress with period 2π/ω1 and amplitude σ0 as

σ t( ) � 2σ0

π
arcsin sin ω1t( ) (18)

Although periodic, this function is not characterized by the

single frequency ω1 but by an infinite series of frequencies ωn =

nω1 with n = 1, 3, . . . , ∞ according to its Fourier series

σ t( ) � 8σ0

π2
∑

n�1,3,...,∞

−1( ) n−1( )/2

n2
sinωnt. (19)

Experimental normalized3 stress and strain profiles obtained

during a triangular wave amplitude sweep with Carbopol 5% at

ω1 = 2π rad/s close to yielding (γ0 = 68%), are reported in

Figure 10A. While the applied stress is a neat triangular wave, the

corresponding strain is shark-fin shaped. Indeed, the strain

response to a triangular stress is expected to be triangular

only in the linear regime.

Information on the viscoelastic response for different stresses

can be recovered from the analysis of the Lissajous plots, as

described in Section 4.2. Triangular stresses as a function of strain

and strain rate for different amplitudes are reported in Figures

FIGURE 10
(A) Normalized stress σ/σ0 (orange) and strain γ/γ0 (black)
during a triangular wave amplitude sweep at ω1 = 2π rad/s. (B)
Lissajous plot of the normalized stress σ/σ0 as a function of the
normalized strain γ/γ0 relative to a triangular wave amplitude
sweep at ω1 = 2π rad/s. Colormap goes from blue to red as applied
stress increases from 55 to 89 Pa. (C) Elastic (triangles) and
dissipated (circles) energy normalized to πγ20 as a function of the
strain amplitude obtained for an amplitude sweepwith a sinusoidal
(green) and a triangular (purple) waveform. (D) Lissajous plot of the
normalized stress σ/σ0 as a function of the normalized strain rate
_γ/ _γ0 relative to the same experiment of (B).

3 Here, γ0 is the strain amplitude evaluated from a fit of the measured
strain with a triangular wave. Although the triangular wave fit is not
optimal to reproduce the strain time evolution, it is suitable for a
normalization whose sole purpose is to make data visualization
more effective.
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10B,D, respectively. Of note, the stress-strain Lissajous evolves

from a fairly defined rectangle to a more non-linear shape as

stress increases (from blue to red). Also in this case, we can

retrieve the elastic WE and dissipated WD energy from the

circular integral of the data reported in Figures 10B,D,

respectively. The results of this analysis for strains around the

crossover are shown in Figure 10C (purple), after normalization

with πγ20. In contrast with the similar quantities obtained during

a sinusoidal amplitude sweep (see Figure 8D and Figure 10C,

green), here it is not correct to interpretW/(πγ20) as modulus, as

they are defined as the response to a sinusoidal perturbation.

However, the results obtained with the triangular wave exhibit a

similar trend of the ones obtained with a sinusoidal perturbation,

but the former are systematically smaller, as expected from the

inequality

σ0 sin ω1t( )| |≤ 2σ0

π
arcsin sin ω1t( )

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣. (20)

Turning now to the local dynamics, we decided to compare in

the same range of strains the results of echo PT analysis for both a

triangular and a sinusoidal perturbation of Carbopol 5% across

the yielding transition. We plot in Figure 11A the probability

distribution of the displacements at time delay Δt = 43 s for the

triangular (triangles) and the sinusoidal (squares) stress

application. For both types of perturbation, distributions

exhibits marked exponential tails. This combination of non-

Gaussian statistics of the displacement and linear (Fickian)

scaling of the MSD with time has been found to be a

recurring feature of particles moving in heterogeneous

environments [37, 38]. Remarkably, for the same measured

strain amplitude (same color on the plot) distributions are

sensibly larger for sinusoidal stress application. This picture is

confirmed when the diffusion coefficients are extracted from PT

analysis as a function of the strain amplitude (Figure 2B): shear-

induced diffusion is less pronounced in the presence of triangular

stresses compared to sinusoidal ones, suggesting that, at the same

applied strain amplitude, shear-induced diffusion seems to

correlate with the energy injected macroscopically per unit

volume. The observed difference between the microscopic

dynamics caused by triangular and sinusoidal stress profiles is

particularly relevant from a methodological point of view, as it

shows how being able to impose a variety of controlled stress

profiles on the sample can be pivotal in connecting the

microscopic dynamics with the macroscopic rheology of the

sample. Future work will focus on other stress profiles, such

as for instance chirped ones.

4.4 Creep and recovery

Creep and recovery tests have been performed with Sylgard

and Carbopol, as prototypical elastic and viscoelastic materials,

while simultanously studying the dynamics of embedded tracers.

By switching on themagnet at t = 0 we create a sudden increase of

the stress from zero to a value σ0 (step-stress or creep). If a

constant stress is applied to an elastic sample, the strain is

expected to increase until reaching - after a transient - an

equilibrium strain γ0, from which the storage modulus can be

recovered. As the applied stress return to zero (recovery phase),

recovered strain can be measured as well, from which

information on the dissipation can be derived [39].

In Figure 12A, we report the compliance J = γ/σ0 measured

during a creep and recovery experiment on a Sylgard sample

with shear modulus 4.5 · 104 Pa. The applied stresses span in a

range of two decades from 53 to 8,300 Pa (inset of Figure 12A).

The lower stress limit is set by the displacement detection: given

the gap h = 332 μm, a strain of 0.1% corresponds in this

measurement to a displacement of about 0.4 µm. This limit

could be therefore in principle reduced by a factor 3 if the gap is

increased to 1 mm. The upper limit, corresponding to a strain of

18%, comes from the high current intensity (1.3 A) necessary to

reach the imposed stress of 8,300 Pa (area 1.4 · 10–4 m2). These

high currents are indeed close to the magnet loading limits. The

purely elastic nature of Sylgard is confirmed both by the

superposition of the compliances for all the values of applied

stress, and by the complete recovery that is observed for long

times. In the inset, the plateau strain obtained from an

exponential fit of the creep part of γ(t) is reported as a

function of the applied stress. The superposed yellow dashed

line is a linear fit from which the shear modulus G = 4.5 · 104 Pa
is recovered. Green points are the strain obtained from

oscillatory experiments at three different σ0 obtained with

the same sample.

In Figure 12C, we show the compliances obtained from a

series of creep and recovery experiments performed with

Carbopol 5% for different imposed stresses. Carbopol flows

FIGURE 11
Echo particle tracking analysis of the dynamics of tracers in
Carbopol 5% (A) Probability distribution for a time delayΔt= 43 s of
the tracer displacements: squares (triangles) are obtained with
sinusoidal (triangular) stress, whose amplitude is 98.6 ± 0.8%
(blue) and 118 ± 2% (red). (B)Diffusion coefficients of the tracers as
a function of strain amplitude for sinusoidal (squares) and
triangular (triangles) stress profiles.
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for stress values around yielding, as for an imposed constant

stress the strain does not approach a plateau value but linearly

increases with time until stress holds. Lack of superposition of

compliances for different stresses, even below yielding stress, and

the lack of complete recovery testify the exit from the linear

regime characterising lower stresses. Tracking the tracer particles

as described in Section 3.2.3, we obtain the corresponding local

compliance (Figure 12D), in excellent agreement with the global

one in Figure 12C.

In the last analysis, we quantified the non-affine dynamics

present when the system is flowing at a constant shear rate

during creep tests. In Figure 12B we show the MSD in the

vorticity direction corresponding to the four measurements

with stresses close to yielding (28.2, 33.0, 37.7, and 51.8 Pa) as a

function of the incremental strain Δγ � Δt _γ. The nice collapse
of the curves suggests that non-affine dynamics depends only

on strain and not on strain rate. This can be explained by the

fact that, as in a typical yield stress material, the stress response

for the probed strain rate values is constant. Conversely from

what has been found in [40] for a jammed emulsion, the

estimated MSD show superdiffusive scaling ~ γ1.4, which

suggests that non-affine dynamics is directionally-persistent.

However, a detailed discussion of this behaviour is beyond the

scope of this study.

5 Conclusion

Here we describe a new rheo-microscopy setup that combines

a stress-controlled rheometer with particle tracking and

differential dynamic microscopy analysis of the motility of

tracer particles. We tested the advantages and limitations of our

FIGURE 12
(A)Compliancemeasured in a series of creep and recovery experiments on a Sylgard sample with shearmodulus 4.5 · 104 Pa. Color scale ranges
from the lower (blue) to the highest (red) applied stress, accordingly to the values reported on the abscissa of the inset, where the fitted strain creep
plateau values are reported. In the inset, dashed white line is a linear fit of the plateau strains. Green points are the results obtained in oscillatory
regime on the same sample. (B)MSD in the vorticity direction as a function of the strain, recovered from the four largest applied stresses of the
dataset of C, on which it is possible to identify a constant strain rate on the time interval [40, 150] s. The black line is a guide to the eye, representing a
power law with exponent 1.4 (C) Macroscopic compliance measured from speckle correlation in a series of creep and recovery experiments with
Carbopol 5%. Color scale ranges on the applied stresses ranging from σ = 4.7 Pa (blue) to σ = 51.8 Pa (red). (D) Local compliance measured from PT
for the same experiment.
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setup with a variety of samples and tests, which weremade possible

by its versatility and flexibility. All the mechanical parts of the

shear cell can easily be reproduced in any machine shop once

having the technical drawings. All the remaining constitutive parts

are commercially available, which makes the setup easily

reproducible in any laboratory equipped with compressed air

circuit. To further lower the barrier to implementation, we

described in detail all the tests performed on the cell, the

working principle of the acquisition protocol, and the data

analysis algorithms.

A key feature of our setup is that it allows imaging of the

entire sample height by means of long working distance

objectives and optimized clear apertures. In such a way, by

taking movies at different planes the cell allows extracting z-

resolved information, which in turn provides a direct

quantification of sample slip at the shear cell walls and makes

it an excellent tool to investigate shear bending phenomena, thus

allowing both a mesoscopic and a microscopic characterization

of the deformation field. We believe that this capability will be of

great help to settle important and long-standing issues, such as

for instance the connection between shear banding and the

microscopic structure and dynamics occurring within the

banded material [27, 41, 42].

The wide range of accessible shearing frequencies, strain,

and stresses allows for the exploration of both SAOS and

LAOS regimes, with different types of periodic stress profiles,

while simultaneously performing echo-imaging to separate

non-affine displacements from affine ones and investigate

shear-induced dynamics. Here we found evidence that, as the

stress, and consequently the strain, increases during an

amplitude sweep on a viscoelastic sample, shear-induced

diffusion becomes faster (Section 4.2). By comparing

different functional shapes of the applied periodic stress,

we evidenced how such rearrangements are not only

proportional to the amplitude of the strain the sample

undergoes but depends on the energy absorbed and

dissipated by the material during the whole shearing

period (Section 4.3). Finally, we provide a different

characterization by quantifying the local dynamics in non-

periodic creep experiments, pointing out that non-

affine dynamics is independent from the strain rate

(Section 4.4).

Superposition rheology experiments could also be easily

implemented, as well as comparative studies on the effect on

sample properties of different pre-shearing procedures. The

main limitation of the current design is the failure to operate

when the applied stress is too small, a limit that can be easily

overcome by increasing the sample area. Future perspectives

foresee the possibility of also making strain-controlled

experiments (with a feedback loop as in a commercial

rheometer) and testing the cell with different imaging

techniques, e.g. confocal microscopy.
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Order and density fluctuations
near the boundary in sheared
dense suspensions

Joia M. Miller, Daniel L. Blair and Jeffrey S. Urbach*

Department of Physics and Institute for Soft Matter Synthesis and Metrology, Georgetown University,
Washington, DC, United States

We introduce a novel approach to reveal ordering fluctuations in sheared dense

suspensions, using line scanning in a combined rheometer and laser scanning

confocal microscope. We validate the technique with a moderately dense

suspension, observing modest shear-induced ordering and a nearly linear

flow profile. At high concentration (ϕ = 0.55) and applied stress just below

shear thickening, we report ordering fluctuations with high temporal resolution,

and directly measure a decrease in order with distance from the suspension’s

bottom boundary as well as a direct correlation between order and particle

concentration. Higher applied stress produces shear thickening with large

fluctuations in boundary stress which we find are accompanied by dramatic

fluctuations in suspension flow speeds. The peak flow rates are independent of

distance from the suspension boundary, indicating that they likely arise from

transient jamming that creates solid-like aggregates of particles moving

together, but only briefly because the high speed fluctuations are

interspersed with regions flowing much more slowly, suggesting that shear

thickening suspensions possess complex internal structural dynamics, even in

relatively simple geometries.

KEYWORDS

shear flow, rheology, colloids, shear thickening, order-disorder, phase transition

1 Introduction

Flowing dense suspensions of colloidal particles appear in a wide range of important

industrial processes, and the presence of flow can dramatically modify the suspension

microstructure, which in turn impacts flow properties (reviewed in [1–3]). In particular,

the presence of simple shear modifies the well-understood phase behavior of dense

suspensions of nearly monodisperse colloidal particles in equilibrium. Modest shear

promotes layering which enhances crystallization, while higher shear rates often disrupt

crystalline order [1, 3–8]. In addition, the bulk response of the suspension can be very

sensitive to the material close to the confining boundaries [9–12]. Planar boundaries

promote the formation of layers of particles parallel to the boundaries [9, 13], enabling

more efficient shearing as layers slide past each other with reduced close particle

interactions, and a resulting reduction in the local viscosity [14–16]. The layering also

enhances ordering within the layer, and in many circumstances the sliding layers show a
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high degree of hexagonal ordering, similar to what is seen in two

dimensional colloidal crystals [12, 17]. In many dense

suspensions, the shear thinning arising from increased

layering is followed by dramatic shear thickening when the

applied stress exceeds a critical value, with the increase in

viscosity attributable to a transition from primarily

hydrodynamic particle interactions at low stress to frictional

interactions at high stress (reviewed in [18]). The onset of

frictional interactions will likely disrupt layering [19], a

scenario confirmed by recent computer simulations [20]. A

variety of evidence suggests that strong shear thickening is

accompanied by complex spatiotemporal dynamics, including

fluctuations in flow speed, local stress, and particle concentration

[21–35]. These results highlight the need for methods that can

probe the dynamics of dense colloidal suspension with high

spatial and temporal resolution. Here we introduce a new

approach to assessing dynamic ordering using a combined

rheometer and laser scanning confocal microscope [35], where

the laser scanning is limited to one spatial direction. In this case

the scan is perpendicular to the flow direction, and the

suspension flow is primarily responsible for the temporal

evolution of the recorded intensity. We validate the technique

using a moderately dense suspension (volume fraction ϕ = 0.52),

where only modest shear-induced ordering is observed. At higher

concentration (ϕ = 0.55) and applied stress just below the onset of

shear thickening, we measure ordering fluctuations with high

temporal resolution, and directly measure the decrease in

ordering with distance from the bottom boundary of the

suspension. We also observe a direct correlation between

ordering and particle concentration, with local regions of high

order corresponding to high particle concentrations, consistent

with recent observations from computer simulations [20].

Higher applied stress produces shear thickening, and we find

that the large fluctuations in boundary stress that underlie

thickening are accompanied by dramatic fluctuations in

suspension flow rates. The peak flow rates are independent of

distance from the suspension boundary, indicating that they arise

from transient jamming that creates solid like aggregates of

particles moving together. Such aggregates must be short-lived

because the high speed fluctuations are interspersed with regions

flowing much more slowly, suggesting that shear thickening

suspensions possess very complex internal structural

dynamics, even in relatively simple geometries.

2 Approach

For particulate suspensions, particle velocities are often

extracted from image sequences by particle tracking or

correlation analysis (PIV) [36]. Particle tracking typically

requires that the time between images is small compared to

the time for a particle to move an interparticle separation (so that

each particle can be unambiguously identified in successive

images). Thus for a frame rate f and an interparticle spacing

δ, the flow speed must satisfy vimaging
max ≪fδ. The typical small δ in

dense suspensions requires either a vanishingly small vmax or

extremely high frame rate f for successful tracking. PIV can, in

principle, handle larger displacements between images, but only

if the particle configuration maintains a consistent distinctive

pattern so that there is a clear unique peak in the spatial cross-

correlation between images, which is typically not the case for the

dense suspensions studied here.

We use an alternative approach here, inspired by fluid

dynamics and machine vision applications where the motion

of material past point or line detectors is used to infer speeds and

structure [37, 38]. We take advantage of the rapid scan rate of a

laser scanning confocal microscope, where the point of focus is

rapidly scanned back and forth in one direction, which we will

call the x axis, with the normal rastering perpendicular to the

scan line in the focal plane disabled (Figure 1A). We illustrate the

principle with a simple example: A fluorescent particle transiting

the line will produce a local intensity extremum, from which its x

position can be determined. The time it takes the particle to

transit the line can be measured by the length of the ridge

produced when a position-time intensity surface is generated

(Figure 1B). If the center of the particle is in the plane of focus

and neglecting the effects of the finite optical resolution, the

magnitude of the component of the particle velocity

perpendicular to the line can be determined as v = D/T,

where D is the particle diameter and T the transit time. The

requirement that the transit time is long compared to the time

between scans means that the flow speed must be vlinemax ≪ sD,

where s is the scan rate and D the particle diameter. Because the

scan rate for laser scanning confocal microscopy is two to three

orders of magnitude larger than the frame rate (the time to

generate a 2D image is approximately the scan duration times the

number of lines in an image), and the interparticle spacing in

dense suspensions is comparable to the particle diameter, δ ~ D,

vlinemax ≫ vimaging
max . Figure 1C shows a representative position-time

intensity surface generate by our system (Leica SP5, scan rate

8,000 Hz), where the passage of individual 1 μm diameter

particles with transit times ~ 5 ms indicating speeds of

~ 200 μm/s can be clearly identified despite the high particle

density ϕ ≈ 0.55. In practice individual particles cannot be

robustly identified at from the data, and the position of the

particles relative to the plane of focus is variable, so we instead

extract speeds from characteristic lengths extracted from

correlation analyses, as described below and detailed in

Methods. The technique works equally well for non-

fluorescent particles in a fluorescent suspending fluid, which is

the approach we use in what follows.

The situation sketched above describes motion advection

purely in the direction of the shear flow, but the linescan

measurement will also be affected by other components of the

flow velocity. Because of the geometry, the speed in the flow

direction will normally be of order _γz, where _γ is the shear rate

Frontiers in Physics frontiersin.org02

Miller et al. 10.3389/fphy.2022.991540

69

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.991540


and z is the distance in the gradient direction from the bottom

surface to the focus of the scan line (Figure 1A). In the cases

considered here, the transverse velocity components are expected

to be much smaller, but it is important to keep this consideration

in mind when interpreting the linescan data.

A related approach has been used to measure flow profiles

in capillary and microfluidic systems (reviewed in [39, 40])

where fluorescence correlation spectroscopy (FCS) is

employed to extract speeds using fluorescent single

molecules or nanoparticles [41]. The exact shape of the

intensity autocorrelation function depends on the relative

importance of diffusion and advection, but when diffusion

is negligible compared to advection (as is the case in the

situations considered here), the intensity autocorrelation

function is a Gaussian with a width determined by the flow

speed and the size of the illumination volume [42]. By varying

the scan orientation relative to the flow direction, the full

(average) three dimensional velocity vector can be determined

[43, 44]. In those applications, however, the volume fraction of

the fluorescent species is always low, so they are reasonably

assumed to be distributed randomly. In the results presented

below, spatial ordering dramatically affects the spatiotemporal

intensity fluctuations, complicating the determination of the

flow speed but revealing novel behavior in dense colloidal

shear flow.

Validation: To verify the accuracy of the linescan approach

under these conditions, we performed tests on a moderately

dense suspension, volume fraction ϕ = 0.52, where the viscosity is

only weakly non-Newtonian, under constant shear rate

conditions. Figure 2 shows three representative kymographs,

each generated from 512 scans (65 ms total time), showing

the range of speeds from the slowest ( _γ � 10 s−1; z = 3 μm) to

the fastest ( _γ � 30 s−1; z = 20 μm). The wide range of transit times

is evident, as is the appearance of regions of hexagonal ordering,

which will be considered in the next section. Rather than

identifying individual particles, we can quantify the length

and time scales of the intensity variations using correlation

analyses, with faster flow producing more rapid fluctuations

along the time axis. In particular, as detailed in Methods, we

calculate the speed of the flow by the rate of decay of the

autocorrelation in the time direction (vertical in Figure 2).

This produces a very precise measurement of the fluctuation

timescale, but conversion to speed requires knowing the length

scale associated with the decay in the density autocorrelation. At

the volume fractions considered here (ϕ ~ 0.5) that is of order the

particle diameter, but the exact value is sensitive to the local

structure of the suspension. Thus, as discussed in the Methods

section, there is some uncertainty in the absolute value of the

measured speeds, and likely some correlation between the local

order and the calculated speed. In future work we plan to more

fully characterize these effects with further experimental tests and

comparisons with computer simulations.

We acquired a series of 900 kymographs at heights above the

bottom boundary of z = 3, 6, 10, 20μm, for constant applied shear

rates of _γ � 10, 20, 30s−1. The resulting flow profiles are presented

in Figure 3A, with error bars given by the standard deviation of

each series. Figure 3B shows the same data, with the speed scaled

by the speed of the top plate, vp � _γd, where d ≈ 150 μm is the

width of the rheometer gap at the imaging position (For the cone-

plate geometry used here, the gap is a continuous function of

radius, but changes relatively little over the ≈ 65 μm scan range.)

The data collapse, with no free parameters, to a unique, nearly

linear profile that demonstrates the wide range of speeds over

which the technique provides precise speed measurements. The

deviation from an affine profile close to the wall likely arises from

a combination of wall slip, layering, and ordering (because the

ordering is strongest close to the wall and, as indicated above,

spatial order will have an effect on the calculated speed). Finally,

we note that these measurements are taken at relatively high flow

rates, so Brownian Motion or particle sedimentation are not

FIGURE 1
(A) Schematic of linescan imaging of a sheared dense suspension. The illumination laser rapidly scans back and forth, focused along the green
line. Particles transiting the line are illuminated (orange). The imaging region for the usual 2D laser scan is indicated by the dashed line, and the arrows
represent the average velocity field of the sheared suspension. The depth of focus (effective width of the image plane in z) depends on the optical
setup, and is ~ 1 μm here) (B) Graphical representation of the linescan data, where the continuous colored lines represent a small portion of
each individual scan, separated by a short interval. A fluorescent particle transiting the scan region produces a local intensity maximum (marked with
a black line). (C) Rendering of linescan data showing the passage of many particles. The transit time can be determined by the length of the ridge
(black line) (Note that in what follows the solvent is fluorescent but the particles are not, so the transit of particles produces local intensity minima).
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significant on the timescale of the decay of the intensity

autocorrelation function (see Discussion).

3 Results

Here we report the results of a dense suspension of 1 μm silica

spheres at a volume fraction ϕ ≈ 0.55. The flow curve from bulk

rheology for this sample is shown in Figure 4, and exhibits

behavior similar to previous reports of shear thickening in similar

systems [18], and in particular matches that of our previous

results measuring local boundary stress fluctuations of the same

system [35]. The viscosity shows substantial shear thinning

(viscosity decreasing as applied shear stress is increased) until

a critical stress of σc ≈ 20 Pa, at which point strong shear

thickening is observed. The transition occurs at a shear rate of
_γc ≈ 10 s−1, which corresponds to a Peclet number

Pe � _γr2/Do ≈ 500, where Do = kBT/6πηr is the diffusion

coefficient for an isolated sphere of radius r in a solvent of

viscosity η [1–3] (approximately 80mPa · s for the 80:20 glycerol:
water mixture used here. Note that the high concentrations used

here substantially modify particle diffusion). Figure 4B shows

shear rate vs time for constant applied stresses of 20, 50, and

100 Pa, corresponding to the conditions for the kymographs

reported below. The increasing shear rate fluctuations with

increasing stress is characteristic of a suspension showing

strong shear thickening [18].

3.1 Order and density fluctuations before
the onset of shear thickening

As summarized in Section 1, the shear thinning observed for

applied stress σ < σc is generally attributed to shear induced

ordering, where organization of the monodisperse spheres into

layers, and hexagonal ordering with the layers, reduces the

viscosity by reducing collisions as the layers slide past one

another. Figure 5 shows representative kymographs at σ =

20 Pa, at three different heights. At z = 3 μm above the

bottom surface, the kymograph (top) reveals a very regular

hexagonal lattice, elongated along the time axis because the

particle speed is relatively small. Defects in the hexagonal

order tend to be extended in the flow (time) directions, e.g. at

the top right of the panel. The left side of the kymograph shows a

region of relatively low order, which is uncommon at this height,

as quantified below. At z = 10 μm (middle), regions of hexagonal

FIGURE 2
Representative space-time kymographs generated from linescans (horizontal) stacked vertically taken in a sheared dense suspension of silica
particles of diameter 1 μm, ϕ = 0.52, at different shear rates. The spheres are not fluorescent, and a fluorescent dye is added to the solvent. (A)
_γ � 10 s−1, z = 3 μm, (B) _γ � 20 s−1, z = 6 μm, (C) _γ � 30 s−1, z = 20 μm. Each image consists of 512 scans, for an elapsed time of 65 ms.

FIGURE 3
(A) Flow profiles for constant shear rate generated from linescan data at different heights (ϕ = 0.52), at different constant shear rates. (B) Particle
speeds scaled by the speed of the top plate of the rheometer, _γd, as a function of height above the bottom surface, scaled by the rheometer
gap. Error bars are standard deviations (N = 900). Dashed line corresponds to purely affine flow with no wall slip.
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order show up as small islands in a sea of disorder, with a

tendency to be longer in the time direction than in the spatial

(vorticity) direction. Particle extent and separations in the time

direction are proportional to the flow speed, so comparing

dimensions requires rescaling by the flow speed

(Supplementary Figure S1), or, more simply, counting the

number of particle diameters in the different directions. The

interpretation of the kymographs as direct images of 2D particle

arrangements presumes that the rate of particle rearrangement is

relatively slow compared to the rate at which structures traverse

the scan region. The persistence of the hexagonal order suggests

that this is a reasonable approximation.

In addition to revealing the existence and shape of small

islands of order, the kymographs show that the ordered regions

FIGURE 4
(A) Viscosity (○) and shear rate (■) as a function of applied shear stress for the suspension used in this study, composed of silica particles of
diameter 1.0 μm, ϕ ≈ 0.55. (B) Representative plots of shear rate vs time for a constant applied stress of 20 (bottom), 50 (middle) and 100 (top) Pa.
Specifically, the time series shown correspond to the kymographs reported at z = 3 μm.

FIGURE 5
Representative space-time kymographs generated from linescans (vertical) stacked horizontally at 20 Pa constant applied stress at heights of
3 μm (top), 10 μm (middle), and 20 μm above the bottom surface. Each image consists of 4,096 scans, for an elapsed time of 520 ms (Note that the
orientation is different than Figure 2, with time on the horizontal axis).
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are darker than regions of disorder. This can be seen clearly in the

islands present at z = 10μm, where the overall intensity is lower in

the islands than around them (Figure 5, middle), but is also

evident at z = 3 μm (top), where the small regions of disorder are

brighter than their surroundings. Because the fluorescent dye is

in the solvent, brighter regions correspond to a lower

concentration of colloidal particles. Below we quantify the

correlation between order and low intensity, and show that is

substantial at all heights at 20 Pa applied stress. This observation

is consistent with simulations of dense suspensions of

monodisperse particles, where a correlation between local

ordering and high particle concentration was observed [20].

Quantifying the degree of hexagonal order in the

kymographs is complicated by several factors. The images

generated by individual particles depend on the height of the

particle relative to imaging position. As discussed above, the

particles tend to order in layers, and the patterns will be different

when the center of the particle layer is at the linescan height

compared to when the space between the layers aligns with the

scan. A further complication arises from the fact that the 1 μm

diameter of the particles is only a little larger than the resolution

of the optical microscope, so particle images are not well

separated. Finally, the distortion of the image in the flow

direction depends on the speed of the flow, which fluctuates

in time. Despite these complications we have found that we can

extract a robust quantitative measure of the flow speed and order

in each kymograph by calculating the two-dimensional intensity

autocorrelation function, g( �r), for the entire kymograph,

rescaling distances in the time direction by the flow speed,

and then calculating the degree of hexagonal order present at

| �r| � ro, where ro is the first peak in the angle averaged correlation

function g(r). This measure, described in more detail in Section 5,

produces a complex scalar that is analogous to the quantity C6

used in [2]. We use that name here, but note that because of the

complications described above, even a fully ordered kymograph

will produce a C6 with a magnitude that is considerably less than

unity (in what follows, C6 refers to the magnitude of the complex

order parameter).

Figure 6 shows a portion of the timeseries of speed, C6, and

average intensity generated from kymographs at z = 10 μm. The

first eight points in the time series correspond to the image

shown in Figure 5 (middle). The decrease in order in the image

(moving right to left) shows as a decrease in C6 from ≈ 0.5 to

< 0.3. Over the same region, the intensity increases modestly but

significantly, as evident both in the image and the graph. The full

timeseries shows that there is a reasonably consistent

anticorrelation between C6 and intensity, consistent with the

qualitative impression from small scale variations in individual

images, but that there are also significant fluctuations that appear

uncorrelated. The correlations can be quantified by the Pearson

correlation coefficient, and we find C(C6,intensity) = {−

0.19, −0.37, −0.34, −0.58} at heights z = {3, 6, 10, 20}μm. The

effects are particularly significant at the intermediate heights,

where the fluctuations in C6 are largest. This negative correlation

with intensity indicates that the ordered regions have a higher

particle concentration, presumably as a consequence of more

efficient packing.

A modest positive correlation can be observed between order

and speed, which is consistent with an ordering-induced increase

in local velocity close to the wall, but is complicated by the fact

that the correlation analysis used to determine the flow speed

likely has a weak dependence on order (see Methods). Finally, we

note that the orientation of the hexagonal order is such that

intensity peaks and valleys always align in the flow direction,

corresponding to a phase angle for the complex order parameter

≈ 0 (data not shown). By contrast, the order seen at ϕ = 0.52,

while considerably weaker (Figure 2), has a phase angle ≈ π/6

(Supplementary Figure S3).

The change in flow speed and order with distance from the

bottom surface can be seen most clearly from histograms, as

shown in Figure 7. The speeds increase with height, as expected,

with a significant increase in the spread of speeds that is roughly

proportional to the speed increase. Specifically, the ratio of the

standard deviation to the mean speed is {0.14, 0.19, 0.21, 0.17} for

heights z = {3, 6, 10, 20}μm, respectively. The slightly higher

fractional spread at 6 and 10 μm likely arises from the coupling

between order and speed mentioned above. The change in order

with height is much more dramatic, showing uniformly high

order 3 μm above the bottom surface, occasional disordered

regions at 6μm, roughly equal order and disorder at 10μm,

and mostly disordered at 20 μm. This behavior is summarized

in Figure 8, which shows the average and standard deviations for

speed and order as a function of height. Figure 8 also includes the

data from 50 Pa applied stress, which shows very similar trends.

The increase in curvature of the flow profile close to the boundary

indicates a lower local viscosity. Boundary-induced ordering and

an associated viscosity decrease in dense suspensions has been

seen previously, but the high speed imaging approach used here

enables us to quantify spatio-temporal fluctuations in previously

inaccessible regimes.

3.2 Fluctuations associated with shear
thickening

At higher applied stresses, the suspension shows substantial

shear thickening and the nature of the fluctuations change

dramatically. We have previously shown that shear thickening

is associated with large fluctuations in stresses at the boundary of

the sheared suspension [31–35], and specifically for the particles

used here shear thickening is associated with a proliferation of

the regions of high stress that propagate in the flow direction with

approximately half the speed of the top plate (vp � _γd) [35].

Here local stress measurements at the bottom boundary are

limited to a small region (62 × 62 μm2) but still show

clustered spikes of high stress that propagate in the flow
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FIGURE 6
Section of time series of speed, hexagonal order, and intensity generated from kymographs at applied stress 20 Pa and height 10 μm. The first
eight data points correspond to the image shown in Figure 5 (middle).

FIGURE 7
Histograms of speed and order generated from kymographs at applied stress 20 Pa (Each height: 3,900 kymographs, 65 ms each).

FIGURE 8
Profiles of average velocity (A) and order (B) for 20 and 50 Pa applied stress. Error bars are standard deviations (N = 3,900).
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direction, plotted in Figure 9A. The intermittent spikes are

similar in magnitude and duration to those previously

observed, but the clustering was not reported previously. The

connection with those and other results is discussed below, but

for what follows the important observation is that the boundary

stress shows regularly spaced clusters of intermittent high stress

spikes. Figure 9B shows an expanded view or one cluster of

events, clearly showing the presence of large discrete spikes in the

boundary stress with durations ≈ 100 − 500 ms (consistent with

all time series reported, the data points are separated by 65 ms).

Figure 10 shows the velocity time series for four different

heights at 100 Pa applied stress. The clustering of intermittent

events is consistent in every data set (Each time series is a

different measurement run, and is different from the run that

produced the boundary stress shown in Figure 9.) Thus we can be

confident that the intermittent spikes in speed represent the flow

fluctuations that are associated with the intermittent high

boundary stress spikes. Interestingly, the spacing between the

clusters, ~ 65 s, is roughly 1/2 of the rotation period for the

rheometer tool, suggesting that the clusters reflect stable features

propagating in the flow direction with speed vp/2.

Figure 11 shows the time series for a cluster of spikes at each

observed height, with the time axis shifted so that in each set the

spikes start at the same time. The kymograph at the top of the

figure, showing a single speed spike at z = 3μm, indicates that

before the spike, the particles exhibit a high degree of hexagonal

ordering, consistent with the behavior observed at this height at

lower applied stress. The transition to high speed flow is

FIGURE 9
(A) Boundary stress (component in the flow direction) for 100 Pa applied stress. (B) Expanded view of one cluster of events from data shown
in (A).

FIGURE 10
Full timeseries of speeds for 100 Pa applied stress at heights of 3, 6, 10, and 20 μm.
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evidenced by a remarkably sharp boundary that extends

primarily along the vorticity direction, but with some

meandering in the flow direction, consistent with the

fluctuations in boundary stress reported previously [35]. A

complete absence of ordering and a significant increase in

average intensity marks the period of high speed flow,

suggesting a region of reduced particle concentration,

although there are correlations between speed and intensity

introduced by the instrumentation, and further calibration will

be required to separate measurement effects from concentration

when the speed variation is large. The transition back to lower

speed flow is also quite rapid, but the hexagonal ordering takes

longer to recover. These features are consistent across the high

speed events, as shown by the time series of speed, c6, and

intensity at 3 μm (Supplementary Figure S2).

Also evident in Figure 10 is that the speed differential

between the spikes and the background is smaller at larger z,

indicating that the events represent a more dramatic speed-up

close to the bottom boundary. Finally, the clusters appear to be

more spread out at larger z. Since the periodicity is independent

of z, the propagation speed of the clusters should be independent

of z, so the spreading of the clusters with height suggests that the

spatial extent of the region of high stress increases with depth.

We can use the clustering of high speed events in the velocity

time series to quantify the region of “normal” flow, away from the

events (the specific segmentation is shown in Supplementary

Figure S3). Figure 12A shows the flow profile obtained during

those time periods, and the overall shape closely matches that

seen at lower stresses (Figure 8). The agreement is made more

evident by scaling the measured speeds by the average shear rate

as reported by the rheometer (Figure 12B), where all three

profiles overlap, with no free parameters. Something very

different happens during the high speed events. We find

empirically that selecting the highest 60 speeds from the

3,900 measurement points provides a reasonable measure of

the peak speeds during the high speed events (Supplementary

Figure S4), and we find that the average of those top speeds is

nearly height independent (Figure 12). Scaling the peak speeds by

average the speed of the top plate shows that the height-

independent speed is on the order of vp, consistent with a

solid jammed aggregate moving with the speed of the top

plate, perhaps with some slip (Note however, as discussed

below, that the high speed events are quite likely associated

with substantial non-affine flows, and thus it is possible that flows

in the gradient direction contribute to the decay of the correlation

and thus to the calculated speed.) Imaging of the bottom layer of

FIGURE 11
Timeseries of speed for 100 Pa applied stress at heights of 3, 6, 10, and 20 μm during one burst of high speed events. The image shows a
kymograph from a single event. The initial times are shifted so the bursts start at approximately the same time.
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particles confirms that the high speed fluctuations are associated

with large slip of that layer. Those apparent aggregates are

intertwined with regions of the suspension where the particles

are flowing much slower (Figure 11), which is inconsistent with a

single solid aggregate. These results provide the first direct

measurements of the structure of the velocity field inside of

high stress fluctuations in shear thickening suspensions.

4 Discussion

4.1 Order and concentration fluctuations
before the onset of shear thickening

The dynamics revealed by high speed linescan imaging

presented above are consistent with previous observations of

boundary induced ordering in sheared dense monodisperse

suspensions, but provide a more detailed picture of the

spatiotemporal dynamics and demonstrate the presence of a

strong connection between ordering and concentration

fluctuations. Planar boundaries enhance layering in colloidal

suspensions, and the layering can reduces viscous dissipation,

producing shear banding [12, 16, 20]. Hexagonal ordering of

monodisperse particles within layers of sheared suspension has

also been seen in a variety of circumstances, starting with the

seminal work of Ackerson and coworkers [4, 45]. Particularly

relevant to this work, an imaging study by Wu et al. observed

fluctuation in hexagonal ordering during the process of shear-

induced melting in a confined suspension arising from the

nucleation of localized domains that temporarily lost and

regained their ordered structure [6]. Similar behavior has been

reproduced in computer simulations [12, 17]. Recent simulation

results reported that defects in crystalline order are associated

with local decrease in particle concentration [20]. It is perhaps

not surprising that the interplay between shear flow, crystal

nucleation, and shear-induced crystal breakup produces a

complex phase diagram with complex dynamics [3]. Here we

show that for a monodisperse suspension at high packing

fraction and high Peclet number (Pe ~ 50Figure 60), the

transition from mostly ordered to mostly disordered occurs

~ 10 particle diameters from the boundary (Figure 8), and is

associated with rapid temporal fluctuations in order, speed, and

concentration (Figure 6). The concentration fluctuations are

particularly significant, because the local increase in particle

concentration seen in ordered domains requires an

compensating decrease in solvent concentration, which

implies the existence of local fluid migration. These results

indicate that an accurate quantitative model for ordering

fluctuations in sheared monodisperse suspensions at high

Peclet number must include the flow and pore pressure fields

responsible for relative flow between the particulate and fluid

phases [30, 34, 46, 47].

4.2 Fluctuations associated with high local
stresses during shear thickening

The high speed imaging approach employed here has

revealed that localized high boundary stresses are

accompanied by large rapid speed increases near the

boundary, as well as a loss of order (Figure 11). Recent

simulation results showed that the transition from

hydrodynamic to frictional interparticle interactions that is

believed to underlie strong shear thickening [18] is associated

with a disruption of layering and ordering [20]. It seems likely

that we are observing a similar transition, from relatively low

stress, lubricated particle interactions producing layered, ordered

low viscosity flow, to high stress, frictional particle interactions

producing high viscosity disordered flow in the regions that

produce high boundary stress. This transition appears to be

remarkably sharp, with a boundary that is only a few particles

wide (Figure 11, top). Also remarkable is the observation that the

particle speeds during these events are independent of depth

(Figure 12). This suggests that the particles are moving together,

FIGURE 12
(A) Average speed at different heights from portions of the time series away from the high speed events, and average speed for the highest
speeds in each time series (N = 60). (B) Data in (A) scaled by the speed of the top plate, with the scaled profiles from 20 to 50 Pa for comparison
(Figure 8A).
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as a jammed aggregate, similar to the model proposed to explain

propagating high normal stresses observed in cornstarch

suspensions [29]. It is important to note, however, that the

linescan measurements performed here do not distinguish

between flow components perpendicular to the scan direction

(i.e. in the flow or gradient directions). As discussed above, under

usual flow conditions the component of the velocity in the flow

direction, of order _γz, will be large compared to any non-affine

flows, but the transient jamming observed during shear

thickening is clearly unusual, so more complicated large-scale

non-affine flows are likely. Further measurements, for example

addinge measurements with linescans oriented in the flow

direction, are needed to get a clearer picture of the flow

profile during the high stress events.

More generally, measurements of nearly affine flow away

from the localized high stresses, both in this system and in

cornstarch [34], combined with the rapid fluctuation in

velocity measured during the clusters of events (Figure 11),

suggests a complicated flow field. Furthermore, although

instrumental effect preclude a direct measurement of particle

concentration during the high speed events, the longstanding

connection between frictional interactions and dilatancy [18],

evidenced by our observation of fluid migration associated with

high stress fluctuations in cornstarch suspensions [34], suggests

that relative flow between the particulate and fluid phases likely

plays an important role in the observed speed fluctuations.

These observations contribute to a growing body of evidence

indicating that the shear thickening transitions typically involved

complex spatiotemporal dynamics with structures propagating in

the flow direction, including dilatant fronts [23, 25], local

deformations of the air-sample interface at the edge of the

rheometer tool [26, 30], local normal stresses in sheared

cornstarch [29], concentration fluctuations appearing as

periodic waves moving in the direction of flow [28], and high

shear stress at the suspension boundary [31, 32, 34, 35]. The

specifics of the dynamics vary considerably, presumably

indicating a sensitivity to the details of the suspension and the

measurement geometry. This sensitivity is perhaps not

surprising, given that shear thickening involves instabilities

that can produce discontinuities in material parameters. The

location of those discontinuities in a uniform extended system

represent a broken symmetry, and thus in any physical

realization will be very sensitive to the parameter variations

(e.g. of shear rate, rheometer gap, distance from suspension

boundary) that are present in all experimental systems.

Here we have presented an initial application of a powerful

new approach that reveals spatiotemporal dynamics of sheared

dense suspensions with high spatial and temporal resolution.

With further testing and validation the approach has the

potential to provide accurate and precise measurements of

local speed, structure, and particle concentration, and should

provide a new avenue to answer open questions about dense

suspensions under flow.

5 Methods

All experimental suspensions were composed of 0.9 μm silica

beads (Bang’s Lab) in an index-matched (80/20 v/v) glycerol/

water mixture. For imaging purposes, fluorescein sodium salt was

added to the suspension so that the unlabeled spheres could be

imaged as dark spots in a fluorescent background. Rheological

measurements were performed on a stress-controlled rheometer

(Anton Paar MCR 301) mounted on an inverted confocal (Leica

SP5) microscope [35] using a cone-plate geometry with a

diameter 25 mm. The linescan data was acquired with

a ×60 objective at a radius of 2/3 of the plate diameter, where

the rheometer gap is d ≈ 145 μm.

Linescan analysis: A typical data set is composed of a one to

two million scans, with the scan direction aligned along the

vorticity axis (perpendicular to the flow and the gradient). For

visualization, we typically divide the set into a series of 2D arrays,

FIGURE 13
Normalized intensity autocorrelation function g (Δt) as defined in Methods for the three kymographs shown in Figure 2, _γ � 10 s−1, z = 3 μm (○),
_γ � 20 s−1, z= 6 μm (■), and _γ � 30 s−1, z= 20 μm (A). Thewidth of the central peak and the position of the firstminimumare proportional to the flow
speed, for fixed positional configurations, but both measures are have a some sensitivity to the presence of positional order.
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with one dimension (horizontal) given by the number of pixels

per scan (here 1,024), and the other dimension (vertical) given by

the chosen number of scans per image, in this case 512 scans.

Figure 14A shows an example image generated from 1 μm

diameter non-fluorescent spheres in a fluorescent

bFigure 5ackground, 10 μm above the bottom of the sheared

suspension, similar to those shown in Figure 5. Individual

particles show up as dark ovals. In principle, the vertical axis

of each oval could be used to measure the speed of each particle.

In practice, in many places identifying individual particles is

challenging, and we have found correlation analyses more

reliable (This arises in part because we have no control of the

position of particles relative to the plane of focus, and the image

will include contributions from particles that are ≈ 1 μm above

or below the focal plane). Note also that the orientation of the

ovals provides a measure for the component of the flow in the

vorticity direction. Here that component is always small, and is

not included in our analysis. An alternative approach, not

employed here, would be to orient the scan line along the

flow direction. This would enable very precise measurements

of flow speed, as particles move along the line, but would not

reveal spatial structure in the flow-vorticity plane.

One approach to extract a characteristic transit time from the

linescan intensity data, I (x, t), is to calculate the autocorrelation in

the time direction, g (Δt) = <δI (x, t)δI (x, t + Δt)>x,t/< δI (x,t)2 > x,t,

where δI (x, t) = I (x, t) − <I (x, t)>x,t. The range of x and t to

include in the averages can be varied depending on the spatial and

temporal resolution required by the effective particle size. Slower

shear rates require averaging over larger time windows so as to

capture at least one full particle transit. For the conditions in this

study we found that 512 scans provides enough data for robust

correlation analysis while still allowing adequate temporal

resolution. Figure 13 shows g (Δt) for the three images

displayed in Figure 2.

The location of the first minimum in the autocorrelation, tmin

can be precisely identified algorithmically, and provides a measure

that is proportional to the speed of the flow. We expect that vflow =

lflow/2tmin, where lflow is approximately equal to the spacing between

particles in the flow direction.More precisely, lflow should be equal to

the first minimum in the average instatntaneous density

autocorrelation calculated along the flow axis. Unfortunately that

quantity is unknown. Assuming it does not change with time, vflow
∝ 1/tmin. Similarly, the minimum of the autocorrelation in the space

direction provides a direct measure of the spacing in the x (vorticity)

direction, specifically lvorticity = 2xmin.We find that this measure does

not depend directly on the flow speed, but is quite sensitive to local

hexagonal ordering. In part because of this sensitivity, and in part

because we are interested in quantitative measures of hexagonal

order, we have instead employed a slightly more complex analysis

approach based on the 2D autorcorrelation function, but we have

found that the speed variations are essentially indistinguishable from

those calculated with the 1D correlation analysis.

Using a 2D correlation analysis, we can quantify the hexagonal

order that is evident in Figure 14A. It is important to remember that

the image is not a snapshot of the two-dimensional particle

arrangement, as the top of the image is generated at an earlier

time than the bottom. However, if the structure of the suspension

evolves slowly compared to the time to generate an image, it will in

fact be an accurate representation of the spatial arrangement of the

particles, with the vertical separations expanded (or compressed) by

a factor α = (s · d)/vflow, where s is the scan rate, d is the actual spatial
separation, and v is the speed of the flow. Figure 14B shows a

contour plot of the two-dimensional spatial autocorrelation,G( �r), of
the image shown in A. The sixfold symmetry is evident, as is the

expansion in the vertical direction. Note that G( �r) is large along the
horizontal axis (y = 0). This is likely a consequence of fluctuations in

the laser intensity on a sub-millisecond timescale. These fluctuations

can be filtered out, but for our purposes it is sufficient to simply

exclude the horizontal axis from our analysis of G( �r). Fitting the

central peak of G( �r) (highlighted region in Figure 14B) to a 2D

Gaussian provides an accurate measure of the width in the flow

direction, Δy (number of scan lines) which in inversely proportional

to the speed, vflow= δ · s/Δy. Determining the scale factor δ, the width

of the central peak inG( �r) in physical units, is a significant source of

FIGURE 14
(A) Example kymograph showing moderate hexagonal ordering. (B) Two-dimensional autocorrelation of (A), with the central region used to
determine the peak widths highlighted. (C) 2D autocorrelation with vertical distances rescaled so that the central peak is circularly symmetric. The
ring represents points whose distance from the origin is equal to the expected average inter-particle spacing. (D) Intensity as a function of angle for
the ring of points identified in (C), resulting in a C6 with magnitude 0.36 and angle 0.03 radians.
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uncertainty in the measurement. The particle diameter is known

precisely, but δ also depends on the particle separation, and is also

somewhat sensitive to the degree of order.We have estimated δ from

looking at G(x) (the correlation along the scan direction) in flows

with no detectable order, where we find that the peak width is

0.2 times the distance to the first peak in G(x). Assuming the first

peak inG(x) is at a location dpeak= dparticle/ϕ
−1/3≈ 1.2*dparticle, we find

δ ≈ 1.2*dparticle/5. This conversion enables us to provide speed

measurements in physical units, but further tests will be required

to validate the accuracy of the results. For the measurements

described here, the ~ 10% uncertainty in the exact value of the

proportionality constant does not impact the conclusions, but

systematic effects of ordering on Δy may impact some results,

e.g. the apparent correlation between order and speed in the

measurements at 20 Pa.

Using the measured width Δy, we can rescale the flow

direction to produce a symmetric G( �r). Figure 14C shows a

contour plot of the rescaled G( �r), and thus represents our

measure of the average spatial structure of the imaged region.

In the results presented below, we are primarily interested in

measuring the degree of hexagonal order in the suspension. We

can quantify this by measuring the intensity as a function of angle

at a distance rNN from the origin, where rNN is the position of the

first maximum in G(r), approximately the average nearest

neighbor separation. The points included in the calculation of

are highlighted in Figure 14, and the resulting data G (rNN, θ) is

shown in Figure 14D. A complex scaler C6 representing the

hexagonal order can be calculated according to

C6 �
∫
2π

0
G rNN, θ( )exp−i6θ dθ
∫
2π

0
G rNN, θ( )dθ

. (1)

Boundary stress microscopy. BSM measurements (Figure 9

were performed as described in [32, 35], but employing elastic

films of relatively high modulus (G ~ 1MPa) to minimize

possible effects of boundary compliance. Briefly, elastic films

thickness 50 ± 3 μm were deposited by spin coating PDMS

(Sylgard 184; Dow Corning) and a curing agent on 40 mm

diameter glass cover slides (Fisher Sci) that were cleaned

thoroughly by plasma cleaning and rinsing with ethanol and

deionized water [35]. After deposition of PDMS, the slides were

cured at 85 °C for 2 h. After curing, the PDMS was functionalized

with 3-aminopropyl triethoxysilane (Fisher Sci) using vapor

deposition for 40 min. Carboxylate-modified fluorescent

spherical beads of radius 0.5 μm with excitation/emission at

520/560 nm were attached to the PDMS surface. Before

attaching the beads to functionalized PDMS, the beads were

suspended in a solution containing PBS solution (Thermo-

Fisher). The concentration of beads used was 0.006% solids.

The surface stresses at the interface were calculated using an

extended traction force technique and codes given in Ref. [48].

Taking the component of the surface stress in the flow (velocity)

direction, we obtain the scalar field σBSM( �r, t), representing the

spatiotemporally varying surface stress. The data shown in

Figure 9 are a spatial average of each field, < σBSM( �r, t)> t.
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Motor-driven advection
competes with crowding to drive
spatiotemporally heterogeneous
transport in cytoskeleton
composites
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Brian Y. Lee2, Ryan J. McGorty3 and
Rae M. Robertson-Anderson3

1W. M. Keck Science Department, Scripps College, Claremont, CA, United States, 2W. M. Keck Science
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The cytoskeleton–a composite network of biopolymers, molecularmotors, and

associated binding proteins–is a paradigmatic example of activematter. Particle

transport through the cytoskeleton can range from anomalous and

heterogeneous subdiffusion to superdiffusion and advection. Yet,

recapitulating and understanding these properties–ubiquitous to the

cytoskeleton and other out-of-equilibrium soft matter systems–remains

challenging. Here, we combine light sheet microscopy with differential

dynamic microscopy and single-particle tracking to elucidate anomalous

and advective transport in actomyosin-microtubule composites. We show

that particles exhibit multi-mode transport that transitions from pronounced

subdiffusion to superdiffusion at tunable crossover timescales. Surprisingly,

while higher actomyosin content increases the range of timescales over

which transport is superdiffusive, it also markedly increases the degree of

subdiffusion at short timescales and generally slows transport.

Corresponding displacement distributions display unique combinations of

non-Gaussianity, asymmetry, and non-zero modes, indicative of directed

advection coupled with caged diffusion and hopping. At larger

spatiotemporal scales, particles in active composites exhibit superdiffusive

dynamics with scaling exponents that are robust to changing actomyosin

fractions, in contrast to normal, yet faster, diffusion in networks without

actomyosin. Our specific results shed important new light on the interplay

between non-equilibrium processes, crowding and heterogeneity in active

cytoskeletal systems. More generally, our approach is broadly applicable to

active matter systems to elucidate transport and dynamics across scales.

KEYWORDS

fluorescence microscopy, myosin, single-particle tracking, differential dynamic
microscopy, cytoskeleton, actin, microtubule
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1 Introduction

The cytoplasm is a crowded, heterogeneous, out-of-

equilibrium material through which macromolecules and

vesicles traverse to perform critical cellular processes such as

mitosis, endocytosis, migration, and regeneration [1–4].

Macromolecules and particles diffusing through the cytoplasm

and other similar materials have been shown to exhibit widely

varying and poorly understood anomalous transport properties

that deviate significantly from normal Brownian diffusion. In

particular, the mean-squared displacement,MSD, often does not

scale linearly with lag time Δt, but is instead better described by

MSD ~ Δtα where α< 1 or α> 1 for subdiffusion or

superdiffusion, respectively. The distributions of displacements

(i.e., van Hove distributions) also often deviate from Gaussianity

and can display exponential tails at large displacements [5–8].

The cytoskeleton–an active composite of filamentous proteins

including actin, microtubules, and intermediate filaments, along

with their associated motor proteins–plays a key role in these

observed anomalous transport properties [9–11]. Such

anomalous transport phenomena are not just observed in

cytoskeleton, but are ubiquitous in numerous other active and

crowded soft matter systems, making their characterization and

understanding of broad interest.

In steady-state, the thermal transport of particles through

in vitro cytoskeletal systems exhibit varying degrees of

subdiffusion and non-Gaussianity depending on the types and

concentrations of filaments and crosslinking proteins [5, 6, 12,

13]. For example, single-particle tracking (SPT) of particles in

composites of entangled actin filaments and microtubules, has

revealed increasing degrees of subdiffusion (α decreasing from

~0.95 to ~0.58) as the molar ratio of semiflexible actin filaments

to rigid microtubules increased [6]. The corresponding SPT van

Hove distributions were reported to be non-Gaussian, displaying

larger than expected probabilities for very small and large

displacements, indicative of particles being caged in the

filament mesh and hopping between cages.

Differential dynamic microscopy (DDM), which uses

Fourier-space analysis to measure the timescales over which

particle density fluctuations decay, has also been used to

measure transport and quantify anomalous characteristics

over larger spatiotemporal scales compared to SPT [5, 14, 15].

FIGURE 1
Combining light sheet microscopy with real-space single-particle tracking (SPT) and reciprocal-space differential dynamic microscopy (DDM)
to characterize particle transport in active cytoskeletal composites. (A) We create composites of co-entangled microtubules (blue) and actin
filaments (purple) driven out-of-equilibrium by myosin II minifilaments (green). We track the motion of embedded 1 μm beads (red) in composites
with varying molar fractions of actomyosin, which we denote by the fraction of actin comprising the combined molar concentration of actin
and tubulin (5.8 μM): ϕA � 0. 0.25, 0.5, 0.75, 1. In all cases, the molar ratio of myosin to actin is fixed at 0.08. (B) Schematic of the light-sheet
microscope we use for data collection, which provides the necessary optical sectioning to capture dynamics in dense three-dimensional samples.
(C) Example frame from time-series of 1 μmbeads embedded in a cytoskeleton composite, used to characterize particle transport in active crowded
systems. (D) Cartoon of expected mean-squared displacements (MSD) of embedded particles versus lag time Δt, which we compute via single-
particle tracking (SPT) and fit to a power law MSDΔ̃tα to determine the extent to which particles exhibit normal Brownian diffusion (α � 1, blue),
subdiffusion (α< 1, red), or superdiffusion (α> 1, green). (E)Cartoon van Hove distributionG of x- and y-direction particle displacements Δd � Δx ∪ Δy
for a given lag time Δt computed from SPT trajectories. The distribution shown is described by a sum of a Gaussian and exponential function
G(Δd,Δt) � Ae−Δd2/2σ2 + Be−|Δd|/λ, as is often seen in crowded and confined systems and those that display heterogeneous transport. (F) Cartoon of
expected characteristic decorrelation times τ(q) as a function of wave number q, which we compute by fitting the image structure function
computed fromDDM analysis. We determine the scaling exponent β from the power-law τ(q) ~ q−β to determine if transport is diffusive (β � 2, blue),
subdiffusive (β>2, green), or ballistic (β � 1, red).
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DDM analysis of a time-series of images provides a characteristic

decay time τ as a function of the wave vector q which typically

follows power-law scaling τ(q) ~ q−β [15, 16], with β relating to

the anomalous scaling exponent α via β � 2/α. Specifically, β �
2, > 2, < 2 and 1 correspond to diffusive, subdiffusive,

superdiffusive, and ballistic motion (Figure 1F). DDM analysis

of actin-microtubule composites corroborated the SPT results

described above, with subdiffusive β values tracking with α values

[5, 6]. However, we note that while the relation β � 2/α can be

used to directly compare dynamics measured via SPT and DDM,

α derived from this relation may not match that determined from

SPT, in particular for systems that display multiple dynamic

regimes at different spatiotemporal scales.

Similar SPT and DDM experiments demonstrated that

crosslinking of actin and/or microtubules introduced bi-phasic

transport with the subdiffusive scaling exponents dropping from

α ≈ 0.5–0.7 to α ≈ 0.25–0.4 (depending on crosslinker type) after

Δt ≈ 3 s, due to strong caging and reduced thermal fluctuations of

filaments. At the same time, van Hove distributions were well fit

to a sum of a Gaussian and exponential, and the non-Gaussianity

parameter increased, indicating enhanced heterogeneity [5, 6, 8,

12, 17].

Numerous studies have also investigated transport in non-

equilibrium cytoskeleton networks, in which activity is

introduced via motor proteins, such as actin-associated

myosin II and microtubule-associated kinesin [2, 10, 18–21].

These studies have shown evidence of vesicle movement strongly

tracking with actin movement, microtubule-dependent flow, and

the simultaneous presence of subdiffusive and ballistic transport

dynamics. While the majority of these active matter studies have

been on systems of either actin or microtubules, recent studies

have used DDM and optical tweezers microrheology to

characterize the dynamics of actin-microtubule composites

pushed out-of-equilibrium by myosin II minifilaments

straining actin filaments [14, 22, 23]. These studies showed

that active actin-microtubule composites exhibited ballistic-

like (α ≈ 2) contractile motion, rather than randomly-oriented

diffusion or subdiffusion, with speeds that increased with

increasing fraction of actin in the composites, due to

increased composite flexibility [14, 23]. Myosin-driven

contractile motion and restructuring was also reported to

increase viscoelastic moduli and relaxation timescales and

induce clustering and increased heterogeneity of the initially

uniform mesh [22].

However, particle transport through active actin-

microtubule composites–likely dictated by the complex

combination of active processes, crowding, and interactions

between mechanically distinct filaments—has remained largely

unexplored. The majority of studies that have examined the

combined effect of activity and crowding have been in vivo [1,

24–29], where a large number of conflating variables that are

difficult to tune make teasing out the effect of each contribution

and mechanism highly non-trivial.

Here, we take advantage of the tunability of in vitro

reconstituted cytoskeleton composites to systematically

investigate the coupled effects of non-equilibrium activity,

crowding, and heterogeneity on particle transport. We

combine fluorescence light sheet microscopy (fLSM) with

single-particle tracking (SPT) and differential dynamic

microscopy (DDM) to examine the anomalous transport of

micron-sized particles within active composites of myosin II

minifilaments, actin filaments, and microtubules with varying

molar fractions of actin and tubulin (Figure 1A). We leverage the

optical sectioning and low excitation power of fLSM (Figure 1B)

to capture particle trajectories with a temporal resolution of 0.1s

for durations up to 400 s (Figure 1C). Using both SPT and DDM

provides transport characterization over a broad spatiotemporal

range that spans ~10–1 -102 s and ~10–1 - 10 μm. From measured

SPT trajectories, we compute ensemble-averaged MSDs and

associated anomalous scaling exponents α (Figure 1D), as well

as corresponding distributions of particle displacements, i.e., van

Hove distributions (Figure 1E), for varying lag times Δt. To
expand the spatiotemporal range of our measurements and

provide an independent measure of transport characteristics,

we use DDM to analyze particle density fluctuations in Fourier

space, and evaluate the power-law dependence of decorrelation

times τ on wave vector q, i.e., τ(q) ~ q−β (Figure 1F).

2 Materials and methods

2.1 Protein preparation

We reconstitute rabbit skeletal actin (Cytoskeleton, Inc.

AKL99) to 2 mg/ml in 5 mM Tris–HCl (pH 8.0), 0.2 mM

CaCl2, 0.2 mM ATP, 5% (w/v) sucrose, and 1% (w/v) dextran;

porcine brain tubulin (Cytoskeleton T240) to 5 mg/ml in 80 mM

PIPES (pH 6.9), 2 mM MgCl2, 0.5 mM EGTA, and 1 mM GTP;

and rabbit skeletal myosin II (Cytoskeleton MY02) to 10 mg/ml

in 25 mM PIPES (pH 7.0), 1.25 M KCl, 2.5% sucrose, 0.5%

dextran, and 1 mM DTT. We flash freeze all proteins in single-

use aliquots and store at -80˚C.We reconstitute the UV-sensitive

myosin II inhibitor, (-)-blebbistatin (Sigma B0560) in anhydrous

DMSO and store at -20˚C for up to 6 months. Immediately prior

to experiments, we remove enzymatically dead myosin II from

aliquots using centrifugation clarification, as previously

described [14, 22].

2.2 Composite network assembly

We prepare actin-microtubule composites by mixing actin

monomers, tubulin dimers and a trace amount of 1 µm diameter

carboxylated microspheres (Polysciences) in PEM-100 (100 mM

PIPES, 2 mM MgCl2, and 2 mM EGTA), 0.1% Tween-20, 1 mM

ATP, and 1 mMGTP, and incubating at 37°C for 30 min to allow
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for polymerization of actin filaments and microtubules. We coat

microspheres (beads) with AlexaFluor594 BSA (Invitrogen) to

visualize the particles and prevent nonspecific interactions with

the composite [30, 31].We fix the combined molar concentration

of actin and tubulin to c � cA + cT � 5.8 µM and the ratio of

myosin to actin to R=0.08, and vary the molar fraction of actin in

the composite (cA/c � ϕA) from ϕA � 0 to 1 in 0.25 increments

(Figure 1A). To stabilize actin filaments and microtubules, we

add an equimolar ratio of phalloidin to actin and a saturating

concentration of Taxol (5 µM) [32, 33]. We add an oxygen

scavenging system (45 μg/ml glucose, 0.005% β-
mercaptoethanol, 43 μg/ml glucose oxidase, 7 μg/ml catalase)

to inhibit photobleaching, and add 50 µM blebbistatin to

control actomyosin activity.

2.3 Sample preparation and imaging

We pipet prepared composites into capillary tubing with

an inner diameter of x=800 μm and length of y=10 mm, then

seal with epoxy. Microspheres are imaged using a custom-

built fLSM with a 10× 0.25 NA Nikon Plan N excitation

objective, a 20× 1.0 NA Olympus XLUMPlanFLN detection

objective, and an Andor Zyla 4.2 CMOS camera [5]. A

561 nm laser is formed into a sheet to image the

microspheres, while a collimated 405 nm laser is used to

deactivate the blebbistatin, thereby activating actomyosin

activity. Each acquisition location is at least 1 mm away from

the previous one to ensure that there is no myosin activity

when the image acquisition begins. For SPT, we collect

≥ 15 time-series consisting of ≥ 2000 frames, each with a

1000×300 pixel (194×58 µm2) field of view (FOV), at

10 frames per second (fps). For DDM, we collect

≥ 3 time-series of ≥ 4000 frames, each with a

768×266 pixel (149×52 µm2) FOV, at 10 fps. The x and y

axes of each FOV are aligned with the cross-section and

length of the capillary sample chamber, respectively.

2.4 Single-particle tracking

We use the Python package Trackpy [34] to track particle

trajectories andmeasure the x- and y- displacements (Δx,Δy) of
the beads as a function of lag times Δt � 0.1 s–50 s. From the

particle displacements, we use a custom-written Python script to

calculate the time-averaged mean-squared displacement of the

ensemble, MSD(Δt) � 1
2 ([Δx(Δt)]2 + [Δy(Δt)]2), from which

we compute anomalous scaling exponents, α, via MSD ~Δtα for
each Δt range in which we observe a single power-law. We

computeMSDs for lag times Δt≤ 180 s, but limit our power-law

fitting to Δt≤ 40 s for ϕA � 0 and Δt≤ 100 s for ϕA � 0.75 and 1,

as noise from low statistics dominates the data at larger lag times

for these composites.

Additionally, we compute van Hove probability distributions

of particle displacements, G(Δd, Δt) (Figure 1E), where

Δd � Δx ∪ Δy, for 10 different lag times that span Δt � 0.1 s

to 15 s. Following previous works [5–7], we fit each distribution

for a given lag time to a sum of a Gaussian and exponential

function: G(Δd) � Ae−Δd2/2σ2 + Be−|Δd|/λ, where A is the

amplitude of the Gaussian term, σ2 is the variance, B is the

amplitude of the exponential term, and λ is the exponential decay
constant.

2.5 Differential dynamic microscopy

We obtain the image structure function D(q, Δt), where q is
the magnitude of the wave vector, following our previously

described methods [12, 35]. We fit each image structure

function, or DDM matrix, to the following function:

D(q,Δt) � A(q)[1 − exp[ − (Δt/τ(q))γ(q)]] + B(q)

where τ(q) is the density fluctuation decay time, γ is the

stretching exponent, A is the amplitude, and B is the

background [5, 6]. In practice, we fit each D(q,Δt) out to

Δt � 100 s, beyond which noise due to low statistics

dominates the signal. From the fits, we determine the

q-dependent decay time τ(q), which is a measure of the

timescale over which particle density fluctuations decorrelate

over a given lengthscale l � 2π/q. By fitting τ(q) to a power-law

(i.e., τ(q) ~ q−β) we determine the dominant mode of transport,

with β � 2, >2, and <2, indicating normal Brownian diffusion,

subdiffusion and superdiffusion, respectively. We fit τ(q) for q =
1 − 4 μm−1, with the (i) upper and (ii) lower bounds set by the (i)

optical resolution of our setup and (ii) finite image size and Δt
range over which we fit D(q,Δt), respectively. These effects lead
to (i) unphysical upticks in τ(q) curves for q> 4 μm−1 and (ii)

q-independent plateaus for q< 1 μm−1 (Supplementary

Figure S1).

We also examine the stretching exponent γ(q) that we extract
from fitting D(q,Δt) as another transport metric, with γ(q)< 1
indicative of confined and heterogeneous dynamics [5, 36–38]

and γ(q)> 1 indicative of active ballistic-like motion [14, 39–41].

Finally, we evaluate the q-dependence of γ(q) to ensure that the

expected insensitivity to q, necessary for unequivocal

determination and interpretation of the scaling exponent β,

holds for all cases (Supplementary Figure S2).

3 Results and discussion

To elucidate the combined effects of non-equilibrium activity

and steric hindrance on particle transport in crowded active

matter, we leverage the tunability of reconstituted cytoskeleton

composites [42] and the power of coupling real-space (SPT) and
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reciprocal space (DDM) transport analysis, to robustly

characterize particle transport as a function of active substrate

content. Specifically, we tune the composition of actomyosin-

microtubule composites to display a wide range of transport

characteristics by varying the molar fraction of actomyosin,

which we denote by the molar actin fraction ϕA, keeping the

myosin molarity fixed at 8% of ϕA (Figure 1A, Methods).

In Figure 2A, we plot the ensemble-averaged MSD as a

function of lag time Δt for particles diffusing in composites of

varying ϕA. While ϕA � 0 (no actomyosin) exhibits subdiffusive

transport across the entire Δt range, with α ≃ 0.67, all ϕA >
0 composites display multi-phasic transport which is subdiffusive

(α1 < 1) at short Δt and superdiffusive (α2 > 1) at long Δt. To
more clearly show the transition from subdiffusion to

superdiffusion, we plot MSD/Δt versus Δt (Figure 2B), which

is a horizontal line for normal Brownian diffusion with the

Δt-independent magnitude proportional to the diffusion

coefficient. Positive and negative slopes correspond to

superdiffusion and subdiffusion, respectively, with MSD/Δt ~

Δt1 indicating ballistic motion. Corresponding MSD/Δt

FIGURE 2
Actomyosin activity in actin-microtubule composites endows multi-phasic particle transport marked by pronounced subdiffusion at short lag
times and superdiffusion at long lag times. (A) Mean-squared displacements (MSD) plotted versus lag time Δt for myosin-driven actin-microtubule
compositeswithmolar actin fractions of ϕA � 0 (blue), 0.25 (gold), 0.50 (green), 0.75 (red), and 1 (purple). Fits of the data toMSD ~ Δtα over differentΔt
ranges (shown in (B)) determine the anomalous scaling exponents αi that describe the dynamics (see Figure 1). (B)Mean-squared displacements
scaled by lag time (MSD/Δt) plotted versus lag time Δt delineate regions of subdiffusion (negative slopes) and superdiffusion (positive slopes). Color
coding is according to the legend in (A). Black lines indicate fits toMSD ~ Δtα over the short (Δt<Δt1), long (Δt>Δt2) and intermediate (Δt1 <Δt<Δt2)
time regimes where each curve is well-fit by a single power law. (C) Data shown in B plotted versus actin fraction ϕA, with allMSD/Δt values for each
ϕA plotted along the same vertical, with the gradient indicating increasing Δt from light to dark. The magnitude of each data point is proportional to a
transport rate, with higher values indicating faster motion. (D) Lag time at which each composite transitions out of initial subdiffusive transport (Δt1)
and transitions into superdiffusivity (Δt2). (E) Anomalous scaling exponents αi derived from fits shown in (B) for Δt<Δt1 (i � 1), Δt>Δt2 (i � 2), and
(Δt1 <Δt<Δt2)(i � 1, 2). Dashed line at α � 1 represents scaling indicative of normal Brownian diffusion. Values above and below the line indicate
superdiffusion and subdiffusion, respectively. Note that only ϕA � 0.25 and 0.5 composites exhibit an intermediate α1,2 regime. For both (C) and (D)
error bars indicate standard error of the mean. Color-coding in all subfigures matches the legend in (A).
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magnitudes are proportional to Δt-dependent transport

coefficients. While all ϕA > 0 composites exhibit similar

general trends with Δt, the lag time at which the dynamics

transition from subdiffusive to superdiffusive, along with the

degree to which α1 and α2 deviate from 1, depend non-trivially on

ϕA. Moreover, as clearly seen in Figure 2C, while α values for

active composites (ϕA > 0) transition to superdiffusive at longer

lag times, the magnitudes of the transport coefficients remain

nearly an order of magnitude smaller than that of the inactive

network (ϕA � 0) at any given Δt.
To evaluate the ϕA-dependence of the multi-phasic behavior,

we first compute the lag times at which composites transition out

of initial subdiffusive scaling, denoted as Δt1, and transition into

superdiffusive scaling, denoted as Δt2. We note that the MSDs

for ϕA � 0.75 and 1 both exhibit a continuous transition from

initial subdiffusion (quantified by α1) to a final superdiffusive

regime (quantified by α2), seen as a smooth concave-up curve

between the two power-law regimes. Conversely,MSDs for ϕA �
0.25 and 0.5 exhibit an extended power-law regime in this

transition with weakly subdiffusive scaling exponent α12. To

quantify Δt1, we compute the largest lag time for which linear

regression of logMSD versus logΔt over the range

Δt ∈ [0.1 s, Δt1] yields R2 > 0.99. We define Δt2 as the lag

time at which MSD/Δt exhibits a local minimum (i.e. where

α crosses over from <1 to >1) (Figure 2C). We find that both

timescales decrease with increasing ϕA as does the separation

between the timescales (Δt2 − Δt1), suggesting that the rate of

particle motion mediated by directed motor-driven network

dynamics increases with increasing ϕA. In other words, the

time it takes for the active dynamics to be ‘felt’ by the

particles, driving them out of their confined subdiffusive

motion, decreases with increasing ϕA.

To understand this phenomenon, we consider that active

ballistic transport would only be detectable at timescales in which

the network motion can move a bead more than the minimum

resolvable displacement: Δta ≈ (100 nm)/(network speed).
Using reported speed values of v ≈ 2.2 − 85 nm/s for similar

myosin-driven composites [23], we compute

Δta ≈ (100 nm)/v ≈ 1 − 50s, aligning with our Δt1 and Δt2
values, and thus corroborating that the deviation from sub-

diffusion and transition to superdiffusion is due to myosin-

driven ballistic motion. Moreover, the previously reported

speeds generally decreased with decreasing ϕA, such that Δta
should increase as ϕA decreases, just as we see in Figure 2B.

To determine the extent to which motor-driven transport

and confinement contribute to the particle dynamics, we next

evaluate the anomalous scaling exponents in the short,

intermediate, and long Δt regimes by performing power-law

fits to theMSDs in each regime (Figures 2B,E). Surprisingly, the

scaling exponents in the Δt<Δt1 regime for all active composites

(ϕA > 0) are markedly smaller (more subdiffusive) than the

inactive composite (ϕA � 0), with ϕA-dependent values of

α1 ≃ 0.29 − 0.37 compared to α1 ≃ 0.68 for the ϕA � 0

network. To understand the decrease in α1 with increasing ϕA
for the active composites, as well as the unexpected ~2-fold

reduction in α1 for active composites, we turn to previous studies

[5, 6], that reported that, in the absence of any crosslinking,

steady-state actin-microtubule composites exhibit subdiffusion

with scaling exponents that decrease from α ≈ 0.82 to α ≈ 0.56 as

ϕA increases from 0 to 1. This monotonic ~30% decrease with

increasing ϕA, similar to the ~25% decrease we observe with

increasing ϕA, was suggested to arise from increased composite

mobility that entrains the bead motion as rigid microtubules are

replaced with semiflexible actin filaments [6, 12]. This mobility is

paired with a decreasing mesh size as ϕA increases, which, in

turn, increases composite viscoelasticity and particle

confinement, both of which contribute to decreasing α [6].

To understand the lower α1 values we measure, compared to

those previously reported for steady-state composites, we look to

previous studies on ϕA � 0.5 actin-microtubule composites with

varying types of static crosslinking. In these studies, subdiffusion

is much more extreme (α ≈ 0.33) when actin filaments are

crosslinked to each other compared to no crosslinking

(α ≈ 0.64) [5]. Taken together, our results suggest that the ~2-

fold reduction in α1 between ϕA � 0 and ϕA > 0 composites likely

arises from myosin motors acting as static crosslinkers on

timescales shorter than the timescale over which they can

actively translate the composite. As described above, myosin

acting as a static crosslinker for Δt<Δt1 is consistent with

previously reported speeds for myosin-driven composites [5,

6], as well as reported actomyosin turnover rates [24]. The

weak decrease in α1 with increasing ϕA likely arises from the

decreasing mesh size and increasing mobility of the network as

ϕA increases [43], as described above.

Examining the long-time regime, Δt>Δt2, our results show
that the scaling exponent α2 is largely insensitive to ϕA for all

composites (i.e., 0< ϕA < 1) with an average value of α2 ≃ 1.5,

only modestly lower than α2 ≃ 1.8 measured for ϕA � 1.

However, the lag time at which superdiffusive α2 scaling

emerges is an order of magnitude larger for ϕA � 0.25 and

0.5 composites compared to ϕA > 0.5. Moreover, ϕA �
0.25 and 0.5 composites display nearly identical intermediate

subdiffusive scaling regimes, absent for ϕA > 0.5, with an average

scaling exponent of α12 ≃ 0.83 ± 0.2. Taken together, these

results suggest that the timescale over which motor-driven

dynamics dominates particle transport scales with the fraction

of active substrate [23], while the superdiffusive signature of the

active transport is controlled by the motor:substrate ratio (which

we hold fixed across composites).

To shed further light on the mechanisms underlying the

anomalous transport shown in Figure 2, we compute van Hove

distributions G(Δd,Δt), where Δd � Δx ∪ Δy, for two decades
of lag times (Δt � 0.1 − 15 s) (Figure 3A). From the distributions,

we first compute anomalous scaling exponents α, to corroborate

our MSD analysis, by recalling that the full width at half

maximum, FWHM, for a Gaussian distribution scales with
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FIGURE 3
Asymmetric non-Gaussian van Hove distributions reveal a combination of heterogeneous subdiffusion and advective transport of particles in
active composites. (A) van Hove distributions G(Δd, Δt) of particle displacements Δd � Δx ∪Δy, measured via SPT, for lag times Δt �
0.1, 0.2, 0.3, 0.5, 1, 2, 3, 5, 10, 15 s denoted by the color gradient going from light to dark for increasing Δt. Each panel corresponds to a different
composite demarked by their ϕA value with color-coding as in Figure 2. (B) The square of the full width at half-maximum (FWHM)2 versus lag
time Δt for each composite shown in (A). Solid lines are fits to (FWHM)2 ~ Δtαi . For ϕA >0 composites we fit short (Δt ≤ 1 s) and long (Δt ≥ 1 s) lag time
regimes separately. (C) The scaling exponents α as functions of ϕA determined from the fits shown in B, where α1 (stars) and α2 (triangles) correspond

(Continued )
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the standard deviation σ as FWHM � 2
�����
2 ln 2

√
σ. Because

σ2 ~ Δd2 by definition, and MSD(Δt) ~ (Δd(Δt))2 ~ Δtαi , we
determine αi by computing the FWHM for each distribution and

fitting the Δt-dependent values to the power-law

FWHM(Δt) ~ (Δt)αi/2 (Figure 3B) [7, 44]. As shown in

Figures 3B,C, FWHM(Δt) for ϕA � 0 fits well to a single

power-law, with α ≃ 0.7, nearly indistinguishable from that

computed from the MSD, across the entire Δt range.

Conversely, informed by the multi-phasic MSD scaling we

observe for active composites (Figure 2C), we fit FWHM(Δt)
for each active composite to separate power-law functions over

short (0.15 s<Δt< 1 s) and long (1 s<Δt< 15 s) lag times,

relative to the average Δt1 we determine from MSD fits.

Further, similar to the ϕA-dependence of α1 and α2 values

determined from MSDs, the scaling exponents determined

from FWHM, increase with increasing ϕA, with α1 (for

Δt< 1 s) increasing from ~0.62 to ~0.85, similar to values

reported for steady-state actin-microtubule composites [6],

and α2 (for Δt> 1 s) spanning from subdiffusive to

superdiffusive. Higher α1 values compared to those

determined from MSDs are likely due to the lower Δt
resolution in FWHM fitting and the single Δt value used to

divide the two regimes. Likewise, the lower α2 values for ϕA �
0.25 and 0.5 compared to those measured fromMSDs are a result

of treating all Δt>Δt1 data as obeying a single power-law rather

than separate α12 and α2 scaling.

While our analysis described above assumes Gaussian

distributions, Figure 3A shows that nearly all distributions

have distinct non-Gaussian features similar to those reported

for steady-state actin-microtubule composites [5, 7]. In

particular, G(Δd,Δt) distributions for the inactive network

(ϕA � 0) exhibit pronounced exponential tails at large

displacements. This non-Gaussianity, seen in other crowded

and confined soft matter systems [7], is a signature of

heterogeneous transport and can also indicate caging and

hopping between cages.

The distributions for active composites are even more

complex, with asymmetries and peaks at Δd ≠ 0 (Figure 3A),

not readily predictable from our MSD analysis. The first

interesting feature we investigate is the non-zero mode value

Δdpeak that increases in magnitude with increasing Δt, indicating
directed ballistic-like motion, thereby corroborating our

superdiffusive scaling exponents. Perhaps less intuitive is the

robust asymmetry between the ‘leading (+) edge’ and ‘trailing (-)

edge’ of each distribution, which we define by splitting each

distribution about its peak, Δdpeak. Specifically, the leading edge
is the part of the distribution that has displacements of the same

sign as Δxpeak and greater inmagnitude, while the remaining part

is the trailing edge (Figure 3D). We observe that for most

distributions the leading edge appears more Gaussian-like

while the trailing edge exhibits pronounced large-displacement

‘tails’. To broadly quantify this asymmetry, we evaluate the half-

width at half-maximum (HWHM) for the leading (+) and

trailing (-) edges of each distribution and compute the

percentage increase in HWHM for the trailing versus leading

edge: Δ∓HW � (HWHM− −HWHM+)/HWHM+ (Figure 3E).
We find that Δ∓HW is positive for all active composites and

increases with increasing ϕA, demonstrating that the asymmetry

is a direct result of active composite dynamics which contribute

more to the transport as the actomyosin content increases.

We also note that the asymmetry shown in Figure 3A is

always in the negative direction (to the left). To determine the

directionality of this asymmetry we evaluate the distributions of

Δx and Δy values separately (Supplementary Figure S3), which

show that the asymmetry for G(Δy,Δt) is more pronounced and

negative compared to the smaller positive anisotropy seen in

G(Δx,Δt). This bias is likely due to the geometry of the sample

chamber that has a y-direction length that is >10× the

x-direction width of the chamber.

To determine if this directionality is a reproducible

microscale bias or is an ensemble result of averaging over

trials with positive and negative anisotropies, we evaluate the

van Hove distributions for each trial of the ϕA � 1 case (that

exhibits the most pronounced asymmetry) (Supplementary

Figure S4). We observe that nearly all G(Δx,Δt) and

G(Δy,Δt) distributions skew to +x and −y, respectively, with
G(Δy,Δt) asymmetries being more pronounced, such that

G(Δd,Δt) skews in the negative direction. This systematic

effect corroborates our understanding that the directional bias

is due to the sample chamber geometry that provides more

freedom in the y-direction for the composite to restructure

and flow.

To more quantitatively characterize the rich transport

phenomena revealed in Figure 3, we first fit each G(Δd,Δt) to
a sum of a Gaussian and an exponential (see Methods), as done

for steady-state cytoskeleton composites [5–7]. Figure 4A

compares the distributions and their fits for all composite

formulations at Δt � 0.3 s (top panel) and 10 s (bottom panel),

FIGURE 3 (Continued)
to scalings for the short and long Δt regimes, respectively. The dashed horizontal line denotes scaling for normal Brownian diffusion. (D) A
sampleG(Δd, Δt) distribution (ϕA � 0.75 at Δt � 10 s) showing the asymmetry about the mode value Δdpeak . We divide each distribution into a leading
edge (dark grey, displacements of the same sign as Δdpeak and greater in magnitude) and the trailing edge (light grey, the remaining part of the
distribution). To clearly demonstrate the asymmetry, we mirror each edge about Δdpeak using dashed lines. (E) The fractional difference of the
half-width at half maximum HWHM of the trailing (-) edge from the leading (+) edge, (Δ∓HW � HWHM− −HWHM+)/HWHM+), for each ϕA and Δt.
Color coding and gradient indicate ϕA and Δt, respectively, as in (A). Horizontal bars through each distribution denote the mean.
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and Figure 4B displays zoom-ins of the corresponding leading

and trailing edges. As shown, while this sum describes the

inactive network distributions reasonably well, it overestimates

leading edge displacements and underestimates trailing edge

displacements of the active networks (Figure 4B). This

asymmetry suggests that the leading edges are more Gaussian-

like and the trailing edges are more exponential-like. To account

for this asymmetry, we fit each half of each distribution separately

to a one-sided sum of a Gaussian and exponential and evaluate

the relative contributions from the Gaussian and exponential

terms. As detailed in theMethods, we denote the amplitude of the

Gaussian term and exponential term as A and B, respectively,

such that their relative contributions are a � A/(A + B) and b �
B/(A + B).

As shown in Figures 4C,D, in which a and b are normalized

by the corresponding ϕA � 0 value and plotted for each ϕA, active

composites are more Gaussian-like (a/a(ϕA � 0)> 1) and less

exponential (b/b(ϕA � 0)< 1) than the inactive system for both

leading and trailing edges. This result suggests that the active

processes that induce contraction and flow of the composites

likewise reduce transport heterogeneity and intermittent

hopping, possibly by promoting mixing and advection.

Consistent with this interpretation is the observation that the

Gaussian contribution a increases with increasing ϕA and is

consistently larger for the leading edge, which consists of

displacements oriented with the direction of the myosin-

driven composite motion (Figure 4C).

Conversely, the increased contribution from the exponential

term for the trailing edge, implies that displacements comprising

these exponential tails are dominated by heterogeneous transport

modes such as hopping between heterogeneously distributed

cages [6, 7]. To better understand this effect, we recall that

FIGURE 4
Actomyosin activity reduces heterogeneous non-Gaussian diffusivity and endows Gaussian-like advective transport. (A) Comparing van Hove
distributions of composites with different ϕA (see legend) at lag times of Δt � 0.3 s (top) and Δt � 10 s (bottom). Color-coded solid lines are fits of each
distribution to the sumof a Gaussian and an exponential:G(Δd) � Ae−

Δd2
2σ2 + Be−

|Δd|
λ . Black rectangles indicate regions of the distributions that are shown

zoomed-in in (B). (C) Fractional amplitude of the Gaussian term in each fit, a � A/(A + B), normalized by the corresponding value for ϕA � 0. Fits
are performed separately for the leading (+, triangles) and trailing (-, squares) edges of each distribution. Data shown are the averages and standard
deviations across all lag times for each ϕA. (D) Fractional amplitude of the exponential term in each fit, b � A/(A + B), normalized by the corresponding
value for ϕA � 0. Fits are performed separately for the leading (+, triangles) and trailing (-, squares) edges of each distribution. Data shown are the
averages and standard deviations across all lag times for each ϕA .
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FIGURE 5
DDM analysis reveals ballistic-like transport of particles entrained in active composites at mesoscopic spatiotemporal scales. (A) Sample image
structure functionsD(q, Δt) for composites with actin fractions ϕA indicated in the legend. All curves shown are evaluated at q � 3.92μm−1, and solid
black lines are fits to the data to determine corresponding q-dependent decay times τ(q) and stretching exponents γ, as described in Methods. (B)
Decay times τ(q) for each composite shown in (A). Dashed and dotted black lines show scaling τ(q) ~ q−β for ballistic (β � 1) and diffusive (β � 2)

(Continued )
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particle displacements comprising the trailing edge are lagging

behind the bulk translational motion of the composite. As the

composite moves and restructures, a fraction of the particles

remain caged in the moving composite and thus move along with

it, corresponding to displacements comprising the leading edge,

whereas a fraction of the particles are squeezed out or hop out of

composite cages and into new ‘trailing’ cages. It is also likely that

as the composite contracts and forms more heterogeneous

structures and larger open voids that characteristic ‘hopping’

displacements, as well as displacements withing cages, may

increase and become more heterogeneous, thereby enhancing

exponential tails.

To expand the range of length and time scales over which we

probe the non-equilibrium transport, and provide an

independent measure of the dynamics, we complement our

real-space SPT analysis with Fourier-space DDM analysis, as

described in the Methods and previously [5, 6, 14]. Briefly, we

compute the radially-averaged image structure functionD(q,Δt)
of the Fourier transform of image differences as a function of

wave vector q and lag time Δt. From fits ofD(q,Δt) to a function
with a stretched exponential term (see Methods, Figure 5A), we

determine the q-dependent characteristic decay time τ(q) and
stretching exponent γ(q) for each composite (Figure 5), which

characterize the dynamics. τ(q) typically exhibits power-law

scaling τ(q) ~ q−β where β is related to the anomalous scaling

exponent α via β � 2/α, such that β> 2, β � 2, β< 2 and β � 1

correspond to, respectively, subdiffusive, normal diffusive,

superdiffusive, and ballistic motion. Stretching exponents γ(q)
are typically independent of q (see Supplementary Figure S2),

with q-averaged values of γ � 1 for normal Brownian motion,

γ< 1 for crowded and confined systems [15, 40] and γ> 1 for

active transport [15, 45].

As shown in Figure 5B, τ(q) curves for all active composites

follow scaling indicative of superdiffusive or ballistic transport

while the ϕA � 0 system more closely follows diffusive scaling.

Further, τ(q) for ϕA � 0 is an order of magnitude lower than for

all active composites, indicating that particle transport is faster

for the inactive composite, in line with our results shown in

Figure 2C, despite the displacements exhibiting diffusive rather

than ballistic-like motion. This effect can be more clearly seen in

Figure 5D, which displays the q-dependent distribution of τ(q)−1
values, a measure of dynamic decorrelation rates, for each ϕA. As

shown, τ−1 values for ϕA � 0 are an order of magnitude larger

than those for ϕA > 0 composites. Figure 5D also shows that

decorrelation rates in active composites increase modestly with

increasing ϕA suggesting that transport is dictated primarily by

active restructuring and flow, rather than crowding and

confinement, which increases as actomyosin content increases.

The lack of subdiffusive scaling or crossovers from sub-to super-

diffusive dynamics for active composites (as our SPT analysis

shows) can be understood as arising from the larger length and

time scales DDM probes. Namely, DDM spans lengthscales of

l � 2π/q ≃ 1.6 − 6.28 μm and timescales of τ ≃ 20 − 100 s

(Figure 5A) compared to the ~ 0.1 − 1.5 μm and ~ 0.1 − 100 s

length and timescales accessible to SPT. As we describe in

Methods, the lower bound on measurable lengthscales (upper

bound on q) for DDM is set by the optical resolution limit of our

setup, which is circumvented in SPT by using sub-pixel

localization algorithms. At the same time, SPT is bounded at

larger spatiotemporal scales by the duration of individual bead

trajectories. The different scales that DDM and SPT are able to

accurately probe is exactly the reason we use them both to fully

characterize the dynamics of our system.

To better visualize differences in τ(q) scaling between

composites we plot τ(q) × q2 normalized by

τ(q max) × (q max) (Figure 5C). Diffusive transport manifests

as a horizontal line, as we see for ϕA � 0, while ballistic-like

motion follows a power-law scaling of 1, which roughly describes

the ϕA > 0 curves. To quantify the DDM scaling exponent β that

describes the dynamics, we fit each τ(q) curve to a power-law

(i.e., τ(q) ~ q−β) (Figures 5C,E). For the active composites, we

restrict our fitting range to q> 1.5 μm−1, in which a single power-

law is observed. For smaller q values (larger length and time

scales), we note that ϕA � 0.25 and 1 composites exhibit roughly

ballistic motion whereas ϕA � 0.5 and 0.75 exhibit roughly

diffusive dynamics (Figure 5C) [15, 16]. However, we restrict

further quantification and interpretation of this small-q regime as

it comprises relatively few data points and low statistics. Over the

range that we fit our data, we find that β ≃ 2.02 for the inactive

composite, indicative of diffusive dynamics, whereas active

composites exhibit near-ballistic values of β ≃ 1.03 − 1.26,

which are largely independent of ϕA, similar to our α2 values

measured via SPT (Figure 2E). To directly compare β values to

the anomalous scaling exponents α that we determine from SPT

FIGURE 5 (Continued)
transport. (C) τ(q) × q2, normalized by τ(qmax) × (qmax)2, for the data shown in (B). Horizontal dotted line and unity-sloped dashed line
correspond to scaling indicative of normal diffusion (α � 2/β � 1) and ballistic motion (α � 2/β � 2). Color-coded solid lines correspond to power-law
fits, with the corresponding exponents β and α shown in (E) and (F). For ϕA >0 composites, the fitting range is truncated to q> 1.5μm−1 where a single
power-law is observed. (D) Scatter plot of 1/τ(q), a measure of the transport rate, for all measured q values for each ϕA . Color coding and
gradient indicate ϕA and q, respectively, with light to dark shades of each color indicating increasing q values. (E) DDM scaling exponents β
determined from fits shown in (C). (F) Anomalous scaling exponents α2 determined from τ(q) fits (filled circles, αDDM � 2/β), as well as the large-Δt
regime fits of the MSDs (open triangles, αMSD,2) and van Hove distributions (open triangles, αvH,2) measured via SPT (see Figures 2, 3). Error bars
indicate 95% confidence intervals of fits. (G) Stretching exponent γ(q), averaged over all q values, for each composite ϕA , with error bars indicating
standard error.
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(Figure 2E, Figure 3E), we plot αDDM � 2/β (Figures 5C,F) with

the α2 values we determined from the MSDs and van Hove

distributions in the large Δt regime (>Δt2), which we denote as

αMSD,2 and αvH,2. Scaling exponents determined from all three

methods are broadly similar, with active composites displaying

larger α values than the ϕA � 0 system. We attribute small

differences between αDDM, αvH,2, and αMSD,2, which are most

apparent for ϕA � 0.25 and 0.5, to the different timescales probed

by eachmethod. Namely, all systems tend to subdiffusion at short

lag times and free diffusion or ballistic motion at large lag times.

As such, we expect αvH,2 which spans the shortest lag times

(Δt � 1 − 15 s) to be the lowest while αDDM which spans the

largest timescales to be the largest, which is indeed what we

measure. Likewise, we expect ϕA � 0 to exhibit subdiffusion over

short timescales (measured via SPT) and tend towards free

diffusion at larger timescales (measured via DDM), as shown

in Figure 5F.

Finally, to shed light on the competing contributions from

motor-driven dynamics versus confinement and crowding to

transport at larger spatiotemporal scales, we evaluate the

dependence of the stretching exponent γ on ϕA. Figure 5G

shows that transport in the inactive network is described by

γ ≃ 0.79 ± 0.02, over the q range we examine (Supplementary

Figure S2), indicating that confinement dominates over active

dynamics (i.e., γ< 1), whereas all ϕA > 0 composites exhibit γ> 1,

indicative of transport governed largely by active dynamics.

Moreover, γ generally increases as the actomyosin fraction

increases, corroborating the dominant role that active composite

dynamics plays in the rich transport phenomena we reveal [15].

We note that while other active systems display a return to

Gaussian dynamics at long timescales (e.g., 46), we find no

evidence of this return due to the relatively slow active

network dynamics compared to other active systems.

However, our inactive system (ϕA � 0) exhibits Gaussian

dynamics at the larger timescales probed by DDM, indicating

that the long-time ballistic dynamics we measure in the active

composites (ϕA > 0) are indeed due to motor activity and not

from drift, flow or other experimental artifacts or bias.

4 Conclusion

Here, we couple real-space SPT and Fourier-space DDM to

characterize particle transport across three decades in time

(~10–1–102 s) and two decades in space (~10–1—10 μm) in

biomimetic composites that exhibit both pronounced

crowding and confinement as well as active motor-driven

restructuring and flow. Using our robust approach, we

discover and dissect novel transport properties that arise from

the complex interplay between increasing activity and

confinement as the actomyosin fraction increases. Myosin

motors induce ballistic-like contraction, restructuring and flow

of the composites, leading entrained particles to exhibit similar

superdiffusive, advective and Gaussian-like transport.

Conversely, steric entanglements, connectivity and slow

thermal relaxation of cytoskeletal filaments mediate

heterogeneous, subdiffusive transport of confined particles.

Figure 6 summarizes and compares the key metrics we

present in Figures 2–5 that characterize these complex

transport properties. Importantly, as highlighted in Figure 6,

while there is clear difference between the inactive and active

networks for nearly all of the transport metrics we present, we

emphasize that there are very few clear monotonic dependences

on ϕA for the active composites. This complexity is a direct result

of the competition between motor-driven active dynamics,

crowding and connectivity—all of which increase with

increasing actomyosin content. These intriguing transport

characteristics have direct implications in key cellular

processes in which actomyosin and microtubules

synergistically interact, such as cell migration, wound healing,

FIGURE 6
A robust suite of metrics reveals complex scale-dependent
transport resulting from competition between motor-driven
active dynamics, crowding and network connectivity. The 8-
variable spider plot shows how the key metrics we use to
characterize transport depend on ϕA (color-code shown in
legend). A greater distance from the center signifies a larger
magnitude. α values determined from DDM (αDDM), SPT
MSDs ( αMSD,1 , αMSD,2 , αvH,1 , αvH,2 and SPT van Hove distributions
(αvH,1 , αvH,2) are scaled identically for direct comparison, as are the
two timescales determined from MSD s (Δt1 ,Δt2). The stretching
exponent γ is scaled independently. The table provides the values
with error for each metric plotted.
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cytokinesis, polarization and mechano-sensing [23]. Moreover,

our robust measurement and analysis toolbox and tunable active

matter platform, along with the complex transport phenomena

we present, are broadly applicable to a wide range of active matter

and biomimetic systems of current intense investigation.
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Out-of-plane curvature is an important, but poorly explored geometric

parameter that influences cell behavior. We address the impact of curvature

on epithelial proliferation through monitoring how MDCK cells proliferate on

planar and curved toroidal hydrogel substrates with a broad range of Gaussian

curvatures. We illustrate in detail the imaging processing methodology to

characterize curved surfaces and quantify proliferation of cells. We find that

MDCK cells grow readily on both curved and flat surfaces and can cover the

entire surface of the toroidal structure as long as the initial seeding is uniform.

Our analysis shows that proliferation does not depend on Gaussian curvature

within the range probed in our experiment, but rather on cell density. Despite

epithelial proliferation is insensitive to the curvature range presented in this

study, the toroidal-construct fabrication technique and image processing

methodology may find utility for probing cell processes like collective

migration, as it involves long-range force transmission.

KEYWORDS

curved (hyper-) surfaces, toroid, polymer gels, MDCK cells, cell proliferation, confocal
microscopy

1 Introduction

The physical environment of tissue plays a significant role in controlling the dynamic

properties of cells, and through mechanical transduction, work synchronously with the

chemical cues and biomolecular signaling processes to direct cell proliferation, migration,

differentiation, and apoptosis [1–4]. Relevant physical parameters include stiffness,

confinement, topology, and geometry. While many of these have been investigated

extensively, substrate curvature has recently been highlighted as one of the least

explored and perhaps most overlooked properties, despite its omnipresence in the in

vivo environment [5, 6].

Subcellular topology on the order of nano- and micrometers, like those in fibril

collagen matrixes or electrospun fibers, are well known to influence single cell alignment,
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cytoskeleton organization, and the direction in which cells grow

[7, 8], a phenomena referred to as contact guidance [9]. The

influence of larger geometric features that are on the order of a

cell or more on cell behavior, however, are relatively unknown.

Recently, several groups have shown evidence that macroscale

curvature can direct cytoskeleton organization and cell alignment

for different cell types, albeit to different extent depending on the

cell type and confluency. Bade et al. showed that isolated human

vascular smooth muscle cells and mouse embryonic fibroblasts

on cylinders align weakly with the cylinder axis when the cylinder

radius is larger than the cell size, while cells within confluent

monolayers align strongly [10]. The study by Yu et al. showed

that the density effect on epithelial cell alignment within

confluent monolayers is enhanced on convex surfaces

compared to concave surfaces [11]. An elevated cell

polarization-marker expression was also found when

comparing epithelial growth on curved versus flat surfaces.

Curvature also drives distinct migration behavior [12–15] and

can induce cell sheet delamination via large-scale force sensing

and transmission [16, 17]. Madin-Darby Canine Kidney

(MDCK) epithelial cells have been shown to sense curvature

through nuclear shape changes [18], grow to have different cell

heights [19], and elongate [20–23] and even migrate [24]

differently depending on substrate curvature. Noteworthily,

curvature effects on proliferation, the cellular process

associated with cell fate and metastatic state in epithelial

tissue, has yet to be explored and will be the focus of this

study. Previous studies of cells on patterned planar substrates

have suggested that in-plane curvature and tension at the cell

interface is an important factor regulating proliferation [25].

However, these geometric confinements do not reflect the out-of-

plane curvature seen in native tissue architectures; many

epithelial structures in biology have, in fact, out-of-plane

curvature, including instentinal villi, tubes and ascini [26, 27].

Fabrication of precisely curved and smooth surfaces at the

micrometer-to-millimeter scale is challenging. Methods to create

curved substrates such as hemispheres, circular channels, and

cylinders include micromachining, photolithography, chemical

etching, electrospinning, and replica molding of microfabricated

or precision-printed 3D structures [6, 28, 29]. Substrate materials

range from glass, quartz, synthetic polymers,

polydimethylsiloxane elastomers to hydrogels, with the choice

of substrate material often depending on the availability of

fabrication techniques. Simple geometries based on spheres

and cylinders have been the most used. Curvature at any

point along surfaces can be characterized by its Gaussian and

mean curvatures, which are the product and the mean of the two

principal curvatures at that point, respectively. Tortuous organs

and vessels can have a range of positive to negative Gaussian

curvatures that are not reflected in spheres or in cylindrical

geometries. Spheres or spherical caps have constant positive

Gaussian curvature and constant mean curvature, and

cylinders have zero Gaussian curvature and constant mean

curvature. In this work, we use a supported 3D printing

technique [30–32] to generate toroidal hydrogels that have

varying signs of Gaussian curvature along their surface.

Other challenges for accessing curvature effects on cell

behavior stem from the three-dimensional nature of the

resultant constructs, which makes imaging and morphological

assessment more difficult than in planar surfaces. Various tools

and open-source software or add-ons have been developed for

3D/4D data visualization and morphological analysis of

developing tissues [33–35]. Here, we built on our previous

work to quantify biofilms and active systems on toroidal

surfaces [36, 37], incorporating 3D cell segmentation tools

[38], to extract quantitative data on the effect of curvature on

epithelial proliferation.

In particular, we investigate the effect of Gaussian curvature on

epithelial proliferation by growing model MDCK epithelial cells on

toroidal-shaped hydrogels with curvatures on the order of ten cell

lengths (sub-millimeters). To quantify how curvature affects

proliferation, we develop methods to locate cells on surfaces and

evaluate the curvature where each cell attaches. We also introduce a

robust 3D segmentation scheme and an intensity comparison

method for accurate identification of proliferating cells. We find

that proliferation, measured by tracking the percentage of

proliferating cells within the population, is independent of

Gaussian curvature within the range probed in our experiments.

Additionally, we find that proliferation is strongly affected by cell

density on both toroidal and planar substrates, suggesting the

relevance of acquiring time-dependent data when looking at

active, dynamic systems like cells. Our work opens the door to

additional studies with surfaces with higher curvatures and different

cell types that could model a variety of complex real-life systems.

2 Materials and methods

2.1 Cell culture, substrate preparation, and
imaging

2.1.1 Cell culture
Madin-Darby canine kidney cells strain II (MDCK II) were

obtained from Sigma-Aldrich and were maintained in Eagle’s

minimal essential media (EMEM; ATCC) supplemented with

fetal bovine serum (Life Technologies) at 10% (vol/vol), penicillin

(100 IU/ml), and streptomycin (100 μg/ml) under standard

tissue culture conditions (humidified 5% CO2 and 37°C).

MDCKs were passaged at 70~80% confluence from the

culture surface and reseeded to the required cell density on

hydrogel surfaces.

2.1.2 Fabrication of planar and toroidal
substrates

To prepare planar polyacrylamide (PA) hydrogels, solutions

containing acrylamide, bis-acrylamide,
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tetramethylethylenediamine (TEMED), and potassium

persulfate were cast into 9 mm-diameter disks using silicone

molds (Sigma Press-To-Seal silicone isolator, 2 mm thick) and

allowed to polymerize for 15 min at room temperature. The

hydrogel disks were then rinsed with and stored in deionized

water. To prepare toroidal PA hydrogels, we replace the catalyst

TEMED and the persulfate initiator with 0.2% of photoinitiator

Irgacure 2959 and added 1% Pluronic F127 to reduce interfacial

tension and be able to make small toroidal droplets. Similar to the

preparation of toroidal poly-N-isopropylacriamide hydrogels

[31], toroidal droplets of the precursor solution were made by

injecting the solution via a 34-gauge needle into a rotating bath of

silicone-oil-based yield stress material consisting of 84% Dow

Corning 9041 silicone elastomer blend and 16% 10cst silicone oil,

after which the sample was polymerized with a UV-curing spot

lamp (BlueWave 75 with 5 mm-lightguide) at an intensity of

370 mW/cm2 for 10 s. The photopolymerized toroidal PA

hydrogels were removed from the yield-stress material and

cleaned repeatedly with 0.01% Tween 20 and water for

5 times or until no silicone oil residue remained (Figure 1A).

The PA toroidal hydrogels were stored in deionized water at 45°C

until use (Figure 1B).

Before cells were seeded onto the hydrogels, the substrates

were UV-sterilized and functionalized with collagen I. We

adapted the PA hydrogel functionalization scheme of

Yamatoto et al [39]. The basis of the procedure consisted in

hydrolysing the PA hydrogels with 0.1 MNaOH for 1.5 h at 45°C.

The carbonyl groups generated in this way were then activated at

room temperature and pH 7 using 1-ethyl-3-[3-

dimethylaminopropyl]carbodiimide hydrochloride (EDC) and

N-hydroxysulfosuccinimide (NHS) at 36 mM and 72 mM,

respectively, after which the unreacted EDC and NHS were

removed through repeated rinsing with phosphate buffer. The

activated hydrogels were then submerged in a collagen-I solution

containing fluorescein-labeled collagen and unlabeled collagen at

1:6 ratio and a total collagen concentration of 0.2 mg/ml for

~12 h at 4°C. Excess collagen was rinsed off with phosphate

buffer and the gels were stored in phosphate buffer containing

0.01% sodium azide at 4°C until use (Figure 1C). The fluorescein-

labeled collagen was synthesized and purified according to the

following procedure [40]: 5 ml of rat tail collagen-I was dialyzed

against 0.05 M borate buffer containing 0.04 M NaCl at pH 9.5.

The solution was then reacted with fluorescein isothiocyanate

overnight at 4°C. The excess fluorescein reagent was removed by

dialysis, first against borate buffer and then against 0.2% acetic

acid solution. The protein concentration of the fluorescein-

labeled collagen solution was determined from the absorption

intensity at 280 nm using a Nanodrop Spectrophotometer.

FIGURE 1
(A) Schematic of a hydrogel tori made by printing into a silicone support bath that is subsequently surface-activated via protein grafting. (B)
Image of PA toroidal hydrogels in water after being released from the support bath. The dark regions are shadows of objects placed in the light path to
enhance contrast of the hydrogel edge viewed with bright field imaging. (C)Confocal images of collagen-coated PA toroidal hydrogels viewed in 2D
(left) viamaximum intensity projection onto the xy-plane and in 3D (right) for the section of the hydrogel highlightedwith a square box in the 2D
image. Geometric parameters of a torus: ring radius R and tube radius a.
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2.1.3 Cell treatment and staining
For planar substrate experiments, we place each hydrogel

disk in 48 well plates and seeded the cells statically at 300 cells/

mm2. The seeding density was controlled by adding a known

number of cells, as estimated using a hemocytometer, to each

well. For toroidal substrate experiments, individual toroidal

hydrogels were placed into 2-ml tubes containing either 104 or

4 × 104 cells/mL and incubated for 2 h with periodic mixing by

gently inverting the tube three times every 15 min. The cell-

coated toroidal gels were then gently rinsed with fresh

medium to remove non-adherent cells and transferred into

ultra-low attachment plates. Cells were allowed to spread and

grow on the substrate at least overnight before they were

assayed. Proliferation was assayed using the Click-iT EdU

Imaging Kit (Life Technologies) to identify those that are

actively proliferating or synthesizing DNA in the population.

The procedure consisted in exposing the cells to EdU-

containing growth media for 30 min, and then fixing and

staining for EdU incorporation according to the

manufacturer’s instructions. This was combined with

immunostaining: Cells were fixed in 4% formaldehyde,

blocked and permeabilized with universal blocking buffer

(1% bovine serum albumin, 1% goat serum, 0.1% fish skin

gelatin, 0.5% Triton X-100, and 0.05% sodium azide in PBS),

and incubated with primary antibody anti-E-cadherin

DECMA-1 (Sigma), followed by the secondary antibody

goat anti-rat IgG Alexa Fluor 633 (Life Technologies) and

nuclei DNA stain (Hoechst 33342). All assayed cells were

triple-labeled for E-cadherin, nuclei, and EdU-containing

nuclei.

FIGURE 2
Workflow of confocal data processing of MDCK II cells on a toroidal hydrogel section.
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2.1.4 Imaging
All stained samples were placed in chambered coverglass for

imaging. Planar samples were imaged with a 10× objective on a

Nikon Ni-U upright microscope equipped with a Ds-Ri2 CMOS

camera. 3D images of toroidal samples were taken on a Nikon

A1R confocal microscope using a 20× objective with a resolution

of 1.24 μm in the xy-plane and 2 μm along the z-axis. Images

were acquired using Nikon NIS-Elements software on both

systems. Up to four fluorescent channels were used.

2.2 Image data analysis

All images were processed using custom-written MATLAB

codes. Three widefield fluorescent image datasets and five 3D

confocal image datasets are used in the analysis. Each dataset

consists of a minimum of 24 image stacks from three replicated

experiments. Each image stack was analyzed separately and the

results were aggregated post-processing.

2.2.1 Multi-channel confocal data processing
Multi-channel confocal images of MDCK II cells on

collagen-functionalized toroidal hydrogels were separated

into individual z-stacks and processed according to the

workflow shown in Figure 2: We start by reconstructing the

substrate or adherent surface from the FITC-collagen channel.

This is accomplished by image binarization and locating the

lowest voxel that contains labeled collagen at each xy-position,

followed by surface smoothing. We used Otsu’s method to

determine the threshold value for binarization, which finds

the optimum threshold value that minimizes the total error of

fitting two Gaussian distributions, one corresponding to the

background and the other to the foreground [41]. We also

remove connected objects that have a diameter of 1.2 μm or

lower, a cutoff size that efficiently eliminates noise in the data

while keeping the large connected volumes that constitute the

gel surface. The smoothing algorithm for the interface is based

on minimizing the residual sum-of-squares between the input

and output interface combined with a penalty function

proportional to the resultant curvature [42] (see

supplementary information). This method requires an input

smoothing parameter s that tunes the strength of the penalty

function. The value of the square root of s is an estimate of the

size of features in pixels that are smoothed out. Hence, the

parameter is chosen to be only a few pixels, large enough to

remove the local experimental noise, but small enough to

FIGURE 3
Fluorescencemicroscopy images of MDCK II cells cultured on planar (top row) and toroidal (bottom row) PA hydrogels after (A,D) 2 h (B,E) 26 h,
and (C,F) 52 h. Images in the bottom row are maximum intensity projections of confocal stacks. Samples were stained for nuclei (DNA) and
E-cadherin, which are false-colored in blue and red, respectively. Newly synthesized DNA was labeled by EdU for the 26 and 52 h samples, shown in
green. Scale bars: 100 μm.
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retain the overall curvature of the system. The reconstructed

surface is then triangulated (Supplementary Figure S1), and

the Gaussian and mean curvatures are measured using local

displacement vectors and changes in the surface normal [36].

Separately, we identify each individual cell nucleus from

the nuclei channel. First, the image was binarized using the

triangle algorithm for thresholding, where the threshold value

is determined by constructing a line between the maximum

and minimum non-zero values in the histogram and finding

the value with the maximum distance from the constructed

line to the histogram distribution [43]. This thresholding

strategy was chosen due to the absence of an apparent

foreground and background in the intensity histograms and

is best represented with a single distribution instead of two

(see comparison of histogram distribution for collagen versus

nuclei channel in Supplementary Figure S2). Then, a 3D cell

segmentation routine that uses the watershed algorithm in the

CellSegm toolbox [38] was implemented. Connected volumes

smaller than a cutoff size were filtered while those larger than a

critical size were passed through the watersheld splitting

algorithm (Supplementary Figures S3, S4). An additional

filtering step consists in measuring the distance of cell

centroids to the reconstructed substrate and removing any

cell that is over 20 μm away from the surface, as the height of

an adhered epithelial monolayer is within 10 μm from the

substrate [44]; doing this removes noise and any volume that

is not an adherent cell. We then combined the processed data

from the FITC-collagen channel and the nuclei channel,

namely the reconstructed substrate and the segmented cell

volumes, and projected the centroid of each cell onto the

surface by finding the closest point on the collagen surface to

each cell (Supplementary Figure S5), which enables the

identification of each cell with their corresponding

adherent substrate location as well as its curvature. Finally,

as the EdU stain co-localize with nuclei DNA stain, we

referenced the nuclei channel to determine cell volumes

within which intensities in the proliferation channel will be

integrated and compared to determine which cells were

actively proliferating during the assay (Supplementary

Figure S6).

2.2.2 Wide-field fluorescence data processing
For cells on planar substrates, only two channels were used

for data processing, namely the nuclei and proliferation channel.

A 2D version of the cell segmentation routine used in confocal

data processing is employed to find the individual cell nuclei.

FIGURE 4
Image processing with collagen channel. The dimensions of the toroidal gels are a ≈ 0.2 mm and R ≈ 0.7 mm (aspect ratio ζ = R/a = 3.5) as
measured by fitting circles to bright field images of multiple tori. (A) Maximum intensity projection of the raw data and the binarized data after
thresholding. (B) 3D view of the interpolated and smoothed surface from locating the lowest point of each xy-postion through the entire image
stack. (C) Gaussian and mean curvatures of the surface. (D) Gaussian versus mean curvature of every point on the surface. The dashed line
represents the theoretical relationship between H and K for a torus with a tube radius of 250 μm and a ring radius of 800 μm.
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3 Results and discussion

3.1 Epithelial proliferation on planar and
curved hydrogel surfaces

To examine the role of substrate curvature on cell population

growth, we culture MDCK II cells on top of bio-adhesive polymer

hydrogels that are toroidal-shaped. The surface of the hydrogel is

functionalized with a mixture of unlabeled and FITC-labeled

collagen. As a control, we also seed cells on top of planar

hydrogels with identical composition and surface treatment. This

ensures that all hydrogels, despite shape, have identical mechanical

properties and present the same protein density for cell attachment.

The elastic modulus of the hydrogels is O(10) kPa, which is two

orders of magnitude stiffer than that of epithelial tissues. The mesh

size of such stiff gels is much smaller than the cell size, hence cells

cannot penetrate into the bulk hydrogel and remain on the surface.

In static cultures with planar substrates, cells sediment on top of the

hydrogel and establish spread morphology within 2 hours

(Figure 3A). Cells continue proliferating at 26 h and 52 h, and

mature into robust epithelial structures, as characterized by the

formation of large cohesive cell clusters and mature cell-cell

junctions enriched with E-cadherin (Figures 3B,C). For curved

substrates, cells are dynamically seeded at concentrations and

duration determined experimentally, where consistent cell

attachment and robust seeding density control is demonstrated.

Note that the agitation method has also been optimized to prevent

large location-dependent shear differences, and consequently

preferential adhesion during dynamic culture (Supplementary

Figure S7). After the initial attachment (Figure 3D), toroidal gel

supported cells are maintained in static culture, similarly to those on

planar substrates. We do not observe any curvature-directed

FIGURE 5
Proliferation and nuclei data segmentation results. (A) Merged maximum intensity projection from the whole nuclei staining (DNA) and
proliferation channel (EdU). (B) xy-projected view of processed nuclei data showing connected volume elements. (C,D) Cell volume histogram
before (C) and after (D) segmentation. (E) Histogram of cell centroid-to-surface distance. The vertical line at 20 μm is the cut-off distance. (F) xy-
projected view of processed nuclei data after segmentation. (G) Sum of voxel intensities in every cell volume of all cells as detected in the
proliferation (EdU) channel. The crosses represent the corresponding background intensity, as defined in the text. (H) Normalized cell intensity over
background intensity for all cell volumes. The horizontal line marks the intensity cutoff for proliferating cells. (I) xy-projected view of proliferating
cells using the Icell/Ib = 1 cutoff criteria.
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migration, i.e., there is no depletion of cell clusters from any specific

regions on the toroidal gel, as the cell-free domains appear

everywhere. Overtime, the cohesive patches merge and cover the

entire hydrogel surface with an epithelial monolayer (Figures 3E,F

and Supplementary Figure S8).

3.2 Quantifying the role of curvature on
cell proliferation

To quantify any spatial variation in proliferation, three-

dimensional data containing substrate surface, nuclei of all and

proliferating (false-labeled green in Figures 3B,C,E,F) MDCK cells

on toroidal gels was collected and analyzed. Multiple image stacks

were taken of a single toroid to cover as much of the toroidal surface

as possible and three independent toroid were imaged at each

condition. Note that only the lower half of the toroid was imaged

as the loss in intensity becomes significant as light passes through two

layers of dense tissue. Each image stack was then processed as follows:

3.2.1 Surface extraction and curvature
calculation

To the confocal images from the collagen channel, we

apply an intensity threshold using Otsu’s method as described

in the methods section for each slice (each z-position) of the

image. The threshold is scaled by the mean intensity of each

slice, thus ensuring that light attenuation as we move deeper

into the sample is accounted for. We then locate the surface by

finding the lowest point with labeled collagen, and apply a

smoothing parameter that is a few microns to eliminate voxel-

level noise and artificial roughness from data extraction

(Figures 4A,B). To measure the Gaussian curvature K and

the mean curvature H, we follow the methods by Ellis et al.

[36], fitting the triangulated surface to the Weingarten

curvature matrix, and calculate K and H at each (x,y) point

on the surface (Figures 4C,D). The range of Gaussian and

mean curvatures sampled in the toroidal section is in the range

(−6, 6) mm−2 and (−4, −1) mm−1, respectively. Note H < 0, as

we choose the normal of a curve in an elliptic region of the

surface to have negative normal curvature. As expected, the

value of K becomes negative towards the inside of the torus,

where |H| also becomes smaller. The Gaussian and mean

curvature of a torus, a surface obtained by revolving a

circle of radius a, about a central axis, vary along the

surface and are solely functions of the tube radius a, the

ring radius R, and the polar angle in the circular cross

section. The structures here, however, are not that of a

torus but a toroid. This is better observed by representing

each surface point with Gaussian and mean curvature, where

we capture the deviation of the surface from that of a torus.

The H versus K curve of our hydrogel section (Figure 4D) is

only loosely linearly related and does not fit well with the

known relationship between the two curvatures:

H � −(a2 + 1
2a K). This is not surprising as the toroidal drop

templates themselves are not perfect tori due to the

manufacturing method, which relied on expanding a

circular jet in a yield stress material that typically results in

the creation of toroidal drops with non-circular cross-

sections.

3.2.2 3D cell segmentation and validation of
proliferation

For stained nuclei (DNA), we implement the triangle algorithm

for thresholding (Supplementary Figure S2). To identify solid

objects, i.e., cell nuclei, in our images, we find connected (voxel)

elements that are above a certain size to be potential cell nuclei

volumes (Figures 5A,B).We then apply the 3Dwatersheld algorithm

to segment cell volumes that do not have distinct boundaries

between neighboring cells. Cell volume histogram before and

after segmentation show that connected volumes of multiple cells

are successfully split into smaller individual volumes, corresponding

to single cell nuclei (Figures 5C,D). The last filtering step is based on

cell centroid-to-surface distance, where any segmented volume

whose centroid distance from the surface is larger than one

FIGURE 6
Identification of cells with substrate curvature. (A) Projection of cell centroids onto the recontructed hydrogel surface. (B) Gaussian curvature
versus height for each cell. (C)Mean curvature versus height for each cell. The filled circles are points on the surface. The open circles represent all
the cells and the crosses are proliferating cells.
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typical cell size is removed (Figures 5E,F). This removes any

remaining noise or cell volumes that are not attached to the gel

surface.

To distinguish proliferating from non-proliferating cells, we

compare the average intensity within the cell volume to that of

the background in the EdU channel. Since most of the voxels in

the EdU image stack contains no cells, the background intensity

Ib is defined as the average intensity of all voxels �I, plus five

standard deviations σ: Ib � �I + 5σ. We then add up the voxel

intensity within each cell volume, as shown in Figure 5G. To

compare with the background intensity, we normalize the cell

intensity by the number of voxels in the cell volume, noted as Icell.

This is equivalent to taking the mean intensity within the cell

volume. The cell is then considered proliferating if its intensity is

such that Icell/Ib > 1, as shown in Figure 5H. The population

whose intensity falls below this threshold is removed, leaving the

cell volumes of only the proliferating cells (Figure 5I).

3.2.3 Locating cells on the hydrogel surface
Combining the interpolated surface and segmented nuclei

data allow us to re-parametrize each cell in terms of the local

curvature of the substrate. The centroid of each cell, obtained

from the 3D cell segmentation procedure is projected onto the

collagen surface, as shown in Figure 6A. This is done by finding

the point on the surface with the shortest distance to the cell

centroid. Since curvaturesK andH are calculated at each point on

the surface (Figures 4C,D), we can map the xyz-coordinate of

each projected cell centroid onto the curvature plane. Note that

all points on the surface have a unique (x,y) coordinate because

we only image the bottom half of the toroid. With this, each

proliferating and non-proliferating cell can be identified by its

local Gaussian and mean curvatures on the substrate, as shown

by the discrete points in Figures 6B,C.

3.2.4 Proliferation versus substrate curvature
To determine whether there are correlations between

proliferation and local substrate curvature, we aggregate

processed data from multiple image stacks and from at least

three replicas with identical conditions, namely seeding density

and incubation time, and bin the results by Gaussian curvature.

Figures 7A,B show the number of all cells Nall and proliferating

cells Np in 0.25 mm2 Gaussian curvature bins for four different

conditions: starting cell concentrations of 4 × 104 cell/mL,

incubated for 26 and 52 h, and of 104 cell/mL, incubated for

72 and 112 h. The fraction of cycling cells during the 30-min

proliferation assay is determined by dividing the number of

proliferation cells by all cells Np/Nall in each bin. We find that

the proliferation fraction is independent of Gaussian curvatures

in the (−10,10) mm−2 range of our studies, which include cultures

on both toroidal and flat surfaces (Figure 7C). Proliferation

fractions outside of this range (K < − 10 and K > 10 mm−2)

appear larger, but the data is noisy and not so reliable due to the

smaller number of cells counted. Instead, the proliferation

fraction depends more strongly on the incubation time and

the seeding density of the MDCK II cells. Increasing

incubation time for cells on flat substrates and toroidal

substrates all show reduction in the proliferation fraction Np/

Nall: Proliferation fraction decreased from ~50% to ~25% when

the incubation time increased from 26 h to 52 h for cells grown

on flat substrates with a seeding area density of ~300/mm2 and on

toroidal gel substrates when seeded at 40K/ml. Similar values

were also observed for cells grown on toroidal gels seeded at 10K/

ml, but at longer incubation times, namely 72 h and 112 h. This

can be explained by considering the time required to reach

similar cell densities or cell area for a lower seeding

concentration. The decrease in proliferation fraction with

increasing incubation time or cell packing density (Table 1),

FIGURE 7
Proliferation as a function of curvature. (A)Number of cells as a function of Gaussian curvature on toroidal gels. (B)Number of proliferating cells
as a function of Gaussian curvature on toroidal gels. (C) Proliferation fraction as a function of Gaussian curvature on toroidal and planar gel surfaces.
Solid symbols are toroidal gel data and open symbols are planar gel data. The horizontal lines are averages over all Gaussian curvature ranges for
toroidal data, with standard errors estimated from the background ± 10%.
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on the other hand, is consistent with collective behavior and

contact inhibition of proliferation of epithelial cells, where a

progressive decrease in proliferation is observed until mitotic

arrest is achieved [45, 46].

4 Conclusion

We have introduced a 3D printing-based fabrication

technique to generate “living” toroidal constructs and detailed

a method of analysis for quantifying proliferation of epithelial

cells on toroidal surfaces. We have shown that reconstructing 3D

surfaces and mapping cell positions onto curved substrates can

help determine whether curvature plays a role in epithelial

proliferation. We found that, within the curvature range of

our experiments, carried out on toroidal surfaces of

dimensions a ≈ 0.2 mm and R ≈ 0.7 mm, proliferation is

independent of Gaussian curvature. We also found that

proliferation is influenced by the overall cell density regardless

of the substrate geometry or seeding density. The results here

suggest that curvature at this length scale has no overriding effect

on the rate of proliferation for epithelial cells. However,

additional work on substrates with higher curvatures,

preferably up to one or a couple inverse cell sizes, is desirable

to further address whether curvature can be used to affect cell

proliferation. In fact, there is recent work reporting that the rate

for MDCK cells to achieve confluency changes for curvatures on

the order of the inverse cell size [47].
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What do deep neural networks
find in disordered structures of
glasses?

Norihiro Oyama1*, Shihori Koyama1 and Takeshi Kawasaki2*
1Toyota Central R&D Labs, Inc., Tokyo, Japan, 2Department of Physics, Nagoya University, Nagoya,
Japan

Glass transitions are widely observed in various types of soft matter systems.

However, the physical mechanism of these transitions remains elusive despite

years of ambitious research. In particular, an important unanswered question is

whether the glass transition is accompanied by a divergence of the correlation

lengths of the characteristic static structures. In this study, we develop a deep-

neural-network-based method that is used to extract the characteristic local

meso-structures solely from instantaneous particle configurations without any

information about the dynamics. We first train a neural network to classify

configurations of liquids and glasses correctly. Then, we obtain the

characteristic structures by quantifying the grounds for the decisions made

by the network using Gradient-weighted Class ActivationMapping (Grad-CAM).

We consider two qualitatively different glass-forming binary systems, and

through comparisons with several established structural indicators, we

demonstrate that our system can be used to identify characteristic

structures that depend on the details of the systems. Moreover, the

extracted structures are remarkably correlated with the non-equilibrium

aging dynamics in thermal fluctuations.

KEYWORDS

deep neural networks, machine learning, molecular dynamics simulations, glass
transition, dynamical heterogeneity of liquid state

1 Introduction

When a liquid is cooled while preventing crystallization by quenching or adding

impurities, a liquid state can be maintained below melting temperature, resulting in a so-

called supercooled liquid state. Further cooling of the supercooled liquid results in a

dramatic increase in the viscosity of the liquid and yields a glass (more generally, an

amorphous solid). In such a system, the particle motion is frozen, and the structure

remains disordered. Various materials, e.g. oxides, alloys, polymers, and colloids, take on

glassy states. Glassy materials are generally considered disordered and homogeneous

because they basically cannot be distinguished from simple liquids that are also disordered

in structure using analytical methods such as neutron, X-ray, or light scattering and other

two-body correlations in the density field. However, dramatic changes to their properties

can occur, for example, a 15-order-of-magnitude increase in the viscosity from a

temperature change of only approximately 20% [1]. Although the glass transition
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phenomenon has been studied for more than 150 years, its

mechanism has not yet been clarified [2–5].

Heterogeneity in particle motion develops in supercooled

liquids near the glass transition temperature, and the spatial

length scale increases on such a glass transition [6–12]. This

behavior is called dynamic heterogeneity and is a potential cause

for the rapid increase in viscosity at the glass transition point.

However, to date, the origin of this dynamic heterogeneity has

not been clarified; in particular, questions remain as to whether it

is formed entirely dynamically or whether a static structure exists

in the background. The “dynamical facilitation theory” describes

the heterogeneity associated with glass transitions as a fully

dynamic phenomenon, and explains the experimental results

and numerical analysis of glass transitions [13]. In contrast, “the

theory of random first-order transition” (RFOT), which

considers the glass transition as a thermodynamic phase

transition and proposes a scenario in which a static

conceptual structure called a “mosaic” develops, also explains

the experimental results and numerical analysis of glass

transitions [4, 14]. Thus, although these theories are

contradictory in terms of whether the glass transition is a

purely dynamic transition or a thermodynamic phase

transition governed by a static structure, they can explain

various aspects of the glass transition phenomenon. Hence, in

the current state, there appears to be no definitive theory for

understanding the full picture of glass transitions.

Many attempts have been made to explore the specific

structures that exist in supercooled liquids. For instance,

icosahedral-like structures in metallic glasses [15, 16] and

medium-range crystalline order in colloidal glasses with small

particle-size dispersity have been found [17–20]. Order

parameters are introduced on a system-by-system basis to

extract these characteristic structures, but no order parameter

applicable to all amorphous solids has been found. It is also

unclear whether such characteristic structures are universal; this

is a topic of active debate. Therefore, elucidating the presence or

absence of a universal structure in amorphous solids is a

significant and challenging problem in fundamental physics.

Tong and Tanaka recently developed a new order parameter

consisting of the bond angles of particle structures and

successfully extracted the characteristic structures correlated

with particle dynamics for a wide range of glass-forming

systems, including binary mixtures and polydisperse glassy

systems with large particle size dispersions [21, 22]. However,

as indicated in the corresponding literature [21, 22], this method

has not been able to extract the characteristic structures in the

Kob–Andersen system [23], a typical glass-forming model, and

consequently, attempts to develop a universal structural analysis

method for a variety of glass-like systems continues to the present

day. We mention that as another branch of examples of

promising static information-based approaches, a method

relying on the Franz-Parisi potential has been proposed [24].

Its effectiveness was demonstrated by the quantitative

correspondence with the structural relaxation time. The

recently proposed microscopic version of a similar Franz-

Parisi potential-based quantity would allow us to specify the

local characteristic structures that govern the dynamics on the

purely static basis [25].

In recent years, machine-learning approaches have been

widely used to investigate the characteristic structures

governing glass dynamics [26–30]. In particular, recent studies

have successfully predicted the dynamics from the static

structure in Kob–Andersen systems by learning from a large

amount of structural data, as well as the corresponding dynamic

data, using graph neural networks [28, 29]. In addition to these

supervised approaches, unsupervised counterparts have also

been applied to the extraction of characteristic structures from

glasses, pioneered by Ronhovde and co-workers [31, 32].

Interestingly, many researchers have recently reported that the

structures extracted using unsupervised methods [27, 30] exhibit

correlations with the long-time dynamics, despite no information

about the dynamics being provided during the training.

However, although machine learning is very promising for

exploring the structures of glasses, accurate learning

(including preparation of the training data) is computationally

expensive, and the results are difficult to interpret.

In this work, we propose a method to extract the

characteristic multi-particle structures of glasses solely from

the static configurations using a deep learning-based

approach. To this end, we work on the classification problem

for the random structures in glasses and liquids using a

convolutional neural network (CNN) [33] and then identify

the structures that the CNN relied on to make decisions using

gradient-weighted class activation mapping (Grad-CAM) [34].

We applied our proposed method to two representative glass-

forming liquid systems and compared the obtained structures

with well-established structural indicators. The results

demonstrate that the proposed method can extract

qualitatively different characteristic structures in a system-

detail-dependent manner. Surprisingly, although our method

does not refer to information about the dynamics during the

learning process and extracts the characteristic structure solely

from the instantaneous static configurations, the obtained

structures strongly correlate with the non-equilibrium aging

dynamics.

The remainder of this paper is organized as follows. In

Section 2, we summarize the simulation methods and

protocols used for sample preparation for the deep-learning

tasks. In Section 3, we introduce the CNN and Grad-CAM,

and provide a brief explanation of the established structural

indicators used as a reference. In Section 4, the results of the

structural analyses are presented, and the correlation between

distinct indicators, as well as the predictability of our method

with respect to the dynamics, is discussed. Finally, in Section 5,

we provide a summary of this study and an overview of future

research directions.
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2 Simulations

2.1 System setups

In this study, we consider two distinct systems: the

Kob–Andersen model (KAM) [23] and the additive binary

mixture (ABM) [35]. Both systems are two-dimensional (2D)

and are described by the Lennard–Jones (LJ) potential with linear

smoothing terms:

ϕij r( ) � ϕij* r( ) − ϕij* rcij( ) − r − rcij( )
dϕij*

dr
|r�rcij , (1)

ϕij* r( ) � 4ϵij
σ ij
r

( )
12

− σ ij
r

( )
6

[ ], (2)

where the subscript ij indicates that the variable is between

particles i and j, ϵij sets the energy scale, σij determines the

interaction range, and rcij is the cutoff length. The dynamics of the

particles obey ϕij, whereas ϕij* is the reference standard LJ

potential. The smoothed LJ potential ϕ guarantees the

continuity of the potential and force at cutoff distance r � rcij,

thus eliminating undesired artifact effects owing to the

introduction of the cutoff [36].

Both systems are composed of two different types of particles

(A and B) and are characterized by different parameter sets, such as

ϵij and σij. In the case of the KAM, the LJ parameters are non-

additive: σAA = 1, σAB = 0.8, σBB = 0.88, ϵAA = 1, ϵAB = 1.5, and ϵBB =
0.5. Therefore, the concept of “particle size” is not well defined in

the KAM system. For the ABM, on the other hand, the parameters

are simply additive; thus, we can unambiguously say that particle A

is small, and B is large (that is, σAA = 5/6, σAB = 1, σBB = 7/6, and

ϵij = 1) regardless of the combination of types of particles i and j.

All observables were non-dimensionalized using

characteristic length σ*, characteristic energy ϵ*, and particle

mass m* (the characteristic variables are listed in Table 1). The

total number of particles was fixed at N = NA + NB = 2000. The

number density ρ =N/L2 and the number ratio of the two-particle

species NA/NB also differ between the two systems, i.e., the KAM

and ABM.With the values of ρ used here, the systems entered the

glassy phase once the temperature was sufficiently low [23, 35].

Information about the parameters mentioned here is

summarized in Table 1. Although we consider only 2D

systems in this article for the sake of simplicity, we stress that

all the analyses here can be easily extended to three-dimensional

systems, which will be performed in the future.

2.2 Sample preparation protocol

We performed molecular dynamics (MD) simulations

using the open-source Large-scale Atomic/Molecular

Massively Parallel Simulator (LAMMPS: https://www.

lammps.org/). We generated samples via NVT simulations

using the Nosé–Hoover thermostat. Periodic boundary

conditions were set in all directions. In this study, we aim

to address a simple binary classification problem. For the two

classes, we chose configurations at the temperature where the

dynamic slowing-down starts at (TL = 0.8 for KAM and TL = 2.

0 for ABM) and at a very low temperature (TG = 0.05 for both

models). For both KAM and ABM, we first generated

5000 independent random configurations (4,000 were used

for training, 400 for validation, and 600 for the test data) and

equilibrated them at a very high temperature of T = 4.0. The

obtained configurations were then cooled at a constant

cooling rate ( _T ≈ 8.33 × 10−5), and the samples for the

classification tasks were obtained at the desired

temperatures TL and TG. The samples at TL correspond to

“equilibrium” supercooled liquids in the sense that their

dynamics exhibit time-translational invariance,

whereas those at TG are regarded as “non-equilibrium”

glasses in the sense that they are expected to experience

aging. Note that, judging from the evolution of the

potential energy of the system as a function of the

temperature (Supplementary Figure S6) [37], crystallization

is avoided in both systems at this cooling rate (i.e., we did not

observe any discontinuous jumps in the energy).

Consequently, the radial distribution function g(r) of the

configurations at TG does not show any signs of global

crystallization (Supplementary Figure S7).

3 Analytical methods

We train a neural network to distinguish two classes of

systems, “glass” and “liquid,” based purely on the

instantaneous configurations. Then, the characteristic

structures of glasses are identified by extracting the meso-scale

structures that the trained network relied on to provide a correct

classification. In this section, we explain the methods used to

achieve these classifications and identifications of characteristic

structures.

TABLE 1 Summary of model parameters.

mA mB σAA σAB σBB ϵAA ϵAB ϵBB NA NB ρ σ* ϵ* m* rcij

KAM 1.0 1.0 1.0 0.8 0.88 1.0 1.5 0.5 1300 700 1.2 σAA ϵAA mA 2.5σij

ABM 1.0 1.0 5/6 1.0 7/6 1.0 1.0 1.0 1000 1000 1.09 σAB ϵAB mA 3.0σij
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3.1 Convolutional neural network (CNN)

We first perform supervised learning to train a CNN [33, 38] to

predict whether a given configuration is glass or liquid. Following

Ref. [38] in which the authors tackled a similar classification task

successfully, our network has no pooling layers. It is then simply

composed of three convolutional layers and subsequent activations

(the rectified linear units), followed by the fully connected layer,

dropout layer, and final fully connected layer as the output layer.

Note that, althoughwe apply the “softmax” function subsequently to

obtain the final results, the output layer of the network is the fully

connected one to make it compatible with Grad-CAM, as explained

in Section 3 2. The full details of the network and learning protocol,

including the precise values of the hyperparameters, are summarized

in the Supplementary Material. After training, the softmax layer

outputs a value in the range of [0,1] which can then be interpreted as

the probability for a configuration to be assigned to one of these

classes.

Importantly, when we feed the particle configurations,

ρ(r) � ∑N
i δ(r − ri), obtained from the MD simulations into

the CNN, they are gridized by the mapping operator M:
~ρ ≡ M(ρ) (see Supplementary Material for technical details).

Here, the tilde indicates that the variable is grid-based. We also

mention that in the padding process at the convolutional layers,

we use circular padding to properly consider the periodic

boundary conditions.

3.2 Gradient-weighted class activation
mapping (Grad-CAM)

Once a CNN is able to classify glasses and liquids correctly

after training, we aim to extract the characteristic mesoscale

structures that the CNN relies on when classifying. This

identification of crucial information is called “class activation

mapping” (CAM). The first-proposed simple CAM [39] assumed

a global average pooling at the end of the network, and thus,

cannot be utilized for networks with different types of

architectures. This problem has been solved using a method

called gradient-weighted class activation mapping (Grad-CAM)

[34]. In Grad-CAM, CAM is calculated based on the differential

of the output of the network with respect to the feature maps as

αCm � 1
Z

∑
u

k

∑
v

l

zyC

zAm
k,l

, (3)

~L
C � ReLU ∑

m

αCm ~A
m⎛⎝ ⎞⎠, (4)

where yC is the score for class C (C ∈ {glass, liquid} in the current

setup) before softmax, ~A
m
is the m-th feature map activation of a

convolutional layer,Am
k,l is the (k, l) component of ~A

m
, and Z = uv is

the normalizing factor for the global pooling calculation. The

rectified linear unit ReLU simply returns x if x > 0 and zero

otherwise. Thus, in this Grad-CAM method, the characteristic

part of the input information is identified as the weighted sum

of the feature maps after a specified convolution layer (usually the

last layer), and the weights are obtained depending on the global

average of the sensitivity (gradient) of the output with respect to each

pixel of the featuremaps. Importantly, this method can be applied to

networks with any architecture if the backpropagation is tractable.

The results presented in this paper are all particle-based

Grad-CAM scores, Γ � ∑N
i Γiδ(r − ri), obtained using the inverse

mapping operator M−1: Γ ≡ M−1(~LC), where Γi is the Grad-

CAM score of particle i. We simply call Γ the Grad-CAM score.

Note that, hereinafter, all particle-based variables are coarse-

grained and normalized (see the Supplementary Material for

technical details, including the precise definition of Γi).

3.3 Voronoi volume

In this study, we compared the results of the proposed method

with those of handcrafted structural indicators to interpret the

obtained Grad-CAM score Γ. The first reference indicator is the

volume of the Voronoi cells ϒ that particles reside in (here, we call

them volumes, although they are in fact areas because the system is

2D). The volume of the Voronoi cell allows us to quantify the so-

called free volume of each particle, which is considered a significant

static characteristic that explains the divergence of the viscosity in

glass transition (the free volume theory) [40]. We note that, in Refs.

[41, 42], themicroscopic correlation between the free volume and the

dynamics (i.e., the dynamical propensity) was studied and concluded

to be not significantly correlated. On the contrary, a strong

correlation between the free volume and bond-bond breakage

occurring over long periods of time in low-temperature glassy

systems has been reported [43]. Despite this controversial

situation, because there is no doubt that the free volume of the

particles is an important interpretable static property determined

geometrically from the particle structure, we will refer to it here as

one of the structural indicators.

The Voronoi cell to which particle i belongs can be uniquely

defined without the introduction of any additional parameters, as

follows:

V ri( ) � {r|D r, ri( )≤D r, rj( ), j ≠ i}, (5)

whereD(a, b) is a function that provides the 2D Euclidean distance

between points a and b. The point r in the equation is an arbitrary

point in the system that is independent of the particle density field

ρ(r). The volume of the Voronoi cell for particle i can then be

obtained as ϒi ≡ V(V(ri)), where V(V) is the operator that

outputs the volume of the region V. To achieve Voronoi

tessellation, we used the freud [44, 45] Python library, which

properly considers periodic boundary conditions. The Voronoi

cell volumes provide a quantitative measure of the (inverse) local

packing density. We call ϒ � ∑N
i ϒiδ(r − ri) the Voronoi volume.
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3.4 Tong–Tanaka order parameter

Tong and Tanaka [21, 22] proposed an excellent order

parameter that can characterize structures correlated with

long-time dynamics even in glass-forming systems with large

particle size dispersion, where characteristic structures are

difficult to capture with bond-orientation order parameters

[19]. We call this order parameter the Tong–Tanaka order

parameter (TT-OP). The TT-OP has been successfully used as

a structural indicator of the dynamic properties of various glasses

and hence we measure it as a reference below.

To calculate the TT-OP, we first look at each particle

(e.g., particle o) and its neighbors (the particles sharing the

edges of the Voronoi cell with center particle o). Then,

particle o’s TT-OP, Θo, is obtained as the average

difference between the angle formed by particle o and two

of its neighbors that are adjacent to each other, θ1ij, and the

corresponding ideal angle θ2ij (i.e., that is obtained when the

distances between particles are exactly the same as the

sum of their “radii”; see the Supplementary Material

for more details and a schematic of the definitions of θ1ij
and θ2ij):

Θo � 1
No

∑
〈ij〉

|θ1ij − θ2ij|, (6)

where No is the number of particles neighboring particle o (this

number agrees with the number of neighboring pairs of

neighbors). The TT-OP Θ � ∑N
i Θiδ(r − ri) is defined as a

particle-based indicator, and it has been shown that, for

various systems, the spatially coarse-grained TT-OP predicts

the dynamic propensity very well [22]. The results (not only

of the TT-OP but also of all particle-based variables, including

the Grad-CAM score Γ) presented below are all spatially coarse-

grained (and further normalized to the range [0,1]). We explain

the coarse-graining procedure in detail in Section 3.6.

3.5 Dynamic propensity

As a measure of the dynamic heterogeneity that appears

originated from a specific configuration of particles, the so-

called dynamic propensity is usually employed [46–48]. To

define this variable, we introduce the isoconfigurational

ensemble first: in this special ensemble, samples share an

FIGURE 1
Visualization of particle-based structural indicators for a typical glass configuration of the Kob–Andersen model (KAM) system: (A) Grad-CAM
score (Γ), (B) Voronoi volume (ϒ), (C) TT-OP (Θ), and (D–F) Dynamic propensity (Δ) at different “time” scales. The argument of Δ stands for the mean
intensity of the displacements δ at which Δ is measured: as indicated in the panel titles, δ ≈ 0.3, 1.0, 3.0, which roughly corresponds to t ≈ τα, 3τα, 10τα,
are employed. Notice that all indicators are normalized to [0,1], and the different colors distinguish the values as shown in the color bar. In
addition, 1 − Γ and 1 − Θ are shown in panels (A) and (C), respectively, rather than Γ and Θ, for ease of comparison with the dynamic propensity. The
precise values of coarse-graining length ξX employed here are summarized in Table 3.
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identical initial particle configuration, ρ0 � ∑N
i δ(r − ri(0)),

but have different realizations of velocities with a specified

temperature T (the statistics of velocities obeys the Maxwell-

Boltzmann distribution with this temperature). In this study,

for each initial configuration, we performed MD simulations

with 30 different initial velocity distributions. For each

realization, we calculated intensity of the so-called cage-

relative displacement (CRD)1, Δs
i(t), which is defined as

Δs
i(t) �

�������������
(dsi(t) − �d

s
i(t))2

√
, where dsi(t) ≡ rsi(t) − ri(0) is the

displacement vector of the particle i at time t, �d
s
i ≡

1
Ni
∑jd

s
j

(the sum for j runs over the neighbors of i including i itself,

and Ni stands for the number of particles involved here) is the

average displacement vector of the cage to which particle i

belongs, and the superscript s is the sample index (which

distinguishes different realizations of the velocity distribution

at t = 0). The dynamic propensity field Δ is then defined as the

average of the sample-dependent values of the CRD field,

Δs � ∑N
i Δs

iδ(r − ri(0)), over Ns samples as Δ ≡ 1
Ns
∑Ns

s Δs. As

the value of Ns, we basically employed Ns = 30 unless stated

otherwise.

3.6 Coarse-graining of particle-base
indicators

In References [21, 22], Tong and Tanaka showed that,

when properly coarse-grained, the TT-OP introduced in

Section 3.4. correlates strongly with the dynamic

propensity field. In our analyses, we have coarse-grained

all the particle-based indicators by a similar method to the

one proposed in Ref. [22]:

�Xi ξX( ) � ∑jXjP |rj − ri|( )

∑jP |rj − ri|( )
, (7)

where P(r) � exp(−(r/ξX)2) is the coarse-graining kernel and ξX
is the coarse-graining length for variables X ∈ {Γ,ϒ,Θ, Δ}. For the
calculation of the coarse-graining of the variables X, the cutoff

distance rcX in P(r) is introduced, which is fixed as rcX � 2ξX in

this study. We employed this coarse-graining procedure (it is

slightly different from the one employed in Ref. [22]) after

comparing several options.

We stress that, in this work, we coarse-grain not only the

structural indicators but also the dynamic propensity field. We

explain how we determine the coarse-graining lengths ξX in

Section 4.2. Additionally, all particle-based variables are

further normalized to [0,1] by simply subtracting the

minimum value and then dividing by the maximum.

4 Results and discussions

4.1 Extraction of characteristic structures
using Grad-CAM

The CNN introduced in Section 3.1. was run over

250 epochs. During the training process, 4,000 training

data samples (for both glasses and liquids: 8,000 samples

in total) were provided with the correct labels indicating

whether the samples were glasses or liquids. For both

systems (KAM and ABM), the learning stage proceeded

smoothly, and the classification accuracy reached almost

100% both for the training and validation data after these

relatively small epochs. The same degree of accuracy was

achieved for the test data (the results for the test data are

summarized in Table 2). We stress here that the calculation

cost for the training part is very low in our setup: the entire

250 epochs of learning only took approximately 8 h using an

NVIDIA Quadro P4000 (GP104GL).

Subsequently, using Grad-CAM, we further extracted the

characteristic structures that the CNN relied on when

identifying glass samples as glasses. Notably, this

calculation requires only a trivial cost (much less than a

second for each sample). We present the typical results

obtained for the KAM system in Figure 1A and those of

ABM in Figure 2A (notice that Γ visualized here are

coarse-grained with the length ξΓ determined in the next

Section 4.2). Both these results are for the glass

configurations: although we can also investigate the

characteristic structures of liquids and try to extract glass-

like structures from liquids (and vice versa) within the Grad-

CAM framework, we restricted ourselves to the

investigation on the characteristic structures of glasses in

this study2.

TABLE 2 Classification accuracy for test data.

KAM(G) KAM(L) ABM(G) ABM(L)

1.00 0.998 1.00 1.00

1 We employed the cage-relative displacements to exclude the
undesired effects due to anomalous fluctuations that are specific to
two-dimensional systems [49–52].

2 Importantly, we discarded a test sample for which the trained CNN
gave the wrong classification (only 1 out of 2,400 samples: in the case
of liquid in the KAM) to rule out the possible influence from such an
abnormal sample, e.g., when evaluating the probability distribution
function shown later in Figure 6. However, we would like to mention
that the investigation of such samples is still important since they can
reside in the vicinity of the “boundary” between glass and liquid classes
and thus provide meaningful information about their structural
differences. This investigation should be performed as future work.
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4.2 Determination of coarse-graining
length

In this subsection, we explain how we determined the coarse-

graining lengths ξX (X ∈ {Γ,ϒ,Θ, Δ}) that are used for the analyses in
the following sections (or already used in Figures 1A, 2A). Since the

coarse-graining lengths for the structural indicators are determined

depending on the coarse-grained dynamic propensity field, we explain

that for the dynamic propensity ξΔ, first.

Coarse-grained structural indicators exhibit spatially smooth

profiles as already presented in Figures 1A, 2A. On the other

hand, as shown in Supplementary Figures S4, S5, the bare

dynamic propensity field without coarse-graining shows noisy

profiles even within each mobile/immobile domain. When we try

to quantify the dynamic heterogeneity, we are interested in the

meso-scale domain exhibited by the propensity field. However, in

the presence of these intra-domain noises, the estimation of

correlation with structural indicators suffers from high-

frequency modulations. To exclude this unintentional

underestimation of the correlation, we coarse-grained the

propensity field as well. To systematically determine the

coarse-graining length ξX, we first measure the spatial

correlation function of the dynamic propensity X = Δ:

CΔ r( ) � 〈δΔ ri( )δΔ ri + r( )〉|r|�r, (8)

where δΔ ≡ Δ − �Δ is the deviation from the global average �Δ, r is
the distance from the reference particle i, and 〈·〉|r|=r stands for
the spherical average over particle pairs separated by a distance r.

Since we aim to smooth out the intra-domain noises here, we

employ the decay length r* defined by CΔ(r*) ≈ 1/e as the coarse-

graining length ξΔ. In Figure 3, we plot the measurement results

of CΔ at three different time scales for both KAM (panel A) and

ABM (panel B). For later convenience, in this study, we express

the dynamic propensities at different time scales as functions of

the mean intensity of the displacement (here, the displacement is

cage-relative one. And the average is taken over the

isoconfigurational samples and particles), δ(t) � 1
N∑

N
i Δi(t), as

Δ(δ). In Figure 3, CΔ at δ = 0.3, 1.0, 3.0 are shown. These values of

δ are expected to correspond to approximately t ≈ τα, 3τα, 10τα,

where τα is the α relaxation time [9]. We summarize the values of

extracted coarse-graining length in Table 3. Below, we use these

values of ξΔ for Δ at these three time scales.

We would like to stress that the coarse-graining of the

dynamic propensity Δ introduced here seems not just an

artificial operation but a physically reasonable one. To show

this, we prepared 100 independent isoconfigurational samples

FIGURE 2
Visualization of particle-based structural indicators for a typical glass configuration in the ABM system. Themeanings of the panels are basically
the same as those presented in Figure 1 ((A) Grad-CAM score, (B) Voronoi volume, (C) TT-OP, (D–F) Dynamic propensity at different time scales),
while 1 − ϒ and Θ are shown in panels (B) and (C), rather than ϒ and 1 − Θ.
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and considered four different ensembles. For three of the

ensembles, we employed Ns = 30, and completely different

sets of samples are composed for each. We call these ensembles

ei30(i ∈ {A, B, C}) Only in the forth ensemble, all 100 samples

are used (Ns = 100): we call this e100. Because the number of

samples is different, we expect that the ensemble e100 should

provide the statistically most reliable result. In Figure 4, we

compare the bare dynamic propensity fields and the coarse-

grained ones obtained from these four ensembles (only results

for the KA system are shown). Although we see strong

fluctuations among the bare fields of ensembles ei30 (Figures

4A–C), the coarse-grained fields of these ensembles (Figures

4E–G) appear highly similar. Notably, the bare field of the

ensemble e100 (Figure 4D) is much smoother than the ones of

ensembles ei30, and rather very similar to the coarse-grained

fields (Figures 4E–G) of them. These similarities can be

quantitatively evaluated by measuring the Pearson’s

coefficient between two propensity fields of different

ensembles. We summarize the results in Table 4. In this

table, CΔ,Δ(eα, eβ), the correlations between the propensity

fields of ensemble ei and ej, are presented. When we

consider the coarse-grained field instead of the bare ones, we

denote them as �ei. This table shows that the coarse-grained

fields obtained from ensembles of Ns = 30 are very close to each

other (CΔ,Δ(�ei30, �ej30) � 0.958. Here, regarding the correlation

coefficient involving e30, the average value over all

combinations of i and j is shown, where i, j ∈ {A, B, C} and

i ≠ j.) while the correlations between the bare fields are much

smaller (CΔ,Δ(ei30, ej30) � 0.769). This indicates that the bare Δ
fields contain sample-dependent large intra-domain noises and

our coarse-graining procedure indeed smooth away those

unintentional sample-dependent noises as we desired.

Comparison between the results from ensembles with

different values of Ns further provides an important insight

into the meaning of the coarse-graining of Δ. As expected, the
correlation between non-coarse-grained and coarse-grained

fields of e100, namely CΔ,Δ(e100, �e100) � 0.878, is much larger

than that of e30, CΔ,Δ(e30, �e30) � 0.820, indicating that the

coarse-grained field of the ensemble with Ns = ∞ would be

identical to its bare field. Moreover, we also mention that the

correlation between coarse-grained ensembles �e30 and �e100
exhibits a very high value, CΔ,Δ(�e30, �e100) � 0.985. All these

results suggest that the coarse-graining of the dynamic

propensity Δ is an important operation that allows to

accurately estimate the “genuine” dynamic propensity field

(that should be achieved in the limit of Ns → ∞) from the

numerical results with a finite Ns.

The coarse-graining lengths ξα for structural indicators α(α ∈ {Γ,
ϒ, Θ}) are then determined in the same manner as the one in Ref.

[22]: the values that maximize the Pearson’s correlation coefficient

[27, 28, 30, 53] between structural indicators and the dynamic

propensity are chosen. Here, as the dynamic propensity field, we

employed the coarse-grained ones with ξΔ determined in the

previous paragraph. The determined values of ξα are summarized

in Table 3. See Supplementary Material for the detailed ξα
dependence of the correlations. In Figures 1B,C, 2B,C, we show

the visualization results of the coarse-grained Voronoi volume ϒ
and TT-OP Θ fields (the results for the same configurations as

Figures 1A, 2A). We stress that all panels present much larger

domains than the size simply expected from the value of ξα (e.g.,

linear spanning of 2ξα).

FIGURE 3
The spatial correlation function of the dynamic propensity Δ,
CΔ, as a function of the distance from the reference particle r.
Results for (A) KAM and (B) ABM systems. Different line styles
distinguish different time scales as shown in the legend. The
horizontal dotted lines depict CΔ = 1/e.

TABLE 3 Coarse-graining length for each variable.

Figures 1, 2 Figures 5, 7 Figures 1, 2, 5, 7 Figure 6

ξΔ(δ = 0.3) ξΔ(δ = 1.0) ξΔ(δ = 3.0) ξΔ ξΓ ξϒ ξΘ ξΓ ξϒ ξΘ

KAM 3.0 4.0 5.0 4.0 8.0 4.0

ABM 3.0 3.0 2.0 3.0 5.0 3.0
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As a reference, we also present the results without the coarse-

graining of the dynamic propensity Δ (that is, results with ξΔ = 0)

in Supplementary Figures S4, S5). We note that, as shown in

Supplementary Figures S4, S5, the consequences of the coarse-

graining of Δ are fairly consistent with the bare Δ field.

4.3 Predictability of the dynamics

Now we ask the following question: Are the extracted

structures correlated with some material properties, for

example, the dynamics? To address this, we compared the

Grad-CAM scores (Γ) with the dynamic propensity (Δ).
Owing to the computational cost, we calculated the

propensities only for the configurations shown in Figures 1, 2

(only one configuration for each system).

For each configuration, we performed MD simulations with

30 different initial velocity distributions and calculated the

dynamic propensity field Δ following the procedure

summarized in Section 3.5. Regarding the temperature during

the measurement of the dynamics, we considered temperatures

slightly above the glass transition point, T*, (whose empirical

definition is provided in the Supplementary Material; the

obtained values are T* ≈ 0.37 for KAM and T* ≈ 1.0 for

ABM) because we cannot expect any cage-breaking

relaxational dynamics below T* within the computationally

accessible time window. To investigate the possible

temperature dependence of the dynamics, we performed

simulations at temperatures up to approximately 1.5T*. We

stress again that although the initial velocities follow the

specified temperatures (which are higher than the glass

transition point T*), the initial configurations are drawn from

the sample at TG = 0.05 (those shown in Figures 1, 2). In Figures

1D–F and Figures 2D–F, the propensity Δ at δ ≈ 0.3, 1.0, 3.0 are

shown. Note again that we express the time-dependence

indirectly via δ, the mean intensity of the cage-relative

displacement, and these values of δ correspond roughly to t ≈
τα, 3τα, 10τα respectively. Interestingly, there is agreement

between 1 − Γ and Δ at long times (Δ(1.0) and Δ(3.0)) for

both systems.

FIGURE 4
Comparisons between the bare and the coarse-grained dynamic propensity fields Δ of different ensembles. The results of Δ(1.0) of the KA
system are shown. (A–C) The bare Δ fields of ei30(i ∈ {A,B,C}), (D) the bare Δ field of e100, (E–G) the coarse-grained Δ of ei30, and (H) the coarse-
grained field of e100. The coarse-graining length of ξΔ = 4.0 is employed as in Figure 1E.

TABLE 4 Pearson’s coefficients between Δ of different ensembles.

CΔ,Δ(ei30, ej30) CΔ,Δ(�ei30, �ej30) CΔ,Δ(e30, �e30) CΔ,Δ(e100, �e100) CΔ,Δ(�e30, �e100)
0.769 0.958 0.820 0.878 0.985

Frontiers in Physics frontiersin.org09

Oyama et al. 10.3389/fphy.2022.1007861

115

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1007861


To quantify the correlation between Γ and Δ further, we

calculated the Pearson’s correlation coefficients, CΓ,Δ. Although

the coarse-graining length of Δ is dependent on the value of δ

(i.e., the time scale), for simplicity, we employed a fixed value for

each system here (see Table 3). The results are presented in

Figure 5. In this plot, the time dependence is indirectly reflected

by the value of δ. Such a presentation allows us to compare the

correlation between the dynamics (at different temperatures) and

the static structure directly, thus ruling out the effect of the non-

trivial dependence on time. Note that the correlation between 1 −

Γ and Δ is quantified, not Γ, in agreement with the visualization.

From Figure 5, we observe several striking consequences. First,

CΓ,Δ rises in accordance with the increase in δ, reaching its

maximum value at δ ≈ 1 in both the KAM and ABM. This

indicates that the structures extracted by our method are

responsible for the dynamics at a longer time scale than the α

relaxation (note that these are non-equilibrium aging dynamics

and not intra-metabasin equilibrium relaxation). Secondly, the

change in the correlation CΓ,Δ is non-monotonic in the KAM

system and starts decreasing for δ ≥ δ*, while plateauing for δ ≥ δ*

in the ABM system. These results indicate that the specified

characteristic “well-ordered” clusters are transient in the KAM

system, whereas they seem very stable within the time window of

our calculation in the ABM system. Thirdly, the maximum

correlation, Cmax, reaches very high values in both systems:

0.925 and 0.712 in the KAM and ABM, respectively. The

predictability of the dynamics is surprising because our

method does not require any information about the dynamics

during the training process; thus, the computational cost for both

the training and the sample-preparation part is low. Finally, the

results of different T follow a single master curve. This result

confirms the fact that the dynamics are indeed governed by the

static “glass structures,” at least in the temperature regime under

study and concerns non-equilibrium aging dynamics.

4.4 Interpretable structural indicators

In this section, we measure two distinct local multibody

structural indicators to interpret the Grad-CAM score Γ. Because
these indicators are handmade, we can take advantage of their

interpretable nature. In the Supplementary Material, we present

the two-body correlation function g(r) for reference

(Supplementary Figure S7). We again stress that all the

particle-based indicators, including Δ, were coarse-grained and

further normalized to the interval [0,1].

4.4.1 Voronoi volume
The Voronoi volume ϒ is the first interpretable local

multiparticle structural indicator. In this subsection, we briefly

explain the obtained ϒ values for the KAM and ABM systems. A

typical result for the KAM system is shown in Figure 1B in which

particles with small values of ϒi (< 0.4) appear dominant.

Figure 2B presents the results for the ABM system, in which a

large portion of particles exhibit relatively high values of ϒi

(> 0.4). Note that 1 − ϒ is visualized in Figure 2B.

These distinct trends are derived entirely from the difference in

the set of interaction parameters (ϵij and σij) and the number ratio of

the particle species (NA/NB). For instance, in the KAM system, the

interaction energy is most stable when different species are in

contact, and the interaction range is also the shortest in this

situation (see Table 1). Therefore, small values of ϒi are

energetically favored in the KAM. In the ABM system, on the

other hand, because the area occupied by particles A is almost half

that of particles B (the area fraction is 1: 1.96), the region with a large

Voronoi volume (corresponding to particles B) tends to be slightly

dominant. Because samples with a very low temperatureT = 0.05 are

shown in Figures 1, 2, the structurally low-energy states are expected

to bemore probable.We also note that the small value ofϒi does not

necessarily mean that the local structure around particle i is highly

ordered, as is evident in the case of the KAM.

4.4.2 Tong-Tanaka order parameter
The second interpretable structural indicator is the TT-OPΘ.

As mentioned in Section 3.4, of the various locally defined

structural indicators reported to date, TT-OP captures the

dynamical behavior of many classes of glasses very well,

FIGURE 5
The “time” evolution of the correlation between Grad-CAM
score 1 − Γ and dynamic propensity Δ as a function of the intensity
of the cage-relative displacement δ. Results for (A) KAM and (B)
ABM. Each simulation was performed for 3 × 108 steps, and
δ(t) during those simulations is plotted on the abscissa for each
plot. Different markers are used to distinguish different
temperatures as shown in the legend. The vertical dotted lines
indicate the delta values visualized in Figures 1, 2.
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especially universally. The characteristic structures of glasses in

terms of the TT-OP are specified by small values of Θi, which

means that the local structure is highly ordered.

The results for the KAM system are shown in Figure 1C. We

note that because of the non-additive nature of the potential

parameters, defining a reference three-particle ideal

configurational angle θ1 in the case of the KAM is non-trivial. In

this study, we employed the definition using the additive assumption

(σAA = 1.0, σBB = 0.88, and σAB = (σAA+σBB)/2 = 0.94) rather than the

parameters used in the simulations because the reference structure is

easier to interpret with this additive assumption. Surprisingly, the

coarse-grained Θ field looks very similar to other indicators and

appears correlated to the long-time propensity field. The results for

the ABM system are shown in Figure 2C. In contrast to the findings

of Tong and Tanaka [21, 22], the structure is not well developed, and

the spatial modulation is much smaller than that in the KAM:

Intermediate values are system-spanning. This is likely because our

samples were generated by quenching at a fixed cooling rate and,

thus, were not well annealed. We expect these samples to exhibit

aging behavior.

4.5 Correlations between different
indicators

To interpret the Grad-CAM scores (Γ) obtained by our

method, we further calculated the Pearson’s correlation

coefficients between different indicators for both the KAM

and ABM. The results are summarized in Figure 6. In this

figure, we show violin plots of the coefficients between

different indicators (Γ, ϒ and Θ) calculated using 600 samples

for each case (KAM or ABM and glasses or liquids). In this

subsection, for clarity, we employ different values of ξα from

those used in other subsections as shown in Table 3. The change

in the value of ξα does not change the qualitative discussion here,

while the distributions (those are plotted in Figure 6) become

broader, and thus the differences between them are less

pronounced when ξα increases.

We call the correlation coefficients between the Grad-CAM

score and the Voronoi volume CΓ,ϒ and define those between

different pairs in a similar manner: CΓ,Θ and CΘ,ϒ. Although the

results below are mostly those for the glass configurations only,

we also mention the results for the liquids when we discuss their

differences from those of the glass samples. Finally, we stress that,

in the main text, all correlations are based on the Pearson’s

definition. As presented in the Supplementary Material, however,

we also obtained semi-quantitatively consistent results using

Spearman’s definition. Below, we explain the results for the

ABM and KAM systems.

4.5.1 ABM
In the ABM system, CΓ,ϒ (the Grad-CAM score vs. the

Voronoi volume) is the largest in terms of the intensity

(Figure 6B), and its average is an intermediate positive value:
�C
G
Γ,ϒ � 0.585, where the bar represents the average over samples

and the superscript G indicates that only the glass samples are

considered (see Supplementary Table S2 for the summary of the

average and the standard deviation of the correlation

coefficients). This means that structures with large local

volumes are judged to be characteristic of the glass. This

behavior is consistent with the TT-OP: Both CΓ,Θ and CΘ,ϒ
(those for the Grad-CAM score vs. the TT-OP and the TT-

OP vs. the Voronoi volume, respectively) are negative, with the

intensities being slightly smaller (�CG
Γ,Θ � −0.378 and

�C
G
Θ,ϒ � −0.327), meaning that structures with large values of

the Voronoi volume tend to be more ordered.

However, importantly, the difference between glasses and

liquids is most evidently quantified by CΓ,Θ, which becomes

almost completely negative for glasses but positive for liquids.

On the other hand, the probability distribution of CΓ,ϒ shows a

large overlap between glasses and liquids; moreover, in the

case of liquids, the distribution is centered around zero,

indicating that the Voronoi-volume-like aspect of the

Grad-CAM score is likely unable to distinguish glasses and

liquids accurately. Therefore, our method seems to rely on

structures that are qualitatively consistent with the TT-OP

rather than on the Voronoi volume when a decision is made,

although ϒ is closer to Γ than Θ in terms of the correlation for

glass samples, as mentioned above (�CG
Γ,ϒ > �C

G
Γ,Θ). We stress

that it has been shown that the TT-OP can extract the

characteristic structures associated with the dynamics in

FIGURE 6
Violin plots of the Pearson’s correlation coefficients between
distinct structural indicators. Results for the (A) ABM and (B) KAM
systems. The dark and light gray parts represent the results for
glasses liquids, respectively, as shown in the legend. The
dashed lines indicate the quartiles.
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binary additive glass formers [22], and our results seem

consistent with this.

4.5.2 KAM
In the case of the KAM system, CΓ,ϒ and CΓ,Θ for glasses are

negative and positive, respectively, at odds with the results for the

ABM (Figure 6A). Such a qualitative difference indicates that the

structures extracted by our method respect the details of the

systems. It should also be noted that, from the perspective of the

intensity of the correlation coefficients, CΓ,ϒ is significantly larger

than CΓ,Θ, and only CΓ,ϒ exhibits a clear difference in the signs

between the results for glasses and liquids. This is another

qualitative difference from the ABM system, where the

difference in sign is evident for CΓ,Θ. However, although the

TT-OP is a good descriptor for the ABM, as presented above, it is

unlikely to characterize the properties of KAM systems. Thus,

our method regards structures with high CΓ,ϒ as characteristic

while CΓ,Θ is small. In particular, the intensity of CΓ,Θ is lower

than that of CΘ,ϒ (�CG
Γ,Θ � 0.426, �CG

Θ,ϒ � −0.597), suggesting that
our method attempts to avoid correlation with the TT-OP

selectively.

4.5.3 Summary of this subsection
Interestingly, although we could interpret the Grad-CAM

scores in terms of other conventional indicators (the Voronoi

volume and the TT-OP) to some extent in both the KAM and

ABM, the correlations are not perfect, and Grad-CAM seems to

blend different indicators in an “appropriate” manner. In

particular, we emphasize that the precise recipe of such

blending is obviously dependent on the system details.

Therefore, it would be meaningful to regress the obtained

Grad-CAM score field Γ symbolically to achieve a fuller

interpretation using recently invented methods [26, 54, 55].

4.6 Dynamics vs. other indicators

In Section 4.3, we studied the predictability of the Grad-CAM

score Γ with respect to the dynamics Δ by measuring the

correlation coefficient between them. In this subsection, we

further investigate the correlation between dynamics and

other indicators, namely, the Voronoi volume ϒ and the TT-

OP Θ. Figure 7 presents the correlation coefficient between the

dynamic propensity and the structural indicators. Note that, in

this subsection, when calculating the correlation Cα,Δ, we

sometimes use 1 − α instead of α to obtain a positive value

(the choices obey those in Figures 1, 2). We explain the results for

ϒ and Θ one by one below.

4.6.1 Voronoi volume
The time evolution of the correlation coefficient between the

Voronoi volume ϒ and the dynamic propensity Δ, Cϒ,Δ, is quite

similar to that of CΓ,Δ: it changes non-monotonically (reaches the

maximum at δp > 1.0 and then starts decreasing) in the KAM

system, and grows monotonically as a function of δ and saturates

at δp > 1.0 in the ABM system. The maximum correlation Cmax
α,Δ

and the value of δp at which Cα,Δ(δp) � Cmax
α,Δ holds are

summarized in Table 5. Here, the subscript α ∈ {Γ, ϒ, Θ}
distinguishes the indicator of interest. The maximum Cmax

ϒ,Δ
reaches high values in both systems: 0.966 in the KAM and

0.858 in the ABM (to obtain a positive value, we employed 1−ϒ
for the ABM). These values are higher than Cmax

Γ,Δ in both systems.

This is a quite unanticipated consequence since the predictability

of the free volumes with respect to the dynamic propensity has

been negated previously [41, 42]. On the other hand, it has been

FIGURE 7
The evolution of the correlation between structural
indicators (Grad-CAM score Γ, Voronoi volume ϒ, and TT-OP Θ)
and dynamic propensity Δ (or 1 − Δ depending on the target
indicator and system) as a function of the mean intensity of
the cage-relative displacement δ. Results for (A) KAM and (B) ABM.
The meaning of the abscissa is the same as the one in Figure 5.
Different markers distinguish different indicators, as shown in the
legend. Data for all temperatures are plotted without distinction.
The vertical dotted lines indicate the delta values visualized in
Figures 1, 2.

TABLE 5 Maximum values of correlations and their locations.

KAM ABM

Cmax
α,Δ δ* Cmax

α,Δ δ*

CΓ,Δ 0.925 1.167 0.712 2.620

Cϒ,Δ 0.966 2.860 0.858 2.620

CΘ,Δ 0.885 1.402 0.790 0.148

The best Cmax
α,Δ is shown in bold letters for each system.
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reported that the local potential field is strongly correlated with

the dynamics when coarse-grained [48, 56, 57]. Since both the

local potential and the Voronoi volume detect the metric-based

information of the local packing, we expect them to possess

qualitatively similar information. Therefore, it is possible that the

good predictability of the Voronoi volume is a result of the

coarse-graining. To draw a decisive conclusion, however, a

thorough investigation using the same setup as that in [41,

42] is required.

4.6.2 Tong-Tanaka order parameter
Interestingly, the correlation between the TT-OP and the

dynamic propensity, CΘ,Δ, reaches high values: 0.885 and 0.790,

respectively, in the KAM and ABM systems (1 − Θ and Θ were

employed). It is unexpected that the TT-OP provides a good

predictability of the dynamics even in the KAM (the correlation

is higher in the KAM than in the ABM). This good predictability is

achieved maybe because we employed the additive convention of

the reference angle θ2ij or because we focused on the non-

equilibrium aging dynamics. We also note that the high

correlation with dynamics is observed only for long-time

regimes, and the correlation is very low around the α relaxation

regime (δ ≈ 0.3). Further comprehensive investigations are

necessary to identify the cause of the unexpectedly high

predictability.

In the KAM system, the qualitative trend is the same as those

for correlations of other indicators (CΓ,Δ and Cϒ,Δ): it starts from

a small value and follows an upward convex curve. In the ABM

system, in contrast, the time evolution of CΘ,Δ is qualitatively

different from those of CΓ,Δ or Cϒ,Δ. It is high even at the early-

stage small δ regime and changes in a non-monotonic manner

with the increase in δ: it increases only a little bit, reaches the

maximum value at δ* ≈ 0.148, remains almost at the same level,

and then starts decreasing.

4.6.3 Summary of this subsection
To summarize, first, the Voronoi volume has the largest

correlation with the dynamics in both KAM and ABM

systems, in terms of the Cmax
α,Δ . Regarding the comparison

between the Grad-CAM score and the TT-OP, the latter

shows a stronger correlation in the ABM system (note

again that the TT-OP is known to be a good descriptor of

the dynamics in the ABM) while the former outperforms in

the KAM.

The results presented in this article indicate that the

characteristic structures extracted by the Grad-CAM

capture information consistent with that of other coarse-

grained structural indicators proposed in previous works

[27, 30] in the sense that all structures are correlated with

the dynamic propensity to some extent. However, we do

observe clear differences between the correlation coefficient

for the TT-OP and the other two indicators (the Voronoi

volume and the Grad-CAM score), particularly in the ABM:

although CΓ,Δ and Cϒ,Δ reach their maximum values at δ >
1.0, which corresponds to the longer time scales than α

relaxation time, only CΘ,Δ exhibits clearly smaller values

of δ* (Table 5). This may suggest that the structures

specified by the TT-OP and those identified by the other

indicators signal qualitatively different aspects of

heterogeneous dynamics. Indeed, while the TT-OP focuses

on angular information, the other two indicators take into

account the whole structural information.

4.7 Do the coarse-graining lengths have a
structural origin?

Thus far, we have shown that, coarse-grained with proper

choices of ξα, structural indicators show strong correlations

with the dynamics Δ. In this subsection, we discuss whether

we can find the structural origin of these “proper” coarse-

graining lengths. To this end, we measured the same spatial

correlation functions as the one in Eq. 8 for structural

indicators. The results are presented in Figure 8. We can

first tell, from this figure, thatϒ andΘ decay very fast to Cα = 0

(particularly in the case of KAM). In contrast, Γ decays

relatively slowly in both KAM and ABM systems: CΓ

FIGURE 8
The spatial correlation functions of structural indicators α(α ∈
{Γ, ϒ, Θ}), Cα, as a function of the distance from the reference
particle r. Results for (A) KAM, (B) ABM systems. Different line styles
distinguish different indicators as shown in the legend. In the
insets of both panels, the magnified images of CΓ in the vicinity of
CΓ = 0 with error bars. In these insets, the vertical axes are in the
logarithmic scale. Although the values of CΓ are negative when
markers are missing, the error bars are crossing CΓ = 0.
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reaches zero at rΓ ≈ 3.0 − 4.0. This indicator-dependence of the

correlation length is evident in the visualizations of bare fields

shown in Supplementary Figures S6, S7. Results in Figure 8

suggest that relying on Γ, and we can extract relatively long

purely structurally-based correlation length. Note that, here,

we define the correlation length as the one where CΓ becomes

zero, not 1/e. We employed this choice because, unlike the case

of Δ for which we introduced the coarse-graining to smooth

out the intra-domain noises, we are interested in the average

size of the domains as discussed below.

In both systems (KAM and ABM), the length scale rΓ
defined here as CΓ(rΓ) = 0 is roughly half of the optimal coarse-

graining length ξα used in the aforementioned analyses (ξα =

8.0 for KAM and ξα = 5.0 for ABM). Because rΓ is expected to

correspond to the average domain size, the length scale ξα ≈
2rΓ corresponds to the average distance between domains with

the same sign of δΓ ≡ Γ − �Γ. This correspondence suggests that
the dynamical domains become larger than the static ones due

to collective excitations of nearby mobile domains (that are

expected to be indicated by low values of Γ). This picture is

consistent with a recent theoretical work [58] where the

dynamic heterogeneity was explained by collective

behaviors of local instabilities (that correspond to mobile

domains) via elastic interactions.

To further give a concrete interpretation of the coarse-

graining length on a purely structural basis, we must

understand the interactions between domains via the

elastic field. To provide useful data for such an exploration

of new understandings, it is important to perform a

comprehensive measurement of Γ for equilibrated well-

annealed low-temperature samples. We leave this problem

as a future work.

4.8 Relation to recent works

In the closing remarks for this section, we discuss the

relation of our work to several recent works using machine

learning-based methods. Recently, much effort has been

dedicated to challenges in explaining the heterogeneous

slow dynamics of glasses from a purely structural

perspective. For instance, in Refs. [28, 29], supervised

learning of graph neural networks was performed with

information on dynamics as part of the training data. The

trained networks succeeded in predicting the long-time glassy

dynamics of the KAM system at very low temperatures (the

lowest value T = 0.44 is comparable to the mode coupling

transition point TMCT = 0.435) solely from static structures

with high precision (the correlation coefficient exceeds 0.6).

As examples of unsupervised approaches, Refs. [27, 30]

similarly tried to extract characteristic structures of glasses

from static configurations. In these studies [27, 30],

information from dynamics was not used, even in the

training stage, similarly to our method. The major

difference to our method was that only glass configurations

were provided during the training stage [27, 30]; the liquid

samples were absent. Surprisingly, the obtained structures

were well-correlated with the long-time dynamics,

particularly the dynamic propensity at approximately the α

relaxation time. For the KAM system, the correlation

coefficient reaches around 0.4 and 0.7 in Refs. [27, 30]

respectively.

Because our method similarly does not require any

information about the dynamics, we can say that it is also

unsupervised in regard to dynamics prediction. Accordingly, it

is non-trivial and interesting that the structures extracted using

our method exhibit a strong correlation with the long-time

heterogeneous dynamics at a longer time than the α

relaxation time, as was the case for methods in Refs. [27, 30].

This implies that the characteristic structures governing the

relaxational dynamics are extracted in a similar way, whether

we try to identify the structural difference between glasses and

liquids (our approach) or specify structurally distinct parts from

the glass sample only (approaches in Refs. [27, 30]). This may

support the view that the characteristic glass structures, if exist,

grow gradually from completely random liquid configurations as

the temperature decreases. It would be very meaningful to

investigate the similarity of structures extracted by different

machine learning methods.

We also note the quantitative difference in the predictability

of different machine-learning methods with respect to the

dynamics. Although we cannot make direct quantitative

comparisons because of the varied setups in the references,

our method provides the highest-level performance in terms

of the simple correlation coefficient between extracted

characteristic structures and long-time dynamic propensity:

for our 2D ABM and KAM system, the correlation between

the Grad-CAM score and dynamics reached approximately 70%

and 90%, respectively.

5 Summary and overview

In this work, we proposed a method to extract the

characteristic structures of amorphous systems solely from

a couple of classes of static random configurations by means

of classification with a CNN and quantification of the

grounds for classification using Grad-CAM. We applied

the proposed method to two qualitatively different binary

glass-forming mixtures, viz. The ABM and KAM, and

showed that our method could automatically extract the

system-detail-dependent mesoscopic characteristic

structures of glasses. The proposed method has three

outstanding features. First, our method can extract

characteristic structures solely from the instantaneous

static structures without any information about the
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dynamics. Second, the extracted characteristic structures are

system-dependent; in other words, our method

automatically identifies the tailor-made structural

indicator suitable for each distinct system. Finally, the

extracted structures are strongly correlated with the

dynamic propensity. The time evolution of the correlation

reveals that the characteristic structure is closely related to

the dynamics at a longer time scale than that for the α

relaxation, where the mean intensity of the cage-relative

displacement is of the order of unity: δ U 1. Moreover,

such a correlation is robust over a wide range of

temperatures, at least in the range T* ≤ T ≤ 1.5T*. We

again stress that, unlike in the previously reported studies,

our dynamic propensity quantifies the non-equilibrium

aging processes, not the intra-metabasin equilibrium

relaxational dynamics, and is coarse-grained.

In addition, we discuss several future research directions. First,

we should conduct a similar analysis using well-annealed glass

configurations because the equilibrium dynamics are important

to understand the properties of glasses more deeply. In

particular, it is challenging to determine whether the

characteristic structures that our method extracts for equilibrium

glass configurations are correlated with the equilibrium dynamics.

Moreover, our method can find the characteristic structures from

the static configurations alone, even when the microscopic physical

quantity that characterizes the two classes (e.g., the dynamic

propensity) is not available, as long as the two different classes

are defined, for example, by specifying macroscopic quantities such

as the temperature. Therefore, it allows us to directly ask, for

example, whether we observe any structural differences between

normal and ultrastable glasses [59, 60], for which the dynamical

properties are numerically intractable. Because Ref. [61] reported

that the stability of glass samples is structurally reflected by the

density of the quasi-localized vibrational (QLV) modes, it would be

interesting to see if Grad-CAM also quantifies the QLV modes or

highlights completely different structures. Similarly, it has been

shown that the structural difference between instantaneous

configurations under different external shear speeds is quantified

by the density of the imaginary normal modes [62]. Our method is

also applicable in these situations.

In general, we expect that the extracted structures are

dependent on the precise setup of the classification problem,

such as the temperature choice for each class. It would be

interesting to compare the characteristic glass structures

obtained from different reference high temperatures.

Further, such structures could be sensitive to the details of

the protocols, for example, the network architecture or the

number of epochs. The investigation of the effects of these

factors would be valuable.
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