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Everyone who has accidentally poured salt into their coffee instead of sugar and has noticed this only upon drinking is aware of the fundamental difference between aware and unaware errors. Whereas aware errors are consciously perceived upon their commission, unaware errors do not cross the threshold of conscious perception (and might only be noticed retrospectively when their sometimes unpleasant consequences are experienced). Performance monitoring is a key element of human goal-directed behaviour. Detection of performance errors can lead to behavioural modifications in order to reach a desired goal. The question arises whether these error detections need to become conscious in order to allow behavioural modifications. To answer these questions it is necessary to separate aware from unaware errors. While having participants report the awareness of an error is trivial, setting up an experiment that generates a sufficient number of unaware errors is far from trivial. In this Research Topic we will therefore provide a short overview over the history of research on error awareness and the different paradigms used.

Error processing is not limited to changes in brain activity – there are also changes in the autonomic nervous system. Previous studies have shown that pupil diameter, skin conductance response and heart rate are peripheral markers for error processing. These autonomic reactions might either help us to become aware of an error or might represent a consequence of the error becoming aware. Thus, one key question is what comes first: conscious detection of an error or the autonomic reaction?

Since the error processing system is complex, influencing factors can be manifold: from psychiatric illnesses disturbing relevant transmitter systems to structural changes after traumatic brain injury or stroke. One key symptom of major psychiatric and neurologic diseases is unawareness with respect to cognitive or bodily deficits. Is this type of unawareness related to impaired conscious error perception, and does it affect behavioural adaptations following errors?

The aim of the Research Topic is to provide an overview over the current research in error awareness. It aims at widening the angle on its topic by including contributions from cognitive neuroscience, psychiatry, and neurology. Furthermore, linking error awareness to awareness of bodily states seems highly necessary. The brain architecture involved in providing interoceptive awareness will therefore be discussed. One key structure in human interoceptive awareness is the insular cortex. Special emphasize will be put on the anatomy and pathology of this structure.
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Most people would agree that error processing is essential for goal-directed and adaptive behavior. Within error processing one main distinction can be made between errors that become consciously aware and errors that remain unrecognized. Up until now it is still not completely understood what actually makes the difference between aware and unaware errors. Potential influences on error awareness can be manifold: endogenous factors like lack of attention or lack of expertise or exogenous factors like time pressure or ambiguous task situations. Some psychiatric or neurological diseases are at least at the surface also related to impaired processing of negative action outcomes.

Responses to action errors are not only restricted to brain responses: also vegetative changes can be observed (for example pupil diameter and heart rate). It is still matter of an ongoing debate whether these autonomous changes are cause or consequence of error awareness. Research on error awareness-related brain activity requires experimental paradigms with which error awareness can be manipulated. Given the many different influences on error awareness described above this is not an easy task.

Why should one investigate the distinction between aware and unaware errors then? Is it worthwhile that every error becomes aware? Or isn't it sometimes more economical that mistakes are going unrecognized? There are fields in human life in which high accuracy is necessary and errors need to be addressed: for example physicians should always be aware of irregularities within their professional routine. For this purpose it would of course be highly relevant to know about factors that promote error awareness. Whereupon it is an interesting question in itself whether it needs awareness/consciousness to trigger compensatory behavior.

Also from the clinical perspective it might be relevant to understand error awareness: either to improve awareness (for example in anosognosia) or to limit awareness (for example in obsessive-compulsive or affective disorders).

In order to tackle these practical/clinical questions basic issues need to be addressed: are there separate functional correlates of processing aware and unaware errors? Is there a relationship between electrophysiological correlates of conscious error processing (error-related negativity, ERN) and the electrophysiological response sensitive to error awareness (the error-positivity, PE)? Is there a continuum spanning from aware to unaware errors? And if so, is it just an accumulation of evidence that makes the difference between the two extremes? What cognitive tasks are actually suited best to investigate unaware errors?

The E-Book on error awareness tries to address some of these questions in form of review articles and original research papers. The authors cover different methodological (EEG/ fMRI, temporospatial/ICA analysis approaches), theoretical (ERN vs. PE, evidence accumulation, role of consciousness, saliency), clinical/pharmacological (schizophrenia, serotonin) and functional/structural anatomical (anterior cingulate cortex; insular cortex) topics. Taken together the articles cover large parts of current debate in error awareness research.

The E-Book starts with an article addressing the role of consciousness in cognitive control and decision making. van Gaal et al. (2012) review studies on unconscious information processing thereby showing that unconscious information is well capable of influencing different aspects of cognitive functioning or information processing. Sharpening the theoretical focus into the direction of error processing Harsay et al. (2012) show that there is indeed a functional overlap in brain structures for processes that are related on a theoretical level: (aware) error processing and processing of salient events in the environment. Especially the insular cortex, a region that will be mentioned in some other contributions, too, is engaged in both processes. Steinhauser and Yeung (2012) contribute another interesting theoretical consideration: they propose that error awareness is the result of evidence accumulation which in turn is reflected in an electrophysiological marker within the brain-electrical response to performance errors: the Pe. In his review, Wessel (2012) discusses the question whether error awareness is purely reflected in the error positivity or what the relation between the ERN and error awareness might be. Shalgi and Deouell (2012) follow a similar argument: they show that the amplitude of the ERN is indeed related to error awareness. They relate differences in error awareness to differences in actually reporting erroneous reactions and the confidence with which this report is made. The following two papers present different accounts of evaluating/assessing electrical brain responses to errors: Murphy et al. (2012) used independent component analysis to isolate the Pe within their EEG signal. This analysis enabled them to check for correlations between Pe amplitude and for example latency of the awareness-report response on single trial basis. Endrass et al. (2012) put forward a more spatially oriented analysis: they used principal component analysis in order to characterize spatial factors contributing to the Pe: a centro-parietal positivity correlated significantly with error awareness. Addressing error awareness with a higher spatial resolution Orr and Hester (2012) report data from functional magnetic resonance imaging (fMRI) showing that error-related activity in the dorsal anterior cingulate cortex is significantly higher in aware as compared to unaware errors. Most interestingly this area is often discussed as being one potential generator for the ERN thereby pointing back to the considerations of Wessel (2012) and Shalgi and Deouell (2012) reflecting on awareness influences on the ERN. The following three articles extend the focus of discussion to the fields of underlying neurochemical mechanisms, anatomical and clinical considerations. Mueller et al. (2012) showed that the neurotransmitter serotonin seems to be important for regulating the coupling between cortical and cardiac responses in performance monitoring. This seems especially relevant given the fact that the insular cortex is heavily involved in detecting bodily changes—a function which might contribute to error awareness. This central role of the Insula in error awareness is discussed in a review by Klein et al. (2013) with a special emphasis on anatomical considerations of Insula subdivisions and related functional aspects. Klein et al. (2013) also provide some information on pathological states that might alter error awareness and might as well be associated with changes in the insular cortex. Clinical aspects are rounded up by Núñez Castellar et al. (2012) showing that schizophrenic patients have more difficulties in reaching adequate performance levels in a performance monitoring task and that related adaptations in behavior following an error are reduced in these patients.

We believe that the collection of excellent scientific contributions gathered in this E-Book provides important new insights into the mechanisms and implications of conscious error perception. In addition, a number of outstanding questions can be derived from the reported findings, for example: Is error awareness a necessary and sufficient pre-requisite of post-error adjustments? Do post-error adjustments differ with respect to their association with error awareness? Can we infer on conscious error perception just based on brain data in the absence of interospective judgments? Which brain lesions and other neurological and psychiatric disorders interfere with error awareness? Hence, this E-Book can and should serve as the basis for new research lines in this field.
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Here we review studies on the complexity and strength of unconscious information processing. We focus on empirical evidence that relates awareness of information to cognitive control processes (e.g., response inhibition, conflict resolution, and task-switching), the life-time of information maintenance (e.g., working memory) and the possibility to integrate multiple pieces of information across space and time. Overall, the results that we review paint a picture of local and specific effects of unconscious information on various (high-level) brain regions, including areas in the prefrontal cortex. Although this neural activation does not elicit any conscious experience, it is functional and capable of influencing many perceptual, cognitive (control) and decision-related processes, sometimes even for relatively long periods of time. However, recent evidence also points out interesting dissociations between conscious and unconscious information processing when it comes to the duration, flexibility and the strategic use of that information for complex operations and decision-making. Based on the available evidence, we conclude that the role of task-relevance of subliminal information and meta-cognitive factors in unconscious cognition need more attention in future work.
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INTRODUCTION

Although at first controversial, it is now generally accepted that several perceptual, emotional and cognitive processes can unfold in the absence of awareness. Laboratory examples of this are the processing of subliminal (unconscious) words and numbers (Marcel, 1983; Merikle et al., 1990; Greenwald et al., 1996; Dehaene et al., 1998; Kiefer and Spitzer, 2000), pictures of faces/houses (Sterzer et al., 2008; Kouider et al., 2009), tools (Fang and He, 2005), and emotional material such as angry faces or eye-gaze directions (Whalen et al., 1998, 2004). Going beyond visual perception, subliminal information processing has been demonstrated for auditory (Sadaghiani et al., 2009), somatosensory (Eimer et al., 2002) and olfactory (Li et al., 2007) information. In recent years the number of processes that operate or are influenced unconsciously has increased steadily, and now include reward- and motivation-related processes (Custers and Aarts, 2005; Pessiglione et al., 2007; Capa et al., 2011) as well as decision-making (Bargh and Morsella, 2008; Pessiglione et al., 2008; Custers and Aarts, 2010). One might wonder whether there are any processes that can exclusively be performed on conscious information. In this paper we review studies that explored the boundary conditions of unconscious information processing and specifically highlight those studies that were aimed at testing the role of consciousness in cognitive control, long-term information maintenance and strategic decision-making. Here, we mainly focus on cognitive aspects of unconscious information processing, although neural data is also discussed (see van Gaal and Lamme, (in press) for a review of the literature in the field from a more neural perspective).

CONSCIOUSNESS AND COGNITIVE CONTROL

Some authors have argued that there might be some (cognitive) processes truly bound to consciousness, although this is strongly debated (for reviews see Umilta, 1988; Dehaene and Naccache, 2001; Jack and Shallice, 2001; Mayr, 2004; Hommel, 2007; Kunde et al., 2012). One of the major candidates for this is cognitive control, a general term for cognitive functions that allow us to rapidly and flexibly adapt our behavior when necessary. Cognitive control functions include error detection and correction mechanisms, conflict resolution, response inhibition, and task-switching. These functions are all strongly associated with the prefrontal cortex, which many consider pivotal for generating awareness (for reviews see Rees, 2007; Dehaene and Changeux, 2011; Lau and Rosenthal, 2011).

Interestingly, some cognitive control processes can be activated by unconscious stimuli. To our knowledge, the first to show that some control processes can be initiated fully automatically and unconsciously were Eimer and Schlaghecken (Eimer and Schlaghecken, 1998; Eimer, 1999). In an impressive set of studies, they showed that unconscious (masked) arrow primes initially facilitated responses, but can also inhibit responses in certain circumstances. In their tasks, subjects generally have to respond to a target-arrow (e.g., ») that can be preceded by a congruent (») or incongruent («) masked prime-arrow. When the interval between the prime and target is short (e.g., 50 ms), subjects respond faster and make fewer errors to congruent than to incongruent trials, as might be expected. However, crucially, when the delay between prime and target was increased (>100 ms), there was no response facilitation but rather automatic inhibition of these responses. This led to the counterintuitive observation that response times (RTs) were faster and error rates lower to incongruent trials compared to congruent trials (note that part of the effect might be explained by lower-level stimulus characteristics, see Lleras and Enns, 2004; Jaskowski and Przekoracka-Krawczyk, 2005; Schlaghecken and Eimer, 2004). More recently, automatic inhibition paradigms have been combined with brain-imaging tools and the results suggest that automatic inhibition relies on activity in the caudate and thalamus (Aron et al., 2003) as well as the supplementary motor areas (Sumner et al., 2007).

Recent studies have demonstrated the possibility to initiate more “voluntary” forms of response inhibition unconsciously, as studied by using the Go/No-Go task and the stop-signal paradigm (Hughes et al., 2009; van Gaal and Lamme, (in press)). In these tasks, subjects are required to inhibit an already initiated (stop task) or planned response (Go/No-Go task). To illustrate, in one of these experiments, subjects were instructed to respond as fast as possible to the direction of an arrow (the go stimulus), but to withhold this response when the word “STOP” (the “stop stimulus”) was presented briefly and quickly after the go-arrow (Figure 1A). However, when another word (e.g., “BLUF,” the “go-on stimulus”) was presented, subjects had to continue responding to the direction of the go-arrow. Crucially, the visibility of the stop/go-on stimulus was manipulated by presenting it in between random letter masks. Therefore, on some trials these stimuli were clearly visible, whereas on other trials they were not. Behaviorally, subjects slowed down their responses to unconscious stop-signals (compared to unconscious go-on signals), as if the STOP signal was briefly processed but not enough to cause a full response inhibition. When electrophysiological responses to unconscious stop- and go-on signals were compared, a cascade of neural events could be observed, starting early at occipital electrodes, swiftly progressing to fronto-central (the N2 ERP component) and centro-parietal electrode sites (the P3 ERP component), later in time (Figure 1B). Interestingly, in the conscious condition the magnitude of the N2 ERP component was correlated with the efficiency of inhibitory control across subjects (the stop-signal reaction time) and with the magnitude of slowdown to unconscious stop-signals. Thus, the N2 ERP component likely reflects the initiation of inhibitory control, irrespective of the conscious awareness of the control-initiating stop-signal. The frontal origin of this effect has been confirmed by source reconstruction of the EEG signals (van Gaal et al., 2008) as well as by fMRI (van Gaal et al., 2010b), in similar tasks. In fMRI, RT slowing to unconscious No-Go signals was associated with focal activations in the pre-SMA and inferior frontal cortices, bordering anterior insula (van Gaal et al., 2010b), whereas response inhibition to visible No-Go signals was related to large scale activation in a typically observed fronto-parietal “inhibition network” (Aron, 2007; Simmonds et al., 2008). The strength of activation in the unconscious inhibition network was correlated with the extent of slowdown to unconscious No-Go signals across subjects, suggesting that this activation is functional in a sense that it is related to behavioral effects of cognitive control.
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Figure 1. (A) Task-set-up. (B) Electrophysiological processing across time of a masked stop-signal (the word “STOP”) compared to a control “go-on” condition (e.g., the word “BLUF”). Three neural events can be distinguished: (1) an early event at occipital electrodes, (2) a middle event at fronto-central electrodes (The N2 ERP component), and (3) a late event at centro-parietal electrodes (The P3 ERP component). Adapted with permission from van Gaal et al. (2011).



Recent results suggest that several cognitive control functions other than response inhibition can be triggered by unconscious or unnoticed stimuli (for a recent review see van Gaal and Lamme, (in press)), including task-set preparation (Mattler, 2003; Lau and Passingham, 2007; van Opstal et al., 2010; de Pisapia et al., 2011; Reuss et al., 2011; Zhou and Davis, 2012), conflict detection/resolution (Ursu et al., 2009; D'Ostilio and Garraux, 2012) (but see Dehaene et al., 2003; Bruchmann et al., 2011), motivation (Pessiglione et al., 2007; Aarts et al., 2008; Custers and Aarts, 2010) and error detection (Nieuwenhuis et al., 2001; Hester et al., 2005; Klein et al., 2007; O'Connell et al., 2007; Belopolsky et al., 2008; Cohen et al., 2009; Pavone et al., 2009; Dhar et al., 2011) (but see Woodman, 2010). To illustrate, Lau and Passingham (2007) cued participants consciously to perform either a phonological or semantic judgment on an upcoming word. This conscious instruction cue was always preceded by a conscious or unconscious prime associated with the same or the alternative task (congruent vs. incongruent trials) (see also Mattler, 2003 for a behavioral version of this experiment). When participants were unconsciously primed to perform the phonological task, there was increased activity in a cortical network associated with this task (premotor cortex) and decreased activity in the cortical network associated with the semantic task (inferior frontal cortex and middle temporal gyrus), and vice versa. These results demonstrate that task-related neural networks, incorporating prefrontal cortex, can be modulated unconsciously. Further, the authors showed that unconscious primes triggered stronger activity in the dorsolateral prefrontal cortex compared to conscious primes, irrespective of the specific task being cued. Recently, Zhou and Davis (2012) went one step further and demonstrated that this effect was not caused by low-level perceptual priming and could still be observed when the unconscious cue was not part of the consciously instructed task-set.

Although it has repeatedly been observed that the strength of unconscious information processing increases considerably with practice and learning (Damian, 2001; van den Bussche et al., 2009; van Gaal et al., 2009), it has been shown that strong stimulus-response bindings are not a prerequisite for subliminal processing to occur (for a meta-analysis see van den Bussche et al., 2009). However, primes that are also included as targets (“repeated primes”) have a stronger impact and might affect motor responses earlier (have a faster time-course) than primes that are not included as targets (“novel primes”) (Finkbeiner and Friedman, 2011). In fact, also for higher-level cognitive control processes, such as response inhibition, stimulus-response mappings can be flexibly changed without abolishing unconscious priming effects. In a task in which a masked stimulus (diamond or square) could be associated with either a Go or No-Go response, but the specific mapping of stimuli onto these actions varied on a trial-by-trial basis (by virtue of a pre-cue), it was recently demonstrated that the same unconscious stimulus could have a substantially different effect on behavior and (prefrontal) brain activity depending on the rapidly changing task-context in which it was presented (Wokke et al., 2011).

In conclusion, several “high-level” (prefrontal) cognitive functions, such as response inhibition and task-switching, have been observed to be influenced and modulated by subliminal stimuli. These activations seem truly functional, because they are associated with behavioral indices of cognitive control. In the next section, we will discuss the influence of top-down factors (e.g., attention, task-set) on the extent of subliminal information processing and whether subliminal information can initiate top-down cognitive task-sets itself.

CONSCIOUS AWARENESS AND TOP-DOWN COGNITIVE CONTROL

Traditionally, it has been assumed that unconscious processes were rather automatic, inflexible, and independent of top-down cognitive control (see Hommel, 2007; Kiefer et al., 2012 for reviews). However, accumulating evidence shows that unconscious information processing is not fully automatic, but can be modulated by several top-down cognitive and attentional factors. Overall, the instructed task-set and subjects' strategy strongly affects the strength, direction and depth of subliminal information processing (Kunde et al., 2003; Greenwald et al., 2003; Ansorge and Neumann, 2005; Kiefer and Martens, 2010; Al-Janabi and Finkbeiner, 2011; O'Connor et al., 2011). For example, the top-down instructed task-set, e.g., either to read aloud a visible target word or to categorize it as representing natural or artificial objects, can change the processing route taken by an unconscious (masked) word preceding the target word (Nakamura et al., 2007). Along similar lines, Kiefer and Martens (2010) recently showed that the N400 ERP component to unrelated prime-target pairs (e.g., masked word “chair” followed by a visible target word “leaf”), compared to related prime-target pairs (e.g., masked word “chair” followed by visible target word “table”), was enhanced when a semantic task-set was induced by a visible cue presented immediately before each trial and was attenuated by a perceptual task-set (see also Martens et al., 2011). Further, attended subliminal stimuli have a stronger impact on behavior than unattended subliminal stimuli, and this is the case for spatial attention (Kentridge et al., 1999, 2004, 2008; Sumner et al., 2006; Bahrami et al., 2008a; Marzouki et al., 2008; Finkbeiner and Palermo, 2009), temporal attention (Naccache et al., 2002; Kiefer and Brendel, 2006; Fabre et al., 2007) and during attentional load (Bahrami et al., 2008b; Martens and Kiefer, 2009).

Task-relevant (attended) stimuli are processed stronger than task-irrelevant (unattended) stimuli, even when unconscious. Ansorge and Neumann (2005) showed that task-relevant prime features (e.g., shape) affected responses to the target only when the shape dimension was response relevant, but not when this feature was task-irrelevant, for example when the color of the target determined the required response (see also Tapia et al., 2010). We recently explored the role of task-relevance of subliminal information using EEG in a task in which subjects had to respond as fast as possible to a black Go annulus, unless it was preceded by a briefly presented gray circle (the no-go stimulus). Due to variations in the SOA between the No-Go circle and Go annulus, on some trials the No-Go circle was perceived consciously, whereas on others it was not. On the current trial, unconscious No-Go circles activated prefrontal control networks (van Gaal et al., 2008), and the extent to which correlated strongly with the amount of RT slowing to these stimuli. Crucially, exactly the same subliminal gray circle did not activate the PFC when it was task-irrelevant, but presented in a highly similar task-context (although it yielded similar early visual responses). This result highlights that the processing route taken by an unconscious stimulus strongly depends on task-relevance (and attention to the stimulus), and that task-irrelevant subliminal stimuli probably decay rapidly while progressing up in the cortical hierarchy. Recently, it has been observed that, under some conditions, cognitive control processes can still be influenced by subliminal stimuli presented outside the direct focus of spatial attention (Rahnev et al., 2012).

The role of attention and other top-down factors for unconscious information processing might depend on type of information to be processed. Recent research suggests that attention might be more crucial for “neutral” stimuli (e.g., numbers: Naccache et al., 2002) than for emotional, arousing or “evolutionary relevant” stimuli. To illustrate, Finkbeiner and Palermo (2009) have found that masked pictures of face stimuli produced priming regardless of whether they were spatially attended (however, this was not the case for subliminal eye-gaze cues: Al-Janabi and Finkbeiner, 2011). In contrast, other non-face stimuli (animals, vegetables) only produced subliminal priming when attended (see also Harry et al., 2012). However, although it seems that the threshold for conscious access is lower for emotional stimuli (Gaillard et al., 2006) and that these produce stronger priming (Brooks et al., 2012), also emotional information processing does not seem to be fully automatic and is also modulated by top-down “attentional sensitization,” at least to some extent (Kiefer et al., 2012). In fact, even when emotional pictures (e.g., faces) are presented fully consciously their depth and extent of processing seem to be facilitated by attentional factors (Pessoa et al., 2002, 2003).

Attention itself can also be attracted unconsciously (for review see Mulckhuyse and Theeuwes, 2010), for example by threatening (Lin et al., 2009), emotional (Vuilleumier and Schwartz, 2001; Brooks et al., 2012), erotic (Jiang et al., 2006), or socially relevant stimuli (Sato et al., 2007), but also by lower-level stimulus attributes, such as gamma flicker (Bauer et al., 2009) and stimulus orientation (Rajimerhr, 2004). Recently, it has been shown that individual differences in attentional bias to masked fearful faces are related to gray matter volume in the anterior cingulate cortex (Carlson et al., 2012), suggesting that these attentional effects are truly top-down mediated.

The literature reviewed above illustrates that consciously instructed task-sets and strategies as well as attentional factors strongly influence the processing of subliminal stimuli in various ways. At present, it is still an open and important question whether top-down task-sets can also be triggered by subliminal information. Several studies have reported so-called “top-down context effects.” In these experiments, subjects generally perform a masked priming task consisting of congruent and incongruent prime-target pairs. The crucial manipulation in such experiments is the ratio of congruent and incongruent trials within experimental blocks. In blocks in which the prime direction does not predict the direction of the upcoming target (50% congruent and 50% incongruent trials) subjects are generally faster to congruent than to incongruent trials. However, several experiments have consistently revealed that the impact of conflicting stimuli on behavior is larger when incongruent prime-target pairs are infrequent (∼20%) compared to when these are frequent (∼80%), at least when conflicting stimuli are presented consciously (for review see Desender and van den Bussche, 2012). In fact, the effect might even completely reverse in such a way that responses to incongruent prime-target pairs are faster than to congruent pairs (Merikle and Joordens, 1997; Daza et al., 2002), because subjects are able to strategically use the prime information to predict the upcoming target category. Even for conscious trials this might take some time (∼400 ms), suggesting that these strategic effects take some time to build up (Ortells et al., 2003). These conscious strategic effects were recently only observed for spatially attended stimuli, but not for unattended ones (Ortells et al., 2011). At present it is still disputed whether such context effects depend on the conscious awareness of the primes, because several studies have reported an absence of congruency effects when the conflicting stimuli were presented subliminally (Merikle and Joordens, 1997; Daza et al., 2002; van den Bussche et al., 2008; Heinemann et al., 2009). However, other studies have shown that context effects also apply to unconscious prime stimuli (Jaskowski et al., 2003; Bodner and Masson, 2004; Wolbers et al., 2006; Klapp, 2007; Bodner and Mulji, 2010). Interestingly, these context effects initiated by subliminal primes might be related to increased connectivity between the pre-SMA and stimulus-related (LOC) and motor-related (putamen) brain areas (Wolbers et al., 2006), suggesting that the pre-SMA plays a role in the strategic control over the processing of subliminally presented conflicting stimuli.

Several authors have noted that it is important to examine whether these context effects are truly unconscious, at all processing levels, and which part of the effect might be explained by meta-cognitive (conscious) processes. For example, subjects might become aware of the increased error rate, experienced “difficulty” or “effort” on blocks with high numbers of conflicting trials and thereby might strategically adapt their response strategy or attentional focus (Jaskowski et al., 2003; Kinoshita et al., 2008, 2011, for a more extensive discussion of this issue see Desender and van den Bussche, 2012 and below). Therefore, it is still an open question whether top-down context effects can also be initiated by unconscious stimuli (Dehaene and Naccache, 2001).

Heinemann et al. (2009) studied the role of conflict awareness in a slightly different way, namely by examining the role of context on conflict frequency effects, also referred to as the context-specific proportion congruent effect (see also Crump et al., 2006). They performed a typical masked priming task in which subjects had to categorize target numbers as being larger or smaller than 5. A target was always preceded by a masked prime number that could be congruent or incongruent to the target. Crucially, just before the presentation of the prime-target pair they presented a colored rectangle at the background that determined the congruency context (the colored rectangle disappeared upon presentation of the response feedback). One color was consistently associated with a low interference context (80% congruent trials, 20% incongruent trials), whereas another color was associated with a high interference context (20% congruent trials, 80% incongruent trials). As predicted, for weakly masked primes (visible) the congruency effect (RT incongruent—RT congruent) was significantly smaller in the high interference context than in the low interference context (32 vs. 54 ms). Crucially, they showed that these context-specific congruency effects were absent for strongly masked (poorly visible) trials. The authors concluded that context-specific congruency adaptation requires conscious representation of the conflicting information. Interestingly, previous work suggests that, even when using visible stimuli only, subjects do not have any explicit awareness of the congruency manipulation in similar tasks (Crump and Milliken, 2009). Therefore, it has been suggested that context-specific congruency effects might not depend on explicit knowledge of the congruency proportions, but might require sufficiently strong (i.e., conscious) representations of the prime, target and context (Kunde et al., 2012).

In a recent study, van Opstal et al. (2011a) took a somewhat different approach and demonstrated that context effects might indeed be initiated by subliminal primes. In their task, subjects had to indicate whether two target numbers (e.g., 3–3) were the same or different. These target numbers were always preceded by a masked (subliminal) prime. The crucial comparative prime consisted of a capital letter and a lower-case letter (A-a). In one experiment these primes were mixed with primes consisting of two completely different letters (a-D, the low-similarity context, Figure 2A), whereas in another experiment they were mixed with primes consisting of exactly the same letters (a-a, the high-similarity context, Figure 2B). In the low-similarity context where a-A primes were relatively similar to a-a primes (compared to a-D primes), a-A primes facilitated a “same” response to the targets (Figure 2C). On the other hand, the same prime (a-A) presented in the high-similarity context (containing a-a primes) was relatively different and indeed facilitated a “different” response to the targets (Figure 2D). Importantly, RTs were equated across conditions and, therefore, could not (directly) explain the observed effects. This may be an important step in further pushing the boundaries of unconscious information processing and opens the possibility that also a top-down task-set may be enabled unconsciously (Dehaene and Naccache, 2001).
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Figure 2. (A,B) Task-set-up. (C,D) Response times for the low-similarity and high-similarity context for the different prime types and prime-target congruency. Adapted with permission from van Opstal et al. (2011a).



By now it is well established that subliminal information processing (e.g., its depth, extent, and direction) is influenced by several top-down cognitive functions, such as attention, task-set and strategy. However, whether top-down context effects themselves can be initiated or affected by subliminal stimuli is still under scrutiny (see also Kunde et al., 2012). In this respect, the underlying mechanisms, boundary conditions and role of awareness in blockwise congruency effects (Desender and van den Bussche, 2012) and context-specific proportion effects (Heinemann et al., 2009) are interesting avenues for future experimentation. Next, we will discuss another crucial and disputed aspect of subliminal information processing: its alleged short-lived nature.

THE LIFE-TIME OF SUBLIMINAL INFORMATION PROCESSING

The amount of time that unconscious information can influence cognitive processing is strongly debated. Typical masked priming studies have reported a sharp decrease in the processing of masked primes with the passage of time and it has been observed that the influence of unconscious stimuli disappears within approximately half a second (Greenwald et al., 1996; Mattler, 2005). Although this initial evidence strongly pointed into the direction of a severely limited duration of unconscious processes (see also Kunde, 2003), recent studies question this assumption and have shown subtle influences of subliminal information across relatively long periods of time.

A recent fMRI study showed strong and long-lasting effects of unconscious task-relevant stimuli that were used for instrumental conditioning (Pessiglione et al., 2008). Pessiglione and colleagues performed a study in which subjects had to learn stimulus-value associations for stimuli that were presented below the threshold of awareness because of pattern masking. Some masked cues were paired with monetary gains whereas others were coupled with monetary losses. Subjects performed a task in which they could opt for a safe choice that was never rewarded or punished, or they could opt for a risky choice that could be rewarded (+£1), punished (−£1), or remain neutral. Behaviorally, subjects chose the risky response more often following reward predictive (masked) cues compared to punishment predictive (masked) cues. Further, the effect was larger toward the end of the experiment after many trials had been presented. The implicit learning of cue-value associations was related to activation in the ventral striatum. Arguably, one of the most surprising and interesting aspects of these results was that the delay between the masked cue and the eventual decision could be up to 3 s, suggesting a relatively long duration of unconscious information processing (although an RT analysis was not reported, precluding an analysis of which prime processing durations were driving the behavioral effect).

Other long-term subliminal effects were recently reported in various memory paradigms. Although consciousness and (working) memory seem intimately related (Dehaene and Naccache, 2001; Baars and Franklin, 2003), recent studies suggest that at least some components of memory might also operate outside of consciousness. In several experiments, Voss and colleagues demonstrated another form of memory, namely recognition memory, without explicit stimulus awareness (Voss et al., 2008; Voss and Paller, 2009). They used colorful complex geometric shapes (also referred to as “kaleidopscope images”) that were shown in a learning phase and were tested in a recognition test afterwards (the test-set is relatively large and the stimuli are highly similar). When new and old items were presented simultaneously in the recognition phase, subjects often make correct forced-choice decisions about these images without any explicit recognition or subjective confidence; in fact, subjects typically felt they were merely guessing (see also Jeneson et al., 2010). Interestingly, subjects' guess responses were more likely to be accurate when the stimuli were initially presented during divided-attention than during full-attention in the study phase, and when subjects were encouraged to guess instead of encouraged responding confidently during the test phase. It seems that instructions that encourage guessing can facilitate responses based on rapid visual information processing, without competing (and distracting) influences from explicit retrieval processes (Voss and Paller, 2010).

Recently Soto et al. (2011) went one step further and specifically tested the relation between working memory and awareness (see also Hassin et al., 2009). They briefly presented either a Gabor cue (16.7 ms) with a specific orientation, or a blank screen, followed by a mask. After a retention interval (2–5 s) a test Gabor stimulus was presented and subjects had to indicate whether the orientation of the masked Gabor cue was tilted clockwise or counter-clockwise with respect to the orientation of the target Gabor. Following this orientation response, subjects had to indicate their subjective awareness of the masked Gabor cue on a 4-point scale (ranging from 1 = “did not see anything,” to 4 = “saw the stimulus and its orientation”). For subjectively invisible Gabor cues (all “1” responses) objective orientation comparisons with the target were above chance level (generally just above 55% in several experiments), even when a conscious or unconscious distractor Gabor was presented in the retention interval. Based on this, the authors concluded that “visual memory can encode, maintain and access unconscious items for explicit discrimination goals” (p. 913). In this experimental setup, the authors' interpretation relies on the assumption that the subjective awareness measure was sensitive enough to fully isolate unaware Gabor cues from (partly) aware Gabor cues. At present, this issue needs some further exploration (Overgaard et al., 2006; Block, 2011), mainly because subjects generally used the lower ends of the subjective awareness scale (55% of the trials fell in category 1, 34% in category 2, 5% in category 3 and 6% in category 4) and because objective Gabor detection performance (compared to “nothing” trials) was above chance-level for all “1” responses (d′ = 0.297). However, if confirmed, the demonstration of unconscious working memory, resistant to distraction, may have large implications for neurobiological and cognitive theories of consciousness.

In all of the discussed studies so far the subliminal stimulus affected (behavioral) responses directly, on the current trial. However, longer-lasting trial-by-trial modulatory effects of subliminal stimuli are sometimes also reported, and the role of awareness in both cognitive processes might differ considerably (Dehaene and Naccache, 2001; Boy et al., 2010). Typical trial-by-trial modulations are the slowing of responses after errors (post-error slowing) and the reduction of conflict interference after high-conflict compared to low-conflict trials (conflict adaptation). These effects are generally thought to originate from increased prefrontal top-down control triggered by the error/conflict signal (Cohen et al., 2000; Botvinick et al., 2001; Ridderinkhof et al., 2004), although other interpretations have also been proposed (Hommel et al., 2002; Mayr et al., 2003; Notebaert et al., 2009; Schlaghecken and Martini, 2012). It is debated whether unconscious information can elicit strategic, trial-by-trial and long-lasting (top-down) modulations over subsequent stimulus processing (Desender and van den Bussche, 2012). We will discuss the potential role of awareness in conflict adaptation first (Greenwald et al., 1996; Kunde, 2003).

In a seminal study published in 1996, Greenwald and colleagues demonstrated that a subliminal prime-target pair (consisting of valenced words, e.g., bomb-kiss) leaves no “memory trace” that influences responding to the next prime-target pair (Greenwald et al., 1996). Some years later, Kunde (2003) came to the same conclusion. In his experiment, participants performed a speeded two-choice response to a target arrow that was preceded by a smaller arrow (the prime). Because the prime fitted within the contour of the target, the target functioned as a (metacontrast) mask and ensured that participants did not become aware of it when it was presented briefly (14 ms), but they did when it was presented somewhat longer (126 ms). Although in the masked conditions, the prime could not consciously be perceived, RTs were faster and subjects made fewer errors when the prime and target were congruent than when they were incongruent (i.e., an unconscious correspondence effect). In contrast to these same-trial effects, conflict adaptation (when the correspondence effect on trial n is smaller when trials were preceded by an incongruent trial compared to a congruent trial on trial n-1, Gratton et al., 1992), was only the case when primes were presented consciously, and not when primes were presented subliminally.

In recent years, others have replicated these results using a variety of paradigms; conflict adaptation effects are fully abolished when the conflicting primes are strongly masked (Greenwald et al., 1996; Kunde, 2003; Frings and Wentura, 2008; Boy et al., 2010; Ansorge et al., 2011). However, in some recent studies conflict adaptation has been observed for masked prime stimuli, although the effect is generally small (Bodner and Mulji, 2010; van Gaal et al., 2010a; Francken et al., 2011). Recently, we have suggested that this discrepancy between studies might be due to the timing and the attentional engagement of the subject in between trials. At short trial intervals, the fleeting nature of the subliminal prime stimulus (Dehaene and Naccache, 2001) might cause the effects to dissappear easily, either by overall distraction or by the mere elapsing of time and strong attentional involvement might slow down this process somewhat (note that primes are always task-irrelevant in these tasks). In fact, this might also be the case for conscious stimuli, but at a slower pace (Danielmeier and Ullsperger, 2011; Egner et al., 2011). Recently, Desender and van den Bussche (2012) reviewed a large set of studies regarding the role of awareness in conflict adaptation and highlighted some alternative interpretations of conflict adaptation effects that were driven by subliminal stimuli. They reasoned that, although the stimulus itself might be strongly masked and, therefore, subliminal, the effect it has on behavior and cognition might become conscious and drive conflict adaption. Subjects might for example be able to monitor their RTs (Marti et al., 2011) and because responses to incongruent trials are generally slower than to congruent trials, subjects might become aware of the conflict or difficulty by this means. Recently, it has been observed that our “sense of control” is larger following congruent than incongruent trials (or when action selection is “smooth and easy”) (Wenke et al., 2010). In the case of unconscious conflict, we might sense an increased difficulty that calls for an increase of our sense of control over behavior, leading to trial-by-trial behavioral adaptations, such as conflict adaptation and post-error slowing.

Neuroimaging has revealed that unnoticed errors do trigger some aspects of error monitoring, such as ACC activity and Error-related Negativity (ERN) ERP modulations, but not others, such as insula activation and Error Positivity (Pe) ERP modulations, although evidence is mixed (Nieuwenhuis et al., 2001; Hester et al., 2005; Overbeek et al., 2005; Klein et al., 2007; O'Connell et al., 2007; Pavone et al., 2009; Ullsperger et al., 2010; Woodman, 2010; Dhar et al., 2011). To examine the behavioral consequences of aware and unaware errors, research has focused mainly on post-error slowing: the behaviorally observed slowing that occurs after the commission of an error (compared to a correct response), potentially as a strategy to prevent future errors. It has been observed that unnoticed (or unconscious) errors sometimes elicit small post-error slowing effects (Cohen et al., 2009) whereas sometimes they do not (Nieuwenhuis et al., 2001; Endrass et al., 2007; Klein et al., 2007; van Gaal et al., 2009). Recently, we have explored the trial-by-trial effects of errors made to unconsciously presented stimuli (responses to subliminal No-Go stimuli) (Cohen et al., 2009). To do so, we separated responses on trials with a conscious No-Go circle (termed “conscious errors”), responses on trials with an unconscious No-Go circle (“unconscious errors”), and responses on go trials (Figure 3A). Subjects slowed down their responses considerably after conscious errors (∼20 ms) and very subtly (but significantly) after unconscious errors (∼3 ms). Spectral granger causality analyses revealed that conscious errors elicited top-down modulations from frontal electrodes to occipital electrodes leading up to the next trial (in the inter-trial-interval) (see also King et al., 2010 for error-related top-down modulations of motor and sensory regions using fMRI). Crucially, these top-down modulations were also observed after unconscious errors (Figure 3B), thus suggesting that unconscious events can elicit an “automatic” feedback loop in the absence of stimulus awareness. Importantly, in this task, RTs on the previous trial on which the unconscious error was made were equal, ruling out the possibility that these longer-lasting trial-by-trial effects were due to the conscious monitoring of RTs on the previous trials (Marti et al., 2011). However, whether these effects can be explained by other meta-cognitive processes such as experienced “effort” or “difficulty” is an avenue for future research (Wenke et al., 2010; Desender and van den Bussche, 2012). It is interesting to note that although unaware errors seem to elicit relatively strong neural activity on the current trial (mainly in the medial frontal cortex) which are accompanied and followed by short-lived increases in top-down interactions that might drive automatic behavioral adaptations at relatively short inter-trial intervals (Cohen et al., 2009), long-term behavioral adaptations on the next trial are generally weak. Therefore, although speculative, error awareness might be beneficial for broader longer-lasting control adaptations that might be associated with activation in the anterior insula (Ullsperger et al., 2010) and reflected in the (late part) of the Pe ERP component (Nieuwenhuis et al., 2001; Endrass et al., 2007).
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Figure 3. (A) Task-set-up. (B) Response errors committed to trials containing a conscious No-Go signal and unconscious No-Go signal elicit long-lasting top-down influences from medial frontal (MFC) to occipital (OCC) regions (electrodes) in a broad frequency band (∼1–12 Hz), leading up to the next trial. Effects for each of the three conditions separately (upper panel) and the difference plots (lower panel) are shown. Time 0 is the presentation of the Go-signal (black annulus). Plots are separated by the significance of the event on the previous trial (correct Go response, conscious error, or unconscious error). Adapted with permission from Cohen et al. (2009).



Overall, the discussed studies suggest that, under some specific conditions, subliminal information might durably affect behavior and brain activity, sometimes even beyond several seconds (Gaillard et al., 2007; Pessiglione et al., 2008; Capa et al., 2010; Soto et al., 2011). Occasionally indirect consequences of subliminal (affective) information can be measured for several minutes (Gaillard et al., 2007) and up to even as long as 24 h after its presentation (Sweeny et al., 2009). Although some of these effects may be caused by a form of learning and, therefore, synaptic changes rather than long-lasting (and active) subliminal activation (Gaillard et al., 2007), other effects might be truly mediated by the active maintenance of information across several seconds of time. In the next section, we will focus on the role of stimulus awareness in the integration of information across time and space.

CONSCIOUSNESS AND DECISION-MAKING

The literature we reviewed so far shows that unconscious information can affect high-level processes, and might even act on aspects of cognitive control and (working) memory. Lastly, we will discuss studies that investigated whether and how unconscious information can be accumulated across time or space for perception and decision-making. Active information integration is considered one of the hallmarks of consciousness by many contemporary models of consciousness (Tononi and Edelman, 1998; Engel and Singer, 2001; Crick and Koch, 2003; Baars, 2005; Seth et al., 2008).

Several recent studies have observed that, under some conditions, subliminal information can be accumulated and integrated spatially across the visual field (van Opstal et al., 2011b). In one of van Opstal's experiments, subjects were presented with 4 spatially separated numbers (primes) that were preceded and followed by masks that prevented conscious perception of the primes. A target, also consisting of four digits, followed the prime rapidly and subjects had to indicate whether the mean of the 4 target digits was more or less than 5. Interestingly, the mean of the subliminal primes affected RTs and accuracy to target responses, suggesting that so-called “ensemble statistics” might be extracted unconsciously. Other recent evidence also suggests that multiple unconscious stimuli can be integrated across space, for example when visual scenes are presented in the absence of awareness because of continuous flash suppression (Mudrik et al., 2011). Also, expert chess players (but not novices) are able to extract whether a subliminal (masked) simplified chess configuration entails a checking configuration or not. However, this was only the case for highly familiar chess configurations, and was not present in a task that required the integration of local features, namely field color (black or white) and chess piece (rook or knight). This suggests that experts have created chunks of common chess configurations in long-term memory (which novices have not) and, therefore, that they might not actively have to integrate individual stimulus features (Kiesel et al., 2009). Generally, the extent of practice might be crucial and partly explain why evidence in the field is somewhat mixed. Others have shown that the integration of local features into global shapes does require stimulus awareness, for example when stimuli are rendered invisible due to counter-phase flickering of stimulus contrast (Schwarzkopf and Rees, 2010).

Unconscious information also seems to be integrated or accumulated across time, at least to some degree. Previous studies have shown that subliminal information can be accumulated linearly over a few hundreds of milliseconds (Jaskowski et al., 2003; Vorberg et al., 2003; Wentura and Frings, 2005; Del Cul et al., 2007; Frings et al., 2008). For example, Jaskowski et al. (2003) nicely showed that increasing the number of primes presented before a target increases the behavioral priming effect. In their task, subjects were required to respond to the spatial location of a square with horizontal gaps presented together with a square without such gaps. Targets could be preceded by either 1, 2, 3 or 4 primes (presented for 35 ms each) which were smaller copies of the target. Because the squares in every next stimulus were slightly larger than the previous ones, they masked the preceding stimulus. They showed that each of the 4 primes had an influence on the response to target, and that with increasing number of primes the priming effect was larger. Similarly, Vorberg et al. (2003) have shown that when the time between prime and target is increased (from 14 to 86 ms in steps of 14 ms) the behavioral priming effect increases monotonically. Subjects had to respond to the direction of a metacontrast target arrow that was preceded by a smaller version of it. Importantly, because the stimuli were presented outside the focus of attention (below and above fixation), there were no SOA-related changes in prime awareness (see also Schmidt et al., 2010). Together, these results suggest that subliminal information can be accumulated over short periods of time (<150 ms) and increasingly impact behavior.

However, while the accumulation of information may be possible irrespective of the level of awareness over short periods of time, recent studies have shown that awareness might play an important role when the time across which information has to be accumulated is increased. de Lange et al. (2011) performed a task in which subjects had to accumulate multiple pieces of evidence across 1.5 s. On each trial, subjects were presented a stream of five arrows, each of which could point to the left or right with equal probability. They had to quickly decide on the direction of the majority of arrows, guessing if necessary (Figure 4A). The strength of the evidence could range from one (low evidence, e.g., two left and three right arrows) to five (high evidence, e.g., five right arrows). The visibility of the arrows was manipulated by masking them with an effective metacontrast mask leading to arrows near the threshold of awareness (low visibility condition) or with an equiluminant but less effective “pseudo” mask (leading to high visibility). On each trial, all arrows were either of low- or high visibility. Qualitative differences in perception were confirmed by objective as well as subjective discrimination measurements (leading to low vs. high visibility arrows, instead of conscious vs. unconscious arrows). Importantly, stimulus and mask duration were identical for both conditions, which allowed the comparison of behavioral performance of evidence accumulation (and the underlying neural responses) without confounding stimulus visibility with basic task parameters (e.g., signal strength) (Lau, 2008; Francken et al., 2011). Behaviorally, subjects were able to accumulate evidence over time for both visibility conditions (Figure 4B). However, there were marked qualitative differences in how information was accumulated for the different levels of awareness. First, decision-making speed was modulated by the amount of accumulated evidence, but only for high-visible stimuli (Figure 4C). Second, once enough evidence had been gathered, participants strategically reduced the impact of new incoming stimuli (Figure 4D). Crucially, by using the same stimulus parameters but now in a masked priming task, it was observed that the amount of bottom-up information provided by the arrows was the same for both conditions, as reflected in an equal size of the behavioral priming effect for both visibility conditions (Figure 4E). Thus, although unconscious evidence may be accumulated in a linear fashion, i.e., adding and subtracting new information without any regard to the history of prior accumulated evidence, non-linearities in evidence accumulation (for example, reducing the weight of new information under conditions of high certainty, Kiani et al., 2008; de Lange et al., 2010) may be present only for fully consciously perceived information. This qualitative difference (linear vs. non-linear integration) was also observed in concurrently measured neural recordings: occipito-parietal regions that were involved in the accumulation of the sensory evidence showed a “linear” stereotypic response when presented with near-threshold information, but modulated their activity strategically during the task for clearly visible information. These results suggest that the level of awareness of information changes decision-making: while accumulation of evidence is already possible for low visibility information, high visibility allows evidence to be accumulated up to a much higher-level, leading to important changes in strategic top-down decision-making.
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Figure 4. (A) Task-set-up. (B) Decision-making performance as a function of accumulated evidence. Negative and positive numbers denote evidence for a left- and right-hand response, respectively, (number of right-pointing arrows minus number of left-pointing arrows). (C) Reaction times as a function of accumulated evidence. (D) Influence of the last arrow on the final decision as a function of the amount of previously accumulated evidence. (E) Priming strength of single high visibility or low visibility arrow as measured in a distinct masked priming task, in terms of response times. HV, high visibility condition; LV, low visibility condition. Adapted with permission from de Lange et al. (2011).



Similarly, Sackur and Dehaene (2009) demonstrated a qualitative processing difference as a function of stimulus awareness when studying sequential two-step arithmetic tasks with masked and visible digits. In their task, participants were instructed to add/subtract 2 from one masked or unmasked number (numbers were part of a restricted set: 2, 4, 6, 8). Thereafter, subjects were required to indicate whether the outcome of this first operation was larger or smaller than 5. Interestingly, subjects were only able to perform a “chained task” of addition followed by comparison when the target digits were presented consciously, but not when they were presented subliminally. However, they could perform each individual computation above chance when the digits were presented subliminally (see also Garcia-Orza et al., 2009; Ric and Muller, (in press)). The authors have suggested that this qualitative difference can be explained by assuming that subliminal digits do not yield enough evidence to reach a threshold for the first computational step of the chained task and that this did not allow subjects to go past the first processing stage and deploy further strategies.

Bijleveld et al. (2010) reported an interesting related observation. They presented subjects with a poorly or strongly masked high- or low-reward cue (50 cents or 1 cent, respectively) that was quickly followed by a simple mathematical operation (e.g., 3 + 5 + 9 = 16). Subjects had to indicate whether the expression was true or not. Two manipulations were crucial: (1) only correct responses were rewarded, and (2) on each trial the anticipated reward declined with time. They showed that subliminal high-reward cues (compared to low-reward cues) sped up the time people took to perform the mathematical operation, probably reflecting the increased investment of effort, but did not change the overall accuracy of participants' responses. In contrast, conscious high-reward cues (compared to low-reward cues) slowed down the time to perform the computation, but crucially, with the benefit of increasing the overall accuracy of the responses. In a second experiment, they showed that conscious and unconscious reward cues both elicit increases in effort only (speeding of responses), when the possibility to change the speed-accuracy balance is eliminated. Therefore, valuable rewards seem to enhance the effort put in a task at hand irrespective of the awareness of the reward (see also Pessiglione et al., 2007). However, the authors concluded that conscious rewards might impact the balance between speed and accuracy (preferring accuracy over speed), whereas unconscious reward cues do not, thereby providing a qualitative difference between the pursuit of rewards of which one is conscious vs. unconscious.

Although the sequential and spatial integration of multiple elements was generally considered a hallmark of consciousness, these recent results challenge that assumption and showed that some parts of this integration process might also operate outside of awareness. Further, it seems that, at least under some conditions, awareness is beneficial for enabling strategic changes in decision-making (see below for a more extensive discussion on why this might be the case).

CONCLUSIONS, OPEN QUESTIONS AND FUTURE DIRECTIONS

In this article, we have reviewed recent studies that have focused on the complexity and strength of unconscious information processing in relation to cognitive control (e.g., response inhibition, conflict resolution, and task-switching), the life-time of information maintenance (e.g., working memory, recognition memory) and the possibility to integrate multiple pieces of information across space and time. Unconscious information has been shown to affect various perceptual and high-level cognitive functions and the associated brain areas, including prefrontal cortex. In some cases, unconscious information has been observed to affect behavior and brain activity for relatively long periods of time. Overall, these recent results highlight the power of unconscious information processing, going beyond specific expectations formulated in traditional theoretical models of consciousness and the cognitive functions thought to require consciousness (for reviews see Umilta, 1988; Dehaene and Naccache, 2001; Jack and Shallice, 2001; Mayr, 2004; Hommel, 2007).

Based on this, one can conclude that the potential function of consciousness might not be related to the initiation of cognitive control functions by specific stimuli that signal the need for increased control (e.g., stop-signals, task-switching cues). These cognitive control operations are probably triggered by a fast feedforward, and unconscious, early sweep of information processing that reaches even regions in the prefrontal cortex (van Gaal and Lamme, (in press)). This unconscious fast feedforward sweep can directly affect (the speed of) ongoing cognitive processes. However, recent evidence also points out interesting dissociations between conscious and unconscious information processing when it comes to the duration, the flexibility, and the strategic use of information for complex operations and decision-making (Sackur and Dehaene, 2009; de Lange et al., 2011). Although recent evidence has clearly pushed the boundaries regarding the duration of unconscious effects, the general observation is that unconscious events are much less able to elicit (long-term) future behavioral adaptations than conscious events (e.g., post-error slowing, conflict adaptation). Why might this be the case? Theoretical models of consciousness suggest that conscious awareness is related to long-lasting recurrent interactions between (distant) brain regions (Lamme, 2006; Dehaene and Changeux, 2011). This might enable the exchange of information between several spatially separated cognitive modules, which seems to break the automaticity of information processing (Sackur and Dehaene, 2009). Awareness might be beneficial for enabling flexible and durable information processing strategies that are not directly triggered by a specific stimulus, for example when information has to be integrated across longer periods of time to bias information acquisition (de Lange et al., 2011) or signal the need for performance adjustments (Desender and van den Bussche, 2012). Recently, Kunde et al. (2012) suggested that awareness might be dispensable when cognitive control is signaled explicitly (by specific control-eliciting stimuli) but not when it has to be inferred implicitly (by the context, or history of events). This may prove to be a very useful and plausible distinction and needs further experimentation and exploration. Especially, the boundary conditions of implicitly signaled cognitive control are a promising avenue for future research and might clarify why unconsciously signaled (implicit) control operations are observed in some occasions but not in others.

At present, we believe that two aspects of subliminal information processing deserve more attention in future work, namely the role of task-relevance of unconscious information and the potential source of some of the subliminally triggered effects. Typically, masked priming studies have used subliminal stimuli that should be (actively) ignored for optimal task performance (e.g., Dehaene et al., 1998; Kunde, 2003; Vorberg et al., 2003). However, as discussed above, it seems that task-relevant unconscious information has much stronger and longer-lasting effects on behavior and brain activity than task-irrelevant information (e.g., Ansorge and Neumann, 2005; Pessiglione et al., 2008; van Gaal et al., 2008; Soto et al., 2011), which might explain part of the discrepancy in the overall findings in the field. More generally, the significance of the unconscious events seems a crucial factor, but at this point, future studies are needed to specifically test this prediction.

Second, recent evidence suggests that some trial-by-trial effects can be triggered by unconsciously presented stimuli, although some of the effects are limited and are generally relatively small. In some cases, these complex and relatively long-lasting effects (e.g., congruency effects, trial-by-trial modulations) might be explained by meta-cognitive effects, which need to be carefully controlled for to foster interpretation about the source of the observed “unconscious” phenomena (Jaskowski et al., 2003; Kinoshita et al., 2008; Wenke et al., 2010; see Desender and van den Bussche, 2012 for an extensive review on this issue). One of the main goals of future research could be to test whether and to what extent these long-term effects are caused by subjects becoming meta-cognitively aware of the conflict/error signals, although they are unaware of the initial source of it.
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A body of work suggests similarities in the way we become aware of an error and process motivationally salient events. Yet, evidence for a shared neural mechanism has not been provided. A within subject investigation of the brain regions involved in error awareness and salience processing has not been reported. While the neural response to motivationally salient events is classically studied during target detection after longer target-to-target intervals in an oddball task and engages a widespread insula-thalamo-cortical brain network, error awareness has recently been linked to, most prominently, anterior insula cortex. Here we explore whether the anterior insula activation for error awareness is related to salience processing, by testing for activation overlap in subjects undergoing two different task settings. Using a within subjects design, we show activation overlap in six major brain areas during aware errors in an antisaccade task and during target detection after longer target-to-target intervals in an oddball task: anterior insula, anterior cingulate, supplementary motor area, thalamus, brainstem, and parietal lobe. Within subject analyses shows that the insula is engaged in both error awareness and the processing of salience, and that the anterior insula is more involved in both processes than the posterior insula. The results of a fine-grained spatial pattern overlap analysis between active clusters in the same subjects indicates that even if the anterior insula is activated for both error awareness and salience processing, the two types of processes might tend to activate non-identical neural ensembles on a finer-grained spatial level. Together, these outcomes suggest a similar functional phenomenon in the two different task settings. Error awareness and salience processing share a functional anatomy, with a tendency toward subregional dorsal and ventral specialization within the anterior insula.
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INTRODUCTION

When we interact with our environment, neural activity enabling goal-directed behavior is formed and continuously updated in order to adjust new action based on the experience of previous actions. As human behavior is susceptible to occasional errors, the ability to become aware of such errors keeps us from repeating the inadequate actions. This protects us from potentially harmful situations. How the brain instigates the ability to become aware of errors is yet unknown. Initial neuroimaging evidence suggests that, while error processing per se engages both anterior insula cortex (AIC) and anterior cingulate cortex (ACC), error awareness engages only the AIC (Klein et al., 2007). The functional significance of this AIC activation is however unclear.

One potential way to further our understanding of error awareness has been suggested by event-related potential (ERP)-work. ERP-studies on error awareness suggest neural similarities in the way we become aware of an error and attend to salient events (Ridderinkhof et al., 2009). The ability to attend to salient events is a basic ability that helps us to attend to meaningful events that have motivational importance. This ability is typically studied in a classical oddball paradigm, requiring the detection of distinct infrequent target stimuli or oddballs which are embedded in a series of frequently presented non-target or standard stimuli (Duncan-Johnson et al., 1984). The neural circuits that mediate oddball processing are well delineated by ERP as well as neuroimaging work (Kiehl and Liddle, 2003; Kiehl et al., 2005; Stevens et al., 2005). Whether the similarity as present in ERP work is also apparent in the neuroimaging manifestations of error awareness and oddball processing is yet unknown.

Here we set out to provide a test of the hypothesis that the AIC engaged during error awareness is also recruited (in the same subjects during the same session) in an oddball task during manipulations of oddball stimuli known to affect the processing of motivational salience.

THE SALIENCE SYSTEM

Generally, the insula is viewed as a dynamic interactive structure. It is well-placed to evaluate the motivational or emotional salience of certain events and is acting as an interface between external information and internal motivational states (Mesulam and Mufson, 1982a,b; Mufson and Mesulam, 1982; Craig, 2002, 2009; Seeley et al., 2007). Differences have been found in structural connectivity and in evoked responses to specific tasks across subregions of the insula (Dupont et al., 2003; Mutschler et al., 2009; Deen et al., 2011).

In order to appreciate the activation of the anterior subregion of the insula during error awareness, we adopt a systems perspective that considers complex and multi-faceted functions to arise from the dynamic interactions of larger scale brain systems connected to this anterior subregion (Bressler and Menon, 2010). This principled theoretical perspective may aptly guide our exploration of how activation in the AIC can promote as well as constrain the emergence of salience signaling in both error awareness and the parametrical oddball task.

The use of various neuroimaging techniques has helped characterize a number of large-scale brain systems. Such systems may be configured dynamically and transiently, in response to current task demands, whereas other systems may be more fundamental and constant, so as to deal consistently and generically with common or recurrent demands. One of these networks comprises the dorsal ACC and the AIC/frontal operculum, a consistently observed functional network, described as a salience or control network (Dosenbach et al., 2007, 2008). This AIC–ACC network was initially thought to be task-specific, involved in the initiation and maintenance of task set, in task control such as monitoring, error feedback, and in subsequent performance adjustments. When a similar AIC–ACC network was subsequently identified in task-free states, it became termed the salience network (Menon and Uddin, 2010), thought to be involved in orienting to homeostatically relevant (salient) intrapersonal and extrapersonal events. The AIC and ACC often act in concert, as supported by findings of reciprocal projections in monkeys. Resting-state fMRI studies also indicate functional connectivity between anterior insula and the ACC (Taylor et al., 2009).

Not surprisingly, then, the AIC and ACC are often found to be co-activated in functional neuroimaging studies, in particular in response to the degree of subjective salience across domains (Sridharan et al., 2008; Craig, 2009). Co-activation of these core components of the salience network has been associated with orienting to, and facilitating the processing of personally and motivationally salient information, in the broad spectrum of emotional, social, cognitive, sensorimotor, homeostatic, and sympathetic efferent and interoceptive autonomic domains. Within the salience network, the AIC appears more specialized in receiving multimodal sensory input, whereas the ACC is connected more to action selection and action execution systems in cortical and subcortical brain regions, allowing the salience network to influence not only attention (to facilitate the further processing of salient signals) but also adaptive action in response to such signals.

THE CORE FUNCTION OF THE SALIENCE SYSTEM

Identifying motivationally salient stimuli has been proposed as the core function of the salience system; once a stimulus activates the salience system, it will have preferential access to the brain’s attentional and working memory resources (Menon and Uddin, 2010). That is, once sensory areas detect a salient stimulus, this signal is transmitted to the salience system which in turn generates a control signal to engage brain areas mediating attentional, working memory, and action selection processes (while disengaging the default mode network). Critically, these switching mechanisms help focus attention on stimuli that signal deviant events or undesirable outcomes, as a result of which they take on added significance or saliency (Ullsperger et al., 2010).

Orienting to salient events or states that are associated with motivational significance could take various guises. One may orient attention to extraneous stimuli that call for action updating in order to secure valued outcomes and avoid undesired outcomes (stimuli that are novel, infrequent, deviant, unexpected, threatening, etcetera; or that serve as instructed targets or distracters); one may become receptive to induced emotions or affective states that call for approach or avoidance; or one may seek to monitor one’s internal and external milieu for signals that register as a risk for undesirable outcomes (e.g., slips of action, performance errors; response capture, action conflict; negative feedback, punishment, lack of expected reward). In general, the salience system appears to be central to monitoring for specifically those motivationally important changes that require autonomic regulation (Critchley, 2009).

The AIC and the ACC have direct anatomical connections to the autonomic nervous system, mostly via brainstem nuclei that provide feedback on bodily states and changes in autonomic arousal (Craig, 2002). In particular, these cortical areas have robust connectivity to the locus coeruleus/norepinephrine (LC/NE) system involved in boosting and maintaining phasic and tonic arousal (Aston-Jones and Cohen, 2005). The LC is the main NE-generating nucleus in the brainstem, and the LC/NE system is central to regulating the sympathetic discharge and the inhibition of parasympathetic tone in arousal responses. Indeed, salient events are consistently associated with increased pupil-dilation response and skin conductance and with decelerated heart-rate, the more so for more unexpected events such as errors (Critchley, 2005). Taken together, this new understanding of the AIC within the context of the salience system provides a starting point to study communalities in inter-individual differences in error awareness and in the ability to selectively attend to motivational relevant events, as discussed in the next sections.

ERRORS AS SALIENCE SIGNALS

Empirical (Notebaert et al., 2009) and theoretical work (Ullsperger et al., 2010) has emphasized notable parallels between the processing of errors and of other rare/deviant/novel stimuli (or otherwise potentially significant or motivationally relevant events). Erroneous outcomes and other performance problems can be seen as salient events because of their infrequent occurrence and their usefulness as learning signals. They trigger a reflex-like orienting response in the salience network, which is accompanied by a cascade of central and autonomic nervous system reactions associated with increased autonomic arousal as needed to recruit the mental and physical resources required for adaptive action. This reflex-like orienting signal in the salience networks may act as an internal monitoring signal, timely informing the organism of behavioral changes that need to be made.

Meta-analyses have shown that the AIC and ACC are consistently reported to be co-activated during errors and other instances when performance monitoring becomes necessary (Ridderinkhof et al., 2004; Klein et al., 2007). Consistent with these observations, indices of autonomic arousal co-vary with conflicts, errors, and feedback. For instance, error commission results in robust heart-rate deceleration and enhanced pupil-dilation responsivity, and these changes (that represent the recruitment of arousal so as to prepare the organism for adaptive action) tend to correlate with activity in the AIC and ACC.

ERROR AWARENESS VERSUS ERROR BLINDNESS

Error signals sometimes go unnoticed – they might need an appropriate potential in order for them to alert and engage the salience system and tip the balance between other related large-scale brain systems. For example, in order to be amplified into an orienting reaction in the salience network, error signals might need to surpass a certain energy threshold, or be accompanied by sufficient levels of physiological arousal. Performance errors are almost routinely registered in ACC, even if the individual does not consciously recognize the error as such (Nieuwenhuis et al., 2001; Endrass et al., 2007) but subsequent post-error slowing and changes in autonomic activity are observed only when subjects were aware of their error (Overbeek et al., 2005; Wessel et al., 2011). Error awareness has been found to engage specifically the right AIC but seems to place demands on bilateral anterior insula when applying a less conservative threshold (Klein et al., 2007). Specifically neurons situated in the anterior part of the insula are hypothesized to play a role in error awareness (Ullsperger et al., 2010). Activation of these anterior neurons is also observed during interoceptive awareness and the regulation of the body’s homeostasis (Critchley et al., 2005), whereas neurons in the posterior part of the insula are thought to be involved in somatosensory or proprioceptive perception (Craig, 2002).

ERROR AWARENESS VIS-à-VIS ORIENTING TO ODDBALLS

Event-related potential (ERP) studies have highlighted two electrocortical components that can be observed when people make errors: the error(-related) negativity (NE or ERN) and the error positivity (PE; Falkenstein et al., 1999). The NE is believed to reflect activity in the dorsal ACC when the detection of a performance error signals the loss of anticipated reward and the need for adjustments to achieve action goals; the PE appears to reflect the conscious recognition of the fact that an error was committed (for review, see Overbeek et al., 2005). A perspective on the functional significance of the PE in terms of error salience or motivational significance suggests that the PE reflects processes similar to those expressed in another ERP component, the classical P3b (Polich, 2007). The events that give rise to a P3b can vary widely (from salient, novel, or rare stimuli to the absence of expected stimuli) but appear to have in common that they are motivationally significant, that is, they should motivate the individual to initiate or change a course of action in order to keep performance at an optimal level (Ridderinkhof et al., 2009). According to recent views, the P3b comprises the electrocortical expression of the response of the LC/NE system to the preliminary outcome of internal decision making processes and the consequent effects of the noradrenergic potentiation of information processing (Aston-Jones and Cohen, 2005; Nieuwenhuis et al., 2005).

A robust finding is that P3 amplitude is inversely related to target probability in oddball tasks (requiring the detection of distinct infrequent target stimuli or oddballs which are embedded in a series of frequently presented non-target or standard stimuli; e.g. (Duncan-Johnson et al., 1984). Moreover, P3s to oddballs are more enhanced when the target stimulus is embedded in a train of non-target stimuli rather than in a train of other targets (Squires et al., 1976). Rather than being attributable to target probability per se, these P3 effects are crucially mediated by target-to-target interval (TTI) duration (Croft et al., 2003). The effect of TTI on P3b amplitude was observed to co-vary with the amplitude of the PE (Ridderinkhof et al., 2009), supporting the notion that the PE and P3b reflect similar neurocognitive processes possibly involved in the conscious processing of motivationally significant events. In an earlier combined neuroimaging ERP study, Horovitz et al. (2002) found similar parametric effects of TTI on P3 amplitude.

Several groups have examined brain regions critical for identifying and responding to oddball-targets (Horovitz et al., 2002; Liebenthal et al., 2003; Kiehl et al., 2005). Areas sensitive to the parametric effects of TTI were found in ACC and AIC (as well as parietal cortex and the thalamus), confirming the suggestion that regions implicated in generating the P3 (Soltani and Knight, 2000; Stevens et al., 2005) coincide with the observed activations in AIC in error awareness (Klein et al., 2007).

CURRENT AIMS

The studies reviewed above strongly suggest a role for the AIC in orienting to salient events, such as errors (when recognized as such) and relevant infrequent events (when occurring unexpectedly). The current study aims to test the involvement of the AIC in both processes directly. The notion that conscious detection of an error triggers an orienting response toward a motivationally significant event, similar to the orienting response to a rare target stimulus, would gain considerable support if it could be shown that the hemodynamic response during error awareness overlaps with the parametric effect of TTI during an oddball task. The orienting response toward the detection of a deviant target was examined using an oddball task, using a TTI manipulation known to parametrically affect specifically the processing of motivational salience (Nieuwenhuis et al., 2005). Thus, here the TTI manipulation was introduced into the oddball task to tap the process salience processing.

We aim to explore whether the AIC activation for error awareness is related to salience processing by testing for activation overlap in subjects undergoing two different task settings: in the same scanning session, the same subjects completed an antisaccade task with self-evaluation of each antisaccadic response; a task frequently used to study error awareness as it typically elicits a considerable number of performance errors, of which approximately 50% remain unaware (Nieuwenhuis et al., 2001). The advantage of acquisition of both the antisaccade and the oddball task in one scanning session is that brain activation on these two tasks can be compared not only at the group-level, but can also be tested within each participant’s brain activation. This yields a more precise comparison of the exact spatial distribution of the brain activation between the two cognitive processes. We predict that the hemodynamic response during aware (but not unaware) errors in the AIC overlaps with the oddball TTI effect. Specifically, we hypothesize that AIC of an individual, who engages to a higher degree in consciously detected errors also engages to a higher degree in the processing of deviant targets after a longer interval.

MATERIALS AND METHODS

PARTICIPANTS

Fourteen healthy right-handed volunteers (12 females, mean age 21.2 ± 1.79)1 with normal or corrected-to-normal vision participated in the experiment after giving written informed consent according to the Helsinki Declaration. They were paid 50 Euros for participation. None of the participants had a history of neurological or psychiatric disorders or eye-problems nor was taking medications influencing the central nervous- or cardiovascular systems. Participants were administered two tasks (antisaccade and oddball in counterbalanced order) within one scanning session.

TASKS

Oddball task

The orienting response was examined in an oddball task, using a TTI manipulation shown to parametrically affect salience processing specifically as reflected in the P3 (Ridderinkhof et al., 2009). The oddball task comprised a series of non-target and target stimuli that were presented for 100 ms on a computer screen in white uppercase letters (Os and Xs respectively, 2.5 cm × 2.5 cm = 1.16° × 1.16°) against a gray background. Between stimuli a white fixation cross appeared (0.30 cm × 0.30 cm, 0.14° × 0.14°) for 1400 ms. Three experimental blocks, each lasting 8.15 min, were presented to the subject, each of which contained 300 non-targets and 30 target stimuli. The sequence of target and non-target trials was varied in such a way that 15 TTI (the number of non-targets between two targets) were created. These TTIs ranged from 3 to 17 non-targets between targets. The sequence of these 15 TTI conditions within blocks was determined randomly by the computer. Participants were instructed to react as quickly and accurately as possible to targets only using a button of an fMRI-compatible response box with their index finger. No reaction was required to the presentation of non-targets. For the fMRI analysis of the effect of inter target interval on BOLD signal, the 15 TTIs were divided post hoc into three TTI conditions TTI-1, TTI-2, and TTI-3. TTI-1 comprised 3–7 non-targets between targets, TTI-2 comprised 8–12 non-targets, and TTI-3 comprised 13–17 non-targets. The temporal order of stimuli is depicted in Figure 1.
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Figure 1. Oddball task. A series of non-target (0) and target (X) images was presented against a gray background. The target- and non-target ranged from 3 to 17 non-targets between targets. Participants were to react as quickly and accurately as possible to targets only by pressing a button with their index finger.



Antisaccade task

We examined unaware and aware errors in an antisaccade task with self-evaluation of each antisaccadic response, a task that typically elicits a considerable number of performance errors, of which approximately 50% remain unaware (Nieuwenhuis et al., 2001). Participants were instructed to fixate on a central target and generate an immediate eye movement away from an abrupt peripheral target to its mirror location on the opposite side of the screen without making an eye movement to the peripheral target itself.

A trial was classified as an error, when the participant looked at the peripheral target, even when this error was immediately corrected. To increase the error rate, a brief precue was presented at the position where the gaze should be directed to (Fischer and Weber, 1996; Klein et al., 2007). To reduce predictability, the precue was presented at the position of the following peripheral stimulus in 33% of the trials.

After the eye movement, participants were to indicate with a button-press whether their antisaccadic response was correct (immediate eye movement to the other side of the screen) or incorrect (initial eye movement toward the target). The erroneous responses participants had rated as incorrect were classified as aware errors and erroneous responses rated as correct were classified as unaware errors. If the erroneous eye movement was redirected to the correct (opposite) side of the screen, the response was labeled “corrected error.”

Participants completed 3 blocks of 100 antisaccade-trials, each lasting 11 min. For assessment of the pupil response, light flux was calibrated to equal luminance across trials with the program Colorfacts 7 and the color calibration system “EyeOneMonitor2” and tested for equal pupil luminance response across precue conditions. There was no significant difference in pupil-dilation between trials with (0.4 ± 1.1) and without precue [0.4 ± 1.2; t(22) = 0.01, p < 0.995]. Light in the scanning environment was constrained to video presentation of stimuli against a black background. The trial started with a central fixation dot surrounded by two square outlines (each subtending 3.8° visual angle; distance from fixation 12.4°; display-duration 1000 ms). After a 150–300-ms jittered fixation gap, the peripheral target (a white circle subtending 2.9°) was unpredictably presented for 117 ms in the left or the right square. To induce erroneous responses a precue was presented in 50% of the trials, briefly (50 ms) thickening the outlines of the square at the opposite side of the target and validly indicating the target location. After a response window (of 880 ms) a cross appeared (for 500 ms) in the correct square indicating the correct gaze direction. Participants were to evaluate their performance (within 1500 ms) by pressing one of two buttons of an fMRI-compatible response box. On trial number 20, 40, 60, and 80, an instruction screen (duration: 2 s) appeared, reminding participants to keep saccading at fast pace. A black screen with jittered duration (16, 500, 1000, 1500 ms) was displayed between trials and 10% of the trials were “null events” (fixation-only trials of 5952 ms). The temporal order of stimulus presentation is displayed in Figure 2.
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Figure 2. Antisaccade task: participants were instructed to fixate on a central target and generate an immediate eye movement away from an abrupt peripheral target to its mirror location on the opposite side of the screen without making an eye movement to the peripheral target itself. After the response a cross appeared in the correct square indicating the correct gaze direction. Participants were to evaluate their performance by pressing one of two buttons of an fMRI-compatible response box. An initial eye movement toward the peripheral target was classified as an error. The erroneous responses participants had rated as incorrect were classified as aware errors and erroneous responses rated as correct were classified as unaware errors.



BEHAVIORAL DATA ACQUISITION AND ANALYSIS

Oddball task

Stimuli were presented on a 66 cm × 88 cm screen, placed at a 4-m viewing distance at the front end of the scanner and seen through a mirror above the participants’ heads. Stimuli were presented and button-press responses (from an MRI compatible response box) were recorded with a presentation PC (Neurobehavioral Systems3, Albany, NY, USA), that was connected to the MRI-scanner allowing for the time locking of stimuli, responses, and fMRI image acquisition. Two generalized linear model repeated-measures analyses of variance (ANOVAs) were used to investigate accuracy and reaction time in the oddball task. The independent variable for this analysis was TTI. TTIs were collapsed together into three TTI bins (3–7, 8–12, and 13–17 consecutive non-targets).

Antisaccade task

Oculomotor, pupil, and button-press responses were recorded with two interconnected PCs: an eye-tracker PC (ViewPoint EyeTracker, Arrington Research)4 and a presentation PC (Neurobehavioral Systems, see text footnote 3, Albany, NY, USA). Both PCs were connected to the MRI-scanner allowing for the time locking of stimuli, responses, and fMRI image acquisition. The participant’s left eye was continuously monitored with an MRI compatible infrared oculographic limbus tracker (Resonance Technology, Inc.)5 attached to the head coil and placed 3 cm beneath the participant’s left eye. The eye-tracker registered eye movements, aspect ratio, and diameter of the pupil with a sampling rate of 60 Hz along with scanner pulses and stimulus onsets. Before the scan, a nine-point calibration was performed and calibrated eye position was slip corrected during the task to eliminate slow drifts. Calibration and stimuli were presented on a 66 cm × 88 cm screen, placed at a 4-m viewing distance at the front end of the scanner and seen through a mirror above the participants’ heads. Saccade onsets, amplitudes, and directions were detected with in-house Java-based software6 using minimum amplitude (>1.5°) and velocity (>30°/s) criteria and were subsequently double-checked by two raters. In line with common definitions (Fischer et al., 1993) we excluded trials in which subjects initiated saccades faster than 80 ms after target appearance [3.3 ± 4.1% (SD) of all trials], trials in which subjects were looking away from fixation during target presentation (2.7 ± 3.9%), blinked during target appearance (0.6 ± 1.2%) and trials for which the eye movement data were not interpretable due to poor quality of the eye-tracker signal (5.0 ± 4.3%).

FMRI ACQUISITION AND ANALYSIS

Acquisition

Functional images during the oddball- and the antisaccade task were acquired in the same subjects in the same scan session on a Philips (Philips, the Netherlands) 3 T MRI system equipped with echo planar imaging (EPI) capabilities using a standard head coil for radio frequency transmission and signal reception. Functional scans of the entire brain were acquired with a single-shot, gradient-recalled EPI sequence parallel to the AC–PC plane (TE/TR = 28/2000 ms; 30 axial slices; slice thickness 3 mm; interslice gap 0.3 mm; voxel size 3 mm × 3 mm × 3 mm; FOV = 222 mm × 2 mm; 96 × 96 in-plane resolution/matrix size, 90° flip angle). The first two volumes were discarded to allow for T1 equilibration effects. The duration of the oddball task was three times 8.15 min (245 scans per scanblok), the antisaccade task was three times 11 min (335 scans per scanblok). High-resolution anatomical images were subsequently acquired using a 3-D T1-weighted scan in steady state sequence (TE/TR = 4.6/9.69 ms; 182 sagittal slices; slice thickness 1.2, interslice gap 0.3 mm; voxel size 1 mm × 1 mm × 1 mm cubic; FOV = 25 cm × 2 cm; 256 × 2 in-plane resolution, 8° flip angle, sagittal orientation).

Preprocessing and GLM

Preprocessing of the functional data and calculation of the contrast images for statistical analysis was done with FEAT (FMRI Expert Analysis Tool) Version 5.63, a part of FSL (FMRIB’s Software Library)7. Functional images were realigned to compensate for small head movements, slice-time corrected, spatially smoothed with a 5-mm full-width half-maximum Gaussian kernel, filtered in the temporal domain using a high-pass filter with a cutoff frequency of 1/50 Hz to correct for baseline drifts in the signal and prewhitened (Woolrich et al., 2009). For each experimental run of each participant, the overall activity was modeled as evoked by the targets (which were associated with one of three TTI conditions: TTI-1, TTI-2, and TTI-3; see task description), and by the correct responses and error commissions in the antisaccade task (two levels: aware errors versus unaware errors). The three levels (TTI-1, TTI-2, and TTI-3) in the oddball task were statistically compared first by fitting a linear model describing a linear signal increase from TTI-1 to TTI-2 to TTI-3), and second by subtracting TTI-1 from TTI-2, TTI-1 from TT-3, and TTI-2 from TTI-3. Each regressor in the oddball task and in the antisaccade task was convolved by a prototypical synthetic hemodynamic response function and its first derivative. To remove any artifactual signal changes due to head motion, six parameters describing the head movements (three translations, three rotations) were included as confounds in the model. In the second-stage analysis participants were treated as a fixed factor to concatenate the three experimental runs. Contrasts pertaining to the main effects constituted the data for the third-stage (mixed effect) analysis, where the significance of observations was determined across the group of 14 subjects using FLAME 1 and 2 (FMRIB’s Local Analysis of Mixed Effects; Smith et al., 2004). For each whole-brain comparison of the target interval conditions in the oddball task we computed the initial statistical test with FSL-FEAT (FMRIB’s Software Library; see text footnote 7), and thresholded the resulting z statistic image to show which voxels or clusters of voxels are activated at a particular significance level. We selected cluster thresholding, and used a z statistic threshold to define contiguous clusters. Each cluster’s estimated significance level, corrected for whole-brain multiple comparisons using Gaussian random field theory (GRFT), and was compared with the cluster probability threshold. Significant clusters were then used to mask the original z statistic image for later production of color blobs. A cluster of voxels was considered significantly active if it passed the threshold of z = 2.3 and p = 0.0.05. This method of thresholding is an alternative to voxel-based correction, and is normally more sensitive to activation.

Comparative analyses

Participants had completed both the antisaccade and the oddball task within one scanning session. The advantage of this acquisition is that brain activation on these two tasks can be compared not only at the group-level, but can also be tested within each participant’s brain activation, i.e., in his native functional space. For a given participant this native functional space is an image with brain activation acquired on that particular subject. The image is not yet transformed into a standard reference image, as for example the MNI brain from the Montreal Neurological Institute that defined a standard brain by using a large series of MRI scans on normal controls, representative of the population. This yields a more precise comparison of brain activation between the two cognitive processes. Four types of comparison were applied: spatial overlap analysis at the group-level, contrast masking analysis, Region of interest (ROI)-based correlation analysis and ROI-based ANOVA-analyses of average regression weights across tasks, within subjects.

Step 1: group-level spatial overlap analysis

In step 1 we plotted mean group activation during aware (compared to unaware) errors in the antisaccade task on top of the mean group activation that was elicited by oddballs and sensitive to parametric TTI effects in the oddball task. This yielded a map illustrating the spatial localization of brain areas showing increased amplitude of the hemodynamic response to aware errors and to target stimuli with a parametrically increasing TTI (Figure 3-Overlap).
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Figure 3. (A) Aware error: statistical parametrical map of difference in BOLD activation between aware and unaware errors. Red and yellow voxels represent clusters of significant BOLD signal increase. (B) Salience processing: statistical parametrical map of difference in BOLD activation for the parametrical oddball. Red and yellow voxels represent clusters of significant BOLD signal increase. Renderings (on MNI stereotactic space) are thresholded at z = 2.3 and p = 0.05. (C) Overlap: plotted overlap between BOLD activation in the same subjects and the same scan session during aware errors and during the salience processing Note: R, right; ACC, anterior cingulate cortex; AIC, anterior insula cortex; FEF, frontal eyefields; S1, somatosensory cortex.



Step 2: contrast masking analysis on single subject level

In step 2 we tested within each participant at the whole-brain level for overlapping clusters of activation between the aware versus unaware contrast and for oddball-target detection (which was associated with parametric TTI effects). To this purpose we applied FMRIB’s Local Analysis of contrast masking (Smith et al., 2004).

With the FSL-function of contrast masking, one can set up the masking of contrasts by other contrasts. After thresholding of all contrasts has taken place one can further threshold a given z statistic image by masking it with non-zeroed voxels from other contrasts. Non-zeroed voxels are voxels with have passed the cluster threshold of z = 2.3 and p = 0.05 in the contrast. This means that of the voxel clusters, which passed thresholding in the first contrast of interest, only those, which also survived thresholding in the other contrasts, are kept. Aim of this analysis is to detect overlapping clusters of voxels that survive within one participant both the threshold for the awareness contrast and the threshold for oddball-target detection (which was associated with parametric TTI effects).

First the initial statistical test was carried out for the error awareness task. The resulting z statistic images were thresholded to show which contiguous clusters of voxels were activated in each participant at the statistic threshold of z = 2.3 and p = 0.05 in the contrast aware versus unaware error (Smith et al., 2007). The result was a thresholded z statistic image for aware as compared to unaware errors, that constituted all contiguous clusters of voxels that had survived the cluster threshold of z = 2.3. In the next step the contrast for the oddball-target detection which was associated with activation after the longest target tot target interval) was computed at statistic threshold of z = 2.3 and p = 0.05, within the “mask” of the error awareness contrast. This means that of the oddball-target clusters which passed z-thresholding, only those which also survived z-thresholding in the aware versus unaware contrast are kept.

Thus, we constrained our search to activation in the aware versus unaware contrast which was also sensitive to oddball-targets which were associated with the longest TTI.

The result is a conservative analysis: brain structures with few or distributed active voxels will not survive thresholding. The resulting spatial overlap maps of each subject were subsequently fed into a group-level analysis. For this mixed effect analysis, FLAME 1 and 2 (FMRIB’s Local Analysis of Mixed Effects; Smith et al., 2004) was used, in which the significance of activation common to error awareness and oddball-target detection associated with parametric TTI effects was computed across the group of all 14 subjects. We report a cluster-corrected threshold of p < 0.05 corrected for whole-brain multiple comparisons (using GRFT). The result is a precise spatial map depicting “error awareness areas” that are also sensitive to oddball-target detection associated with parametric TTI effects (see Figure 4).
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Figure 4. Spatial overlap map of clusters of activation on group-level that survived, within each participant’s native functional space, both the threshold for the awareness contrast and the threshold for salience processing. Analyses were we constrained by creating for each individual an “error awareness brain mask” within which activation was sensitive to salience processing. Renderings (on MNI stereotactic space) are thresholded at z = 2.3 and p = 0.05. Note: ACC, anterior cingulate cortex; SMA, supplementary motor area.



Step 3: ROI-based correlation analysis

The AIC has been found associated to error awareness more consistently than the ACC. Hence, the AIC constituted an a priori ROI. Specifically, we were interested in determining whether those individuals who engaged the AIC to a greater extent during consciously detected errors also engaged this area more strongly when processing deviant targets after longer TTI’s. Therefore, in step 3 we extracted the hemodynamic response of each participant’s AIC to error awareness (aware error-unaware error) and to parametric TTI effects during target detection (linearly increasing parametric hemodynamic response across TTI, TTI-2, and TT-3), and correlated these two extracted difference scores across participants. As error awareness has previously been shown to engage only the anterior part of the insula and may furthermore engage the left and right AIC differentially (Klein et al., 2007). ROIs were defined for the anterior and posterior insula and for the left and right hemisphere separately. To test for the specificity of the AIC in orienting to salience, we contrasted the AIC to posterior insula cortex (PIC) activation.

Definition of ROIs was based on the MNI structural atlas of the FSL-atlas toolbox and available literature on neurosurgical landmarks (Mazziotta et al., 1995; Ture et al., 1999; Eickhoff et al., 2007). For anterior and posterior masks, coordinates were taken from Brooks et al. (2005). The vertical border between anterior and posterior portions of the insula was chosen such that the AIC seed subtended the three principal short insular gyri (anterior, middle, posterior) and the accessory and transverse insular gyri, all anterior to the insular sulcus (border for right and left insular cortex at y = 1.3, see Figure 5A). Percent signal change in bilateral AIC seeds was extracted for each subject for the aware versus unaware error contrast from the antisaccade task and for the TTI-3 minus TTI-1 contrast from the oddball task. Since we were interested specifically in whether the insula was engaged, within participants, in error awareness as well as in oddball processing, we computed bivariate correlations between percent signal change in AIC (and PIC) during aware errors and during interval-related target detection across participants. The predicted correlations were tested one-sided. Pearson correlation coefficients and p-values are presented. The resulting correlation maps show the relation between signal changes derived from bilateral AIC (and PIC) seeds as induced by aware (compared to unaware) errors and by target detection at long (compared to shorter) TTI’s.
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Figure 5. (A) Mean percent BOLD signal change within subjects across tasks (for the contrast aware errors as compared to unaware errors; and for the contrast of salience processing, i.e., linear signal increase across inter-target interval) in anterior insula and posterior insula (thresholded at z = 2.3 and p = 0.05). Participants showed during both error awareness and salience processing a significantly higher percent signal change in the anterior than in the posterior insula. The main effect of task indicated no differences in percent signal change in the insula between error awareness and the processing of motivationally significant events (B): plotted overlap in the anterior insula within subjects across tasks (for the contrast aware errors as compared to unaware errors; and for the contrast of salience processing, i.e., linear signal increase across inter-target interval).



Step 4: ROI-based ANOVA-analyses of average regression weights (across tasks, within subjects, for each voxel). Within subjects and across tasks (the error awareness task and the oddball task) we performed analysis of regression weights using FSL’s Featquery signal change processing tool (Analysis group, FMRIB, Oxford, UK)8. Featquery was conducted to interrogate signal change of a priori ROIs, previously defined by the literature reviewed, the anterior and posterior parts of insula cortex. After transforming the anterior and posterior insula masks into the native low resolution space, Featquery extracted regression weights (parameter estimates) and converted them to percent signal change values. This is achieved by scaling the PE values by (100*) the peak-peak height of the regressor and then by dividing by the mean image from fil filtered_func_data. This analysis yielded mean statistical values of signal change across the time series with the anterior and posterior insula. In the next step we fed these values into group-level ANOVA analysis (SPSS)9 to compare activation in anterior insula and posterior insula within subjects across tasks.

RESULTS

BEHAVIOR

Antisaccade task

Mean error rate was 27.5 (SD: 15.5%). Erroneous responses were initiated faster than correct responses [190 versus 282 ms; t(13) = 7.1; p < 0.001]. Participants were aware of roughly half of their errors; the other half went unnoticed [13.6 versus 13.9%; t(13) = −0.063; p = 0.95]. In 74.8% of errors, participants immediately corrected their erroneous response with an eye movement to the correct location. Unaware and aware errors were similar in mean latency [186 versus 194 ms; t(13) = 0.40; p = 0.69]. Yet, unaware errors were corrected significantly more often than aware errors [93.1 versus 63.5%; t(13) = 2.8; p < 0.013]. False alarm rates below 5.0% indicated that participants rarely reported an error when they had made a correct antisaccade.

Oddball task

For the oddball task, mean reaction time for correct target detection responses was 317 ms. RT did not vary as a function of TTI, F(2,26) = 1.49, p = 0.25. Overall accuracy of target detection was 98.7% and did not vary systematically as a function of TTI, F(2,26) = 0.034, p = 0.97.

FMRI ACTIVATION PATTERNS

The antisaccade task: aware versus unaware errors

Compared to unaware errors, aware errors yielded significantly increased activation in right AIC, dorsal ACC, bilateral pre- and postcentral gyrus (somatosensory cortex), bilateral frontal eyefields, superior parietal lobules, and bilateral thalamus (see Figure 3A; also Figure A1; Table A1 in Appendix).

The oddball task and salience processing: interval effects on target detection

The parametric effect of interval length (TTI) on the detection of an oddball-target was observed in a number of areas, including AIC and PIC, dorsal ACC, supplementary motor area, pre- and postcentral gyri (somatosensory cortex), inferior and superior parietal lobules, and the thalamus, mostly bilateral (see Figure 3B; also Figure A2; Table A2 in Appendix). TTI-3 minus TTI-1 contrast analysis (subtracting the shortest interval length from the longest interval length) yielded highly similar activation patterns (see Figure A3 in Appendix). These regions have been observed previously to be active not only during target detection but also as a parametric effect of target interval (Kiehl and Liddle, 2003; Kiehl et al., 2005; Stevens et al., 2005).

Group-level spatial overlap analysis

The hemodynamic response during aware errors (compared to unaware) errors showed commonalities and differences with salience processing (see Figure 3-Overlap). Overlapping activation was observed in the right AIC, dorsal ACC, somatosensory cortex and precentral gyrus (frontal eyefields), thalamus, and brainstem. Compared to error awareness, salience processing additionally yielded increased activation in the left AIC, bilateral PIC, hippocampus, and inferior and superior parietal lobules.

Contrast masking analysis

Active voxels which passed, in each individual participant, cluster-corrected thresholding both for the aware-unaware contrast and for salience processing were found in the supplementary motor area, dorsal ACC, inferior and superior parietal lobule (supramarginal gyrus, postcentral gyrus), and thalamus, mostly bilateral (see Figure 4; Table A3 in Appendix), as well as in the precuneus and lateral occipital gyrus (not shown). Notably, this analysis did not reveal overlapping voxels of activation in the AIC.

ROI-based correlation analysis

Mean percent signal change in the right and left anterior and posterior insula was extracted for all individual participants during aware (compared to unaware) errors. During error awareness, engagement of the left and right anterior part of the insula were strongly correlated (r = 0.82; p = 0.0001). Moreover, as depicted in Figure 5, participants who showed stronger engagement of the right and left anterior part of insula cortex during error awareness also showed stronger engagement of the right and left anterior part of insula cortex during target detection after longer compared to shorter TTI’s (r = 0.50; p = 0.03, one-sided). This association was observed in both the right (r = 0.44; p = 0.05, one-sided) and the left AIC (r = 0.51; p = 0.03, one-sided). Thus, participants who activated the AIC to a greater extent to aware compared to unaware errors also activated the anterior part of the insula to a greater extent to motivational salience (target stimuli after a longer compared to shorter sequence of non-target stimuli). Bilateral anterior and posterior insula activation during error awareness failed to correlate with oddball processing (target compared to standard stimuli) per se (right AIC: r = 0.29, p = 0.16, left AIC: r = 0.33, p = 0.13, right PIC: r = 0.10, p = 0.37, left PIC: r = 0.27, p = 0.18). These correlation coefficients for error awareness and motivational salience in the anterior insula were larger than the correlation coefficients in the anterior insula for error awareness and oddball processing per se. However, using the Fisher r-to-z transformation and the Meng test of two correlations with one variable in common from the same sample (Meng et al., 1992), the difference between these correlation coefficients of motivational salience and oddball processing did not reach significance in both tests (Fisher: z = 0.41, p = 0.34; Meng: z = 0.038, p = 0.485 for right AIC; z = 0.52, p = 0.3, Meng: z = 0.043, p = 0.483 for left AIC). Furthermore, the observed association was only observed in the anterior part of the insula; activation in the posterior part of the right and left insula showed no significant association between error awareness and TTI effects (bilateral PIC: r = 0.18; right PIC: r = −0.04; left PIC: r = 0.43). The difference between the correlation coefficients of error awareness and motivational salience in anterior insula (r = 0.5) and in posterior insula (r = 0.18) however failed to reach significance in both the Fisher and the Meng test (Fisher: z = 0.92, p = 0.18 (one tailed); Meng: z = 0.08, p = 0.468). In conclusion, we observe a tendency toward higher correlations between the two processes error awareness and motivational salience in the anterior insula than in the posterior insula and a tendency toward higher correlation between motivational salience and error awareness, than between oddball processing and error awareness, but the difference between the correlation coefficients does not reach significance level.

ROI-based ANOVA-analyses of average regression weights across tasks, within subjects

As can be seen in Figure 5A, a main effect of insula indicated differences in percent signal change between anterior and posterior insula [F(1,13) = 38.717, p < 0.0001]. The percent signal change values were analyzed using a mixed 2 × 2 ANOVA design with two within subjects variables (insula with two levels anterior and posterior; task with two levels error awareness and motivational significance). Participants showed during both error awareness and the processing of motivational significance a significantly higher percent signal change in the anterior insula than in the posterior insula. The main effect of task indicated no differences in percent signal change in the insula between error awareness and the processing of motivationally significant events [F(1,13) = 0.777, p < 0.394]. The test for interaction indicated that error awareness is associated with a marginally higher percent signal change in the anterior insula and a lower percent signal change in the posterior insula than the processing of motivational significance in the oddball task, trending toward significance [F(1,13) = 23.989, p < 0.067].

DISCUSSION

We report that error awareness shares anterior insula and cortico-thalamic circuits with target detection as modulated by TTI in a visual oddball task (referred to as “salience processing” in the remainder of the text).

Error awareness and salience processing showed activation overlap in six major brain areas: anterior insula, anterior cingulate, supplementary motor area, thalamus, brainstem, and parietal lobe. The findings of individual differences analysis of the a priori ROI AIC revealed that participants who activated the AIC to a higher degree to error awareness, also activated the AIC to a higher degree to salience processing. Within the AIC, interesting topographic differences were visible: error awareness activated predominantly the ventral AIC, whereas salience processing seemed to activate the AIC to a larger extent with maxima in the dorsal AIC, and with activation extending to PIC. The fine-grained contrast masking analysis within each participant’s brain activation confirmed this observation: within AIC non-identical neural ensembles seem to be robustly activated within the same subjects during error awareness and salience processing. Robust direct spatial overlap was visible in the dorsal ACC, the supplementary motor area, the thalamus, and the parietal lobes. The results of the ROI-based ANOVA-analyses of average regression weights show that within subjects the insula shows significant percent signal change in both error awareness and salience processing (no significant main effect of task), and that the anterior part of the insula is significantly more involved in both processes than the posterior part (significant main effect of insular sub regions). Furthermore there is a tendency toward more AIC involvement and less PIC involvement in error awareness than in salience processing in the oddball task.

Together, these outcomes suggest a similar functional phenomenon in the two different task settings. In particular, they show a shared functional insula-cortico-thalamic anatomy for error awareness and salience processing, with some subregional anterior posterior specialization within the insula, and ventral dorsal specialization within the anterior insula.

The advantage of the current approach lies in the acquisition of both the “error awareness antisaccade task” and the oddball task in one scanning session in the same subjects. Overlap in brain activation on these two tasks can be compared not only at the group-level, but can also be tested within the brain activation of each participant. This yields a more precise comparison of the exact spatial distribution of the brain activation between the two cognitive processes.

One potential disadvantage of this approach lies in high stringent thresholds applied to extract only voxel clusters that are robustly involved in both tasks in each participant’s brain activation. This threshold was chosen to account for noise in the individual data, but may lead to false negative results in small brain structures with activation in small voxel clusters.

Therefore, in order to gain a comprehensive picture of the overlap, three comparisons have been computed, and will be discussed below: (1) A whole-brain comparison with the plotted overlap of group-level activation patterns (for aware errors as compared to unaware errors plotted on parametrical effects of long as opposed to short ITIs in the oddball task); (2) a comparison showing the whole-brain group-level result of spatial overlap calculations (contrast masking of parametric target detection with activation clusters of error awareness) within each participant’s brain activation; (3) ROI analyses focused on AIC, the a priori structure of interest in error awareness. In the following sections we will discuss first the findings on the whole-brain level, and second the findings that focus on the AIC. The AIC findings are placed in the context of current views on its role within larger scale functional and structural brain networks.

WIDELY DISTRIBUTED OVERLAP

Error awareness and salience processing showed overlap in six major brain areas. In general, this widespread overlap suggests that both error awareness and salience processing seem to engage multiple, spatially distributed processing systems. The most parsimonious cognitive interpretation of the widespread overlap is that it reflects a greater capture or orienting of attention (for aware errors as compared to unaware errors, as well as for long as opposed to short TTIs). The widespread overlap is reminiscent of similar patterns reported by Kiehl and co-workers in relation to reflexive or automatic orienting processes, that have been shown to reliably activate an extensive neural network (Kiehl and Liddle, 2003; Kiehl et al., 2005; Stevens et al., 2005).

Halgren et al. (1980, 1995a,b) have argued that a widely distributed response to salient events may be “adaptive” in an evolutionary sense. Activating many potentially useful areas, despite the low probability that these regions are all immediately functionally necessary, may lead to superior incidental learning and performance. The results of the “contrast masking comparison” of error awareness and salience processing, with stringent thresholds, included regions believed to mediate attentional control, particularly for salient stimuli, including thalamus, ACC, supplementary motor area, and superior parietal lobule (Corbetta and Shulman, 2002). As the ACC is known to increase in activation during conditions involving conflict monitoring (Ridderinkhof et al., 2004), the current activation overlap may reflect a cumulative process of increasing target expectancy and error monitoring (Squires et al., 1976; Kiehl et al., 2000). Additionally, a number of studies suggest a role of the dorsal ACC and the thalamus in the generation of peripheral arousal (Critchley, 2005). Single cell recordings show that the thalamus seems to be the first to react to an oddball stimulus to elicit an arousal response via its connections with the dorsal ACC (Klostermann et al., 2006). The robust overlap in dorsal ACC and the thalamus in the current data-sets may reflect a central correlate of peripheral system reactions associated with the increased autonomic arousal as needed to recruit the mental and physical resources required for adaptive action to the detection of errors and rare targets. Taken these two lines of thoughts together, the overlapping signal in the dorsal anterior cingulate and thalamus may act as an reflex-like orienting and monitoring signal, timely informing, and preparing the central and the peripheral neural system for behavioral changes that need to be made.

In line with this interpretation, a number of studies suggested that anterior cingulate activation might influence norepinephrine modulation of P3 in oddball tasks (Nieuwenhuis et al., 2005). Nieuwenhuis and colleagues proposed that phasic norepinephrine activity as mediated by the brainstem nucleus Locus Coeruleus may serve to enhance future top-down mediated selective attention for salient stimuli. Nieuwenhuis et al. (2005) predict that TTI would enhance neural response in brain areas active during task-relevant target processing, whereas no modulation would be seen to motivationally insignificant stimuli, which is the pattern of results found in this study in both the detection of motivationally significant rare targets as well as the conscious detection of errors. This is in line with the striking parallels in the association of the PE with error awareness and the association of the P3b with salience processing (Ridderinkhof et al., 2009). Notably, both the P3b and the PE have been proposed to be related to phasic activity of the Locus Coeruleus/norepinephrine system as has the orienting response (Overbeek et al., 2005).

The imminent question whether the observed robust hemodynamic overlap within the participants’ native functional space in the thalamus, the parietal lobes, the dorsal ACC, and the supplementary motor area in the current study reflects activation in brain regions implicated in both generating the P3b (Soltani and Knight, 2000; Stevens et al., 2005) and the PE (Klein et al., 2007) remains unclear. With the present fMRI study, it is not possible to definitely state whether the hemodynamics are related to one or another ERP “component.” Even with the currently observed overlap, it remains possible that the neural source of the P3 elicited by the parametric oddball task may differ from the neural source of the PE elicited by error awareness. The degree to which this overlap in hemodynamic change reflects common neural sources of the P3 and the PE is not certain and might be effectively addressed by future studies combining fMRI and ERP technologies. Another suggestion for future studies could be to experimentally manipulate both the awareness of the error and the motivational significance of the event within one task. If error awareness would trigger insula activation also in the absence of motivational salience, it would make sense to describe these as different processes with a shared functional anatomy. As such manipulations are not be workable in the classical error awareness antisaccade task, used by this and previous studies on error awareness (Nieuwenhuis et al., 2001; Endrass et al., 2007; Klein et al., 2007), one may transfer the question to perceptual awareness tasks (such as used by van Gaal et al., 2010) or to tasks investigating the reward prediction error (Schoenbaum et al., 1998; Schultz, 1998).

In the error awareness task we observed a higher proportion of behavioral adjustments of the antisaccadic response (i.e., reversing an initial prosaccade into a timely antisaccade) after unaware errors than after aware errors. In speculation, this could have an impact on the BOLD-contrast aware versus unaware errors. Behavioral corrections after unaware errors may theoretically be associated with several neural processes. First, they may be associated with BOLD signal related to oculomotor behavior in the neural oculomotor circuits, specifically in the frontal eyefields and intraparietal sulcus (Connolly et al., 2005). As the corrective oculomotor response after unaware errors is, however, only slightly different in terms of saccadic control and is occurring at high pace, fMRI signal may have failed to pick up these slight oculomotor differences on the small amount of trials. Second, following evidence from unconscious inhibitory control (van Gaal et al., 2010) a higher proportion of oculomotor adjustments after unaware errors as compared to aware errors may imply a higher level of unconscious inhibitory control. A higher level of inhibitory control has previously been associated with a higher level of activation in the inferior frontal cortex and the pre-supplementary motor area. In the current study the activation pattern for signal change on unaware errors as compared to aware errors did not show increased activation in the inferior frontal cortex, the pre-supplementary motor area, the frontal eyefields and the intraparietal sulcus. This suggests that no consistent and significant BOLD signal related to a higher proportion of behavioral adjustments after unaware errors was picked up, due perhaps to the too incidental and inconsistent occurrence and the slight oculomotor differences between corrected and uncorrected trials. This suggests that the contrast aware versus unaware errors should not be confounded by signal during unaware errors which is related to a higher proportion of behavioral adjustments after unaware errors.

ANTERIOR INSULA

The current results may provide information about the functional significance of AIC activation during error awareness. The plotted overlap of group-level activation patterns showed that the AIC responded to both error awareness and salience processing, while the PIC responded only to salience processing. Individual difference ROI analysis suggested that higher activation in AIC (but not in PIC) during salience processing predicted higher AIC activation to error awareness. In the individual difference analysis we however only observed a tendency toward higher correlations between error awareness and salience processing specifically in the AIC. The difference between the correlation coefficients of this significant correlation in the AIC on the one hand and the non-significant correlations on the other hand (between error awareness and salience processing in the PIC; and between error awareness and oddball processing per se) did not reach significance level. The results from the individual difference analysis in the AIC therefore lack specificity. The results of the ROI-based ANOVA-analyses of average regression weights indicated that within subjects the insula shows significant percent signal change in both error awareness and the processing of motivational significance (no significant main effect of task), but that the anterior insula is significantly more involved in both processes than the posterior insula (significant main effect of insular sub regions). Furthermore there is a tendency toward more AIC involvement and less PIC involvement in error awareness than in the processing of motivational significance in the oddball task.

In the light of previous findings on structural and functional connectivity of AIC, the currently observed similarity in AIC activation during error awareness and salience processing suggests that neural activity during both cognitive processes has direct access to similar larger scale neural systems. In contrast to the posterior part of the insula with few structural frontal projections, the AIC has been shown to be associated with strong frontal connectivity in studies of human probabilistic tractography. This anterior insula-frontal structural connectivity has been associated with the emotional salience and the cognitive control network linked to the implementation of goal-directed behavior (Cloutman et al., 2012). A recent investigation of insula-based resting-state fMRI has revealed similar results: whereas the posterior insula was functionally connected with primary and secondary somatomotor cortices; the dorsal anterior to middle insula was connected with dorsal ACC, along with other regions of the control network; and a ventral anterior region was primarily connected with pregenual ACC (Deen et al., 2011). Thus, error awareness and salience processing activate anterior subdivisions of the insula which seem ideally situated to communicate and integrate information within the salience network. This hypothesis might be effectively addressed by future studies combining structural and functional connectivity of AIC.

VENTRAL VERSUS DORSAL ANTERIOR INSULA

The overlap of error awareness and the monitoring of motivationally significant events in the ventral AIC as visible in the plotted overlap of the two group-level data-sets, did not survive the conservative thresholds of the spatial overlap analysis in the “contrast masking analysis.” The contrast masking analysis however may have its methodological drawbacks, as the between-subject jitter in activation may prevent detecting activation overlap at the group-level, in particular in structures with a more distributed activation pattern of smaller voxel clusters. In the current study, it seems indeed that activation overlaps in larger and more continuous voxel clusters (such as thalamus and ACC) survived the “contrast masking” approach, whereas the smaller and more distributed voxel clusters in the insula may not have survived. While for the insula the contrast masking approach may have a drawback, the fact that contrast masking performed adequate on most of the structures involved at the whole-brain level, led us to include the contrast masking, approach into the paper. For the insula cortex, we have supplemented the contrast masking analyses with additional ROI analysis. The ROI analysis showed that the AIC is significantly involved in both task settings. The contrast masking analysis suggested further that error awareness activated predominantly the ventral AIC, whereas salience processing (the TTI effect) seemed to activate the AIC with maxima in the dorsal AIC. A functional dorsal-ventral distinction within anterior insula has not yet received much emphasis in the experimental literature on cognitive control, but has recently been addressed in a meta-analysis (Ullsperger et al., 2010). In a refined meta-analysis of 55 fMRI studies Ullsperger et al. focused on the patterns of co-activation of AIC and ACC across conditions that call for adjustments. They found that conditions of pre-response conflict (arising when a stimulus elicits competing response tendencies) and decision uncertainty (referring to situations when information about the correct response is underdetermined) primarily activated the dorsal part of AIC. Both conditions indicate an increased risk of imminent error, but the error might still be countermanded if the conflict is resolved or the uncertainty is reduced in time. By contrast, action slips and negative feedback cannot be repaired, but do call for remedial actions compensating the failure and/or subsequent adjustments improving future performance; these conditions predominantly activated the ventral part of AIC. Thus, the dorsal and ventral subregions of the AIC appear to play partially different roles in conditions that call for adjustments. The dorsal AIC appears to be involved in signaling increased risk (and hence the anticipation of imminent errors); the ventral AIC appears to register prediction error. Thus the dorsal AIC appears important in prospective control (recruiting the necessary effort to pre-empt potential risks and failures), whereas the ventral subdivision appears more important for reactive processing (monitoring for the need to undertake remedial action and homeostatic regulation; Lamm and Singer, 2010; Ullsperger et al., 2010). The current results seem to be in line with this proactive/reactive account of dorsal/ventral anterior insula.

Here, dorsal AIC activation during salience processing may reflect increased prospective control, due to the increased effort necessary to recruit sufficient resources to stay alert until the next target stimulus. In experimental research, the effect of a fore period on the reaction to a target stimulus has often been used as an independent variable of primary interest (Los et al., 2001). The focus of interest is the process of attaining and maintaining a state of potential action toward a future target event. Reaction time in reaction to a target stimulus, following a preparational period is commonly accepted as behavioral index for the efficiency of preparation (Jennings et al., 1998). A fast reaction should index that the participant is optimally ready to respond whereas a slow reaction would index that the participant is unprepared. Thus, on targets in a prepared state we should see low reaction times. Here, in the oddball task, reaction time after the three different TTIs did not differ significantly, suggesting that subjects attained a preparation state across longer intervals that sufficed to maintain reaction time. Functionally, the preparation state can take many different guises, ranging from the simple presetting of a motor response to complex cognitive preparation. Whatever form preparation takes, though, it is always oriented toward some goal, and takes time to reach a level that is optimal for that goal. The preparation process across trial-to-trial interval has been described to rely on the principle of “trace conditioning” (Los et al., 2001; Los and Schut, 2008). Trace conditioning refers to an inverted u shaped function describing a high preparatory state that is quickly attained but hard to maintain over time, wherein the participant aims at synchronizing the preparation peak and the imperative moment in order to produce a fast response. The most characteristic for the trace conditioning model of preparation is that the response preparation declines if its corresponding critical target occurs prior to the expected moment of the response, but remains unchanged if its critical target occurs after the expected moment (Los et al., 2001). In the current study the similar reaction times after all three interval conditions suggest that optimal preparation has been maintained across longer intervals until the expected (oddball) target occurred. In speculation, an initially increased and then maintained level of preparation aimed to rapidly respond to an anticipated stimulus may partly be reflected in the higher activation to targets after longer as compared to shorter TTIs with equal reaction speed. Hence, dorsal AIC activation during salience processing may reflect increased prospective control, due to the increased effort necessary to recruit sufficient resources to stay alert until the next target after a longer interval. This remains however speculative and can adequately be addressed by experimental paradigms that allow for measuring BOLD signal during the interval. The ventral AIC activation during error awareness in contrast may reflect reactive control due to the need to take remedial action.

Additionally, the increased ventral AIC activation during specifically error awareness (as compared to salience processing), may reflect physiological arousal related to an aversive affective response. Error awareness has been related to increases in peripheral physiological response (O’Connell et al., 2009; Wessel et al., 2011). Consistently, a recent meta-analysis found that peak coordinates from studies linking brain activation to peripheral physiological responses related to emotional experiences, such as heart-rate or galvanic skin response, tended to lie in ventral AIC (Mutschler et al., 2009).

Following this thought, the functional activation of ventral AIC during error awareness may also relate to the experienced valence of a salient event as an error is likely to be experienced as more unpleasant than a parametric oddball-target. Both dorsal and ventral AIC activation has been observed in response to unpleasant or disgusting odorants and aversive tastes (Zald et al., 1998; Wicker et al., 2003) and disgusting images (Calder et al., 2007). The ventral AIC, in particular, has been consistently found to be modulated by the hedonic valence of olfactory and gustatory stimuli (Royet et al., 2003). Ventral AIC activations to disgusting stimuli may reflect affective response to disgusting stimuli, while the dorsal AIC is involved in linking this affective response to attentional or executive mechanisms, similar to such divisions in pain processing (Baliki et al., 2009). The current results seem to support this functional affective/cognitive distinction of dorsal/ventral insula.

Another proposal is that the AIC contributes to the conscious error processing by generating a form of orienting response toward the error (Ullsperger et al., 2010). The current results partly encourage this proposal. The direct activation overlap in the dorsal ACC during error awareness and oddball processing might point to the generation of autonomic arousal processes in both tasks. As described above, the dorsal ACC has been consistently related to the generation of peripheral arousal. The AIC in turn has been related to the mapping of the arousal response (Critchley et al., 2005). The currently observed activation of the AIC during both error awareness and oddball processing may reflect the AIC mapping of the dorsal ACC arousal response. By mapping the arousal response the AIC may ascribe emotional significance to deviant targets and perceived errors and initiate the integration of the salient information into decision making processes to guide behavioral responses. In this context, errors may be homeostatically more salient and experienced emotionally as more aversive than a rare/deviant oddball-target. Thus, the activation in specifically the ventral AIC to aware errors might relate to increased peripheral arousal linked to an aversive affective response to the error. This aversive arousing component may be functional in the sense that it may increase the likelihood that the neural and peripheral system takes immediate remedial action.

A potentially informative next step for future research seems to be functional connectivity analysis of coordinated activity between ACC and ventral versus dorsal AIC during error awareness and oddball processing. As of yet, network research has not yet been able to consistently dissociate ventral versus dorsal AIC function based on its network profile in humans (Cloutman et al., 2012) In general agreement with insula patterns of structural connectivity in the macaque (Mesulam and Mufson, 1982a,b; Mufson and Mesulam, 1982) studies of human functional connectivity revealed ventral AIC to be correlated mostly with dorsal ACC, while dorsal and posterior insula correlated with more posterior parts of ACC (Deen et al., 2011). In humans however, in contrast to the consistency with which AIC–ACC functional connectivity has been identified using human resting-state measures, white matter connections between the two areas in the human brain have been failed to be demonstrated or only inconsistently observed via tractographic methods, if at all (van den Heuvel et al., 2009). Future studies combining measures of peripheral arousal with neural network analysis may show if the dorsal and ventral AIC form distinct pathways by which different aspects of salient neural signal, such as peripheral arousal or valence, can differentially mediate cognitive control and behavior.

Footnotes

1Subsample of Harsay et al. Shifts between default mode and task-focused brain networks during error awareness (article submitted for publication). To ensure a sufficient number of errors only participants with a minimum of 15 errors in the aware/unaware condition, with a false alarm rate lower than the aware/unaware error rates, and a maximum of 5% of self-rated uncertainty (based on a 1–100% post-experimental self-rating scale of uncertainty in performance evaluation) participated in the scanning session.
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APPENDIX

Table A1. Complete list of brain regions showing significant BOLD activation during aware errors as compared to unaware errors.
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Table A2. Complete list of brain regions showing significant BOLD activation during target detection as a function of parametrically increasing interval length. during odd 3 as compared to odd 1.
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Table A3. Spatial overlap map of clusters of activation that survived, within each participant’s native space, both the threshold for the awareness contrast and the threshold for parametric TTI effects during target detection.
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Figure A1. Neural activation on aware errors. Statistical parametrical map of difference in BOLD activation between aware and unaware errors. Red and yellow voxels represent clusters of significant BOLD signal increase across all subjects. For a full list of activated regions (z > 2.3, whole-brain cluster-corrected, p < 0.05), see Table A1.
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Figure A2. Illustration of brain areas showing increasing amplitude of the hemodynamic response to target stimuli with longer target interval. Target interval effects were found in numerous brain structures, including bilateral thalamus, bilateral anterior insula, dorsal anterior cingulate, supplementary motor area, dorsolateral prefrontal cortex, bilateral middle temporal gyri, bilateral pre- and postcentral gyri (somatosensory cortex), bilateral inferior and superior parietal lobules, parietal occipital junction, superior/middle and inferior frontal gyrus, precuneus, and bilateral cerebellum. The legend shows z-score value associated with the color map. The statistical parametric map has a threshold of z > 2.6; p < 0.05 (cluster-corrected). For a full list of activated regions, see Table A2.
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Figure A3. Statistical parametrical map of hemodynamic response varying in each individual with aware errors and with the interval effect on target detection. Red and yellow voxels represent clusters of significant BOLD signal which passed the thresholding in the target interval contrast (ITI3–ITI1) and also survived thresholding in the awareness contrast (aware versus unaware errors). Four major brain areas were involved in both contrasts: bilateral thalamus, supplementary motor area, rostral cingulate, and in bilateral parietal lobule. Furthermore, overlapping activations were found in the precuneus and lateral occipital gyrus.
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Errors in choice tasks have been shown to elicit a cascade of characteristic components in the human event-related potential (ERPs)—the error-related negativity (Ne/ERN) and the error positivity (Pe). Despite the large number of studies concerned with these components, it is still unclear how they relate to error awareness as measured by overt error signaling responses. In the present study, we considered error awareness as a decision process in which evidence for an error is accumulated until a decision criterion is reached, and hypothesized that the Pe is a correlate of the accumulated decision evidence. To test the prediction that the amplitude of the Pe varies as a function of the strength and latency of the accumulated evidence for an error, we manipulated the speed-accuracy trade-off (SAT) in a brightness discrimination task while participants signaled the occurrence of errors. Based on a previous modeling study, we predicted that lower speed pressure should be associated with weaker evidence for an error and, thus, with smaller Pe amplitudes. As predicted, average Pe amplitude was decreased and error signaling was impaired in a low speed pressure condition compared to a high speed pressure condition. In further analyses, we derived single-trial Pe amplitudes using a logistic regression approach. Single-trial amplitudes robustly predicted the occurrence of signaling responses on a trial-by-trial basis. These results confirm the predictions of the evidence accumulation account, supporting the notion that the Pe reflects accumulated evidence for an error and that this evidence drives the emergence of error awareness.
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Continuous monitoring of action outcomes is crucial for achieving optimal performance. Evidence for a performance monitoring system involved in error detection has been provided by studies examining event-related potentials (ERPs). In these studies, errors in simple choice tasks have been shown to elicit a negative deflection at fronto-central electrodes called the error negativity (Ne, Falkenstein et al., 1990) or error-related negativity (ERN, Gehring et al., 1993), that is followed by a positive deflection at posterior electrodes called the error positivity (Pe, Falkenstein et al., 1990). Whereas early theories suggested that the Ne/ERN directly reflects error detection (Falkenstein et al., 1990; Gehring et al., 1993), it has recently been proposed that the Ne/ERN is related to other aspects of error processing like response conflict (Yeung et al., 2004) or reinforcement learning (Holroyd and Coles, 2002). In contrast, the Pe has been suggested to be a correlate of conscious error processing or error awareness (e.g., Falkenstein et al., 2000). The goal of the present study was to contribute to a deeper understanding of how error awareness is achieved by investigating the relationship between the Pe and behavioral measures of error awareness.

In recent years, the neural correlates of error awareness have been investigated in a number of studies (for an overview, see Ullsperger et al., 2010). A frequently-used method for measuring error awareness is the so-called error signaling paradigm, initially introduced by Rabbitt and colleagues (Rabbitt, 1968, 2002). In this paradigm, participants perform a speeded choice task (the primary task). After each response, they have to press a signaling key whenever they think that they have made an error. Using this paradigm, several studies have investigated the relation between signaling responses and the amplitude of error-related ERP components. Whereas the majority of studies have reported an increased Pe for signaled errors relative to unsignaled errors (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; Overbeek et al., 2005; O'Connell et al., 2007; Shalgi et al., 2009; Steinhauser and Yeung, 2010; Dhar et al., 2011; Hewig et al., 2011; Hughes and Yeung, 2011; Wessel et al., 2011; Murphy et al., 2012), only a few studies found such a result for the Ne/ERN (e.g., Maier et al., 2008; Steinhauser and Yeung, 2010; Wessel et al., 2011).

ERROR AWARENESS AS EVIDENCE ACCUMULATION

Although these findings suggest a relationship between the Pe and error awareness, they are less informative regarding the specific role of the Pe in the emergence of awareness. To address this question, we recently proposed that error awareness can be conceptualized as a decision process, in which the available evidence that an error has occurred is accumulated until a decision criterion is reached (Steinhauser and Yeung, 2010). Within this framework, we asked whether error-related brain activity reflects the accumulated evidence that an error has occurred, or the output of this decision. By varying the decision criterion of error signaling, we were able to test specific predictions associated with each hypothesis. We found that although a higher decision criterion led to fewer signaled errors, it was not associated with a reduced Pe amplitude. This finding implies that average Pe amplitude does not reflect the number of signaled errors, and thus, the output of the decision process. We further found that a higher decision criterion was associated with a larger Pe amplitude if signaled errors were considered. This result reflects the fact that with a high criterion, more evidence for an error is required to exceed this criterion, which is consistent with the assumption that the Pe reflects the accumulated evidence that an error has occurred. Further support for this conclusion was provided by single-trial analyses. Using a logistic regression approach (Parra et al., 2002, 2005), we derived a single-trial measure of the Pe amplitude. As predicted by our evidence accumulation account, this “error signal” could be used to robustly predict whether or not an error would be followed by an error signaling response. Taken together, these results suggest that the Pe does not reflect whether an error was consciously detected or not but rather reflects the accumulation of evidence for an error that precedes the emergence of awareness. Whether a given amount of evidence (i.e., a given Pe amplitude) on a trial leads to error awareness depends on the decision criterion.

COMPUTATIONAL ACCOUNTS OF ERROR DETECTION

Whereas our previous study provides a framework for explaining the relation between the Pe and error awareness, it did not specify the process that delivers the internal evidence for an error, nor did it make assumptions about the nature of this evidence. Potential answers to these questions have been provided by theories of error detection in decision-making (for an overview, see Yeung and Summerfield, 2012). In recent years, two accounts have been proposed which themselves are based on evidence accumulation models: the response monitoring account (Steinhauser et al., 2008; see also Rabbitt and Vyas, 1981) and the conflict monitoring account (Yeung et al., 2004). These accounts share the assumption that response selection in choice tasks occurs when evidence for a response exceeds a response criterion. A crucial feature of evidence accumulation models is their strong self-correction tendency. After an error has occurred due to noise in the accumulation process, continued evaluation of the stimulus usually ensures that accumulated evidence for the correct response eventually exceeds that for the incorrect response. The two accounts mainly differ with respect to which aspect of self correction provides the diagnostic feature that underlies error detection:

(a) The response monitoring account (Steinhauser et al., 2008) assumes that performance monitoring registers that a second response (i.e., an internal correction response) exceeds the primary task's response criterion. However, when Steinhauser et al. (2008) fitted a model of this account to empirical data, it turned out that only about 60% of trials with an internal correction response also led to a signaling response. This suggests that an internal correction response does not directly trigger error awareness (which implies that the response criterion of the primary task does not correspond to the decision criterion associated with error awareness). It rather provides the internal evidence for an error, which forms the basis of the error decision, and which could lead to error awareness or not1.

(b) The conflict monitoring account (Yeung et al., 2004) assumes that performance monitoring registers response conflict which occurs when strong evidence is accumulated for multiple responses—a condition that necessarily accompanies self correction. This response conflict is accumulated until it reaches another criterion, which then leads to error awareness. Accordingly, this account assumes that response conflict rather than an internal correction response provides the internal evidence for an error.

In a simulation study, Steinhauser et al. (2008) investigated whether these two accounts can predict the latencies and frequencies of error signaling responses in an experiment in which the speed-accuracy trade-off (SAT) of the primary task was manipulated. To derive predictions, response monitoring and conflict monitoring were implemented in a connectionist model. Following standard theories of SAT (for an overview, see Bogacz et al., 2010), the effects of speed pressure were simulated by varying the primary task's response criterion. For such a case, one might expect that slower responding is beneficial for performance monitoring, for instance, because it leads to a better representation of the correct response (e.g., Falkenstein et al., 2000). In contrast to this intuition, the simulations revealed that both accounts predict the opposite: with an increased response criterion and, thus, slow responding, both accounts predicted that fewer errors were signaled and that the latency of error signaling was increased. The analysis of simulation data revealed that, for both accounts, this pattern was due to the fact that evidence for an error was weaker: response monitoring predicted that an increased primary task's response criterion reduces the probability and prolongs the time until an internal correction response exceeded this criterion. Similarly, conflict monitoring predicted that an increased primary task's response criterion reduces and delays response conflict after an error. The latter result obtains because a larger response criterion implies that, at the time of the error response, there is a larger difference between the accumulated evidence for the incorrect response alternative and that for the correct response alternative. This impairs the emergence of response conflict after the error, because with this larger initial difference, the self-correction tendency of the primary task's response selection process requires more time until enough evidence is accumulated for the correct response to cause a response conflict with the already accumulated evidence for the incorrect response.

The experimental data by Steinhauser et al. (2008) confirmed these predictions by showing that low speed pressure, and thus a high response criterion, led to fewer signaled errors and delayed signaling responses (for a similar result, see Shalgi et al., 2007). Because the quantitative fit of the response monitoring model was much better than that of the conflict monitoring model, it was concluded that, at least in this experiment, error signaling was driven by response monitoring. Most importantly for the present study, however, this finding demonstrates that response monitoring and conflict monitoring not only provide specific assumptions about the nature of the internal evidence for an error, they also make specific predictions how this evidence is influenced by experimental variables like SAT.

THE PRESENT STUDY

In the present study, we used the model predictions of Steinhauser et al. (2008) to test a crucial prediction of our evidence accumulation account of error awareness. Whereas our previous study (Steinhauser and Yeung, 2010) manipulated the decision process itself, we now manipulated the evidence feeding into this decision, and asked whether the amplitude of the Pe varies as a function of the strength and latency of the evidence. To achieve this, we manipulated the SAT of a primary task and investigated its influence on error signaling and the Pe. Following the simulation results of Steinhauser et al. (2008), we predicted that low speed pressure should be associated with weaker evidence for an error. As a consequence, if the evidence accumulation account is valid and the Pe reflects the evidence for an error, then low speed pressure should also imply a reduced Pe amplitude2.

Interestingly, previous studies investigating the effects of SAT on error-related brain activity have typically found the opposite result: Ne/ERN and Pe amplitudes in these studies were increased when accuracy was prioritized over speed (e.g., Gehring et al., 1993; Arbel and Donchin, 2009). However, these studies used paradigms in which SAT shifts were associated with changes in selective attention (for a discussion, see Yeung et al., 2004), and in error significance. In the present study, we manipulated the SAT in a brightness discrimination task in which no selective attention was necessary because no distractor stimuli were used (Steinhauser and Yeung, 2010). Moreover, SAT was manipulated by means of a speed pressure instruction without emphasizing accuracy, and thus, without affecting the subjective significance of an error.

Speed pressure was varied across two conditions, a low speed pressure (lowSP) condition and a high speed pressure (highSP) condition. According to the model predictions of Steinhauser et al. (2008), lower speed pressure should result in weaker evidence for the occurrence of an error. As discussed above, this change is not a direct consequence of the reduced response speed, but rather reflects the increased response criterion in the primary task. If evidence is weaker in the lowSP condition, signaling responses should be less frequent, and the latency of these signaling responses should be increased. Moreover, decreased accumulated evidence in the lowSP condition should be reflected in a smaller Pe. Similar to Steinhauser and Yeung (2010), we tested these predictions for the Pe for all error trials as well as for signaled error trials only. If we found similar effects for all errors and for signaled errors, this would show that changes in Pe amplitudes are actually due to changes in the strength of accumulated evidence rather than changes in the number of signaled errors.

METHOD

PARTICIPANTS

Eighteen right-handed participants (12 female) between 19 and 24 years of age (mean 21.1) with normal or corrected-to-normal vision participated in the study. Participants were recruited at the University of Konstanz for course credit or a payment of 6 Euro per hour, and were paid an additional performance-dependent bonus.

TASK AND PROCEDURE

We used the paradigm introduced by Steinhauser and Yeung (2010), in which participants first performed a brightness discrimination task and then were prompted to make a signaling response when they thought they had made an error. All stimuli were presented on a screen with a resolution of 1080 by 1024 pixels and at a viewing distance of 60 cm. The stimuli in the primary task consisted of two boxes presented on a black background above and below a white fixation cross. Each box consisted of a 64-by-64 array of randomly arranged white and black pixels, with new arrays generated on each trial. Discrimination difficulty depended on the relative proportions of white and black pixels in the two boxes. In contrast to Steinhauser and Yeung (2010), the difficulty level was set to a constant value throughout the experiment, with 55% white pixels in the brighter box compared with 45% in the darker box.

Figure 1 depicts a sample trial. First, a white fixation cross was centrally presented for 500 ms. Then, the stimulus of the primary task appeared for 160 ms, followed by a blank screen. The primary task response was provided by pressing one of two keys on a standard keyboard: the “T” key with the left index finger when the upper box was brighter and the “G” key with the right index finger when the lower box was brighter. 500 ms after the response, the word “error?” was centrally presented for 1000 ms. During that time, participants were instructed to press the space bar with their right thumb if they thought that they had committed an error in the primary task. Then another blank screen appeared for 500 ms, followed by a feedback screen presented for 1000 ms.
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Figure 1. Sequence of stimulus events in a trial. Participants were first required to indicate which of two boxes in the stimulus was brighter. Following the error prompt, they pressed a signaling key if they judged that their primary task response was an error.



The feedback screen indicated the accuracy of both the primary task response and the error signaling response. If the primary task response was correct, and was not followed by an error signaling response, the feedback indicated “yes, correct” in green (correct rejection). If the primary task response was correct, but was followed by an erroneous error signal, the feedback indicated “no, correct” in red (false alarm). If an incorrect primary task response was followed by an error signaling response, the feedback indicated “yes, error” in green (hit). Finally, if an incorrect primary task response remained unsignaled, the feedback indicated “no, error” in red (miss). In experimental blocks, the feedback screen additionally indicated the amount of win or loss (e.g., “+2” or “−2”) in this trial.

The experiment consisted of three parts: a practice part, a low speed pressure part, and a high speed pressure part. The practice part consisted of five blocks: first, three blocks of 30 trials were conducted in which only the primary task was practiced and no feedback was provided after each trial. Participants were instructed to respond as quickly and as accurately as possible. After each block (in this and the following parts), feedback about mean RT and error rate was provided. If error rate in these blocks fell below 20%, participants were instructed to increase response speed. Then, two further practice blocks were conducted in which the error signaling procedure was introduced. In these blocks, trial feedback as described above (but without indicating wins and losses) was presented. If the error rate in the final practice block fell below 20%, another practice block was conducted and participants were instructed to increase response speed. This was repeated until the required error rate was achieved. Note that although we applied an accuracy criterion in this part, only response times but never error rates were mentioned during instructions in this and the following parts. We did this to ensure that instructions did not influence the subjective significance of errors.

After the practice part, half of the participants continued with the low speed pressure part and then with the high speed pressure part. This order was reversed in the other half of the participants. Low and high speed pressure was induced only by means of instruction. Participants were instructed not to exceed an individually determined criterion RT. If the mean RT during a block was larger than this criterion RT, participants were instructed to increase response speed. In the low speed pressure blocks, criterion RT was the mean RT from the last practice block plus 50 ms. In the high speed pressure block, criterion RT was the mean RT from the last practice block minus 50 ms. Each part started with two practice blocks of 30 trials, in which participants could adapt to the instructed speed pressure. These practice blocks were followed by four experimental blocks of 60 trials each, resulting in 240 experimental trials in each speed pressure condition. In experimental trials, participants earned money for correct error signaling. They won 2 points each time they signaled on error trials (hits) or withheld from signaling on correct trials (correct rejections). They lost 2 points each time they signaled on correct trials (false alarms) or failed to signal after errors (misses). At the end of the experiment, points were converted into a monetary reward (1 point = 1 Eurocent). In the present study, this reward scheme served no specific purpose beyond encouraging accurate error signaling, but this feature makes the design comparable to our previous study (Steinhauser and Yeung, 2010).

DATA ACQUISITION

The electroencephalogram (EEG) was recorded using a BIOSEMI Active-Two system (BioSemi, Amsterdam, The Netherlands) with 64 Ag-AgCl electrodes from channels Fp1, AF7, AF3, F1, F3, F5, F7, FT7, FC5, FC3, FC1, C1, C3, C5, T7, TP7, CP5, CP3, CP1, P1, P3, P5, P7, P9, PO7, PO3, O1, Iz, Oz, POz, Pz, CPz, Fpz, Fp2, AF8, AF4, AFz, Fz, F2, F4, F6, F8, FT8, FC6, FC4, FC2, FCz, Cz, C2, C4, C6, T8, TP8, CP6, CP4, CP2, P2, P4, P6, P8, P10, PO8, PO4, O2 as well as the left and right mastoid. The Common Mode Sense (CMS) and Driven Right Leg (DRL) electrodes were used as reference and ground electrodes. Vertical and horizontal electrooculogram (EOG) was recorded from electrodes above and below the right eye and on the outer canthi of both eyes. All electrodes were off-line re-referenced to averaged mastoids. EEG and EOG data were continuously recorded at a sampling rate of 1024 Hz, and were re-sampled to 512 Hz offline.

DATA ANALYSIS

For analysis of primary task performance and ERP data, trials from each condition were categorized as correct responses and errors. For analysis of error signaling performance, trials from each condition were categorized as correct rejections, false alarms, misses, and hits. The absolute frequencies were used to calculate the hit rate, H (= proportion of hits among all errors), and the false alarm rate, FA (= proportion of false alarms among all correct trials), for both conditions. We then estimated two parameters from Signal Detection Theory (Green and Swets, 1966; Macmillan and Creelman, 1991): the detection criterion c, and the sensitivity d'. Signaling latencies were calculated as the difference between the primary task response and the signaling response. In this way, occasional signaling responses that occurred prior to the signaling prompt were assigned a positive latency3.

EEG data were analyzed using EEGLAB v6.01 (Delorme and Makeig, 2004) and custom routines written in MatLab 7.0.4 (The Mathworks, Natick, MA). The data were band-pass filtered excluding activity below 1 Hz and above 30 Hz (waveforms in figures were additionally filtered with a 15 Hz low-pass filter). Epochs were extracted ranging from 500 ms before and 1000 ms after the response. Artifacts were removed using standard routines implemented in EEGLAB v6.01: first, large artifacts were identified by computing the joint probability of each epoch and excluding epochs that deviated more than five standard deviations from the distribution mean. Second, ocular artifacts were corrected by an eye movement correction procedure (Automatic Artifact Removal Version 1.3, http://kasku.org/aar/) based on a linear regression approach (Gratton et al., 1983). Baseline activity was removed by subtracting the average voltage in an interval between 400 ms and 100 ms before the response. This baseline was chosen because it precedes the onset of the Ne/ERN.

After artifact removal, the resulting waveforms included an average of 153 correct trials (range: 113–204) and 75 error trials (range: 26–113) in the highSP condition and 176 correct trials (range: 119–225) and 48 error trials (range: 9–111)4 in the lowSP condition. If only signaled errors were considered, there were an average of 139 correct trials (range: 89–202) and 62 error trials (range: 21–93) in the highSP condition and 163 correct trials (range: 106–224) and 37 error trials (range: 8–94) in the lowSP condition. Error-related brain activity was quantified by computing the mean amplitude of the waveform for errors in a time interval that captures the main portion of the component of interest. For the Ne/ERN, an interval from –50 to 50 ms relative to the response was used. For the Pe, an interval from 150 to 400 ms after the response was used. All components were quantified for each channel. However, statistical analysis was applied only to data from channel FCz for the Ne/ERN (for which the Ne/ERN is typically largest) and from channel POz for the Pe. The latter was chosen because the error signal found by Steinhauser and Yeung (2010) was maximal at this channel, a finding that was replicated in the present study.

Because we found that ERP differences between conditions partially reflected RT differences (due to differential influence of stimulus-locked components on response-locked data), analyses were also applied to a subset of RT matched trials. To achieve RT matching, we first identified the condition with the fewest trials (i.e., errors/lowSP) and then matched all other conditions (errors/highSP, corrects/lowSP, corrects/highSP) to this condition using the following algorithm: First, a trial from the error/lowSP condition was randomly drawn (without replacement). Second, from each other condition, the trial providing the closest match to the RT of the drawn trial was selected (without replacement) and assigned to the RT-matched sample. These steps were repeated until all trials from the error/lowSP condition were drawn. Note that only artifact-free trials were included. Therefore, mean RT of the error/lowSP condition deviates slightly from the value obtained in the initial analysis of behavioral data.

In addition, we aimed to replicate the findings by Steinhauser and Yeung (2010) that Pe amplitude predicts error signaling on a trial-by-trial level. To achieve this, a single-trial analysis was conducted using the linear integration method introduced by Parra et al. (2002) to measure error-related EEG activity with improved signal-to-noise ratio. The rationale of this method is to extract a specific spatial component of the ERP by constructing a classifier that maximally discriminates between two conditions differing in this component. Specifically, with x(t) being the vector of electrode activity at time t, we used logistic regression to compute a spatial weighting coefficient v such that the component
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is maximally discriminating between two different conditions. In the present case, we used this method to discriminate between error and correct-response trials in order to estimate error-related EEG activity on individual trials (independent of speed pressure condition). As input, we used T samples from each of the N baseline-corrected ERP epochs, resulting in a training set of size NT. After finding the optimal v, we estimated the error signal, [image: image], on each trial k by averaging across the T samples from each trial. This value ranges between 0 and 1, with higher values indicating a higher probability that the trial was an error.

To visualize the spatial distribution of weights of the discriminating component, we computed the coupling coefficient vector

[image: image]

with time t being a dimension of the matrix X and the vector y. Coupling coefficients represent the activity at each electrode site that correlates with the discriminating component, and thus can be thought of as the “sensor projection” of that component (Parra et al., 2002, 2005).

The analysis was applied to the same time range (250–350 ms after the response) as in Steinhauser and Yeung (2010). First, classifier sensitivity was quantified in terms of Az-score, which corresponds to the area under the Receiver Operating Characteristic curve, with 0.5 indicating chance-level classification and 1 indicating perfect discrimination. Az-scores were computed for each window using split-half cross-validation, i.e., the classifier was trained on half of the trials and was then used to predict the category (correct or error) on the remaining trials. This procedure was repeated for each half of 10 random splits, and the average of these 20 values was taken as the overall sensitivity for a specific window and participant. To test whether sensitivity significantly exceeded chance level, a permutation test was applied (e.g., Philiastides et al., 2010; Steinhauser and Yeung, 2010). For each participant, a test distribution under the Null hypothesis was generated by recomputing Az-scores with random assignment of the correct/error categories. This procedure was repeated 100 times for each of the 20 subsets of trials from which each Az-score was computed. The resulting 2000 values represented the test distribution, and were used to determine critical Az-values associated with significance levels of 0.05 and 0.01. Overall critical Az-values were computed by averaging across participants.

Following Steinhauser and Yeung (2010), we used the error signal yk as a neural correlate of the accumulated evidence that an error has occurred, and investigated whether this error signal can be used to predict error signaling on a trial-by-trial basis. To this end, we first calculated the mean error signal separately for each trial by averaging across values from the 20 split-half samples. Prediction of the occurrence of a signaling response was achieved using a logit regression analysis with a binary dependent variable (signaled error vs. unsignaled error) and a continuous independent variable (mean error signal). The resulting beta values were analyzed using t-tests and repeated measurement ANOVAs.

RESULTS

BEHAVIORAL DATA

Behavioral data are presented in Table 1. We first analyzed primary task performance to examine whether our manipulation of SAT was successful. As expected, the lowSP condition was associated with decreased error rates, F(1, 17) = 21.0, p < 0.001, increased correct RTs, F(1, 17) = 14.0, p < 0.01, and increased error RTs, F(1, 17) = 8.75, p < 0.01, indicating that the speed pressure manipulation led to a shift in SAT.

Table 1. Behavioral performance.
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As predicted, this SAT shift in the primary task also influenced error signaling. Signaling RT was increased in the lowSP condition, F(1, 17) = 5.07, p < 0.05. Moreover, the frequency of signaling responses was numerically reduced. Although this effect was not significant for the false alarm rates and was only marginally significant for the hit rates, F(1, 17) = 3.71, p = 0.07, the estimated detection criterion—a measure that combines the two rates—was significantly increased in the lowSP condition5, F(1, 17) = 4.53, p < 0.05. In contrast, detection sensitivity d' did not differ reliably across the two conditions (F < 1).

EVENT-RELATED POTENTIALS

The behavioral data followed a similar pattern to the one obtained in Steinhauser et al. (2008): low speed pressure for the primary task led to longer signaling RTs and a lower frequency of signaling responses. In a next step, we examined whether these behavioral effects were reflected in specific changes in the Pe and the Ne/ERN. Based on the simulations of Steinhauser et al. (2008), we predicted that weaker evidence for an error would be evident with low speed pressure. Provided that the accumulated evidence for an error is reflected by the Pe amplitude, we should therefore observe a reduced Pe amplitude in the lowSP condition. Moreover, this effect should be obtained across all error trials as well as for signaled error trials specifically. If such an effect were obtained only if all error trials were included, it could simply reflect the decreased rate of signaled errors in the lowSP condition.

Figure 2 presents waveforms at two characteristic channels, FCz and POz, for all trials (Figures 2A,C) and for trials that were correctly signaled (i.e., signaled errors and unsignaled correct trials, Figures 2B,D). The waveforms reveal strong differences between speed pressure conditions. At least for correct trials, however, these differences seem to reflect RT differences between these conditions: waveforms for correct trials in the highSP condition are delayed relative to those in the lowSP condition. This might reflect that, due to shorter RTs in the highSP condition, stimulus-locked components occur later relative to the response in this condition (Coles et al., 2001; Maier et al., 2010)—a conclusion receiving support from the observation that this effect disappeared when RT matched data were analysed (see below). At first glance, such an effect does not seem to be responsible for differences between the waveforms for error trials, at least in the time range of the Pe. However, to prevent bias of our analysis by the differential contribution of RT effects to correct and error trials, we directly compared error trials between our conditions.
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Figure 2. Response-locked ERPs separately for the highSP and lowSP conditions. (A,C) Mean ERP waveforms at electrodes FCz and POz for all errors and correct responses. (B,D) Mean ERP waveforms at electrodes FCz and POz for signaled errors and unsignaled correct responses. Zero indicates the time of the response. HighSP = high speed pressure. LowSP = low speed pressure.



Figure 3 plots the spatial distribution of the difference wave between the lowSP and the highSP condition for error trials in the time range of the Ne/ERN and the Pe. For the Pe, the data reveal differences with a broad central spatial distribution, irrespective of whether all trials or only correctly signaled trials were considered. As predicted, Pe amplitude was decreased for the lowSP condition relative to the highSP condition, and this difference was significant for all trials (1.25 μV vs. 1.81 μV), F(1, 17) = 7.57, p < 0.05, as well as for correctly signaled trials (1.27 μV vs. 1.83 μV), F(1, 17) = 5.45, p < 0.05, at channel POz. For the Ne/ERN, we obtained a difference in the same direction at channel FCz which was marginally significant for all trials (–2.19 μV vs. –3.29 μV), F(1, 17) = 3.19, p < 0.10, as well as for correctly signaled trials (–2.15 μV vs. –3.41 μV), F(1, 17) = 3.40, p < 0.10.
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Figure 3. Spatial distribution of ERPs for the difference between errors in the lowSP condition and errors in the highSP condition. Upper row: Time period of the Ne/ERN (−50 – 50 ms). Lower row: Time period of the Pe (150–400 ms). Left column: Data from all errors. Right column: Data from signaled errors. HighSP = high speed pressure. LowSP = low speed pressure.



As already mentioned, differences between waveforms in our speed pressure conditions partially reflect RT differences. Although this seems to hold mainly for correct trials, we cannot exclude the possibility that RT differences also influenced the waveforms on error trials. To rule out that our results reflect a confound with between-condition differences in RT, we reanalyzed the data after matching RTs between errors and correct trials in the two speed pressure conditions. Note that although RT matching produces trial sets with similar RTs, these trial sets still differ with respect to whether participants were under low speed pressure or high speed pressure (i.e., whether participants adopted a high or low response criterion), thus leaving our experimental manipulation intact. Table 2 illustrates latencies calculated for the RT matched trials. Due to the strong RT differences, matching was not perfect. Whereas RT differences between correct trials of the two speed pressure conditions were not significant anymore, F(1, 17) = 1.52, p = 0.23, a marginally significant speed pressure effect of 47 ms remained for error trials, F(1, 17) = 4.02, p < 0.10. Interestingly, equalizing RTs of the primary task also abolished the effects of speed pressure effects on signaling latency, F < 1. This finding might indicate that signaling latencies and primary task RTs are additionally correlated due to other variables than response criterion. If RT matching eliminated differences in response criterion, this should have eliminated any Pe differences, which was not case, as we will see in the next analysis.

Table 2. Behavioral performance in matched conditions.
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Figures 4 and 5 present waveforms and spatial distributions for the RT-matched data. Although RT matching was imperfect, effects such as the shifted ERP latencies for correct trials disappeared, suggesting that these effects were due to RT differences in the primary task. Crucially, however, amplitude differences in the Pe range of error trials between the speed pressure conditions were even slightly increased after RT matching. Again, the Pe was decreased for the lowSP condition relative to the highSP condition, and this difference was significant for all trials (1.26 μV vs. 2.21 μV), F(1, 17) = 7.97, p < 0.05, as well as for correctly signaled trials (1.27 μV vs. 2.20 μV), F(1, 17) = 5.44, p < 0.05, at channel POz. For the Ne/ERN, we now obtained a nonsignificant difference at channel FCz for all trials (−2.19 μV vs. −3.03 μV), F(1, 17) = 2.03, p = 0.17, as well as for correctly signaled trials (−2.15 μV vs. −3.01 μV), F(1, 17) = 1.61, p = 0.22.
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Figure 4. Response-locked ERPs for RT matched data separately for the highSP and lowSP conditions. (A,C) Mean ERP waveforms at electrodes FCz and POz for all errors and correct responses. (B,D) Mean ERP waveforms at electrodes FCz and POz for signaled errors and unsignaled correct responses. Zero indicates the time of the response. HighSP = high speed pressure. LowSP = low speed pressure.
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Figure 5. Spatial distribution of ERPs in RT matched data for the difference between errors in the lowSP condition and errors in the highSP condition. Upper row: Time period of the Ne/ERN (−50 – 50 ms). Lower row: Time period of the Pe (150–400 ms). Left column: Data from all errors. Right column: Data from signaled errors. HighSP = high speed pressure. LowSP = low speed pressure.



Taken together, the analyses of response-locked ERPs suggest that less frequent and slower error signaling in the lowSP condition was associated with a reduced Pe amplitude. This reduced amplitude was obtained if all error trials were considered as well as if only correctly signaled error trials were considered, and thus seems not to reflect the decreased rate of signaled trials in the lowSP condition. In contrast, the Ne/ERN did not differ significantly between speed pressure conditions, a result which once again speaks against a direct relation between the Ne/ERN and error signaling. In the following analyses, we apply single-trial analysis to further investigate the relation between the Pe and error signaling.

SINGLE-TRIAL ANALYSIS

To obtain single-trial estimates of the Pe, we trained a classifier to differentiate between errors and correct trials, and used its prediction value as a single-trial measure of the error signal (Parra et al., 2002). The classifier significantly discriminated between correct and error trials (Az = 0.612; critical value for p = 0.05: 0.576; critical value for p = 0.01: 0.606). Figure 6A illustrates the spatial distribution of the discriminating component. It reveals a posterior distribution of weights with a peak around electrode POz, which replicates the results of Steinhauser and Yeung (2010). In a next step, we extracted the mean error signal to obtain an estimate of the single-trial Pe amplitude. In further analyses, two participants had to be excluded because they had either no signaled (n = 1) or no unsignaled artifact-free error trial (n = 1) in one of the conditions. The mean error signal for the remaining participants was significantly larger for signaled errors than for unsignaled errors (Figure 6B), F(1, 15) = 7.62, p < 0.05. The logit regression analysis revealed that the error signal significantly predicted the occurrence of error signaling (beta = 4.99), F(1, 15) = 5.94, p < 0.05. Both results demonstrate that the strength of the error signal predicts whether a signaling response is elicited—a crucial prediction of the evidence accumulation account—and thus replicates the findings of Steinhauser and Yeung (2010).
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Figure 6. Error signal extracted by single-trial analysis. (A) Spatial distribution of the error signal as illustrated by normalized coupling coefficients. (B) Mean error signal for signaled (Sig) and unsignaled (NoSig) errors.



DISCUSSION

In a recent study (Steinhauser and Yeung, 2010), we proposed that error awareness—as measured by error signaling—can be described as a decision process in which evidence is accumulated until a criterion is reached. We showed that the Pe, a posterior positive ERP wave following errors, reflects the accumulated evidence that an error has occurred (rather than the outcome of such a decision). The goal of the present study was to test a specific prediction of this evidence accumulation account: that the amplitude of the Pe should vary as a function of the accumulated evidence for an error. To this end, we investigated the effects of manipulating the SAT on error signaling and the Pe. We predicted that low speed pressure in the primary task should be associated with delayed and weaker evidence for an error and, thus, with smaller Pe amplitudes. This prediction was derived from a recent modeling study (Steinhauser et al., 2008) showing that two theoretical accounts of error detection—conflict monitoring and response monitoring—predict that error detection should be impaired when speed pressure is low as compared to when speed pressure is high6.

To manipulate SAT without producing confounding effects of selective attention and error significance, we used a brightness discrimination task with error signaling (Steinhauser and Yeung, 2010) and instructed participants to respond within a short or a long RT limit, thus exerting high speed pressure (highSP condition) or low speed pressure (lowSP condition). Replicating findings of Steinhauser et al. (2008), the lowSP condition was associated not only with increased RTs and decreased error rates in the primary task, but also with longer signaling latencies and decreased signaling frequencies (see also Shalgi et al., 2007). Crucially, these behavioral effects were accompanied by corresponding effects in the average amplitude of the Pe. The lowSP condition exhibited a decreased Pe amplitude relative to the highSP condition. This effect was obtained irrespective of whether all error trials were analyzed or only signaled error trials, which demonstrates that this effect does not reflect the decreased rate of signaled errors in the lowSP condition. Furthermore, this effect was not reduced after matching RTs between conditions, which demonstrates that it is not due to RT differences between the speed pressure conditions. Although RT matching only reduced differences between error RTs from 90 to 47 ms rather than eliminating it, this should have reduced the Pe effect if the effect was entirely due to RT differences. In contrast, the same effect of speed pressure on Pe was obtained when RTs were matched. Taken together, these results provide support for a crucial assumption of our evidence accumulation account of error awareness. Steinhauser et al. (2008) predicted that, with low speed pressure, performance monitoring provides less evidence for an error. The present study demonstrates that this reduced evidence is reflected in reduced Pe amplitudes, suggesting a relation between the Pe and the accumulated evidence for an error.

In further analyses, we tested another prediction of the evidence accumulation account by investigating whether the Pe amplitude can be used to predict error signaling on a trial-by-trial basis. As a single-trial measure of error-related brain activity, we used the “error signal,” that is, the prediction value of a logistic regression classifier (Parra et al., 2002, 2005) that discriminated between correct and error trials. Figure 6A suggests that the classifier is associated with the typical posterior distribution of the Pe. Replicating the results by Steinhauser and Yeung (2010), the error signal extracted in the time range of the Pe was predictive of the error signaling response. The mean error signal was larger for signaled errors than for unsignaled errors, and the error signal on single trials significantly predicted whether an error would be signaled or not.

The results of the single-trial analysis replicate the findings of Steinhauser and Yeung (2010) by showing that the Pe amplitude is a valid predictor of the occurrence of signaling responses. Recently, another study extended these results by showing that the latency of the single trial Pe can also be used to predict the latency of the error signaling response (Murphy et al., 2012). Such a finding is fully in line with the idea that the Pe is related to an evidence accumulation process. In the present study, we did not focus on signaling latencies because, as in Steinhauser and Yeung (2010), we used a prompting procedure that delays error signaling in order to avoid the time range of the Pe becoming contaminated by motor activity. Signaling latencies are less informative under these conditions because this procedure eliminates variance of signaling latencies (although not fully, as indicated by the significant effect of speed pressure on mean latencies). Given that Murphy et al. (2012) used independent component analysis and that their component has a more anterior distribution than that obtained in our studies, future research will have to show whether both components really reflect the same activity.

The combined results from the present study and our previous work (Steinhauser et al., 2008; Steinhauser and Yeung, 2010), suggest that the emergence of error awareness proceeds in at least two stages. First, internal evidence for an error is provided by an implicit performance monitoring mechanism registering errors immediately after error commission. This mechanism could be based on conflict monitoring (Yeung et al., 2004) or response monitoring (Rabbitt and Vyas, 1981; Steinhauser et al., 2008), or both. Second, the output of this process either directly generates the evidence reflected in Pe amplitude, or it causes affective responses providing this evidence. The latter is suggested by studies showing that error awareness is correlated with activity related to autonomic responses (e.g., Klein et al., 2007; Wessel et al., 2011; for an overview, see Ullsperger et al., 2010). This evidence then feeds a decision which forms the basis of error awareness and which is observed in the error signaling response.

Although SAT has been a well-known empirical phenomenon for many years (Wickelgren, 1977), it is still not fully understood. Recent evidence suggests that the brain adapts to increased speed pressure by increasing baseline activity in associative areas and the pre-supplementary motor area (pre-SMA), which is computationally equivalent to a decrease in the response criterion (Forstmann et al., 2008; Bogacz et al., 2010). The present study replicates the finding that manipulating SAT of the primary task also affects the frequency and latency of error signaling (Shalgi et al., 2007; Steinhauser et al., 2008), and additionally shows that low speed pressure decreases Pe amplitude. We assumed that this effect is mediated by the effects of SAT on conflict monitoring and/or response monitoring (Steinhauser et al., 2008). Whereas conflict monitoring assumes that an error is detected by registering conflict between an incorrect response and subsequent corrective activity (Yeung et al., 2004), response monitoring assumes that an error is detected by registering that the internal correction response has exceeded the response criterion (Steinhauser et al., 2008). Despite these differences, these two accounts share the prediction that an increased response criterion in the primary task (associated with the lowSP condition) should impair the emergence of internal evidence for an error: An increased response criterion should delay the occurrence of response conflict in the conflict monitoring model, and should delay the internal correction response exceeding this criterion in the response monitoring model. Accordingly, both models can account for the finding that Pe amplitude is reduced in the lowSP condition.

In other studies investigating the effect of SAT on error processing, various alternative accounts have been proposed. Shalgi et al. (2007) explained the effects of SAT on error signaling by assuming that arousal, and thus sustained attention, is reduced under low speed pressure, and that this is the reason why error signaling is also impaired. However, these authors manipulated SAT in a go/no-go task by either exerting speed pressure (speed condition) or by instructing participants to synchronize their response to a late stimulus offset (accuracy condition), and they argued that reduced sustained attention is a direct consequence of the monotonous rhythm induced by responding to stimulus offset (Shalgi et al., 2007, p. 122). In the present paradigm, we used a more traditional SAT manipulation, such that there is no reason why sustained attention should be reduced in the lowSP condition. Reduced sustained attention should have negative effects on both speed and accuracy rather than influencing the SAT. Instead, it is possible that a change of response criterion has contributed to the results of Shalgi et al. (2007).

Several studies have investigated the effects of SAT on error-related brain activity and found the opposite results to the present study; that is, they found that low speed pressure leads to both an increased Ne/ERN and an increased Pe (e.g., Gehring et al., 1993; Arbel and Donchin, 2009). Effects like these have typically been explained by assuming that errors are generally less significant under high speed pressure (Gehring et al., 1993), or that speed pressure impairs the determination of the correct response (Falkenstein et al., 2000). However, these explanations cannot account for the absence of such a finding in the present study. The differences across studies could reflect differences in the primary task and in the method of manipulating SAT. Previous studies have mostly used a flanker task in which selective attention is necessary to respond to the target while ignoring distractors, and SAT was manipulated by emphasizing either speed or accuracy. Yeung et al. (2004) proposed that the SAT effect on the Ne/ERN in the flanker task is due to increased selective attention when accuracy is prioritized over speed (which increases response conflict after errors). This assumption can explain why we did not find such an effect in the present paradigm, in which selective attention is less relevant and instructions focus exclusively on speed rather than accuracy. This interpretation further implies that the present results reflect the pure effect of response criterion on error processing without being contaminated by effects of attention.

The absence of an SAT effect on the Ne/ERN not only contradicts previous explanations of such a finding, it also seems to violate another prediction by Steinhauser et al. (2008). Although Ne/ERN amplitudes were not directly simulated in this study, they found that the conflict monitoring model predicted a reduced level of post-error response conflict when speed pressure was reduced. Given that the conflict monitoring framework (Yeung et al., 2004) postulates a relation between post-error response conflict and the Ne/ERN amplitude, we should have obtained smaller Ne/ERN amplitudes in the lowSP condition as compared to the highSP condition. Indeed our data showed a numerically smaller Ne/ERN amplitude in the lowSP condition which reached marginal significance only when response times were not matched. This could indicate that our manipulation was simply not strong enough to reveal an SAT effect on response conflict, and thus, on the Ne/ERN amplitude. The fact that the same manipulation revealed a significant effect on the Pe could reflect that the accumulated evidence for an error reflected by the Pe is not only provided by conflict monitoring but also (and maybe even stronger) by response monitoring (Steinhauser et al., 2008). If one assumes that the Ne/ERN is more related to conflict monitoring than to response monitoring, this could also explain why single-trial amplitudes of the Pe and the Ne/ERN are only weakly correlated across trials (Steinhauser and Yeung, 2010; Hughes and Yeung, 2011).
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Footnotes

1Steinhauser et al. (2008) discussed the alternative idea that participants simply forgot to give a signaling response on some trials (comparable to a goal neglect; De Jong et al., 1999). However, further evidence that the decision criterion associated with error awareness does not correspond to the response criterion associated with primary task comes from Steinhauser and Yeung (2010). In this study, a manipulation of the decision criterion did not lead to a significant shift of speed-accuracy trade-off in the primary task. This suggests that, if the response monitoring account is valid, one has to assume an additional decision stage that leads to error awareness.

2This reasoning relies on the assumption that evidence accumulation does not stop when the decision criterion is reached and, thus, that the amount of accumulated evidence can differ across two conditions with the same decision criterion, even when considering only those trials on which the criterion is exceeded.

3Because the onset of the signaling prompt was fully predictable, participants sometimes initiated a signaling response that preceded the prompt. 9.6% of signaling responses were too early and preceded the prompt by an average time of 72 ms. We did not exclude these trials because these responses occurred still out of the time range of the Pe and thus did not contaminate our data.

4The results did not change when participants with low trial numbers were excluded.

5This detection criterion does not necessarily reflect the decision criterion we assumed for the error signaling process but only represents a parameter of the signal detection analysis. An increased signal detection criterion could also reflect that the underlying signal is decreased for both correct and error signals.

6Although these predictions were derived from simulations of a flanker task, they can be generalized to any speeded choice task. The effects of response criterion on response conflict/internal correction responses should be similar for any choice task with a self-correction tendency, irrespective of whether distractor stimuli are present or not.

REFERENCES

Arbel, Y., and Donchin, E. (2009). Parsing the componential structure of post-error ERPs: a principal component analysis of ERPs following errors. Psychophysiology 46, 1179–1189.

Bogacz, R., Wagenmakers, E.-J., Forstmann, B. U., and Nieuwenhuis, S. (2010). The neural basis of the speed-accuracy tradeoff. Trends Neurosci. 33, 10–16.

Coles, M. G., Scheffers, M. K., and Holroyd, C. B. (2001). Why is there an ERN/Ne on correct trials? Response representations, stimulus-related components, and the theory of error-processing. Biol. Psychol. 56, 173–189.

De Jong, R., Berendsen, E., and Cools, R. (1999). Goal neglect and inhibitory limitations: dissociable causes of interference effects in conflict situations. Acta Psychol. 101, 379–394.

Delorme, A., and Makeig, S. (2004). EEGLAB: an open source toolbox for analysis of single-trial EEG dynamics. J. Neurosci. Methods 134, 9–21.

Dhar, M., Wiersma, J. R., and Pourtois, G. (2011). Cascade of neural events leading from error commission to subsequent awareness revealed using EEG source imaging. PLoS ONE 6:e19578. doi: 10.1371/journal.pone.0019578

Endrass, T., Franke, C., and Kathmann, N. (2005). Error awareness in a saccade countermanding task. J. Psychophysiol. 19, 275–280.

Endrass, T., Reuter, B., and Kathmann, N. (2007). ERP correlates of conscious error recognition: aware and unaware errors in an antisaccade task. Eur. J. Neurosci. 26, 1714–1720.

Falkenstein, M., Hohnsbein, J., Hoormann, J., and Blanke, L. (1990). “Effects of errors in choice reaction tasks on the ERP under focused and divided attention,” in Psychophysiological Brain Research, eds C. H. M. Brunia, A. W. K. Gaillard, and A. Kok (Tilburg, Netherlands: Tilburg University Press), 192–195.

Falkenstein, M., Hoormann, J., Christ, S., and Hohnsbein, J. (2000). ERP components on reaction errors and their functional significance: a tutorial. Biol. Psychol. 51, 87–107.

Forstmann, B. U., Dutilh, G., Brown, S., Neumann, J., von Cramon, D. Y., Ridderinkhof, K. R., and Wagenmakers, E. J. (2008). Striatum and pre-SMA facilitate decision making under time pressure. Proc. Natl. Acad. Sci. U.S.A. 105, 17538–17542.

Gehring, W. J., Goss, B., Coles, M. G., Meyer, D. E., and Donchin, E. (1993). A neural system for error detection and compensation. Psychol. Sci. 4, 385–390.

Gratton, G., Coles, M. G., and Donchin, E. (1983). A new method for off-line removal of ocular artifact. Electroencephalogr. Clin. Neurophysiol. 55, 468–484.

Green, D. M., and Swets, J. A. (1966). Signal Detection Theory and Psychophysics. New York, NY: Wiley.

Hewig, J., Coles, M. G., Trippe, R. H., Hecht, H., and Miltner, W. H. (2011). Dissociation of Pe and ERN/Ne in the conscious recognition of an error. Psychophysiology 48, 1390–1396.

Holroyd, C. B., and Coles, M. G. (2002). The neural basis of human error processing: reinforcement learning, dopamine, and the error-related negativity. Psychol. Rev. 109, 679–709.

Hughes, G., and Yeung, N. (2011). Dissociable correlates of response conflict and error awareness in error-related brain activity. Neuropsychologia 49, 405–415.

Klein, T., Endrass, T., Kathmann, N., Neumann, J., and von Cramon, D. Y. (2007). Neural correlates of error awareness. Neuroimage 34, 1774–1781.

Macmillan, N. A., and Creelman, C. D. (1991). Detection Theory: A User's Guide. Cambridge, UK: Cambridge University Press.

Maier, M., Steinhauser, M., and Hübner, R. (2008). Is the error-related negativity amplitude related to error detectability? evidence from effects of different error types. J. Cogn. Neurosci. 20, 2263–2273.

Maier, M., Steinhauser, M., and Hübner, R. (2010). Effects of response set size on error-related brain activity. Exp. Brain Res. 202, 571–581.

Murphy, P. R., Robertson, I. H., Allen, D., Hester, R., and O'Connell, R. G. (2012). An electrophysiological signal that precisely tracks the emergence of error awareness. Front. Hum. Neurosci. 6:65. doi: 10.3389/fnhum.2012.00065.

Nieuwenhuis, S., Ridderinkhof, K. R., Blom, J., Band, G. P., and Kok, A. (2001). Error-related brain potentials are differentially related to awareness of response errors: evidence from an antisaccade task. Psychophysiology 38, 752–760.

O'Connell, R. G., Dockree, P. M., Bellgrove, M. A., Kelly, S. P., Hester, R., Garavan, H., Robertson, I. H., and Foxe, J. J. (2007). The role of cingulate cortex in the detection of errors with and without awareness: a high-density electrical mapping study. Eur. J. Neurosci. 25, 2571–2579.

Overbeek, T. J. M., Nieuwenhuis, S., and Ridderinkhof, K. R. (2005). Dissociable components of error processing: on the functional significance of the Pe vis-a-vis the ERN/Ne. J. Psychophysiol. 19, 319–329.

Parra, L., Alvino, C., Tang, A., Pearlmutter, B., Yeung, N., Osman, A., and Sajda, P. (2002). Linear spatial integration for single-trial detection in encephalography. Neuroimage 17, 223–230.

Parra, L., Spence, C. D., Gerson, A. D., and Sajda, P. (2005). Recipes for the linear analysis of EEG. Neuroimage 28, 326–341.

Philiastides, M. G., Biele, G., Vavatzanidis, N., Kazzer, P., and Heekeren, H. R. (2010). Temporal dynamics of prediction error processing during reward-based decision making. Neuroimage 53, 221–232.

Rabbitt, P. (1968). Three kinds of error-signalling responses in a serial choice task. Q. J. Exp. Psychol. 20, 179–188.

Rabbitt, P. (2002). Consciousness is slower than you think. Q. J. Exp. Psychol. Hum. Exp. Psychol. 55, 1081–1092.

Rabbitt, P., and Vyas, S. (1981). Processing a display even after you make a response to it: how perceptual errors can be corrected. Q. J. Exp. Psychol. Hum. Exp. Psychol. 33, 223–239.

Shalgi, S., Barkan, I., and Deouell, L. Y. (2009). On the positive side of error processing: error-awareness positively revisited. Eur. J. Neurosci. 29, 1522–1532.

Shalgi, S., O'Connell, R. G., Deouell, L. Y., and Robertson, I. H. (2007). Absent minded but accurate: delaying responses increases accuracy but decreases error awareness. Exp. Brain Res. 182, 119–124.

Steinhauser, M., Maier, M., and Hübner, R. (2008). Modeling behavioral measures of error detection in choice tasks: response monitoring versus conflict monitoring. J. Exp. Psychol. Hum. Percept. Perform. 34, 158–176.

Steinhauser, M., and Yeung, N. (2010). Decision processes in human performance monitoring. J. Neurosci. 30, 15643–15653.

Ullsperger, M., Harsay, H. A., Wessel, J. R., and Ridderinkhof, K. R. (2010). Conscious perception of errors and its relation to the anterior insula. Brain Struct. Funct. 214, 629–643.

Wessel, J. R., Danielmeier, C., and Ullsperger, M. (2011). Error awareness revisited: accumulation of multimodal evidence from central and autonomic nervous systems. J. Cogn. Neurosci. 23, 3021–3036.

Wickelgren, W. A. (1977). Speed-accuracy tradeoff and information processing dynamics. Acta Psychol. 41, 67–85.

Yeung, N., Botvinick, M. M., and Cohen, J. D. (2004). The neural basis of error detection: conflict monitoring and the error-related negativity. Psychol. Rev. 111, 939–959.

Yeung, N., and Summerfield, C. (2012). Metacognition in human decision-making: confidence and error-monitoring. Philos. Trans. R. Soc. Lond. B Biol. Sci. 367, 1310–1321.

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 02 March 2012; Accepted: 26 July 2012; Published online: 13 August 2012.

Citation: Steinhauser M and Yeung N (2012) Error awareness as evidence accumulation: effects of speed-accuracy trade-off on error signaling. Front. Hum. Neurosci. 6:240. doi: 10.3389/fnhum.2012.00240

Copyright © 2012 Steinhauser and Yeung. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in other forums, provided the original authors and source are credited and subject to any copyright notices concerning any third-party graphics etc.








	 
	REVIEW ARTICLE
published: 17 April 2012
doi: 10.3389/fnhum.2012.00088
	[image: image1]





Error awareness and the error-related negativity: evaluating the first decade of evidence

Jan R. Wessel1,2*

1Max Planck Institute for Neurological Research, Cologne, Germany

2Psychology Department, University of California San Diego, San Diego, USA

*Correspondence:

Jan R. Wessel, Psychology Department, University of California, 3133 McGill Hall, 9500 Gilman Drive, La Jolla, San Diego, CA 92093, USA.
 e-mail: jwessel@ucsd.edu

Edited by:
Claudia Danielmeier, Radboud University Nijmegen, Netherlands

Reviewed by:
Robert Hester, University of Melbourne, Australi
Egbert Hartstra, Donders Institute for Brain, Cognition and Behaviour, Netherlands

From its discovery in the early 1990s until this day, the error-related negativity (ERN) remains the most widely investigated electrophysiological index of cortical error processing. When researchers began addressing the electrophysiology of subjective error awareness more than a decade ago, the role of the ERN, alongside the subsequently occurring error positivity (Pe), was an obvious locus of attention. However, the first two studies explicitly addressing the role of error-related event-related brain potentials (ERPs) would already set the tone for what still remains a controversy today: in contrast to the clear-cut findings that link the amplitude of the Pe to error awareness, the association between ERN amplitude and error awareness is vastly unclear. An initial study reported significant differences in ERN amplitude with respect to subjective error awareness, whereas the second failed to report this result, leading to a myriad of follow-up studies that seemed to back up or contradict either view. Here, I review those studies that explicitly dealt with the role of the error-related ERPs in subjective error awareness, and try to explain the differences in reported effects of error awareness on ERN amplitude. From the point of view presented here, different findings between studies can be explained by disparities in experimental design and data analysis, specifically with respect to the quantification of subjective error awareness. Based on the review of these results, I will then try to embed the error-related negativity into a widely known model of the implementation of access consciousness in the brain, the global neuronal workspace (GNW) model, and speculate as the ERN's potential role in such a framework. At last, I will outline future challenges in the investigation of the cortical electrophysiology of error awareness, and offer some suggestions on how they could potentially be addressed.
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INTRODUCTION: THE ERROR-RELATED NEGATIVITY

In the cognitive neuroscience of error processing, the discovery of an event-related brain potential (ERP) whose amplitude is different depending on the success or failure of an action was a groundbreaking step. Before Falkenstein and colleagues published the first peer-reviewed article about said potential in the human scalp EEG and termed it “Error Negativity” (Ne; Falkenstein et al., 1991 alternatively, and somewhat more commonly today called the “error-related negativity”; ERN, Gehring et al., 1993), the neuroscientific community was largely ignorant toward error processing, even though much of the experimental groundwork had been laid in the 1960s, prominently by Rabbitt and colleagues (Rabbitt, 1966, 1967). The discovery of this first measurable index of performance monitoring-related brain activity coincides with a continuously growing interest in the neuroscience of the more general area of cognitive control, signified by an exponential increase of publications in the field.

Since the 1990s, during which most of the studies about the ERN were published in journals focusing on behavioral rather than neuroscientific research, the differential properties of the ERN had been probed in a number of early studies. This early empirical work culminated in the emergence of (at least) four main branches of theories of what exactly drives the ERN amplitude: the error detection or “mismatch”-theories (Falkenstein et al., 1991; Coles et al., 2001) postulate the amount of difference between an intended and the actually performed action as the main influence on the amplitude of the ERN, with the latter represented as early as in the motor efference copy. According to the reinforcement learning theories of the ERN on the other hand (Holroyd and Coles, 2002), this comparison is carried out on the subcortical level of the basal ganglia instead, whereas the amplitude of the ERN amplitude is influenced by a learning signal carried forward into the cortical generators of the ERN by the mesencephalic dopamine system. A third perspective of ERN functionality is offered by the conflict monitoring accounts (Botvinick et al., 2001; Yeung et al., 2004), which move away from the accuracy of the action per se as the main determinant of ERN amplitude. Instead they postulate the degree of motor response-conflict, i.e., the arithmetic product of the activation of the erroneous and correct response tendencies at the time of the response as the decisive factor in ERN amplitude. A last branch of theories implicate the perceived probability of the occurrence of an error in a given experimental trial as the main determinant of ERN amplitude on that trial (Brown and Braver, 2005).

On the descriptive level, the ERN has a prominent fronto-central radial voltage distribution on the scalp and is consequently mostly quantified at electrode FCz in the extended 10–20 system of the EEG. Its neuronal generator has been located to the medial wall of the posterior medial frontal cortex (pMFC, Dehaene et al., 1994; Holroyd et al., 1998; Ullsperger and von Cramon, 2001; Gehring and Willoughby, 2002; Van Veen and Carter, 2002; Debener et al., 2005), the human homologue of the monkey rostral cingulate zone (RCZ, Ridderinkhof et al., 2004), a region also referred to as dorsal anterior cingulate cortex (dACC). It is followed by a complex of positive voltage deflections, commonly referred to as the error positivity (Pe, Falkenstein et al., 2000), which itself consists of at least two distinct components (late and early Pe, respectively) with partially dissociable features (Overbeek et al., 2005; Ridderinkhof et al., 2009).

The role of the ERN in subjective error awareness, i.e., the question of whether or not the ERN is related to humans' conscious awareness of the accuracy of their own action, had not been studied until 10 years after the initial discovery of the ERN. The relation between a neuronal correlate of error processing on the one hand, and the emergence of explicit awareness of one's own errors on the other hand is of pressing interest for the cognitive neurosciences of cognitive control, as the subjective perception of errors has obvious implications for remedial actions following errors (e.g., with respect to immediate corrective behaviors, learning from errors, or other behavioral adaptations, particular such that are in any sense intentional). Ultimately, one would want to be able to exploit the neuronal correlates of error processing for everyday life, e.g., in the context of brain-computer interfaces that inform a person of whether an error was made or not, which is why it is very important to identify which neuronal correlates influence the emergence of the subjective, spontaneous realization of having committed an error. The ERN is a prime candidate for this as it is (a) chronologically the first physiological manifestation of error-related processing following the response, peaking in the first 50–100 ms after an errors, (b) unlike the Pe, for which there exist many source localization attempts with quite variable results, it is reliably located to a specific, very circumscribed part of cortex, and (c) there is a huge body of literature about which factors influence the ERN per se, making it interesting if and how these factors are related to subjective error awareness.

The first study that explicitly probed the ERN's sensitivity toward the degree of subjectively perceived accuracy was published in 2000 (Scheffers and Coles, 2000). It was followed by the emergence of a complex and ambivalent picture in subsequent studies of subjective “error awareness,” which either backed up the general finding of that initial study, which was that the processes underlying the ERN influence the subjective certainty of error perception, or seemingly contradicted it. As a matter of fact, just a year later, an influential study (Nieuwenhuis et al., 2001) failed to find a difference in ERN amplitude with respect to subjective error awareness. In the following, I will review the first decade of studies that dealt with the ERN and subjective error awareness, and try to find underlying factors that might contribute to either view. First, however, I will try to characterize and define what is meant by “error awareness” in a philosophical and empirical sense.

AWARENESS AND CONSCIOUSNESS: SOME DEFINITIONS

In order to be able examine error awareness and its influence on the brain processes that underlie performance monitoring (or any brain process that could potentially be influenced by awareness and vice versa) one must first define what exactly is meant by (error) “awareness.”

Consciousness and subjective awareness lie at the core of the discipline of philosophy of mind. As will be seen later on, what researchers mostly meant by “awareness” in the context of subjective error perception is called “access consciousness” in that branch of philosophy (Block, 2007). Access consciousness is defined as follows

“A mental state is access conscious when a subject has a certain sort of access to the content of the state. More precisely, a state is access conscious if by virtue of having the state, the content of the state is available for verbal report, for rational inference, and for the deliberate control of behavior.”

(Bayne and Chalmers, 2003, p. 6)

Access consciousness is characterized as the highest quality of representation in transitive (object-related) consciousness. The concept of accessibility, which is at the center of what characterizes an access conscious state, is in practice mainly operationalized by reportability, i.e., the availability of the presence of a stimulus for spontaneous verbalization by the (cognitive) system. Access consciousness and other types of transitive consciousness can be distinguished on the basis of the strength and quality of the subjective representation of a either a stimulus in a system or an internal state of a system in that system itself (see Figure 1). The degree of awareness of the presence of a certain stimulus is a good example for illustration: a (cognitive) system can be completely ignorant with respect to the presence of a stimulus, with no evidence of processing being present at any stage of the system. In such a case, the stimulus would consequently be classified as being “unperceived” in the narrow sense; the system would be non-conscious of it. The minimum of representation that must be evident in a system to indicate a type of consciousness is what constitutes phenomenological consciousness (Block, 1995), or phenomenality (Rosenthal, 2002). Quantifying this representation is called the “hard problem” of consciousness (Chalmers, 1995), or the problem of “qualia” (i.e., the “redness of red,” Crick and Koch, 2003), as opposed to the “easy problem” of consciousness, which is the problem of access consciousness (“easy” problem presumably because access consciousness is relatively easily quantifiable on the basis of overt behavior/verbal reporting). A fourth kind of conscious state is called reflexive consciousness by Block (synonyms: monitoring/interospective consciousness Block, 2001), and is characterized by the presence of Higher-Order Thoughts (Rosenthal, 2002), i.e., “thoughts about thoughts.” This ipsoreflexive quality distinguishes reflexive consciousness from mere phenomenality (or “thick” from “thin” phenomenality in Rosenthal's terminology, where thick phenomenality is a synonym for what Block calls reflexive consciousness, and thin phenomenality is phenomenality in Block's original sense). Importantly, (thin) phenomenanilty is indistinguishable from non-consciousness both empirically and for the system itself1.
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Figure 1. Typology of transitive consciousness, based on different theoretical accounts from the philosophy of mind (see text for further details). Right column outlines defining properties of the different types of consciousness.



Beyond being able to formulate a clear working definition of what one is researching on, what is interesting about these formal and theoretical classifications for empirical performance monitoring research, is the question of what is potentially examinable using the battery of methods available to psychological and neuroscientific research. Research in the area of error awareness usually employs behavioral procedures aimed at an operationalization of access consciousness (in a sense that subjects are mostly presented with the computerized version of a verbal report, i.e., the pressing of a button to indicate conscious availability). However, reflexive consciousness (“gut feelings”) is also potentially examinable using standard experimental psychological methods. The methodological repertoire of research on so called “meta-cognitive feelings” (Koriat, 2007), i.e., feelings of the presence of a certain state in absence of the ability to explicitly fully characterize its nature, can potentially be utilized in error awareness research as well, e.g., by using wagering procedures (Persaud et al., 2007, see “Future directions” for more details). Also, a big virtue of neuroscientific compared to behavioral methods is that it is theoretically possible to detect the representation of a stimulus in the absence of any higher-order thought or access consciousness. For example, stimulus-evoked activity in primary sensory areas like V1 or the primary auditory cortex might well be a physiological manifestation of “thin” phenomenality, which is per definition unexaminable using behavioral methods.

For the purposes of this review, unless otherwise declared, I will talk about access consciousness when referring to (error) awareness. What distinguishes “consciously perceived/aware errors” from “non-consciously perceived/unaware errors” is reportability: is the subject able to report the inaccuracy of its action or not? Since there is also an ambiguity in the literature concerning the naming of error types depending on the presence or absence of access consciousness, I will refer to errors with access consciousness as “reported errors” (REs) and to errors in the absence of access consciousness as “non-reported errors” (NREs), unless otherwise specified.

ERROR AWARENESS AND THE ERN: A CHRONOLOGY

In this paragraph, I will introduce and discuss the studies that reported findings with respect to the influence of ERN amplitude on subjective error awareness (or vice versa). This paragraph should give a comprehensive overview that outlines the respective details and findings of these studies. A summary of these details can be found in Table 1.

Table 1. Details of the studies that report testing of ERN amplitude differences for reported vs. non-reported errors, either as part of their main hypothesis or as auxiliary analyses.
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The first study that explicitly addressed the sensitivity of the ERN amplitude to subjective error awareness was published in 2000 by Scheffers and Coles (2000). The authors presented subjects with a letter version of the classic flanker paradigm (Eriksen and Eriksen, 1974). After each trial, they prompted subjects to rate their confidence in their response on a five-point scaling ranging from “sure correct” to “sure incorrect,” with a neutral “don't know” rating in between. They carried out two main analyses to address the question of the influence of error awareness on the ERN. The first analysis compared ERN amplitudes between all five confidence ratings, showing that ERN amplitude increased with growing error awareness. This result was confirmed in a second analysis which focused only on the three rating bins “don't know”, “not sure incorrect”, and “sure incorrect,” as only eight participants had sufficient error numbers to warrant inclusion in the full analysis. Even more so: the same pattern appeared to be true for the negativity on correct trials that were examined in the full analysis (correct-related negativity, CRN, Vidal et al., 2000; Roger et al., 2010): the larger the ERN/CRN, the more the subjects consciously felt that they had made an error, even on correct trials. It has to be said that the CRN and ERN represent the activity of the same underlying neuronal network (Roger et al., 2010), and therefore, ostensibly reflect the same process.

This seemingly clear cut pattern of results was subsequently contradicted just 1 year later, though: Nieuwenhuis et al. (2001) published results from an eye-movement experiment, an anti-saccade task (AST), which demonstrated a null effect of error awareness on the ERN. In the anti-saccade paradigm, subjects must inhibit a prosaccade to a target stimulus appearing on one side of the screen and initiate an “anti”-saccade to the opposite site. Similarly (but not identically) to Scheffers and Coles (2000), Nieuwenhuis and colleagues prompted their subjects to assess the accuracy of their action after each trial: subjects had a limited time following the onset of the display of a cross on the correct side of the screen in order to press a button when they thought they had committed an erroneous prosaccade to the wrong side of the screen. Whereas the error positivity was significantly enlarged for reported as compared to non-reported errors, the ERN, contrary to Scheffers and Coles findings, was not.

Surprisingly, in the 4 years after these two initial studies, there were no further publications that tried to explain the disparity between them. Following a 2003 study by Dehaene et al. (2003), which found conflict-related effects in the dorsal ACC/RCZ, the neuronal generator of the ERN, only for unmasked conflicting primes as compared to fully masked primes, Mayr (2004) concluded

“There is some convergence across studies in that awareness seems crucial […] for indications of ACC-related activity. At the same time, enough inconsistencies remain to preclude any firm conclusion in this regard.”(Mayr, 2004, p. 147, references removed from original text)

Mayr cites Scheffers and Coles (2000) study, alongside Dehaene et al. (2003) and another fMRI study (Stephan et al., 2002) as evidence for the first part of this statement, whereas Nieuwenhuis et al. (2001) study serves as reference for the second part.

It took until 2005 until the issue was addressed again, when Endrass et al. (2005) published data from a third type of paradigm, a stop-signal task in the oculomotor domain, which also introduced another slightly different scoring method for error awareness: similar to Scheffers and Coles (2000), people had to indicate their perceived response accuracy in both cases (errors and correct trials), but as in Nieuwenhuis et al. (2001), the rating was binary (error or correct, as compared to the five-point scale employed by Scheffers and Coles) and people had only limited time to make their assessment. In this stop-signal experiment, Endrass and colleagues again reported a null-finding with respect to the ERN and error awareness.

Comparable results were obtained in the two next studies dating from 2007 (Endrass et al., 2007; O'Connell et al., 2007). The 2007 study by Endrass and colleagues employed a similar AST as Nieuwenhuis et al. (2001), but the rating procedure was identical to their previous study (Endrass et al., 2005), with the exception that this time, the response to the accuracy-prompt was not under time pressure. O'Connell et al. (2007) combined EEG with concurrent measurements of autonomic nervous system (ANS) activity, as measured by the skin-conductance response (SCR). They also employed a novel paradigm into the study of the effects of error awareness on the ERN, that has been previously used in the fMRI domain by Hester et al. (2005) to probe the activity of the RCZ on reported and non-reported error trials (see below). They employed a Go-Nogo paradigm with Stroop-like stimuli (color-words in different ink color, Stroop, 1935) that they called “error awareness task” (EAT). In the EAT subjects have to perform a Go-response (button-press) unless one of two NoGo-situations is encountered: (1) a mismatch between word-ink and meaning of the word (Stroop NoGo); (2) a repetition of the previous word (Repeat NoGo). With those two complex rules, one engaging the psychological processes associated with the Stroop effect and the other engaging working memory effects similar to a one-back task, a sufficiently high number of non-reported errors can be achieved (a methodological problem in all error awareness studies) to warrant statistical comparison. The rating procedure to assess subjectively perceived accuracy was also arguably more complex than in previous paradigms: in case subjects thought they made an error (i.e., a Go-response in one of the two NoGo-situations), they had to abolish the Go-Response on the next trial and press an error-awareness button instead. Both these studies (Endrass et al., 2007; O'Connell et al., 2007) failed to find an error awareness effect on ERN amplitude, speaking in favor of the ERN being unrelated to subjective error awareness, and contradicting the initial findings of Scheffers and Coles (2000). Also, the findings of O'Connell et al. (2007)2 were later replicated in a slightly larger sample using auditory cues by Shalgi et al. (2009).

To add to the apparent confusion, however, in the last 4 years, seven more studies were published which all, to different extents, apparently backed up the findings of Scheffers and Coles (2000), reporting differences in ERN amplitude or source level RCZ activity between reported and non-reported errors. The closest replication of Scheffers and Coles' findings with respect to experimental conditions was done by Maier et al. (2008), who also used a letter version of the flanker task. However, they employed the rating procedure from Nieuwenhuis et al. (2001), having people press an “error awareness button” in case of a reported error. They found highly significant differences in ERN amplitude with respect to subjective error awareness.

In 2010, Steinhauser and Yeung (2010) manipulated subjects' incentives to either signal or not signal an error, effectively introducing two different response-bias conditions. They could show that it is primarily the error positivity that represents the input variables of the decision process that leads to signaling or not signaling an error, but they also found differences between reported and non-reported errors in the overall ERN in their perceptual discrimination task, with ERN amplitude being significantly increased for reported errors. That same year, Woodman (2010) published a study that differed from all previous studies to certain extent. Not only did he introduce a previously unseen paradigm into the error awareness literature (a visual search paradigm with masked or non-masked stimuli), but he also introduced a special quantification of awareness. The main task was to detect the presence of a stimulus in a visual search array by pressing a button when it was perceived as present in the array and another when it was supposedly absent. The stimulus was either masked by simultaneous-offset mask, or by delay-offset mask, with the latter reducing overt stimulus detection to chance level, whereas the simultaneous-offset mask left aware stimulus perception intact. It could be shown that an ERN was only elicited in the condition in which the mask did not disturb conscious stimulus perception (simultaneous-offset mask), whereas it was absent in the delayed-masking, pre-conscious condition. Furthermore, and most interestingly, an N2pc wave could be seen on target trials in either condition, irrespective of masking condition. The N2pc is an index of a shift in visuo-spatial attention following the presence of target stimuli (Luck and Hillyard, 1994). In essence, this shows a dissociation between intact target-stimulus representation (as indexed by the N2pc) and performance monitoring (as indexed by the ERN), possibly also dissociating a neural correlate of classic access conscious “awareness” of an error and phenomenologically conscious representations of a stimulus (see above). It also provides evidence that the ERN is related to the quality of awareness of an error.

The year 2011 brought four more studies that measured ERN amplitude in error awareness experiments. Hughes and Yeung (2011) tried to dissociate response-conflict from error awareness using a flanker task with additional masked stimuli. They reported a null-finding with respect to error awareness and ERN-amplitude in a limited sample3. They did, however, find an association between ERN amplitude and error awareness on a single-trial level, which larger ERN amplitudes being beneficial for error awareness. In yet another recent study that investigated concurrent EEG and ANS measurements (heart rate and pupil diameter) during error awareness, our group (Wessel et al., 2011) reported a significantly enlarged ERN amplitude for reported compared to non-reported errors in the anti-saccade experiment, alongside differential effects of error awareness on both heart-rate and pupil diameter. In the first experiment, we used a binary rating for the assessment of error awareness, similarly to Endrass et al. (2007). In a second experiment, we tried to replicate the findings using the exact same stimulus layout and timing as in the first study of error awareness in the AST (Nieuwenhuis et al., 2001). Instead of the awareness button used in their study, however, we used a twofold procedure to get a more detailed picture of the degree of error awareness in this experiment. To that end, we used the same binary rating as in the first experiment, i.e., subjects had to push a button when they thought they made an error and a different button when they thought they did not. Then, we subsequently split the experimental trials for each subject and error type in half, based on the time it took for the subject to make the assessment of their own accuracy. This was done with the rationale that ratings that were made very fast were made with a higher degree of certainty than those which took the subjects longer to make. Not only did we again find a significantly enlarged ERN for reported compared to non-reported errors, but we also found that almost all of this difference was explained by the subsample of aware errors that was signaled very quickly, i.e., with high certainty, again providing evidence that ERN and error awareness are directly or indirectly related. Another recent study backed up this finding (and earlier ones that found an enlarged ERN for reported errors), this time using another novel task: Hewig et al. (2011) used a semi-blind digit-entering task and a three-point rating scale (“correct”, “unsure”, “incorrect”) after each trial and found significant ERN-CRN differences exclusively for incorrect trials judged “incorrect,” i.e., reported errors. “Unsure” and “correct”-rated error trials did not differ from their respective correct counterparts, confirming the results from the rating-reaction-time split in Experiment 2 in Wessel et al. (2011). To this day, the latest study regarding the cortical electrophysiology of error awareness (Dhar et al., 2011) did not explicitly focus on ERPs, but rather on EEG source imaging. Dhar and colleagues had subjects perform a visual Go-NoGo task with the option of pressing an awareness button whenever subjects felt they made an error. Even though they did not find a significantly enlarged ERN for reported errors compared to non-reported errors at FCz (in fact, there was no difference between either error trial and correct trials at FCz, i.e. no ERN), they did find significant differences in that direction at more left-lateralized frontal electrode sites, which is in line with their left-lateralized source-solution for the ERN in the left posterior cingulate motor area (lPCMA, MNI coordinates: x = −5 y = −15 z = 55) and also with the voltage distribution of the ERN in their study (see Figure 2 in their manuscript). Consequently, the activity in the lPCMA source was significantly enlarged on reported errors as compared to non-reported errors in their study.
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Figure 2. Testing the error-correction hypothesis of ERN amplitude in the AST. Depicted are the combined data from both experiments in Wessel et al. (2011), limited to the 24 subjects that exhibited enough errors to warrant statistical comparison. (A) Difference between reported and non-reported errors in this sample. (B) Difference between corrected and non-corrected reported errors. (C) Difference between reported errors with fast corrections and reported errors with slow corrections.



As is evident, there is considerable disparity between studies as to whether error awareness is unrelated to the ERN (or vice versa) or not. Whereas there are several findings that strongly point to the fact that the ERN does coincide with higher degrees of error awareness (Scheffers and Coles, 2000; Maier et al., 2008; Steinhauser and Yeung, 2010; Woodman, 2010; Dhar et al., 2011; Hewig et al., 2011; Wessel et al., 2011), there are enough null-findings to shy away from too optimistic inferences (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; O'Connell et al., 2007; Shalgi et al., 2009).

STUDIES OF THE ERN IN ERROR AWARENESS: COMMONALITIES AND DIFFERENCES

Because of the discrepancies in findings between studies, it is essential to review the commonalities and differences in these studies (the details of each study are listed in Table 1), and look for common patterns that might explain either finding, which I will do in the following.

FACTORS OF THE TASK: DIFFERENT PARADIGMS, DIFFERENT FINDINGS?

The paradigms used to investigate error awareness in relation to the ERN and Pe span many of the central paradigms of performance monitoring or cognitive control research in general. Of the abovementioned 13 studies addressing the topic, three utilize variants of the classic flanker task (Scheffers and Coles, 2000; Maier et al., 2008; Hughes and Yeung, 2011), four use Go-NoGo or stop signal paradigms (Endrass et al., 2005; O'Connell et al., 2007; Shalgi et al., 2009; Dhar et al., 2011), and three use the anti-saccade task (AST, Nieuwenhuis et al., 2001; Endrass et al., 2007; Wessel et al., 2011), which is essentially a combination of a Go-NoGo like paradigm and a forced choice reaction time task like the flanker task (in that one has to countermand an automatic response tendency and subsequently initiate another response). The three remaining studies used a visual discrimination task (Steinhauser and Yeung, 2010), a digit-entering task (Hewig et al., 2011), and a masked visual search paradigm (Woodman, 2010). One apparent tendency is that stop-signal/Go-NoGo studies (with the exception of Dhar et al., 2011) generally tend to yield null-findings, whereas flanker findings yield enlarged ERN amplitudes for reported compared to non-reported errors. The picture is less clear for the AST: whereas Nieuwenhuis et al. (2001) and Endrass et al. (2007) demonstrated null-findings; both experiments in Wessel et al. (2011) showed the error awareness amplitude effect for the ERN. All studies using other paradigms show significantly enlarged ERN amplitudes on reported errors.

While there seems to be a pattern in that studies using a task with a Go-NoGo/stop-signal component tend to yield null-effects whereas other tasks show enlarged ERN amplitudes for reported errors, it is hard to find an explanation for this. One reason might lie in the quantification of error awareness itself, or in the low ERN amplitudes and general effect sizes in these paradigms, both of which will be reviewed later on in this section. First, I will review two hypotheses concerning primary task performance (stimulus perception and error correction) that have recently been put forward as potentially influential in producing the presence or absence of ERN amplitude effects in error awareness experiments.

STIMULUS DEGRADATION AS POTENTIAL DETERMINANT OF ERN AMPLITUDE DIFFERENCES

It has been argued that degraded stimulus perception might underlie the lower ERN amplitude on non-reported errors (Steinhauser and Yeung, 2010), based on the fact that some of the studies that reported null-findings used either masking procedures (Maier et al., 2008) or degraded the stimulus material in order to obtain enough non-reported errors to warrant statistical comparison (Scheffers and Coles, 2000; Steinhauser and Yeung, 2010). However, more recent studies do demonstrate these differences in the absence of degraded or masked stimulus material (Dhar et al., 2011; Hewig et al., 2011; Wessel et al., 2011). Also, the dissociation between stimulus perception on the neuronal level (as quantified by the N2pc) in such masking paradigms on the one hand and error awareness effects on the ERN on the other hand (Woodman, 2010) speaks against the fact that degraded stimulus perception is the only influence that causes ERN differences between error types in error awareness experiments. “Objective” evidence of neuronal stimulus representation was identical between error types in that study.

Unless subjective awareness of the stimulus material itself is a determinant of ERN amplitude, which would be assuming a direct connection between ERN and (error) awareness, differences in stimulus representation seem unlikely as the exclusive determinant of ERN amplitude in error awareness studies.

ERROR CORRECTION: DIFFERENCES BASED ON AWARENESS AND THEIR POTENTIAL INFLUENCE ON THE ERN

Another explanation for the discrepancies between studies has been put forward by Steinhauser and Yeung (2010). They argue that

“Ne/ERN amplitude should be determined primarily by variations in primary task performance rather than variations in error signaling. […] Thus, the ERN increase for detected errors may not reflect its direct role in error processing, but might instead be a by-product of the fact that detected errors tend to occur when fast guess responses are subsequently corrected (cf. Scheffers and Coles, 2000), resulting in high levels of conflict. This interpretation is consistent with evidence from the anti-saccade task that Ne/ERN amplitude is similar for detected and undetected errors that are always corrected (Nieuwenhuis et al., 2001), although in some studies this relationship is less clear (Endrass et al., 2007).”

(Steinhauser and Yeung, 2010, p. 15651)

It is in line with the evidence from the error awareness experiments that primary task performance does influence ERN amplitude [see later section: errors in the global workspace: the accumulating evidence (AE) account]. However, even though there is evidence from ERN studies not focusing on error awareness that error correction influences ERN amplitude (Rodriguez-Fornells et al., 2002), there is evidence that the instruction to explicitly withhold or carry out error correction tampers with the expectation of error likelihood, error significance (Fiehler et al., 2005), or a reduced motor threshold that account for differences in ERN amplitude found in these studies (Ullsperger and von Cramon, 2006) and are not directly related to error awareness.

In addition, behavioral findings across studies contradict the proposition that the ERN amplitude reflects additional response-conflict that results from the presence or absence of a corrective response (it should, however, still be influenced by “classic” response-conflict at the time of the response, cf. Yeung et al., 2004; Danielmeier et al., 2009). Steinhauser and Yeung mention that evidence for the error-correction hypothesis from the AST in Nieuwenhuis et al. (2001), who found identical error rates for both types of errors and also identical ERN amplitudes, is contradicted by the AST results from Endrass et al. (2007). In the latter study, a dissociation between error correction rate and ERN amplitude was found: significantly fewer reported errors than non-reported errors were subsequently corrected, despite identical ERN amplitudes. This pattern of behavioral results was confirmed in both AST experiments in Wessel et al. (2011), further contradicting the influence of corrective saccades on ERN amplitudes in error awareness AST studies. Also, the same pattern of results might also be present in Nieuwenhuis et al. (2001) data4, speaking against the error correction as lone determinant of the ERN amplitude differences found in error awareness experiments. Based on significant differences in corrective saccade latency relative to the response, which is shorter for non-reported errors in all three studies, it seems that in actuality, non-reported errors are the ones that are corrected in a quick and automatic fashion. Following a response-conflict based rationale, this pattern of results would actually lead to the prediction of enlarged ERN amplitudes for non-reported errors, if the presence or absence or timing of a potential error correction would be the primary influence on ERN amplitude.

In addition to these arguments, I will in the following present empirical evidence against the influence of error correction (both frequency and speed of correctional saccades) on the ERN amplitude result found in our study (Wessel et al., 2011). Figure 2A displays a re-analysis of the reported errors from both datasets used in Wessel et al. (2011, see manuscript for details on the AST and details on data processing), split by whether they were corrected or not. Only 24 out of 34 participants rendered enough aware errors in both conditions (corrected and not corrected, threshold at a minimum of five reported errors in each condition), but for the present purposes, this sample size is sufficient to warrant a sufficiently low beta-error probability to enable the testing of a null hypothesis. As can be seen from Figure 2A, there is no difference in ERN amplitude based on error correction in reported errors: t(23) = −0.2815, p > 0.7. Also, as can be seen from Figure 2B, there is no difference between fast and slow corrections in reported errors (median split of correction times): t(23) = 0.6739, p > 0.5.

MEASURING ERROR AWARENESS: WHAT IS AN “AWARE” ERROR?

As seen above, performance on the primary task itself does not seem to be able to account for the differences in findings. One interesting possibility is that the measurement of awareness/access consciousness itself could be a decisive factor instead. There are several different quantifications of access consciousness in studies examining error awareness and the ERN, presumably all aimed at the same process. Procedures differs in certain core aspects: (a) difference in signaling between errors and correct trials, (b) the scaling of the quantification (binary vs. parametric), (c) the presence or absence of a neutral option, and (d) the presence or absence of a time-limit to rate one's accuracy.

There is an even split between studies using a forced-choice rating (i.e., a button has to be pressed for both errors and corrects) and an error-signaling only (i.e., a button has to be pressed for errors only; nothing has to be done on subjectively correct trials). Seven studies use the latter approach, whereas seven other experiments (counting Experiment 1 and 2 from Wessel et al., 2011, as two separate experiments) use a forced choice rating. Amongst the studies using an “awareness button” are all studies using Go-NoGo paradigms. All studies using the “awareness button” method naturally set a time-limit for the subjects to make their decision (ranging from 1000 to 1500 ms), whereas all but one (Endrass et al., 2005) studies using forced-choice rating give subjects unlimited time to come up with their decision (the tasks will not commence until a decision for a trial has been made).

Strikingly, these methods of quantification potentially lead to different classifications of certain errors in terms of whether they count as reported/perceived or not. In a forced choice rating situation, subjects can still fully evaluate their (uncertain) situation and might still signal the error, or judge it as a “don't know” trial, if that category is present. When using an error awareness button, however, after a certain amount of time, the next trial will start and the previous trial will be marked as “participant thought he/she was correct,” i.e., as an non-reported error, even though there might have been some residual error awareness, which then effectively contaminates the measurement. A good demonstration for this fact comes from examining false alarm rates in the different studies. False alarms in this scenario are rare events when subjects signal their correct responses as erroneous. A direct comparison is possible in the AST experiments: Nieuwenhuis et al. (2001), who used an awareness button, yielded a false alarm rate of 1.5%. Experiment 2 in Wessel et al. (2011), which used the exact same primary stimulus layout and task timing as Nieuwenhuis et al. (2001), but exchanged the awareness button rating with a forced choice rating, yielded a false alarm rate of 9.8%. This demonstrates that the usage of an awareness button not only potentially contaminates the “non-reported” errors with errors with residual access consciousness, but it also introduces a response bias toward not signaling an error. This is not only so because of the fact that unsure situations, where deciding to signal an error might take more time than allowed would be rated as “participant thought he/she was correct,” but also simply because signaling an error by pushing a button is more effortful than not signaling an error by doing nothing.

While the usage of an awareness button is probably a suboptimal procedure, it cannot alone explain the differences between studies. Not only do two out of the seven studies using forced choice ratings demonstrate null-findings with respect to ERN amplitude (Endrass et al., 2005, 2007), but also, significantly enlarged ERN amplitudes on aware errors can be observed in three out of the seven studies using the awareness button (four if counting Hughes and Yeung, 2011). Ultimately, when deciding which quantification of consciousness to choose, one is faced with the decision of whether (a) one wants to have a set of non-reported errors that are clear of any sort of residual (potentially reflexive/interoceptive) conscious representation (in which case a forced choice rating is the method of choice), or (b) one wants to have a set of reported errors that include only very “highly” (access-) conscious errors and in turn risk contaminating the “unaware” errors with potentially reflexively conscious errors. However, a solution to this problem might lie in using a finer scale than a parametric yes/no rating (which some studies have done, e.g., Scheffers and Coles, 2000; Hewig et al., 2011). Be aware, though, that if choosing between a forced choice rating and an “awareness button” procedure, a forced choice is probably the better option, because it does not introduce a response bias toward signaling or not signaling an error.

Since the method of quantification of an “aware” error cannot on its own account for the different findings (see above), another issue has to be taken into consideration, which is the question of type-2 error probability, i.e., the probability of accepting a null hypothesis, even though the alternative hypothesis is true.

FACTORS OF ANALYSIS: WHEN IS A NULL-FINDING A NULL FINDING?

The question of type-2 error probability is a classic topic in introductory statistics, but is often neglected in many studies, especially in the (cognitive) neurosciences. A high probability of committing a type-2 error stems from either low-power, low effect sizes, or a combination of the two. Low power mostly results from small sample sizes used to test a null hypothesis. This is a common problem in the neurosciences in particular, because data acquisition is an expensive, time-consuming procedure, which oftentimes limits sample sizes of such studies to fewer than 20 samples. The average sample size of the ERN-error awareness studies reviewed so far is 14.7. The sample size of the six studies officially demonstrating null effects is 14.1. A lot of studies do find marked numeric differences in neuronal activity that would replicate the early findings of Scheffers and Coles (2000), but fail to find significances presumably because of low sampling size. I have already mentioned the low sample size in the null-finding from one study (Hughes and Yeung, 2011) as an example. Since no major inferences in that study were based on this result, and the authors outline the limited sample size for that result in the discussion, it can be used for demonstration without depletion of their main findings. If all subjects involved in that study (N = 20) would have met the inclusion criterion (which was a minimum number of six errors in both conditions), the two-sided p-value would have been 0.06 (vs. 0.086 in the eight included subjects), provided the effect sizes would have remained constant. Considering the fact that all 12 subjects in that study who were not included in the actual test were excluded because they were statistically better at either the primary task (resulting in fewer overall errors) and/or at consciously detecting their errors (resulting in a lower ratio of non-reported to reported errors), it is not possible to justify the acceptance of a null-hypothesis. Similar arguments can in principle be applied to other studies that find numerical differences but no significances between error types. This is not to say that these results are of low value, particularly because the null-findings in ERN amplitude are oftentimes only remote points in the respective papers that do not lie at the core of the hypotheses tested. It does mean, however, that in case of a very low sample size, particularly when reporting low p-values for reported vs. non-reported errors, the acceptance of the null-hypothesis is not warranted from a statistical point of view.

Support for the low-power hypothesis presented here comes from the fMRI domain. Missing differential error awareness effects in the dACC/RCZ (Hester et al., 2005; Klein et al., 2007), the neural generator of the ERN, is oftentimes cited as supporting evidence in studies reporting the absence of an effect of error awareness on ERN amplitude. This is despite findings that demonstrate that response-conflict, which is also registered in the dACC/RCZ (Botvinick et al., 2001; Yeung et al., 2004) does not evoke such a RCZ response when elicited subliminally (Dehaene et al., 2003), and also despite the finding that consciously rejecting trials with a high subjective error-likelihood is correlated with activity in the RCZ (Magno et al., 2006). The three studies that explicitly address error awareness related activity in the RCZ in fMRI experiments (Hester et al., 2005, 2009; Klein et al., 2007) are an excellent illustration of the potential pitfalls of low samples sizes: Klein et al. (2007) report numerical differences in RCZ BOLD-activity, with reported errors eliciting more activity than non-reported errors (visible in Figure 2C in their manuscript), which fails to reach significance in the 13 subjects reported (p = 0.211, two-sided), leaving the anterior part of the left insular cortex as the only part of cortex sensitive to subjective error awareness. Hester et al. (2005) initially reported null-findings in the error-awareness task (EAT) with respect to RCZ activity as well, also in 13 subjects (p = 0.59 for the RCZ ROI). In a later study (Hester et al., 2009) using the same experiment in 16 subjects, however, they did find significant differences in that exact region.

All of this is not to argue that there is a definitive effect of error awareness on the amplitude of the ERN/RCZ activity, and all studies not demonstrating these effects fail to do so. There are certainly many factors that contribute to error awareness, and even more factors that potentially contribute to ERN amplitude. Error correction and stimulus representation might be among them, but they are unlikely to account for the differences found across several error awareness studies. Differences in study design or operationalization of subjective error awareness (see above) could account for many differences in findings.

In any case, based on the argument made in this paragraph, it is not possible to uphold the statement that the amplitude of the ERN is unrelated to subjective awareness. On the contrary: while there are many studies that demonstrate enlarged ERN amplitudes with respect to subjective error awareness with a low enough type-1 error probability to warrant rejection of the null-hypothesis (Scheffers and Coles, 2000; Maier et al., 2008; Steinhauser and Yeung, 2010; Woodman, 2010; Dhar et al., 2011; Hewig et al., 2011; Wessel et al., 2011), there are few, if any, studies that have sufficiently low type-2 error probability to warrant an acceptance of that null hypothesis. Future studies should make sure to contain large enough sample sizes in order to allow for strong inferences in case of a potential null finding.

A PUTATIVE ROLE OF THE ERN IN AN OVERARCHING MODEL OF ACCESS CONSCIOUSNESS

After one establishes the fact that the ERN and error awareness are not unrelated, the obvious question is: what is its exact role in the emergence of error awareness? Does the amplitude of the ERN influence the emergence of error awareness or vice versa? Furthermore: what's the role of the Pe? What's the role of the ANS, which has been found to react differently to reported and non-reported errors (O'Connell et al., 2007; Wessel et al., 2011)? Ullsperger et al. (2010) have recently proposed a unified account of a putative role of these potentials in the emergence of error awareness, in which multiple sources of evidence accumulate over time and eventually culminate in error awareness (or blindness). Steinhauser and Yeung (2010) have convincingly demonstrated that this accumulating evidence (AE) is indeed reflected in the amplitude of the error-related potential following the ERN, the error positivity. In the following, I will try to link these accounts with each other and embed them in a prominent theory of the emergence of access consciousness in the brain, the global neuronal workspace (GNW) theory (Baars, 1988; Dehaene and Naccache, 2001).

THE GLOBAL NEURONAL WORKSPACE THEORY

The GNW theory is a unified theory about the neural mechanisms underlying the emergence of access consciousness of any stimulus in the brain. It is based early formulations of a “global workspace” of consciousness from Baars (1988) and on Fodor's distinction of the brain into different “modular facilities” that are distinguishable from an “isotropic system” that integrates information across these modules (Fodor, 1985). Consequently, Dehaene and Naccache (2001) and Dehaene and Changeux (2004) pose the existence of two distinct networks in the human brain: the network of processors on the one hand, and the “global neuronal workspace” (GNW) on the other.

There are multiple different separate entities that comprise the network of processors, which consists of modules that code simple visual information (area V1), motion (area MT), faces (fusiform face area), or sounds (auditory cortex areas in the temporal lobe), amongst many others. Although the information coded in these processors differs in complexity and level of abstraction, all these areas have in common that they are located at relatively early stages of the stimulus processing chain, and can relay information in a specialized, automated, and fast feed-forward fashion.

The second network, the GNW, constitutes the neuronal basis of access consciousness according to the theory. It consists of long-range excitatory axons, which allow the exchange, or “broadcasting” of many different kinds of information across the areas that comprise the network of processors. It is the process of entering the GNW that effectively constitutes the emergence of awareness in the GNW model.

Attention plays a critical role in the GNW theory. Just as in classic models of attention, a stimulus can enter the GNW through one out of two mechanisms: (a) the specific module/processor is already the current locus of attention (top-down allocated attention) or (b) the stimulus is of sufficient strength to attract top-down attention itself (bottom-up driven attention).

The existence of a GNW has been formulated over a decade ago and predictions derived from it have been experimentally tested in several studies (e.g., Del Cul et al., 2007). It addresses the question of the generation of access consciousness in a neurobiologically plausible way, which is why I will try to implement our recent theory about the emergence of error awareness in the human brain (Ullsperger et al., 2010) into this framework, specifically focusing on the role of the ERN.

ERRORS IN THE GLOBAL WORKSPACE: THE ACCUMULATING EVIDENCE ACCOUNT

A putative model of the emergence of error awareness is outlined in Figure 3. It embeds ideas from the AE account of emerging error awareness (Ullsperger et al., 2010) into the more general framework of the GNW model (Dehaene and Naccache, 2001). The general idea of the AE model fits in well with the basic principle of the GNW model: in the AE model, consistent with experimental findings, evidence about the accuracy of an action is available from multiple different cortical processors that code different types of information. This information accumulates over time and contributes to the reportability of an error in a feed-forward fashion. This kind of parallel processing in multiple different areas corresponds to the “network of processors” in the GNW model. Reportability of an error is then defined as access of that accumulating information to the GNW.


[image: image]

Figure 3. A putative model schematic of emerging error awareness in the human brain, based on the accumulating evidence account of error awareness and the global neuronal workspace model. Information about the accuracy of an action is processed in parallel in different areas that comprise the “network of processors,” which feeds forward into the GNW. Note that the flow of information indicated by the arrows is only depicted if potentially meaningful for error awareness. Additional exchange of information is also probable (especially attentional modulation from the GNW to the network of processors). Be aware that the potential functions of the performance monitoring network outlined here represent the main branches of theories that have been put forward, and it doesn't mean that the ERN is a correlate of all these computations, but probably only a subset of them. ERN, error-related negativity; BG, basal ganglia; dACC, dorsal anterior cingulate cortex; RCZ, rostral cingulate zone; PES, post-error slowing; DA, dopamine.



THE NETWORK OF PROCESSORS: CODING OF MULTIPLE SOURCES OF ERROR-EVIDENCE

Differences between reported and non-reported errors have been described on multiple levels of early and late nervous system processing. Much of this information is available at very early latency ranges, making it chronologically and logically unlikely to be a consequence of error awareness, and rather implicate it in feed-forward processing that contributes to emerging error awareness.

Sensory systems

It has been shown that errors that are subsequently reported differ from non-reported errors with respect to quantity and quality of the sensory information at hand. It is evident from correction rates in the AST studies (Endrass et al., 2007; Wessel et al., 2011, and potentially also Nieuwenhuis et al., 2001, see above) that non-reported errors are more often corrected than reported errors. This is a somewhat unexpected result, provided one interprets error correction as an intentional and conscious act. However, all three AST studies unequivocally report even more prominent effects of error awareness on correction times, i.e., the time from the erroneous to a subsequent corrective saccade, showing much longer correction RTs for aware errors. This means that most non-reported errors were corrected very fast (or vice versa: most fast corrected errors were subsequently not reported), potentially in an automated fashion, making them harder to detect for cognitive systems than the reported errors, which are not only corrected less frequently, but also with longer latencies. In terms of sensory representation, this means that for subsequently reported errors, gaze was directed in the wrong direction for a longer period of time, resulting in more sensory evidence for the cognitive system to detect.

Motor systems

On the motor level, another finding from the AST studies (Nieuwenhuis et al., 2001; Endrass et al., 2007; Wessel et al., 2011) provides a good demonstration of different levels of error-evidence between error types: these studies consistently show larger saccade sizes for reported as compared to non-reported errors. Hence, there is also quantitatively more evidence for inaccuracy of an action on aware errors.

Performance monitoring systems

It is far beyond the scope of this review to speculate as to the exact functional significance of the ERN or its underlying neural generator, the dACC/RCZ, and its associated network of brain regions. However, it does not matter for the purposes of this model what ERN/RCZ activity actually signifies. All four major accounts of ERN/RCZ function (see introduction) have a common theme in that this brain region (RCZ) and its respective neurophysiological signature (ERN) monitor ongoing behavior, potentially with the function of signaling the need for adjustments (Ridderinkhof et al., 2004), or even implementing these adjustments itself.

What could be shown based on the review of the existing literature is that there is a growing amount of evidence that the levels of ERN/RCZ activity differ between reported and non-reported errors, with the former carrying quantitatively more information/activity. So while it is not to be determined what exact function this module serves (detecting mismatch between a forward model and the motor efference copy (Falkenstein et al., 1991; Coles et al., 2001), monitoring response-conflict (Botvinick et al., 2001; Yeung et al., 2004), reflecting a learning signal from the dopaminergic midbrain (Holroyd and Coles, 2002), representing the likelihood of an error on a given trial (Brown and Braver, 2005), or signaling the unsigned reward prediction error, or “surprise” of a given response (Alexander and Brown, 2011; Hayden et al., 2011), it can be said with certainty that this activity differs with respect to subjective error awareness.

Interoceptive systems

One of the most interesting modules in this model is the interoceptive system. It has been shown in at least two studies (O'Connell et al., 2007; Wessel et al., 2011) that the activity of the ANS differs with respect to subjective error awareness. This is particularly interesting with respect to the fact that the insular cortex has been shown to be also sensitive to this factor (Klein et al., 2007, for a review, see: Ullsperger et al., 2010). The insular cortex has been conjectured to reflect the activity of an “interoceptive awareness” system (Critchley et al., 2004; Craig, 2009; Medford and Critchley, 2010). The question of causality (or even temporal order) between the ANS, the insular cortex, and error awareness is not sufficiently clear as of yet. Particularly, this is because of the fact that necessary lesion studies of the insular cortex are hard to conduct. Ischemic stroke damage that is exclusive to the insula, while leaving the prefrontal cognitive controls areas/circuits intact, is very rare given the layout of the cerebral blood supply. Therefore, it can only be speculated whether the differential autonomic activity, which could be picked up by the interoceptive system, contributes to the emergence of error awareness, or whether the awareness of the error leads to an increased activation of the ANS. Nevertheless, it is theoretically possible that this system is another module coding information of relevance for the access of erroneous information to the global neuronal network.

Interaction between different modules

The information coded in these distinct networks is very different in nature, but can be potentially used by the cognitive system in a cumulative fashion, which could then enable the erroneous quality of an action to exceed a threshold necessary for (access-) conscious report. It is notable that these networks, although distinct in nature, also interact with one another in a way that is relevant to error processing. For example, ERN amplitude/RCZ activity has been shown to predict the amount of error-related remedial processes (for a review, see Danielmeier and Ullsperger, 2011). Such processes are evident in both the motor domain (as indicated by post-error slowing (PES), a relative slowing in reaction times following errors as compared to correct trials), as well as in sensory cortices (evident in the attenuation of task-irrelevant information and amplification of task-relevant information following errors). Both these processes have been found to correlate with preceding activity in the ACC/RCZ (PES: King et al., 2010, post-error regulation of sensory areas: Danielmeier et al., 2011). PES has also been found to be predicted by ERN amplitude on the previous error trial (Debener et al., 2005; Wessel and Ullsperger, 2011). Interestingly, these processes could also be mediated by the GNW (or any other part of the cognitive system that mediates error awareness): in studies that examine the relation between ERN/Pe amplitude and error awareness, PES has been consistently found to be exclusive for aware errors (e.g., Nieuwenhuis et al., 2001; Endrass et al., 2007; Wessel et al., 2011), regardless of whether an ERN effect for error awareness is reported. The same is true (to a lesser extent) for Klein et al. (2007) fMRI study. However, it is also possible that the neuronal processes underlying PES happen in the absence of awareness and are triggered by other factors that coincide with greater error awareness. This is later conjecture is backed up by findings from behavioral studies that find PES in the absence of error awareness (Rabbitt, 2002; Logan and Crump, 2010). The PES—error awareness contingency might be exclusive to the AST (which is the paradigm that was used in all studies that report positive findings, see above), where eye-movements (as opposed to button presses) are the primary response domain, and which has been used in all four studies that report greater PES for reported errors. This can potentially give insights into possible variables that give rise to both error awareness and PES at the same time, without the two themselves having a direct, causal connection: in the AST, as seen before, unreported errors are associated with fewer behavioral evidence (smaller saccade sizes), sensory evidence (faster corrections, i.e., less visual evidence of “having looked in the wrong direction”), and proprioceptive evidence for the erroneousness of the action. This lack of evidence compared to reported errors ostensibly ultimately leads to error blindness on these trials. The same might not necessarily be true for button press paradigms, especially with respect to proprioceptive feedback: compared to an eye-movement, an erroneous button press is associated with stronger proprioceptive feedback, but also with all sorts of other sensory evidence (the auditory “click” of the key, the visual feedback of moving the finger), which is the same across both types of errors, unlike in the AST. These same factors (or a subset of them) could in fact be the variables causing PES. More research on the dynamics of the interaction between the different subsystems that carry error-relevant information is needed in order to answer this question.

THE QUESTION OF THRESHOLD: ALL-OR-NOTHING ACCESS AND THE ROLE OF THE Pe

The GNW model postulates access to the GNW as an all-or-nothing process, potentially signified by biological parameters with bimodal distributions, such as the P300 ERP (Dehaene and Changeux, 2004). It has been shown that the P300 does indeed parallel the non-linear properties of subjects' reports of seeing or not seeing a masked stimulus (Del Cul et al., 2007). It has also long been speculated that the error positivity (Pe) signifies processes comparable to the stimulus-locked P300 (Overbeek et al., 2005). Therefore, it is tempting to speculate that the Pe does indeed signify the activity of the GNW (as the P300 seems to do), and, therefore, the actual expression of error awareness. However, in the recent study by Steinhauser and Yeung (2010), the Pe has been found to be more related to the accumulating stimulus input into the error-awareness decision process than the output. It is an interesting question for future research whether the Pe is an input signal into the GNW, which might represent a combination of the input from the network of processors, or whether it is an output signal, reflecting the categorical “all-or-nothing” access to the GNW. What might potentially help is a distinction between the two different parts of the Pe, the late and early Pe (Overbeek et al., 2005; Endrass et al., 2007). The early Pe seems to be largely correlated with the ERN and might potentially signify the activity of the same underlying cortical generator, as is suggested by studies investigating the ERN using independent-component analysis (ICA, Jutten and Herault, 1991), which qualitatively show intact Pe effects when restricting the data to the independent-components underlying the ERN (Debener et al., 2005; Eichele et al., 2010; Wessel and Ullsperger, 2011). The later parts of the Pe seem to reflect a different process that is potentially closer to an actual expression of error awareness (Endrass et al., 2007), and might, therefore, indeed reflect the process that underlies the stimulus-locked P300 and potentially reflects access to the GNW. An early Pe might, therefore, have the properties that Steinhauser and Yeung (2010) describe, i.e., reflecting the cumulative input of error evidence into the GNW, whereas a later part of the Pe could indeed have the bimodal distribution that would be predicted based on the Pe/p300-equivalency hypothesis and the findings of Del Cul et al. (2007), and signify the actual expression of error awareness. This idea could be tested in future research.

Several predictions from this model, in which the information coded in the network of processors accumulates and is reflected in the amplitude of the Pe, are in line with earlier findings: ERN and Pe amplitude have been found to be significantly correlated on a single-trial level on multiple occasions (e.g., Steinhauser and Yeung, 2010; Hughes and Yeung, 2011). Also, the amplitude of the Pe correlates significantly with skin-conductance changes found following errors (Hajcak et al., 2003), which in turn has been found to be sensitive to subjective error awareness (O'Connell et al., 2007).

FUTURE DIRECTIONS

There are many different areas in which the field of error awareness research could make headway, which are certainly not all related to the specific role of the ERN. I will outline three major strains of research that could significantly contribute to the advancement of the field of error awareness research. Certainly, several other ideas come to mind, such as the assessment of the role of pre-trial states that influence primary task performance (Aston-Jones and Cohen, 2005; Eichele et al., 2008) with respect to their role in error awareness. In the following, I will focus on three general fields of ideas that are either closely related to the research reviewed in this article, or can be directly applied to the research of the role of the ERN in error awareness.

THE QUANTIFICATION OF (ACCESS) CONSCIOUSNESS

As described above, reportability by means of categorical rating procedures is the primarily used index of the degree of “error awareness” on a certain trial.

While this is certainly a valid index of access conscious availability of the accuracy of an action, one could think of more “indirect” quantifications of access consciousness. The issue of reactivity, i.e., interfering with ongoing psychological processes by probing them explicitly, is not as big an issue for the research on error awareness as it is for instance for contingency awareness in implicit learning, where probing explicit memory contents can trigger additional factors that interfere with the processes of interest (cf. Dienes, 2008). However, it is potentially possible that explicitly probing error awareness of every trial alters a generic error monitoring process. Therefore, more indirect measures could be employed. Persaud et al. (2007) recently demonstrated that post-decisional wagering procedures effectively capture awareness of contingencies in an Iowa gambling task. Such measures could be used to get a fine-grain quantification of error awareness as a single-trial measure (e.g., by allowing for a very unconstrained wagering procedure—“Wage anywhere between 1 and 100 cents on your accuracy,” or by having subjects bet on their action outcome in case they report their behavior as “unsure” or “don't know”). Correlating these measures with ongoing neuronal activity should allow for specific hypothesis testing and should enable researchers to pull apart the exact mechanics of what really drives the emergence of error awareness. Also, these measures could allow for the potential quantification of types of consciousness that are not necessarily captured by overt and explicit rating procedures. Research on metacognitive feelings such as feeling of knowing (Koriat et al., 2006; Koriat, 2007) has shown that there are representations of stimuli/internal states that can be both accurate (i.e., greater than chance level), but not available for overt report, potentially getting at what philosophers called “reflexive” or “interoceptive” consciousness (Block, 2001). Another interesting approach that could certainly help elucidating the factors that contribute to error awareness is the quantification of the neuronal processes of stimulus perception from the mechanisms of error monitoring, as has been done in Woodman (2010). In a philosophical framework, it could be argued that this particular study could successfully disentangle phenomenological consciousness of a stimulus from access consciousness of an error. Further experiments along these lines could also help to elucidate the exact processes that are necessary for the emergence of error awareness.

METHODOLOGICAL ADVANCEMENTS AND SINGLE-TRIAL HYPOTHESES

All studies reviewed in this article have measured the ERN using the classic averaging method, according to the logic of event-related potential research. As notable exceptions, Steinhauser and Yeung (2010) and Hughes and Yeung (2011) have used functional logistic classification methods to generate spatial filters that dissociate the ERN from other ongoing brain processes in order to obtain single-trial amplitudes, even though the hypotheses tested were limited to the Pe. Advances in signal processing methods have given rise to many different approaches that can be used to study the single trial properties of ERPs like the ERN. This is particularly important because error awareness studies of ERP data oftentimes deal with the problem that many subjects do not have enough unreported errors to warrant a reliable average. Increasing the signal to noise ratio to the point where a single-trial analysis is possible effectively alleviates this situation.

Independent Component Analysis (ICA, Jutten and Herault, 1991) has been successfully used to study single-trial properties of error-related brain potentials (Debener et al., 2005; Eichele et al., 2010; Wessel and Ullsperger, 2011). Many other techniques are available that yield sufficient single-trial signal-to-noise ratios to enable single-trial research on the ERN. Such methods could be used to test hypotheses that are only hardly testable using averaging procedures: does the amplitude of the ERN on a given trial directly affect the accuracy rating (one would need a continuous or at least non-binary quantification of both ERN and access consciousness to answer this question), as, e.g., Scheffers and Coles (2000) results suggest? Is access to the GNW a continuous phenomenon or is it reflected as an all-or-nothing process in the properties of error-related ERPs? ICA (and other blind source separation or functional source separation techniques) would also enable the dissociation of the ERN/early Pe complex and the late Pe, which could then be used for separate hypothesis testing, e.g., about the association between the central nervous correlates of emerging access consciousness and error awareness. Such questions could be answered by exploiting the single-trial amplitudes of error-related ERPs, and could thereby significantly promote research in this field.

INDIRECT BENCHMARKS: THE FUNCTIONAL ROLE OF CONSCIOUSNESS IN ERROR PROCESSING

Consciousness, in order for it to be an empirically relevant process, needs to serve a certain function, or as Koriat put it:

“Self-controlled processes have measurable effects on behavior. Although […] many cognitive processes, including some that are subsumed under the rubric of executive function, occur outside of consciousness, there is also a recognition that the person is not a mere medium through which information flows.”(Koriat, 2007, p. 292)

Koch and Tsuchiya (in: Block, 2007) also discuss functional roles of consciousness, and its effects on overt behavior, and summarize:

“Consciousness and (top-down controlled attention) are distinct neurobiological processes with distinct functions.”(Koch and Tsuchiya, in Block, 2007, p. 509)

An example for executive function in the context of error awareness research that is independent of (access) consciousness is rapid error correction (see above). Yet it has also already been described that some error-related processes, such as PES, coincide with subjective error awareness, at least in certain paradigms (specifically the AST). If it can be proven that there are indeed behavioral markers in the domain of error processing that are causally dependent on subjective error awareness, this would not only give researchers another indirect index for measuring error awareness, but it would also elucidate the mechanism of the emergence of error awareness itself. PES is a potential candidate for such an index, but it has to be systematically examined under which circumstances PES and access consciousness coincide. Other likely candidates such as the attenuation of task-irrelevant activity and amplification of task-relevant activity found following errors (King et al., 2010; Danielmeier et al., 2011) that potentially are highly dependent on top-down attention need to be studied in a context of error awareness, in order to further outline the potential functional role of error awareness in the adaptive regulation of ongoing behavior.

CONCLUSION

A decade has passed since the first publication of a study on the effects of subjective error awareness on the amplitude of arguably the most prominent index of error-related brain activity, the ERN. A diverse picture emerged in the dozen studies that have been published since that first report, with some studies reporting significantly enlarged ERN amplitudes for reported compared to non-reported errors, and several other studies reporting null effects.

Based on the evidence reviewed and evaluated in this article, it appears safe to conclude that the processes that are reflected in the ERN and the processes involved in the emergence of error awareness are not separate from each other. Whether these processes are linked by a third process that influences both the ERN-underlying process and the emergence of awareness remains to be tested in future studies, and first and foremost needs a definitive identification of the process underlying the ERN. However, it should be evident from central parts of this review that none of the recently proposed factors that have been proposed to explain the differences in ERN amplitude between reported and non-reported errors (e.g. error correction, stimulus misrepresentation) can actually account for these effects.

I propose that the ERN serves as a feed-forward input signal into the systems responsible for error awareness. Alongside the input from many other areas in which error-relevant information is coded, the ultimate emergence of “error awareness” is grounded on the amplitude of this input. This proposition was expressed in terms of a combination of the previously existing AE account of error awareness and a more general model of the mechanisms of emerging access consciousness in the brain. The exact causal and chronological relations should be the focus of future study in this field that combines two of the most exciting areas of research in cognitive neuroscience: cognitive control and the emergence of awareness.
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Footnotes

1This begs the question if it is a valid state of what would commonly be called “consciousness” to begin with, as it appears to be more of a theoretical construct (Rosenthal, 2002).

2O'Connell et al. also reported another null-finding with respect to error awareness and ERN amplitude in O'Connell et al. (2009), yet the sample in that study was overlapping with the sample used in O'Connell et al. (2007).

3However, as noted by the authors in the discussion, the low number of samples hampers the acceptance of a null-finding in this study. This is especially true since, even despite the low sample size, the significant tendency (p = 0.086, two-sided) would turn into a positive finding if tested in a one-sided fashion [which would be justified in principle, in light of the previous results from flanker studies of error awareness, i.e., Scheffers and Coles (2000) and Maier et al. (2008)].

4Nieuwenhuis et al. (2001) show a plot of size and speed of the corrective saccades in their manuscript (Figure 1 therein), depicting corrective saccades in the latency-ranges from 0 to 1200 ms following the response. In the design of their version of the AST [unlike the AST variants employed in Endrass et al. (2007) and Wessel et al. (2011)], a white cross was displayed on the correct side of the screen (opposite of the imperative stimulus) 1000 ms after the onset of the imperative stimulus. Based on RTs of 194 ms and 200 ms for reported and non-reported errors, respectively, this means that on average, the white cross was displayed around the 800 ms mark in their corrective-saccades plot, rendering the saccades following that onset prosaccades to the now-present target rather than spontaneous, endogenous corrections of the error. Given that there are visibly more corrective saccades depicted in these latency ranges in the aware errors, even though there were significantly more non-reported errors on absolute, this speaks in favor of the fact that also in their study, just like in Endrass et al. (2007) and Wessel et al. (2011), there might have been more corrections on non-reported errors than on reported errors.
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The Error-Related Negativity (Ne or ERN) is a reliable electrophysiological index of error processing, which has been found to be independent of whether a subject is aware of an error or not. A large Ne was equally seen after errors that were consciously detected (Aware errors) and those that were not (Unaware errors), compared to a small negativity for correct responses (CRN). This suggests a dissociation between an automatic, preconscious error processing mechanism and subjective evaluation. A common concern regarding this finding is that subjects could have been somewhat aware of their errors, but did not report them due to lack of confidence. Here we tested this possibility directly using a betting paradigm which allowed us to separate occasions in which the subjects were confident of their response and trials in which they were unsure. In a choice reaction time task, subjects directly judged the accuracy of each response (correct or error) and then bet on this judgment using a high, medium, or low amount of money. The bets were used to determine the level of confidence the subjects had of their response. The average across all subjects regardless of confidence (betting) measure replicated the reported finding of an equal Ne for Aware and Unaware errors which was larger than the CRN. However, when Ne measurement was confined to high confidence (high bet) trials in confident subjects, a prominent Ne was seen only for Aware errors, while confident Unaware errors (i.e., error trials on which subjects made high bets that they were correct) elicited a response that did not differ from the CRN elicited by truly correct answers. In contrast, for low confidence trials in unconfident subjects, an intermediate and equal Ne/CRN was elicited by Correct responses, Aware and Unaware errors. These results provide direct evidence that the Ne is related to error awareness, and suggest the amplitude of the Ne/CRN depends on individual differences in error reporting and confidence.
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INTRODUCTION

In everyday life, we are sometimes acutely aware of having made an error (the notorious “oops” sensation), but at other times we are oblivious of our errors (e.g., when we make typographical errors). In many cases, effective performance of a task requires that errors will be promptly detected and swiftly corrected (e.g., driving or machine operation). Understanding the conditions that lead to error awareness is important for understanding the executive functions that guide goal-directed activity and learning. One of the most intriguing questions in the area of error awareness is why some errors reach awareness while others stay unnoticed. Yet before this question can be answered, it is crucial to determine whether unnoticed errors are processed as errors at all. Using electrophysiology, it has repeatedly been shown that errors in various tasks and modalities are processed as errors by the brain even if we are unaware of making them (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; O'Connell et al., 2007, 2009; Pavone et al., 2009; Shalgi et al., 2009; Dhar et al., 2011; Hughes and Yeung, 2011). In each of these studies, awareness of errors was reported on a single trial basis, and a large Error-Related Negativity (Ne; Falkenstein et al., 1991; or ERN; Gehring et al., 1993), a fronto-central ERP component locked to the incorrect response, was equally seen after errors that were reported (Aware errors) and those that weren't (Unaware errors). In most cases, a much smaller response-locked negativity was elicited by correct responses (Correct-Related Negativity, CRN; Ford, 1999; Vidal et al., 2000; Coles et al., 2001). In contrast to the insensitivity of the Ne to awareness, a later centro-parietal Error Positivity wave (Pe; Falkenstein et al., 1991) was elicited only after Aware errors. Two additional event-related fMRI studies by Hester et al. (2005) and Klein et al. (2007) further supported these findings by showing that the Anterior-Cingulate region associated with the generation of the Ne (Dehaene et al., 1994; Brazdil et al., 2002; Debener et al., 2005) does not show a difference between Aware and Unaware errors (see also Stemmer et al., 2004), while Aware errors only were associated with larger bilateral activation of prefrontal and parietal regions (Hester et al., 2005) or left anterior Insula activity (Klein et al., 2007). These findings led to the widespread notion that error monitoring, as reflected by the Ne, goes on regardless of conscious awareness of making errors (e.g., Simons, 2009). However, findings from a handful of studies that showed that the Ne was smaller for ostensibly unaware errors raise doubts regarding whether the Ne is truly insensitive to awareness.

Maier et al. (2008, Experiment 2), using a masked Flanker task, and Steinhauser and Yeung (2010), using a brightness discrimination task, both asked subjects to judge their own accuracy on a single-trial basis, and found a larger Ne for Aware than for Unaware errors. Woodman (2010) used a visual-search task in which in some trials the targets were rendered invisible by substitution masking. Although the participants were not required to indicate awareness of their errors, errors in masked-target trials were assumed to be Unaware errors because the participants were at chance in detecting the presence of the target. An Ne was generated only by errors committed during the non-masked trials, even though masked targets also attracted attention, as evidenced by the N2pc component. Praamstra et al. (2003) induced errors in a cued tapping task by small or large shifts (15 or 50 ms) in the cue timing. While they also did not require their subjects to report awareness of an error, they assumed that the small shifts are below perception threshold whereas the large shifts are consciously detected. Since only large shifts were followed by an Ne, the results were once again taken to suggest that awareness of the errors is a prerequisite for Ne elicitation.

A major critique for the experiments that showed that the Ne was independent of conscious awareness pertains to the determination of the level of error awareness. Were subjects really unaware of the error or was their criterion for reporting an error too high? This criterion may be influenced by individual tendencies, as well as by task instructions and demand characteristics artifacts. If subjects are in fact under-reporting their awareness, the Unaware Error bin could be contaminated by (unreported) Aware errors which have a larger Ne, leading to an inflated Ne for Unaware errors.

This possibility was in fact directly addressed by Scheffers and Coles (2000) who used certainty ratings instead of error-reporting on a trial-by-trial basis. Their subjects performed a Flanker task and immediately afterwards had to indicate their confidence on a five-point scale from “sure correct,” through “don't know,” to “sure incorrect.” The size of the Ne depended on the subjective confidence of making an error. These results have recently been replicated by Hewig et al. (2011) and suggest that the Ne is an index of subjective, rather than objective error monitoring. This conjecture is supported by studies which used indirect measure of error certainty, such as post-test questionnaires and reaction times (RTs), under the assumption that slower responses indicate uncertainty (Pailing and Segalowitz, 2004a; Wessel et al., 2011). All the above studies that measured the Pe component (Steinhauser and Yeung, 2010; Woodman, 2010; Hewig et al., 2011; Wessel et al., 2011), found that it was larger for Aware errors than Unaware errors. Taken together, these studies support the premise that the Ne, like the Pe, is an index of subjective error processing. They contradict a large body of evidence (including our own, Shalgi et al., 2009 and Shalgi and Deouell, 2010) that showed no effect of awareness on the Ne.

Here, we directly addressed this contradiction by using a paradigm in which we previously found a similar Ne for Aware and Unaware errors (Shalgi and Deouell, 2010), together with a wagering paradigm (see Ullsperger et al., 2010) which was shown to be a more objective measure of awareness then direct introspection (Persaud et al., 2007). Instead of directly asking participants to assess their own certainty, the subjects are required to make a bet of a small, medium, or large amount of money on their accuracy judgment (rather than on the actual response). If the participants' decision about their accuracy is correct, they win this money; otherwise, they lose it. The optimal strategy is to bet high whenever they feel they are not just guessing. In other words, participants are willing “to put their money where their mouth is” (Koch and Preuschoff, 2007). In the current study, we employed this betting paradigm to separate trials in which the participants were sure of their response from trials in which they were unsure without explicitly asking for confidence ratings. We expected that if the Ne is indeed independent of awareness, it should be elicited even when the subjects are highly confident that they are right. Conversely, if Ne is only elicited by Aware errors, it should be eliminated if subjects are confident that they had not made an error.

To summarize, previous studies suggested that the Ne is independent from error awareness, while other findings showed that the Ne is affected by subjective confidence. We aimed to replicate both findings in the same experiment, with better confidence assessment, in order to explain the discrepancy between the former studies.

MATERIALS AND METHODS

SUBJECTS

The participants were 22 students (14 males, all right handed as a prerequisite due to the lateralized aspect of the task), aged 23–32 (mean = 25.73, SD = 2.7), with reportedly normal or corrected-to-normal vision and no history of neurological disorders. Two additional subjects were tested but were excluded from analysis; one due to a very small number of Unaware errors (see “Analysis of Behavior”) and the other due to a misunderstanding of task instructions. All students were paid a minimum flat fee or given course credits for their participation in the study. In addition, they could make up to an extra 25 NIS (∼7$, the equivalent of lunch at the campus cafeteria) by wagering correctly on their responses in the experiment (see “Procedure”), but they could never lose money (i.e., get less than the minimum fee). Written consent was obtained after the experimental procedures were explained. The study was approved by the Ethics Committee of the Faculty of Social Science at the Hebrew University.

STIMULI AND APPARATUS

Participants sat in a dimly lit, sound attenuated and echo-reduced chamber (Eckel C-26, UK). Stimuli included seven white shapes (diamond, triangle, pentagon, parallelogram, trapezoid, circle, pie) of four different sizes (subtending visual angles of 1.2°–1.8°) on a gray background, presented on a Viewsonic G75f CRT monitor, 100 cm from the subjects' eyes. A row of three shapes appeared on every trial (see Figure 1). The lateral shapes and the central shape were never the same size. Shapes were spaced 5.08° apart. A cushioned tray was placed on the subjects' lap. On the right of the tray was a two-button response box with the buttons “YES” and “NO,” their side counterbalanced across participants. On the left was a computer mouse used to make the secondary responses (see “Procedure”).
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Figure 1. The trial procedure and some example trials.



PROCEDURE

We developed the Lateralized Error Awareness Task (LEAT) to enable the separation of left and right errors and to obtain an awareness index of each error (Shalgi and Deouell, 2010). The LEAT is a manual choice-reaction time task in which participants are presented with three horizontally aligned shapes in each trial. In the primary task, the participants are instructed to press the “YES” button if one of the shapes is a designated target shape (Shape target), or if one of the lateral shapes (left or right) is the same shape as the central shape (Matching target), disregarding shape sizes, and to press the “NO” button otherwise.

A small black fixation cross appeared constantly at the center of the screen. Each trial started with the three shapes presented for 120 ms. Four hundred milliseconds after their disappearance, the color of the central fixation changed from black to light gray. The participants were instructed to respond as fast as possible only once the fixation had changed its color, creating a response delay in order to increase the number of Unaware errors (see Shalgi et al., 2007). There was no time limit on the response, so participants were forced to make a choice in each trial, but if their RT was longer than 1320 ms, a screen was displayed which reminded the participants to respond when the color of the fixation changes. Shape presentation time was too short to allow lateral eye movements; participants were required to fixate on the central cross and were advised that this will allow for best performance.

Five to seven hundred milliseconds after the primary response, an “Accuracy Judgment” screen appeared in which the choice the participant had just made (“YES” or “NO”) was displayed, together with two on-screen buttons labeled “Correct” and “Error,” and the participant had to click one of the buttons using the mouse controlled with their left hand. The left hand was used for mouse responses as the right (dominant) hand was always kept on the response box for the primary speeded response. Immediately after the participants made their judgment, a “Betting” screen appeared which informed the participant of the judgment they had just made (“Correct” or “Error”) and asked them to bet on this decision by clicking the mouse on one of three credits: 1 (small bet), 2 (medium bet), or 3 (high bet). The participants were not told how much money each credit was worth, only that a larger number of credits meant more money (as an added incentive, an image of a small, medium, or large money bag was displayed beside each credit amount, see Figure 1). The participants were told that if they had made a correct accuracy judgment they would win the number of credits they had bet on, but in case of an incorrect accuracy judgment they would lose that same amount. Both the Accuracy Judgment and the Betting screens were displayed until the participants made their choice. The black fixation cross stayed on constantly during these screens. After placing a bet, the fixation screen was displayed for 800–1000 ms, followed by the next trial.

Each block consisted of 88 trials, of which 44 were target trials (50%), equally divided between Shape and Matching targets. Each target shape or matching shape appeared equally on the left or on the right (the target shape never appeared as the central shape). The order of the stimuli was randomized across participants. To complicate the task and elicit more errors, every 22 trials (i.e., four times per block), a different shape (one of the seven possible shapes at random) was designated as the Shape target, using a screen that announced the change and displayed the new target shape at the center of the screen for two seconds. Each block lasted approximately six minutes. The results of each block were not displayed to the participants so they could not use them to change or adjust their strategy.

Two practice blocks of 15 trials each preceded the experiment, both with neither the Accuracy judgment screen nor the Betting screen. In the first practice, the participants were introduced only to the Matching targets in order to acquaint them with the different shapes and sizes and to gradually ease them into the task. In the second practice, the Shape target condition was introduced. When the participants were confident in their understanding of the task, they performed 16 consecutive experimental blocks. Due to the length of the experiment, after eight blocks the participants were taken out of the recording chamber for a 5–10 minute rest, without removing the electrode cap.

Following the testing session, participants filled a questionnaire in which they rated task difficulty and estimated their own accuracy. The amount of credits won at the end of the experiment was converted to cash using a pre-formed conversion table.

ANALYSIS OF BEHAVIOR

Errors judged as “Error” in the Accuracy Judgment screen were considered Aware errors, and Errors judged as “Correct” were considered Unaware errors. Correct responses judged as “Error” were classified as False Errors. The percentage of False Errors for each participant was very low, ranging between 0.1–6% (mean 2.1%, SD 1.6%), and therefore, this type of error was not further analyzed. Trials with primary RTs faster than 50 ms or slower than 2500 ms were excluded from analysis. Accuracy was calculated separately for each bet category (1, 2, or 3). Error Awareness rate was calculated as the number of Aware errors divided by the total number of errors. RTs were calculated across blocks separately for the different response types and for the different bet categories (there were not enough error trials to divide response type by bet). The different measures were compared separately using repeated measures ANOVAs. Greenhouse–Geisser correction was applied when necessary and the uncorrected degrees of freedom are presented along with the Greenhouse–Geisser epsilon where it was <1 (Picton et al., 2000). Contrasts were performed using paired sample t-tests.

EEG RECORDING

EEG was recorded continuously with Ag/AgCl electrodes from 64 scalp electrodes, left and right mastoid sites, and the tip of the nose, using a BioSemi Active 2 system (Biosemi, Netherlands). Blinks and eye movements were monitored using four additional EOG electrodes located at the outer canthus of the right and left eyes and above and below the center of the right eye. The EEG was continuously sampled at 512 Hz and stored for off-line analysis. Analsyis was conducted using BrainVision Analyzer 2 (Brain Products, Germany), and Matlab R2011a (The MathWorks Inc., Natick, MA). For two participants, data from one malfunctioning electrode (P3 or CP3) was replaced by using spherical spline interpolation (Perrin et al., 1989; Perrin, 1990, implemented by Analyzer 2). The EEG data was digitally referenced to the nose and filtered with a bandpass of 0.5–20 Hz (zero-phase 24 dB/octave Butterworth filter). Blink artifacts were removed using the Independent Component Analysis (ICA) method (Jung et al., 2000; as implemented in Analyzer 2). Note that although we corrected for blink artifacts, we first verified that the participants did not blink during stimulus presentation. This was the case for all subjects and trials, with negligible exceptions. Segments contaminated by other artifacts were discarded (rejection criteria: >100 μV absolute difference between samples within segments of 100 ms; absolute amplitude beyond the ±100 μV range). Artifact-free EEG data was parsed into 900 ms response-locked segments starting 400 ms before the response. An average of 93.6% segments survived artifact rejection (range per participant, per response type 75.7–100%). The inclusion criterion was at least 20 Unaware Error segments which survived artifact rejection.

Response-locked segments were averaged separately for Correct responses, Aware errors, and Unaware errors, and within each category for bets 1 and 3. The 2 (medium) bet was excluded from analysis as it was only used to get a cleaner measure of the participants' confidence in the 1 and 3 bet bins. By including this bet option, we could be more confident that when participants chose to bet on 1 they were unsure of their decision and when they chose to bet on 3 they were confident, as all the intermediate cases would fall into the 2 bin. Potentials were measured relative to a 400–200 ms pre-response baseline period (O'Connell et al., 2007; Shalgi et al., 2009). This baseline period did not include the immediate pre-response period as the neural activity leading to the response naturally starts earlier than the final motor outcome of the button press.

ERP ANALYSIS

The Error Negativity: The Ne amplitude and latency were detected individually for each participant and each subcategory and measured in the response-locked averages as the mean amplitude ±4 ms around the most negative peak at the interval of 0–150 ms post-response at electrode FCz.

The Error Positivity: As the Pe is a more sustained parietal wave, it was pre-defined based on our previous studies as the average amplitude at electrode Pz between 300 and 500 ms post response in the response locked averages. Since inspection of the grand average waveforms (see Figure 3) suggested that the Pe began at around 200 ms, we also performed all analyses of the Pe on the 200–500 ms timeframe, and obtained the same qualitative results. Therefore, only the results of the first analysis will be reported.

To simulate traditional procedures, the Ne and Pe amplitudes were entered separately into One-Way repeated measures ANOVAs for Response Type (Correct, Aware Error, Unaware Error), across all subjects and bets. Greenhouse–Geisser correction was applied where necessary. Contrasts were performed using paired sample t-tests.

The cardinal question of this study was whether the Ne is affected by awareness when subjects are highly confident of being aware or unaware of making an error. To that end, we isolated the group of 12 participants who had enough (defined a-priori as more than 20 EEG segments available for analysis) Aware and Unaware error trials with bet 3, and repeated the above One-Way ANOVA analysis with bet 3 trials only. A similar analysis for bet 1 responses was conducted for those eight subjects who had enough Aware and Unaware errors with bet 1. Three subjects were included in both groups, four participants did not have enough segments to be included in any group and one participant was excluded from this analysis due to noisy data (see “Analysis of the Response-Locked Waveforms After Subtracting the Stimulus-locked Waveform” in Appendix for the number of trials in each group).

Hardly any subjects bet enough on both 1 and 3 for both Aware and Unaware errors to allow a full within subject analysis. Therefore, in order to compare the awareness effect between confident and less confident subjects, we omitted the three subjects who were included in both groups above from the high confidence group, which now included only those nine subjects who had enough bet 3 errors of both types but less than 20 bet 1 errors. The Ne and Pe of the High Confidence (HiC) and Low Confidence (LoC) groups were then compared across all bets using a mixed ANOVA with Group as the between-subject factor and Response Type as the within-subject factor. Contrasts were performed using independent-samples t-tests.

RESULTS

BEHAVIORAL RESULTS

Accuracy and error awareness

The behavioral results are summarized in Figure 2. Although the subjects rated the task as relatively difficult (mean 3.6/5, SD 0.85), accuracy in the task was quite high (85.9%, SD 4.6%). Overall awareness of errors was 50.1% (SD 14.7%).
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Figure 2. Behavioral results of all 22 participants.



Overall, bet 3 was the popular bet (67.9%), followed by bet 2 (19.6%), and finally bet 1 (12.3%). Rational calculations predict that due to the high accuracy in the task, a strategy of always betting on 3 would yield the highest result, and participants might have intuitively made this assumption. Figure 2B describes the betting patterns for the different response types. When the participants were correct, they were usually certain about their answer (bet 3). Uncertainty went up with the different types of errors: when participants made an Aware Error they tended to bet less on 3 than when they were correct, and even less so when they made an Unaware error. They were least certain when they (rarely) mistakenly judged a correct response as an error. Primary response accuracies for the three bet categories were 52.8% (SD 12.4) for bet 1, 75.1% (SD 12.2) for bet 2 and 91.1% (SD 4) for bet 3 [F(2, 38) = 152.9, p < 0.001, ε = 0.95]; two subjects were excluded from this analysis as they did not have any bet 2 or any bet 1 choices. Accuracy for bet 1 was lower than for bet 2 [t(19) = 10.55, p < 0.001], which was in turn lower than the accuracy for bet 3 [t(19) = 7.89, p < 0.001].

Reaction times

Reaction times in this task were relatively long (across bets: Correct responses 814.7 ms, SD 42.8; Aware errors 885.8 ms, SD 64; Unaware errors 889 ms, SD 64.9) due to the task instructions to delay responses until the fixation changed its color. Nevertheless, the RTs depended on accuracy [F(2, 42) = 54.67, p < 0.001, ε = 0.98] as the RTs for Correct responses were shorter than those for errors [t(21) = 11.34, p < 0.001]; there was no difference between RTs for Aware and Unaware errors p = 0.71. There was also a significant difference between RTs of responses followed by the different bet categories [F(2, 38) = 66.61, p < 0.001, ε = 0.99]: RTs followed by bet 1 (952.2 ms, SD = 84.9) were significantly longer than RTs followed by bet 2 [885 ms, SD = 98.1; t(19) = 5.47, p < 0.001] and these in turn were significantly longer than RTs followed by bet 3 [796.9 ms SD = 41.4; t(20) = 6.33, p < 0.001]. This supports the assumption that participants bet on 1 when they were less confident of their response (slower RTs due to hesitation) and on 3 when they were confident.

Debriefing

Upon debriefing in the post-test questionnaire, all participants noted they made their bets according to their level of certainty. Taken together with the behavioral results, we can be quite sure that each bet category corresponds to a certainty rating.

ERP RESULTS

Awareness effects regardless of confidence

Replicating the results of traditional studies not assessing confidence, a clear Ne was elicited across subjects and bets by both Aware and Unaware errors, beginning before the response and peaking after the response (Figure 3A). A CRN can be seen at about the same time for Correct responses. A significant effect in a One-Way repeated measures ANOVA for Response Type was found for the Ne amplitude [F(2, 42) = 10.2, p < 0.001, ε = 0.959]. This stemmed from a difference between errors and Correct responses [t(21) = 4.57, p < 0.001] while there was no difference between the Ne amplitude for Aware and Unaware errors [t(21) = 1.79, p = 0.09]. Note that while the peak-to-trough CRN seems to be around the same size or even larger than the Ne, supplementary analysis (see “Analysis of the Response-locked Waveforms After Subtracting the Stimulus-locked Waveform” in Appendix) which corrected for the overlapping effect of the stimulus-locked P3, revealed that the CRN is indeed smaller than the Ne. Figure 3B illustrates the results at electrode Pz, where the Pe can be seen as the slow positivity following the response for Aware errors only. A significant effect in a One-Way repeated measures ANOVA for Response Type was found for the Pe amplitude [F(2, 42) = 35.32, p < 0.001, ε = 0.82], which stemmed from the difference between Aware errors and Correct responses [t(21) = 6.67, p < 0.001] and the difference between Aware errors and Unaware errors [t(21) = 6.47, p < 0.001].
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Figure 3. Grand average (N = 22) response-locked ERPs to correct and error responses across all bets at electrode (A) FCz and (B) Pz. The bottom panel shows the scalp topography at the time of (A) the CRN/Ne peak and (B) the Pe.



Awareness effects with confident accuracy judgments

The most critical question in our study is whether awareness affects the Ne when subjects are highly confident of having made an error or highly confident that they have not made one, as indicated by their willingness to put a high bet on this decision. Note that when participants make an error and bet the highest bet on having made one, they are confident that an error has been made, that is, they demonstrate high error awareness. Similarly, when subjects place the highest bet on having made a correct response, when in fact they have committed an error, they demonstrate clear unawareness of the error. Thus, we isolated 12 subjects who had enough bet 3 trials for both Aware and Unaware errors (see “Methods”), and measured the Ne and Pe for their bet 3 trials only. Contrary to the previous results, the Ne was larger for Aware errors than for Unaware errors, and Unaware errors did not differ from Correct responses (Figure 4A), main effect: [F(2, 22) = 8.65, p < 0.005, ε = 0.77], Aware errors vs. Unaware errors: [t(11) = 3.26, p < 0.01], Corrects vs. Unaware errors: [t(11) = 0.42, p = 0.68]. Thus, when only clear cases of subjective error awareness or unawareness are taken into consideration, the Ne is found to be strongly affected by error awareness. The Pe too was large only for Aware errors in the bet 3 trials in this group [F(2, 22) = 20.35, p < 0.001, ε = 0.67], Correct Responses vs. Aware errors: [t(11) = 4.67, p < 0.005], Aware vs. Unaware: [t(11) = 5.36, p < 0.001]. Thus, both the Ne and the Pe are larger for Aware errors when subjects are confident of their awareness.
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Figure 4. Effect of confidence on response-locked ERPs at electrodes FCz and Pz, when only high (A) or low (B) bets are averaged.



Awareness effects with low-confidence accuracy judgments

To examine the awareness effect when subjects are not sure about their performance, we isolated eight subjects who had enough bet 1 trials for both Aware and Unaware errors (see “Methods”), and measured the Ne and Pe for their bet 1 trials only. When subjects were only willing to place the lowest possible bet on their decision, we surmise that they were not sure of whether they had made an error or not. In other words, they may have had only a trace of awareness of an error when they had made one, and conversely may have had some trace of awareness of an error even if one had not been committed. Indeed, the Ne and Pe were similar for all responses—Correct, Aware errors, and Unaware errors (Figure 4B), [Ne: F(2, 14) < 1, p = 0.47, ε = 0.67; Pe: F(2, 14) = 2.77, p = 0.13, ε = 0.6]. This finding supports the notion that the Ne is affected by the level of subjective error awareness.

Since there were many Correct responses with both bets in this group of subjects, we could directly compare between bet 1 and bet 3. “Analysis of the Correct Response-locked Waveforms of the Low Confidence Group After Subtracting the Stimulus-locked Waveform”in Appendix shows the CRN and Pe of Correct responses for the two bets after correcting for the overlapping effect of the stimulus locked P3. The difference between the CRN for bet 1 and bet 3 was significant [t(7) = 2.38, p < 0.05]. However, the Pe for Correct responses did not significantly differ between bet 1 and 3 [t(7) = 1, p = 0.35].

Direct comparison between low and high confidence groups

As noted in the methods section, the number of errors in each response-type and bet precluded a complete within-subject analysis of high and low bets. However, we could compare high and low confidence subjects, collapsing across their bets (see “Methods”). For this analysis, high confidence subjects were those nine subjects who had made enough bet 3 aware and unaware errors but few (<20) bet 1 errors (HiC group), while low confidence subjects were the eight subjects who had enough bet 1 aware and unaware errors (LoC group). As the groups did not overlap, they could be compared directly (Table 1, Figures 5 and 6). The groups differed significantly in primary task accuracy [t(15) = 2.88, p < 0.05] but not in error awareness rates [t(15) = 1.16, p = 0.26] or subjective rating of task difficulty [t(15) = 1.2, p = 0.25]. As may be expected by the group division criteria, the betting patterns of the groups (Figure 5) were significantly different; a significant main effect of the within-subject factor Bet was moderated by an interaction with the between-subject factor Group in a mixed ANOVA [main effect: F(2, 30) = 28.7, p < 0.001, ε = 0.71; interaction: F(2, 30) = 6.98, p < 0.01]. The interaction stemmed from different usage of the 1 and 3 bets between groups.

Table 1. Comparison of the behavioral results of the High and Low Confidence Groups.
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Figure 5. Proportion of each bet category for each response type for the High and Low Confidence groups.
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Figure 6. Effect of confidence on response-locked ERPs at electrodes FCz and Pz. (A) High confidence group (B) Low confidence group. (C) The interaction between Group and Response Type.



Figure 6 shows a dramatic effect of confidence in the Ne period. While the Ne for Unaware errors aligns with the Ne for Aware errors in the LoC group, there is practically no Ne for Unaware errors in the HiC group. That is, the response for Unaware errors is similar to the CRN elicited by Correct responses. A mixed ANOVA with the within factor Response Type and between factor Group for the Ne amplitude confirmed these results, showing a significant effect of Response Type [F(2, 30) = 8.8, p < 0.005, ε = 0.95] which was moderated by a significant interaction [F(2, 30) = 3.55, p < 0.05]. To elucidate this interaction, we compared the Ne amplitude between groups separately for each response type. There was no significant difference between the Ne for Correct responses [t(15) = 0.77, p = 0.45] or for Aware errors [t(15) = 0.12, p = 0.9], but there was a significantly larger Ne for Unaware errors in the LoC group compared to the HiC group [t(15) = 2.26, p < 0.05].

The same mixed ANOVA for the amplitude of the Pe showed a significant effect of Response Type [F(2, 30) = 23.91, p < 0.001, ε = 0.81] but no interaction [F(2, 30) < 1, p = 0.98]. Follow-up contrasts on the main effect of Response Type revealed a difference between the Pe for Aware and Unaware errors [t(15) = 5.21, p < 0.001] and no difference between the Pe for Correct and Unaware errors [t(15) = 1.75, p = 0.1].

DISCUSSION

Optimizing goal-directed behavior in imperfect conditions likely relies on both implicit and explicit error detection processes. In order to understand the unique contribution of each type of process, an essential initial step is to find physiological indices of aware and unaware error processing. Previous research linked the Ne component, occurring within the first 100 ms after the response, to processing of errors independent of consciousness, while awareness of errors influenced the amplitude of the Pe component at latencies longer than 250 ms post-response (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; O'Connell et al., 2007, 2009; Pavone et al., 2009; Shalgi et al., 2009; Dhar et al., 2011; Hughes and Yeung, 2011). This was based on the finding that an Ne was similarly elicited whether subjects were aware of making an error or not, while a large Pe was restricted to errors of which the subjects were aware. Here, we replicated this result across subjects in a new visual choice-reaction time task. A significant Ne was elicited both by errors the subjects reported (Aware errors) and by errors the subjects did not report (Unaware errors). However, awareness is not necessarily a binary situation, and subjects may differ in their criterion for reporting awareness. That is, some subjects may not report awareness of an error even if they have some notion of making one, but are not absolutely sure. In this situation, some putative unaware errors would be contaminated with “partial awareness,” and the elicitation of Ne for these errors would not be evidence for processing of errors without awareness.

In an attempt to get a stricter selection of unaware errors and clarify this question, we used a wagering paradigm, asking subjects to indicate not only whether they had made an error or not, but also to bet money on their answer to this question. The pivotal working assumption was that if subjects report that they have not made an error (when one was made) yet they have some awareness that an error might have been committed, they would be reluctant to bet a large sum of money on their report. Indeed, subjects' debriefing, as well as RTs, suggest that they placed their bets based on their confidence. Based on this working hypothesis, the critical question was whether an Ne would be elicited when subjects were confident that they had not made an error, so much that they were willing to risk losing money. That is, in a condition mitigating the risk of partial awareness. The answer to this question was clear: when participants were highly confident that they had made an error (as indicated by a high bet), a large Ne was elicited, but when they were highly confident that they did not make an Error, the Ne was comparable to the CRN. That is, there was no indication of error processing without awareness in this case. On the other hand, subjects who were more hesitant about their accuracy-judgment responses had an equal Ne for Aware and Unaware errors.

Thus, under stricter selection of Unaware errors, our results support the premise that the Ne is related to subjective awareness of an error. Unlike previous studies that showed this effect (e.g., Scheffers and Coles, 2000; Hewig et al., 2011), our findings cannot be explained by the difficulty of performing the task, i.e., of making mistakes rather than slips (Reason, 1990). Mistakes are errors in which the participant cannot solve the task, for example, when representation of the stimulus is degraded, or when the task is too cognitively demanding, and therefore, a correct response representation cannot be accurately formed. Slips are errors in which the correct response representation can be (easily) evoked, yet an error is made due to premature responding or a momentary lack of attention to the task (Shalgi et al., 2007). Defined this way, if errors are made due to mistakes, no error processing can be expected a-priori, as the correct response is unknown. Thus, the lack of Ne for Unaware errors in Scheffers and Coles (2000; who used reduced stimulus quality) and in Hewig et al. (2011; who used a digit entering task, which relies on a participant's digit span) studies could be attributed to the possibility that errors were of the mistake kind. This possibility is reduced in our current task, as the stimuli were clearly presented and accuracy in the task was high (>85%). The current results, therefore, strengthens the notion that the Ne is related to subjective awareness of an error rather than to error processing per se.

The current results go beyond this conclusion to explain the source of difference between studies that show no awareness effect on the Ne (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; O'Connell et al., 2007, 2009; Pavone et al., 2009; Shalgi et al., 2009; Dhar et al., 2011; Hughes and Yeung, 2011) and the studies that show such an effect (Scheffers and Coles, 2000; Praamstra et al., 2003; Pailing and Segalowitz, 2004a; Maier et al., 2008; Steinhauser and Yeung, 2010; Woodman, 2010; Hewig et al., 2011; Wessel et al., 2011). As described above, when we separated our subjects to high and low confidence groups, we obtained both results, depending on individual subjects' error reporting tendencies: across all bets (which parallels the standard procedure for Ne calculation), there was a strong Ne error awareness effect for high confidence subjects, but not for low confidence subjects. Error-reporting experiments likely include a mixture of subjects who are more confident about their performance in the task (i.e., have less instances of partial awareness) and subjects who are less confident. When a large enough group of subjects is unsure about their own accuracy, both the Aware Error and the Unaware Error bins are contaminated by trials that belong to the other bin. A reported error, labeled “Aware,” might be accompanied by a relatively low level of awareness, lowering the average Ne of the Aware errors bin, while an unreported error, labeled “Unaware,” may in fact be accompanied by some awareness and therefore add to the average amplitude of the Unaware errors bin. Consequently, the grand average results, which do not take into account these individual error-reporting differences may not show a significant Ne awareness effect. Indeed, as noted also by Wessel et al. (2011), several previous studies which did not report a statistically significant difference between the Ne to Aware and Unaware errors, did show a numerically smaller Ne in the latter case, as we also show here in the grand average across all subjects and bets. Moreover, we would assume that in difficult tasks, in which the confidence about response accuracy is lower for all subjects compared to their confidence in an easier task, we would be less likely to obtain an Ne awareness effect, as more trials are expected to be in the “gray zone” of awareness.

Error awareness has previously been ascribed mainly to the Pe. Indeed, the Pe, and not the Ne, has already been used to examine the incidence of error awareness in patient studies (Jonkman et al., 2007; Larson and Perlstein, 2009; O'Connell et al., 2009; Wiersema et al., 2009). Our study replicates the sensitivity of the Pe to awareness of errors: Aware errors elicit a higher sustained positivity around 300 ms post-response. In what we see as the critical condition, in which subjects were highly confident of their decision, the Pe for Unaware errors could not be differentiated from the response elicited in Correct trials, as was the case for the Ne. That is, both Ne and Pe were elicited only by Aware errors. The results from the less confident subjects are less clear, however. Like the case of the Ne, the Pe awareness effect was not significant for low bets. Yet unlike in the case of the Ne, the interaction between the high and low confidence groups and error awareness was not significant for the Pe. Also, although one could surmise that for Correct responses with low confidence some Pe would emerge (reflecting some level of false error awareness), no significant difference was found between correct answers followed by bet 1 and 3 in this group (Figure A2D). Since in all previous studies of error awareness, in which a mix of confident and less confident subjects must have been included, a Pe awareness effect was nevertheless found, we can conjecture that the Pe awareness effect reflects a more binary decision regarding the error, whereas the Ne is more sensitive to the level of confidence. We previously proposed that the Pe may not even be a truly response-locked component, but a manifestation of a delayed evaluation (reflected by a P3b) of the stimulus preceding the response (Shalgi et al., 2009). The continuation of that inquiry will be reported elsewhere.

The main shortcoming of our study, like the studies of Scheffers and Coles (2000) and Hewig et al. (2011), is the difficulty of directly comparing between bet 1 and bet 3 responses in the same subjects. Although all our subjects made use of the full range of the betting scale, only three subjects out of 22 (13.6%) made enough 1 and 3 bets for both Aware and Unaware errors. A much larger pool of subjects would have been required to find a substantial group with enough error trials for within-subject comparisons. This obstacle, may suggest in fact that some individuals tend to either be mostly confident about their responses or mostly unsure of them. One might argue that the confidence report, as reflected by the bets, is not really related to differences in the level of error awareness between the subjects, but rather reflects subjects' tendency to be more decisive or daring when making their bets, or their perceived demand characteristics. However, we argue that if this were the case, we would not have found the dissociation we report here at the time window of the Ne (i.e., when the response was made), between high and low confident subjects, and between high and low bets. It would be interesting to study what other traits these individual differences correlate with, and whether we could use these traits to create more homogenous groups for the study of error processing with or without awareness. Recent studies have pointed to the effect of individual differences in demographic characteristics (such as age and sex), personality traits (such as absentmindedness, impulsivity, affective style, anxiety), affective and motivational variables and behavioral performance (e.g., response speed) on error processing (e.g., Hester et al., 2004; Pailing and Segalowitz, 2004b; Boksem et al., 2006; Chang et al., 2010). Attention to individual differences may be critical for advancing our understanding of the role of the ERP components in error processing.

Can error monitoring occur without conscious recognition? Some studies show evidence for error processing without awareness. van Gaal et al. (2010) showed that behavioral conflict adaptation can occur when the response conflict occurs without awareness. Cohen et al. (2009) recently showed using EEG that error monitoring can occur when subjects are not only unaware of their errors, but also of the actual stimuli; when subjects performed a Go/No-Go task, errors following a masked No-Go signal elicited directional synchrony between the ACC and the occipital cortex, akin to the synchrony found when the No-Go signal was consciously perceived. Similarly, Ursu et al. (2009) showed, using fMRI, that the ACC, considered to be the locus of error processing and the origin of the Ne, was active when subjects were presented with a response conflict of which they were seemingly unaware (because a target's location violates an implicitly learned sequence), or when they made errors of which they were unaware. In contrast, other studies suggest that awareness is necessary for conflict adaptation (Kunde, 2003) or for the activation of the ACC (e.g., Dehaene et al., 2003). Whereas unconscious error processing may take place, the question is at what level and what are the prerequisites for error awareness to emerge. The evidence from our study, which controlled error awareness more closely, does not support error processing without awareness at the stage immediately after an error was made, as indexed by the Ne. We suggest that future studies of error awareness must address the methods used for awareness testing.
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APPENDIX

NUMBER OF EEG SEGMENTS IN THE HIGH AND LOW CONFIDENCE GROUPS

The High Confidence (HiC) group was comprised of the nine subjects who had more than 20 bet 3 segments for both Aware and Unaware Errors and less than 20 bet 1 segments for both error types. The Low Confidence (LoC) Group was comprised of the eight subjects who had more than 20 bet 1 segments for both Aware and Unaware errors. Table A1 summarizes the number of trials in each group.

Table A1. Mean number and range of error trials of subjects included in the High and Low Confidence groups.

[image: image]

ANALYSIS OF THE RESPONSE-LOCKED WAVEFORMS AFTER SUBTRACTING THE STIMULUS-LOCKED WAVEFORM

In the response-locked waveform, the peak-to-trough CRN appears to be riding on a slow positive wave starting well before the response, which creates an impression that the onset-to-peak CRN is around the same size or even larger than the Ne (Figure A1A). We hypothesized that the slow positivity is a residual of the jittered stimulus-locked target P3 (Figure A1C). To investigate this hypothesis, we calculated for each subject the mean ERP of the stimulus-locked response, separately for each response type. Then, for each single response-locked segment we subtracted the relevant condition's stimulus-locked ERP, after aligning the two waveforms according to that trial's RT. Trials with RTs longer than 1000 ms could not be included in this procedure as the stimulus-locked grand average was not long enough to be aligned with the response-locked ERP, resulting in the elimination of between 2 and 31 error trials per subject. The grand average result is presented in Figure A1B, which shows the elimination of the slow positivity, and confirms that the CRN is in fact smaller than the Ne. Statistical analysis of the resulting Ne amplitudes replicates the finding from the uncorrected waveforms reported in the Results section of the paper, namely that the Ne for errors is significantly different from the CRN but not different between Aware and Unaware Errors—there was a significant effect in a one-way repeated measures ANOVA for Response Type [F(2, 42) = 8.17, p < 0.005, ε = 0.76] which stemmed from a difference between errors and correct responses [t(21) = 5.27, p < 0.001], while there was no difference between the Ne amplitude for Aware and Unaware Errors [t(21) = 1.47, p = 0.16].
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Figure A1. Grand average waveforms at FCz of (A) the original response-locked results, (B) the response-locked results after the subtraction of the stimulus-locked ERPs, and (C) the stimulus-locked waveforms. The shaded area in the stimulus-locked waveforms represents the average reaction time ± one standard deviation.



ANALYSIS OF THE CORRECT RESPONSE-LOCKED WAVEFORMS OF THE LOW CONFIDENCE GROUP AFTER SUBTRACTING THE STIMULUS-LOCKED WAVEFORM

In the Low Confidence group, there were enough Correct responses with bet 1 and bet 3 for comparison within subjects between bets. However, the response-locked grand average of the Correct response on which subjects bet 3 seems to be riding on a positive pre-response wave (see Figures A2A and A2C). As in Appendix section B, we subtracted the mean of the stimulus-locked response (separately for bet 1 and bet 3) of each subject from each response-locked trial according to its RT. Trials with RTs longer than 1000 ms could not be included in this analysis, resulting in the elimination of between 6 and 128 correct trials per subject (this elimination did not significantly reduce the number of single trials for each subject and bet—range after elimination: 31–960). The grand average result for electrodes FCz and Pz is shown in Figures A2B and A2D. Statistical analysis of the resulting CRN and Pe amplitudes shows that the CRN for bet 3 was significantly smaller than the CRN for bet 1 in these subjects [t(7) = 2.38, p < 0.05] but there was no difference in Pe [t(7) = 1.01, p = 0.35].
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Figure A2. Response-locked grand average waveforms of correct responses of the Low Confidence group. (A) The original results at FCz; (B) the results after the subtraction of the stimulus-locked ERPs at FCz. (C) The original results at Pz; (D) the results after the subtraction of the stimulus-locked ERPs at Pz.
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Recent electrophysiological research has sought to elucidate the neural mechanisms necessary for the conscious awareness of action errors. Much of this work has focused on the error positivity (Pe), a neural signal that is specifically elicited by errors that have been consciously perceived. While awareness appears to be an essential prerequisite for eliciting the Pe, the precise functional role of this component has not been identified. Twenty-nine participants performed a novel variant of the Go/No-go Error Awareness Task (EAT) in which awareness of commission errors was indicated via a separate speeded manual response. Independent component analysis (ICA) was used to isolate the Pe from other stimulus- and response-evoked signals. Single-trial analysis revealed that Pe peak latency was highly correlated with the latency at which awareness was indicated. Furthermore, the Pe was more closely related to the timing of awareness than it was to the initial erroneous response. This finding was confirmed in a separate study which derived IC weights from a control condition in which no indication of awareness was required, thus ruling out motor confounds. A receiver-operating-characteristic (ROC) curve analysis showed that the Pe could reliably predict whether an error would be consciously perceived up to 400 ms before the average awareness response. Finally, Pe latency and amplitude were found to be significantly correlated with overall error awareness levels between subjects. Our data show for the first time that the temporal dynamics of the Pe trace the emergence of error awareness. These findings have important implications for interpreting the results of clinical EEG studies of error processing.
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INTRODUCTION

The ability to detect errors is an essential prerequisite for adaptive behavior, signaling that performance levels are inadequate to achieve current goals. Our understanding of the neural networks involved in such a process has greatly increased in recent decades (Botvinick et al., 2004; Ridderinkhof et al., 2004; Yeung et al., 2004), but researchers have not typically made the important distinction between error detection and conscious error awareness. Diminished error awareness greatly limits the extent to which corrective behavior can be initiated and maintained in the long-term and has been linked to loss of insight and symptom severity in several clinical populations (Mintz et al., 2004; O'Keeffe et al., 2004; Larson and Perlstein, 2009; O'Connell et al., 2009a; Perez et al., in press). Early scalp electroencephalography (EEG) studies in humans revealed the existence of two distinct event-related signals associated with the processing of action errors: the error-related negativity (ERN; Falkenstein et al., 1990; Gehring et al., 1993), a fronto-central deflection peaking 20–100 ms after the erroneous response, and the error positivity (Pe; Falkenstein et al., 1991, 1995), a late (300–500 ms) positive wave that is maximal at centro-parietal electrodes. Of the relatively small number of studies that asked participants to explicitly signal any errors they made, a majority have reported that the amplitude of the ERN is unaffected by error awareness whereas the Pe is only present on error trials that are consciously perceived as such (Nieuwenhuis et al., 2001; Endrass et al., 2005; Overbeek et al., 2005; O'Connell et al., 2007; Shalgi et al., 2009; Dhar et al., 2011).

Extensive research has suggested that the ERN signal may reflect an early detection mechanism sensitive to response conflict (van Veen and Carter, 2002; Yeung et al., 2004), or changes in probability or expectation of reward (Holroyd and Coles, 2002; Holroyd et al., 2004). Despite its robust link to conscious error perception, however, the specific neural mechanism represented by the Pe remains a matter of considerable debate (Overbeek et al., 2005; Ridderinkhof et al., 2009). The Pe has variously been suggested to reflect conscious recognition that an error has occurred (Nieuwenhuis et al., 2001; Endrass et al., 2005), a P3b-like potential in response to the motivational significance of an error (Leuthold and Sommer, 1999; Ridderinkhof et al., 2009), delayed stimulus processing (Shalgi et al., 2009) and, most recently, the accumulation of evidence that an error has occurred (Steinhauser and Yeung, 2010; see also Ullsperger et al., 2010; Wessel et al., 2011). Although much of the literature supports the proposal that the presence of a Pe component is an important prerequisite to awareness of an error, this characterization is more descriptive than mechanistic (Ridderinkhof et al., 2009). Disambiguating whether the Pe may reflect processes that contribute to, or result from, the emergence of error awareness is a critical question that is only beginning to be addressed (see Steinhauser and Yeung, 2010). If the Pe does reflect the emergence of error awareness then one clear and testable prediction which follows is that the temporal dynamics of this component should closely relate to the time at which an error is perceived.

Behavioral studies have measured the timing of error detection using two different types of speeded response (Rabbitt, 1990, 2002; Steinhauser et al., 2008). In the first kind, errors must be signaled via a response which is not mapped to any stimulus (Error Signaling Response, ESR). In the second, errors are signaled by pressing the correct response after error commission (Error Correction Response, ECR). There is evidence to suggest that the ESR is a more appropriate measure when investigating error awareness: error correction is typically associated with significantly faster response times (RTs) than error signaling (some ECRs occur as early as 40 ms after initial error commission; Rabbitt, 1966a,b), and it is unclear whether all ECRs reflect true error detection or merely a delayed activation of the correct response without explicit detection of the initial error (Rabbitt, 2002). By contrast, a correct ESR requires a switching of response sets which is contingent on detection of the initial response as erroneous. Correct ESRs are, therefore, unambiguously characterized by correct error detection and, presumably, by awareness that an error has been committed. For this reason, we employed a speeded awareness press analogous to the ESR as our marker of the timing of error awareness.

Although behavioral studies of the error detection process have frequently employed such speeded awareness responses, almost all event-related potential (ERP) studies to date have enforced a delay between error commission and the subsequent indication of error awareness. One reason for the imposition of such a delay is that the additional motor activity related to error signaling would introduce topographical and morphological distortions within the latency range of the Pe (e.g., Colebatch, 2007). This aspect of experimental design has precluded any investigation of the relationship between the Pe and the timing of error awareness. One notable exception compared error-evoked ERPs from a condition requiring speeded ESRs after error commission to those from a condition requiring ECRs (Ullsperger and von Cramon, 2006), but the relationship between error signaling latency and the Pe component was not examined.

Another limitation of the majority of Pe studies to date has been a tendency to analyze the average ERP signal only (though see Steinhauser and Yeung, 2010; Hughes and Yeung, 2011 for recent exceptions), which discards much of the variability in the original EEG and is not always representative of trends at the single-trial level of analysis (Arieli et al., 1996; Debener et al., 2006; Eichele et al., 2010; Bland et al., 2011). Analysis of the Pe has, therefore, typically been limited to a constrained latency window as derived from the average ERP, which fails to take much of the inherent variability in component amplitude and latency into account. Hence, while it is clear that the Pe is exclusively elicited by consciously perceived errors, previous research has been largely unable to go beyond this “binary” characterization to examine the extent to which variation in Pe amplitude and latency relates to fluctuations in the timing of awareness. This presents a significant problem in interpreting the findings of clinical studies in which group differences in Pe morphology have been reported (e.g., Brazil et al., 2009; O'Connell et al., 2009a; Olvet et al., 2010; Larson et al., 2011; Luijten et al., 2011; Perez et al., in press; Peterburs et al., 2012).

The present study attempted to address these issues by quantifying the relationship between Pe latency and the precise timing of error awareness. Trial-by-trial variations in the timing of awareness were measured via the introduction of a speeded awareness press (analogous to an ESR) to a previously validated error awareness paradigm, the Error Awareness Task (EAT) (Hester et al., 2005, 2012; O'Connell et al., 2007; Shalgi et al., 2007, 2009). To eliminate possible motor confounds from our analysis we utilized independent component analysis (ICA) to decompose the EEG into orthogonal independent components (ICs) which were generated by distinct neural sources (Makeig et al., 2004; Onton et al., 2006). ICA, therefore, enabled the parsing of neural activity uniquely related to the Pe from that related to the execution of the speeded awareness response and other co-incident neuro-cognitive phenomena extraneous to error awareness. After isolating the Pe in this way, we demonstrate via a combination of within-subjects single-trial analyses, ROC classification analysis and between-subjects correlations that this component is closely tied to the latency of the awareness response, suggesting it provides an index of the emergence of error awareness.

STUDY 1

MATERIALS AND METHODS

Participants

Twenty-nine participants took part in this study. Two were excluded due to poor accuracy on the task (<30% correctly withheld No-go trials). A further participant with no observable Pe component was also excluded from all analyses. This left a final sample of 26 participants (14 female), with a mean age of 23.1 years (SD = 5.4). All participants were right-handed, had normal or corrected-to-normal vision, no history of psychiatric illness or head injury, and reported no history of color-blindness. All participants were asked to refrain from ingesting any caffeine on the day of testing. They provided written informed consent before testing began, and all procedures were approved by the Trinity College Dublin ethics committee and in accordance with the Declaration of Helsinki. Participants received a gratuity of €20 to cover any expenses incurred on the day of testing.

Study design

We employed the EAT, (see Figure 1) developed by Hester and colleagues (Hester et al., 2005, 2012). The EAT is a Go/No-go response inhibition paradigm in which a serial sequence of color words is presented to participants, with congruency between the font color of the word and its semantic content manipulated across trials. In the iteration of the paradigm used here, subjects were required to respond as quickly as possible with a single “A” button press in situations where the semantic content of the word and the color in which it was presented were incongruent (Go trial), and to withhold this response in two different circumstances: (1) when the word presented on the current trial was the same as that presented on the previous trial (“Repeat” No-go), and (2) when the meaning of the word and its font color matched (“Congruent” No-go). In the event that participants failed to withhold to either type of No-go stimulus (a commission error; referred to hereafter as an “error press”), they were required to press a second “B” button as quickly as possible when they realized their error (referred to hereafter as an “awareness press”). The inclusion of this speeded awareness press represents a departure from previous iterations of the EAT (Hester et al., 2005, 2012; O'Connell et al., 2007; Shalgi et al., 2007, 2009) and other error awareness paradigms (e.g., Nieuwenhuis et al., 2001) which required participants to delay this response for a fixed time. This aspect of the study design was advantageous as it provided a trial-by-trial measure of the timing of error awareness. Participants were instructed to perform the task “as quickly and as accurately as possible.”
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Figure 1. The Error Awareness Task [EAT; Hester et al. (2005, 2012)]. Participants were required to make a speeded button press (“A”) to all incongruent stimuli (word and color not matching) and to withhold from responding to congruent stimuli or when a word was repeated on consecutive trials. Participants were also required to press a different button (“B”) as soon as possible following commission errors to indicate error awareness.



Each participant was required to complete an automated training session which provided a standardized set of instructions and practice protocols in three separate steps. First, participants were asked to make speeded presses to a sequence of 10 standard Go trials. Second, participants were presented with a sequence of 18 Go trials interceded by both a Repeat No-go stimulus and a Congruent No-go stimulus to which they were asked to withhold responding and to signal any errors. In the event that any stimulus was responded to inappropriately (by withhold on a Go trial, error press on a No-go trial and/or lack of awareness press following this error) the participant was automatically provided with feedback outlining their error and forced to repeat that training protocol until perfect accuracy was achieved. Third, participants progressed to an extended practice session without performance feedback, which lasted approximately 4 min and allowed the experimenter to assess the extent to which the participant was capable of performing the task without further instruction. In the event of any obvious persisting problems in task performance during this practice session (low accuracy/no awareness press to errors), the entire training protocol was repeated. The large majority of participants were able to complete the practice session without any repetition.

All instructions and stimuli were presented using the “Presentation” software suite (NeuroBehavioral Systems, San Francisco, CA). Participants were instructed to use the thumb of their right hand for both “A” and “B” button responses (Microsoft “Sidewinder” Controller). Every participant was administered at least eight blocks of the EAT. Where possible (allowing for time constraints), we administered more blocks in order to maximize the number of error trials available for analysis. On average, participants completed of 9.5 (SD = 0.7) blocks (range 8–10). Each block consisted of 224 word presentations, 200 of which were Go stimuli and 24 of which were No-go stimuli (12 Repeat No-gos and 12 Congruent No-gos). All stimuli were presented for 400 ms, followed by an inter-stimulus interval of 1600 ms. The duration of each block was, therefore, approximately 7.5 min. Stimuli were presented in a pseudo-random order, with a minimum of three Go trials between any two No-go trials. Stimuli appeared 0.25° over a white fixation cross and on a gray background. Although the results are not reported here, pupil diameter was recorded throughout task performance (Eyelink 1000, SR Research). Participants used a table-mounted head-rest which fixed their distance from the computer monitor at 80 cm for the entire duration of the task. They were also instructed to maintain fixation at the fixation cross during task performance in order to minimize eye movements.

The EAT contains three main trial-types: correct “Go trials,” where an incongruent Go stimulus was followed by a correct “A” button press; “unaware errors,” where either type of No-go stimulus (Repeat or Congruent) was followed by a failure to withhold an “A” button press (i.e., an error press) and no subsequent awareness press; and, most importantly, “aware errors,” where an initial error press to a No-go stimulus was followed by an awareness press before the onset of the next stimulus. Trials where the awareness press occurred after the onset of the next stimulus were counted as an aware error when calculating participants' average behavioral measures of error awareness, but were omitted from all ERP analyses. All mean values below are quoted ± SD. In order to maximize trial numbers in our analyses, and because there was no significant difference in average Aware RT between Congruent No-go trials (564.6 ± 93 ms) and Repeat No-go trials (543.4 ± 76 ms; p = 0.11), we did not distinguish between the two trial types in any analyses.

EEG acquisition and processing

Continuous EEG was acquired using an ActiveTwo system (BioSemi, Netherlands) from 64 scalp electrodes, configured to the standard 10/20 setup and digitized at 512 Hz. Vertical and horizontal eye movements were recorded using two vertical electro-occulogram (EOG) electrodes placed above and below the left eye and two horizontal EOG electrodes placed at the outer canthus of each eye, respectively. EEG data were processed using Matlab via the EEGLAB toolbox (Delorme and Makeig, 2004). Continuous EEG data were re-referenced offline to the average reference, high-pass filtered to 0.5 Hz, low-pass filtered up to 95 Hz and notch-filtered at 50 Hz. Noisy EEG channels were interpolated using spherical spline interpolation. Response-locked data were epoched from 400 ms before to 1600 ms after correct Go responses and error presses, and were baseline-corrected relative to the interval −400 to −200 ms. Waveforms locked to the speeded awareness press were also calculated by epoching data on aware error trials from 500 ms before to 100 ms after this event, using the same pre-error press baseline period. Preliminary artifact rejection was performed using an epoch rejection algorithm in the Fully Automated Statistical Thresholding for EEG artifact Rejection (FASTER) toolbox (Nolan et al., 2010), which identifies artifactual epochs based on their deviation from the mean of each channel, their variance and their amplitude range. Any epoch which exceeded a threshold of ±3 standard deviations on any of these measures was discarded. Data from all electrodes were then subjected to temporal ICA using infomax (Bell and Sejnowski, 1995) and implemented in EEGLAB (Delorme and Makeig, 2004). ICs dominated by EOG artifacts or other noise transients were identified by the FASTER automatic ICA component rejection feature (Nolan et al., 2010), again applying a threshold of ±3 standard deviations to several IC measures including the median IC gradient, spectral slope and correlation with EOG activity. ICs found to violate any of these criteria were subtracted from the EEG.

Inspection of the grand-average response-locked ERP on aware error trials revealed a large positivity maximal at CPz/Pz at a latency of approximately 400 ms post-error, consistent with the classic Pe (Falkenstein et al., 2000; Overbeek et al., 2005). This component was not present on unaware error trials. The ICA decompositions were subsequently employed to parse neural activity on aware error trials related to the Pe and error awareness from that related specifically to the introduction of the speeded awareness press. The initial ICA decomposition was conducted on response-locked data including correct Go trials and all commission errors, but only aware error trials and the corresponding IC activation time-courses therein were used for the selection of Pe ICs, since the Pe was only present in this condition. Previous research across different neuroimaging modalities has implicated multiple candidate brain regions in error awareness and in generating the Pe (van Veen and Carter, 2002; Hermann et al., 2004; Hester et al., 2005; van Boxtel et al., 2005; Klein et al., 2007; O'Connell et al., 2007). It is, therefore, unlikely that ICA decomposition would delineate one distinct IC capturing all the variance in this component. For this reason, we did not limit our search for Pe ICs to one IC per participant. Pe ICs were selected manually for each participant (see Onton et al., 2006 for manual IC selection applied to the P300 component). For an IC to warrant selection, it was required to have a positive peak within the average latency range of the Pe (200–600 ms) when back-projected to original EEG space, and a scalp weighting which was comparable to the average Pe topography for that participant within that latency range (see Results for description of an automated IC selection procedure which produced very similar results). As a further constraint on the selection process, we used the DIPFIT 2 plugin for EEGLAB to localize the equivalent dipole locations of all IC scalp maps. Any IC which was localized to left motor or pre-motor cortex (contralateral to the responding hand) was excluded from consideration. A mean of 2.96 ± 1.0 ICs were selected per participant for further analysis, and their activation profiles summed to estimate variation in the EEG uniquely related to the Pe component for that participant (hereafter referred to as “PeC”). Figure 2A shows the average PeC topography and time-course across all participants when back-projected to original EEG-space, and Figure 3C highlights individual PeC topographies and time-courses for a sample of four individual participants.
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Figure 2. PeC is locked to awareness, not error commission. (A) Group average topography and time-course of the PeC when locked to both the error press and subsequent awareness press on aware error trials. Note the identical topographies, but greater component amplitude when locked to the timing of the awareness response. (B) PeC waveforms binned according to Aware RT and locked to the initial error press and subsequent awareness press. (C) Single-trial PeC latency increased as Aware RT slowed, and single-trial PeC amplitude decreased.




[image: image]

Figure 3. PeC latency correlates with the timing of awareness. (A) Single-trial aware error PeC waveforms locked to the erroneous response, pooled across participants and sorted by Aware RT (black line). For visualization, trials were smoothed across bins of 30 trials with a Gaussian-weighted moving average. Note how PeC peak latency closely tracks Aware RT. (B) To minimize the effect of noise in the single-trial measures on the observed relationship, the pooled single-trials were again sorted by Aware RT and, through repeated iterations, averaged across bins of increasing size (1–60; see text for details). The variance in Aware RT explained by Pe latency (R2) increased with bin size up to approximately 25 trials. (C) Topographies and trial sortings (including average component waveforms) for a subset of four participants. R-values at inset refer to correlation coefficients between single-trial PeC latency and Aware RT for that participant.



Measures and analysis

The task yielded several behavioral measures of interest. Accuracy was calculated as the percentage of correct withholds over all No-go trials. Error Awareness was calculated as the percentage of Aware Errors out of all commission errors made. Error RT was defined as the latency between stimulus onset and error press, and calculated for both aware errors and unaware errors. Lastly, Aware RT was defined as the latency of the speeded awareness response relative to the preceding error press. For both RT measures, trials which were characterized by outlier values of ± 3 standard deviations from the mean were excluded from all ERP analyses.

In all cases the Pe was measured by averaging the activation profile of a cluster of centro-parietal electrodes (CPz, CP1, CP2, Pz, P1, P2), within predefined latency windows which varied between analyses. For the initial comparison of average PeC waveforms locked separately to the error press and the awareness press, PeC amplitude was defined as the maximum amplitude 200–600 ms post-error press in the former, and the maximum amplitude in the 400 ms window preceding the awareness press in the latter. Peak amplitude measures were employed here to facilitate the direct comparison of component amplitude between waveform-types; a mean amplitude measure was not appropriate because any chosen latency window over which to average would not have been directly comparable across waveforms which are locked to events with independent temporal distributions. All further analyses focused exclusively on waveforms locked to the error press. For analyses examining such waveforms averaged across trials, component amplitude was defined as the mean voltage from 200 ms to 600 ms post-error. By contrast, single-trial measurements were taken from a latency window that extended from 200 ms post-error press to the slowest awareness press for each participant (mean = 1196 ± 174 ms after error press), and so varied across participants. Single-trial PeC latency and amplitude were defined as the timing and amplitude, respectively, of the maximum voltage within this broad latency range on each trial. For all post-ICA analyses, a low-pass filter of 6 Hz was applied to the data in order to improve measure reliability (Spencer, 2004).

Primary analyses focused on the comparison of PeC waveforms locked to both the error press and subsequent awareness press in order to determine the event to which the PeC was most closely time-locked. We then quantified the strength of the relationship between the PeC and the timing of awareness via within-subjects, trial-by-trial correlations of PeC latency with Aware RT. We also employed receiver-operating-characteristic (ROC) curve analysis to determine the degree to which information contained in the PeC could be used to accurately classify commission error trials as with or without awareness (see Results for details).

A key advantage of ICA decomposition is that it also allows for the complete removal of the variance in the EEG associated with each distinct IC. This is seen most often when ICA is employed for the identification and removal of eye-blink and other ocular artifacts (e.g., Viola et al., 2009), though the same principle applies to ICs which are uniquely related to specific cognitive processes. This enabled us to completely remove all variance associated with the PeC from aware error ERP waveforms and compare the residual potentials to those evoked on unaware error trials. In order to avoid the possible confounding influence of differing trial numbers across conditions when directly comparing the aware and unaware traces, aware error trials included in this analysis (mean trial count after artifact rejection = 64.7 ± 17.4) were randomly matched for number of unaware error trials (mean trial count after artifact rejection = 32.8 ± 19.6). Measures were extracted for each of 100 iterations of this random trial-matching procedure, and statistical analysis was carried out on the average measures across all iterations. For this analysis, three participants were excluded because they committed less than 10 unaware errors over the entire testing session.

Statistical tests consisted of bivariate correlations (Pearson's r), paired-samples t-tests and repeated-measures analyses of variance (ANOVAs) where appropriate. Greenhouse–Geisser corrected degrees of freedom were used in cases of violated sphericity with corrected p-values reported.

RESULTS

Behavior

Relevant behavioral measures from Study 1 are highlighted in Table 1. Mean Error RT on aware error trials was significantly faster than mean correct Go RT (t25 = 4.03, p < 0.001), which in turn was faster than mean Error RT on unaware error trials (t25 = 3.97, p = 0.001). It is also noteworthy that there was considerably greater within-subject variability (SD) in Aware RT (236.3 ± 64.5 ms) compared to Go RT (143.6 ± 40.5 ms) and Error RT on both aware (119.5 ± 33.4 ms), and unaware error trials (124/5 ± 60.7 ms; all p < 0.001). Trial-by-trial variance in Error RT did not relate to variance in Aware RT (mean within-subjects r = −0.01 ± 0.03).

Table 1. Study 1 behavioral measures.
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PeC latency correlates with the timing of error awareness

We first sought to determine whether the PeC was better related to the timing of initial error commission or to the timing of error signaling, and examined this question by comparing component amplitude in the average aware error waveforms locked to the initial error press and the subsequent awareness press. We reasoned that the weaker the temporal relationship between the PeC and a given event is, the lower the amplitude of the respective average waveform should be due to increased latency jitter. We found that peak PeC amplitude in the average waveforms locked to the awareness press (5.33 ± 3.06 μV) was significantly greater than peak amplitude as measured from the error-locked waveforms (4.17 ± 2.24 μV; t25 = 4.48, p < 0.001; Figure 2A).

To explore the relationship between the PeC and Aware RT, single-trial PeC latency and amplitude values on aware errors were sorted according to Aware RT, and divided into three bins consisting of Fast, Intermediate, and Slow Aware RT trials. A One-Way repeated-measures ANOVA revealed a significant main effect of bin on PeC latency [F(1.5, 37.9) = 104.64, p < 0.001], driven by faster latencies in the Fast compared to the Slow Aware RT bins as revealed by planned post-hoc contrasts (t25 = 11.77, p < 0.001; Figure 2C). A separate ANOVA also revealed a significant main effect of Aware RT bin on PeC amplitude [F(1.7, 43.4) = 23.81, p < 0.001], which was due to larger component amplitudes in the Fast compared to the Slow bins (t25 = 5.68, p < 0.001; see Figure 2C).

To better quantify the strength of the relationship between the PeC and the timing of the speeded awareness press we conducted within-subjects, trial-by-trial correlations of PeC latency with Aware RT. On average, mean single-trial PeC latency (487 ± 109 ms) occurred significantly earlier than mean Aware RT measured across the same trials (573 ± 90 ms; t25 = 4.36, p < 0.001). As Figure 3A illustrates, however, there was a robust trial-by-trial correlation between both measures (mean r = 0.60 ± 0.21; t25 = 14.75, p < 0.001). Hence, single-trial PeC latency accounted for 36% of the variance in Aware RT. To verify the effects of filtering on this result, we repeated the same analysis using a higher cut-off for the low-pass filter (30 Hz). This change produced a comparable but smaller correlation between single-trial PeC latency and Aware RT (mean r = 0.49 ± 0.19), indicating the use of a 6 Hz low-pass filter helped to eliminate noise in the single-trial measures. As is frequently the case with RT measures, the distributions of PeC latency and Aware RT were both positively skewed and this may have partly driven the strength of the observed correlation between these variables. To rule out this possibility, their distributions were log-transformed and the correlation coefficients recalculated. Transformation had no effect on the strength of the relationship between these measures (mean r-value using log-transformed distributions: 0.59 ± 0.21).

For comparison, the single-trial, within-subjects correlation coefficients were also calculated using the original Pe waveforms, with all measures defined identically to those employed above. The results showed that the isolation of Pe ICs led to a stronger relationship between peak latency and Aware RT than was observed using the original Pe waveforms (mean r-value: 0.54 ± 0.23) although the difference did not reach statistical significance (t25 = 1.67, p = 0.11).

We also replicated our within-subjects correlational findings using PeCs which were selected using completely objective criteria. For this analysis, all ICs for a given participant were back-projected to EEG space before calculating mean signal amplitude (averaged over the relevant Pe channels defined above) and scalp topography, across the relevant Pe latency window (200–600 ms post-error), for each IC. Spatial correlations between the resulting topographies of each IC and that participant's raw Pe topography, averaged across the same latency range, were subsequently calculated. Both values (spatial correlation and mean amplitude) for each IC were normalized relative to the mean and standard deviation across all ICs for that participant (converted into z-scores), and a combined score was derived for each IC by obtaining the average of the two z-scores. By basing automatic IC selection on this combined score, we placed equal weight on both criteria employed during the manual IC selection process: (1) topographic similarity with the original Pe component, and (2) a readily apparent positive peak within the latency range of the Pe. Using an arbitrary threshold score of +1.5 z, a mean of 2.5 (±1.2) ICs were selected by this procedure, which was slightly lower than the number of ICs selected manually (t25 = 2.13, p < 0.05). A robust correlation between the single-trial latency of the automatically selected PeCs and Aware RT was observed within-participants (mean r-value: 0.58 ± 0.24) which was slightly lower but statistically equivalent to the strength of the relationship observed between these measures after manual IC selection (t25 = 1.25, p = 0.22).

Despite the combination of ICA and low-pass filtering, measuring peak component latency in the single-trial can be inaccurate because of the inherent noise in the EEG at this level of analysis (e.g., Spencer, 2004). Noise may, therefore, have diminished the sensitivity of the within-subjects correlational analyses toward revealing the true strength of the relationship between PeC latency and Aware RT. In an effort to circumvent this issue, all single-trial aware error traces were pooled across subjects, sorted by Aware RT and, through repeated iterations, averaged across bins of increasing size (1–60). Separate linear regression analyses were conducted for each iteration with PeC latency as the predictor variable and Aware RT as the dependent variable. Here, PeC latency was defined as the latency of the maximum voltage of the average PeC waveform in each bin, between 200 and1600 ms post-error. Hypothetically, including more trials in this averaging process by increasing bin size should eliminate more of the noise in the single-trial waveforms, and hence should provide a truer representation of the strength of the PeC latency/Aware RT relationship. As can be seen in Figure 3B, employing larger bin sizes substantially increased the strength of the relationship between PeC latency and Aware RT, to a point where they shared greater than 95% of their variance (>25 trials per bin).

PeC predicts error awareness

We employed a receiver operating characteristic (ROC) curve analysis (see, for example, Quiroga et al., 2005; Einhauser et al., 2010; Steinhauser and Yeung, 2010) to quantify how well the PeC could predict error awareness on a trial-by-trial basis. For this analysis, all IC weights manually selected for the PeCs were also back-projected to EEG-space for the unaware error condition. Classification accuracy was quantified as the area under the curve (AUC; also referred to as Az) of True Positive rate (percentage aware error trials correctly classified) plotted against False Positive rate (percentage unaware error trials incorrectly classified) across all levels of discrimination threshold: accuracy is 50% if classification is at chance based on the information contained in the PeC, and 100% if classification is perfect. Separate ROC analyses were conducted for each participant on mean component amplitude information in discrete time bins along the whole PeC time-course (window width of 20 ms, moving in 20 ms increments), comparing aware versus unaware error traces. Extracted measures were similar to those for earlier ERP analyses: maximum classification accuracy over the entire time-course (analogous to maximum component amplitude), and the latency at which this occurred relative to error press. Any cases with extracted classification accuracy or latency values exceeding ±3 SD from the mean were excluded.

Average maximum classification accuracy across participants was 75.2 ± 7.2%. The temporal evolution of awareness-predictive activity closely matched the time-course of the average PeC waveform on aware error trials (see Figure 4A). Further, average latency of maximum classification accuracy was 445.4 ± 131.2 ms post-error, which is statistically equivalent to the peak latency of the PeC when derived from the average component waveforms on aware error trials (432.1 ± 99.8 ms; t21 < 1, p = 0.6).
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Figure 4. PeC amplitude predicts error awareness. A receiver-operating-characteristic (ROC) curve classifier analysis was employed to predict error awareness using the PeC. (A) Classification accuracy (black line) using pooled single-trials across participants rose above a bootstrapped significance threshold (dotted red line; see text for details) just 180 ms after error commission, and closely traced the time-course of the average PeC on aware errors (gray line). (B) Classification accuracy was maximal over centro-parietal electrodes.



We also examined the earliest latency post-error at which PeC amplitude significantly predicted error awareness. For this analysis, all aware and unaware error trials were pooled across participants and permutation testing was employed to calculate a bootstrapped significance threshold for each discrete ROC time bin along the PeC time-course. For each time bin, component amplitude values from all trials were randomly assigned to aware and unaware conditions according to the relative proportion of each trial type in the overall pool, and a value for classification accuracy was calculated for that bin. This was repeated 1000 times to estimate a permuted distribution of accuracy values for each time bin representing the null hypothesis that accuracy was not greater than chance. If the observed classification accuracy for a time bin derived from the unshuffled trials was greater than 1.96 standard deviations above the mean of the permuted distribution, then component amplitude at that time point was said to significantly predict error awareness at p < 0.05. Using this method, we found that the earliest latency at which the PeC could reliably predict awareness was 180 ms post-error (see Figure 4A).

Between-subjects correlations

Between-subjects bivariate correlations were also carried out to test for relationships between the task-related behavioral measures of error awareness (mean Aware RT; Error Awareness) and our hypothesized neural indices of the emergence of awareness (mean single-trial PeC latency and amplitude; see Figure 5). The single-trial measures were used here because they provide a better reflection of the characteristics and dynamics of each participant's PeC; the average waveforms, by contrast, lose substantial amounts of information pertaining to component amplitude and latency, which may significantly distort or obscure any observed correlations. Outlier participants specific to each correlation were classified as those with studentized deleted residuals above or below 3, and excluded from that analysis.
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Figure 5. Between-subjects correlations. Mean single-trial PeC latency was positively correlated with mean Aware RT (A) and negatively correlated with % error awareness over the entire task (B); mean single-trial PeC amplitude showed the opposite trends, correlating negatively with Aware RT (C) and positively with % awareness (D). *= p < 0.01, ** = p < 0.001, # = p < 0.1.



Mean single-trial PeC latency was positively correlated with mean Aware RT (r = 0.53, p < 0.01), and negatively correlated with participants' Error Awareness (r = −0.53, p < 0.01). This indicates that participants whose PeCs peaked relatively early were also faster at indicating awareness that they had committed an error, and were generally aware of a greater number of the errors they committed. In addition, mean single-trial PeC amplitude showed a strong negative correlation with mean Aware RT (r = −0.61, p < 0.001), and was weakly positively correlated with Error Awareness (r = 0.36, p = 0.075). Hence, participants with high-amplitude PeCs were faster at indicating error awareness, and were aware of a greater proportion of the errors they committed.

PeC removal from aware errors

Working under the hypothesis that the Pe reflects the emergence of error awareness, we reasoned that if selected PeCs truly contained all of the variation in the EEG related to the Pe component and were subsequently removed from the original aware error waveforms, there should be no difference between the average response-locked ERPs elicited by errors made with and without awareness. The amplitude of the original aware error ERP within the latency range of the Pe (mean amplitude: 4.01 ± 2.3 μV) was substantially reduced when all variance associated with the manually selected PeCs was removed (1.42 ± 1.1 μV; t22 = 8.64, p < 0.001) but a small, statistically significant difference in the amplitude of the aware and unaware (0.82 ± 1.4 μV) error waveforms was still observed (t22 = 2.38, p < 0.05; Figure 6). Although this suggests that IC selection did not capture the Pe component in its entirety, the difference in amplitude between these waveforms was not substantial (0.6 μV).
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Figure 6. Validation of Study 1 PeCs. The difference in waveform amplitude between aware and unaware errors within the relevant PeC latency range was substantially reduced when all variance related to the PeC was removed from aware error traces. Shaded regions around waveforms represent error bars (SEM).



STUDY 2

To completely rule out the possibility that the observed PeC latency/Aware RT correlation in Study 1 was driven by the requirement of an overt, speeded motor response to indicate awareness, a second study that included two EAT conditions was conducted. In condition 1, participants completed the same version of the task reported in Study 1; in condition 2 the same participants completed the EAT without the requirement to signal their errors. One concern when selecting relevant ICs in Study 1 related to the fact that Pe-related activity extends to central scalp locations, and hence may not have been dissociated via ICA from any central motor-related activity. Study 2, by contrast, allowed for the derivation of a set of IC weights in condition 2 that were completely uncontaminated by neural activity related to motor-preparation or task-switching and could subsequently be applied to the EEG data from condition 1 for estimation of the PeC.

MATERIALS AND METHODS

A separate cohort of 16 participants took part in Study 2. One was excluded due to an insufficient number of aware error trials for analysis (<10), and an additional participant was excluded because they did not have an observable Pe component. This resulted in a final sample of 14 participants (four male) with a mean age of 23.6 ± 3.9 years, who met the same inclusion criteria as used in Study 1.

Task design and setup was identical to Study 1, except here all participants completed five blocks of the primary task (“Report” condition) and five blocks in which no awareness press was required even when they were aware of committing an error (“No-Report” condition; order of completion counter-balanced across participants). It was, therefore, impossible to differentiate aware from unaware errors in the No-Report condition, though we can infer, based on the results of the present study and other research employing the EAT (e.g., O'Connell et al., 2007; Shalgi et al., 2009), that the majority of errors in this condition were aware errors. Study 2 therefore, yielded two main trial-types of interest: aware errors, derived from the Report condition and defined as in Study 1 (mean trial count = 27.9 ± 10.9 after artifact rejection); and No-Report errors, defined as any error of commission in the No-Report condition (mean = 35.8 ± 11.0). There were too few unaware errors in the Report condition for reliable analysis (mean = 11.9 ± 9.5).

EEG acquisition and pre-processing followed the procedures employed in Study 1, with the exception that only response-locked data from correct Go trials and No-Report errors were decomposed via ICA. IC weights from this decomposition were then applied to the response-locked aware error data from the Report condition, and Pe ICs were manually selected based on the resulting IC activation time-courses and scalp topographies in the manner outlined previously. A mean of 3.0 ± 1.4 ICs were selected per participant for further analysis. Figure 7A shows the average time-course and topography of the resulting PeCs, across participants, when back-projected to original EEG-space. Single-trial and average component waveform measures were defined in an identical manner to Study 1.
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Figure 7. Replication of PeC/Aware RT correlation. (A) Group average topography and time-course of the error-locked PeC in Study 2, where PeCs were selected using ICA weights derived from a control condition which did not require an awareness press, were comparable to those observed in Study 1 (see Figure 2). (B) The relationship between PeC latency and Aware RT reported in Study 1 (see Figure 3) was also apparent in Study 2. This relationship was similarly strengthened as bin size increased using the iterative trial smoothing procedure (shown at inset; compare to Figure 3B).



Primary analyses of the Study 2 data were restricted to aware error trials and focused on replicating the within-subjects correlation effects between PeC latency and Aware RT found in Study 1. Correlation coefficients were calculated for these analyses using original and log-transformed distributions (see Study 1 Materials and methods). The limited trial count for aware errors in Study 2 prevented the binning of trials by Aware RT as in Study 1. Further analyses of the Study 2 data focused on determining whether or not we successfully isolated relevant Pe ICs by comparing average waveforms from aware error and No-Report error trials both with and without inclusion of the manually selected PeCs (see Study 2 Results for details). These analyses employed the iterative randomized trial-matching procedure described previously, here matching No-Report errors for number of aware errors.

RESULTS

Relevant behavioral measures from Study 2 (Table 2) were comparable to those observed in Study 1.

Table 2. Study 2 behavioral measures; mean (SD).
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As illustrated by Figure 7B, the relationship between PeC latency and Aware RT reported in Study 1 was also apparent in Study 2. Within-subjects correlations between these measures showed a robust relationship (mean r = 0.54 ± 0.20) that was comparable to that observed in Study 1. This was also the case when the same correlation coefficients were calculated from log-transformed distributions (mean r = 0.56 ± 0.19). Hence, deriving IC weights from the No-Report condition and applying these to the Report condition for Pe IC selection did not affect the strength of the relationship between PeC latency and the timing of the awareness response. The iterative trial smoothing procedure employed on the pooled aware error traces in Study 1 also yielded similar results in Study 2: employing larger bin sizes for averaging substantially increased the strength of the PeC latency/Aware RT relationship, to the point where they shared greater than 90% of their variance (Figure 7B; inset).

We also replicated our within-subjects correlational findings from Study 2 using the automated IC selection protocol outlined previously. A mean of 2.9 (±1.4) ICs were selected by this procedure, which was equivalent to the number of ICs selected manually for Study 2 (t13 < 1, p = 0.80). A robust correlation between the single-trial latency of the automatically selected PeCs and Aware RT was observed within-participants (mean r-value: 0.53 ± 0.23) which, as in Study 1, was slightly lower but statistically equivalent to the strength of the relationship observed between these measures after manual IC selection (t13 < 1, p = 0.81).

Because an unknown number of No-Report error trials are actually unaware errors which do not elicit a Pe component, it was expected that mean amplitude of the average Pe ERP on aware error trials should be greater than the mean amplitude of average No-Report error waveforms. However, we again reasoned that if all Pe ICs were successfully selected and subsequently removed from these original aware error and No-Report error waveforms there should be no difference between the mean amplitudes extracted from the two trial-types, since the variance related to error awareness which was initially driving the amplitude differences should now be eliminated from the data. To address this question, a 2 × 2 repeated-measures ANOVA tested for ERP amplitude differences with factors of trial-type (aware error vs. No-Report error) and ERP-type (with-PeC vs. without-PeC). This analysis (see Figure 8) revealed main effects of trial-type [F(1, 13) = 9.09, p = 0.01; driven by greater mean amplitudes on aware error trials compared to no-report error trials] and ERP-type [F(1, 13) = 10.16, p < 0.01; driven by greater mean amplitudes in ERPs with-PeC compared to without-PeC], and a significant trial-type X ERP-type interaction [F(1, 13) = 10.34, p < 0.01]. Post-hoc comparisons revealed this interaction to be driven by greater amplitudes on aware error trials (mean amplitude = 4.17 ± 2.57 μV) as opposed to no-report error trials (2.22 ± 2.59 μV) when ERPs incorporated variance related to the PeC (t13 = 4.11, p = 0.001), while there was no difference between trial-types when PeCs were subtracted from the ERPs (1.78 ± 1.50 μV vs. 1.07 ± 1.14 μV; t13 = 1.45, p = 0.2). Hence, the selected Pe ICs were highly relevant to error awareness.
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Figure 8. Validation of Study 2 PeCs. The difference in PeC amplitude between aware and no-report errors was eliminated when all variance related to the PeC was removed from both traces. Shaded regions around waveforms represent error bars (SEM).



Lastly, we tested whether or not the PeCs were contaminated by neural activity related to motor execution. In order to isolate neural activity specific to the awareness press, aware error minus No-Report error difference waveforms (low-pass filtered to 20 Hz) were derived from average error-locked ERPs both with and without PeCs. Lateralized neural activity from 200 ms before to 100 ms after the mean Aware RT for each participant (mean = 614.4 ± 132.3 ms) was examined by comparing mean ERP amplitudes across this window at a selection of electrodes corresponding to left (C3, C5, CP5) and right (C4, C6, CP6) motor regions. Amplitude differences were tested via 2 × 2 repeated-measures ANOVA with factors of lateralization (left vs. right hemisphere) and ERP-type (with-PeC vs. without-PeC), which revealed no significant main effect of ERP-type [F(1, 13) = 1.89, p = 0.19], no main effect of lateralization [F(1, 13) < 1, p = 0.36; though trends suggested more positive amplitudes over left compared to right hemisphere; see Figure 9] and, critically, no lateralization X ERP-type interaction [F(1, 13) < 1, p = 0.96]. Hence, the presence of lateralized activity over motor regions was not contingent on the inclusion or removal of the PeC, suggesting PeCs were uncontaminated by motor-related neural activity.
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Figure 9. Study 2 PeCs did not include lateralised motor activity. Motor-evoked activity unique to the awareness press was isolated by deriving error-locked difference waveforms for aware minus no-report errors. Average topographies within a broad Aware RT latency range suggested the presence of lateralized activity (A), which was not affected by the removal of all variance associated with the PeC from the difference waveforms (B).



DISCUSSION

In the present study, participants performed a modified version of the EAT Go/No-go response inhibition task (Hester et al., 2005, 2012) in which error awareness was indicated via a speeded manual response separate from that used for Go stimuli. This aspect of study design provided an opportunity to test the hypothesis that the Pe component reflects the emergence of error awareness by examining the relationship between the Pe and the timing of the awareness response, but the potential for motor activity to confound such an analysis presented a significant methodological challenge. After employing ICA to isolate activity uniquely related to the Pe (the “PeC”), we demonstrated for the first time that Pe latency closely tracked the latency at which participants indicated awareness. This effect was replicated in a second study, in which Pe ICs were derived from a control condition which did not require an explicit awareness response. The intimate relationship between the Pe and error awareness was further illustrated by findings that the mean amplitude and latency of this component were related to behavioral measures of error awareness between-subjects, and that Pe waveforms could be used to reliably predict error awareness at the single-trial level. Our results highlight the utility of ICA as a methodological control and the benefit of employing a speeded awareness press as a measure of the timing of error awareness, while also having implications for interpreting the functional significance of the Pe.

Isolating the Pe

Despite our use of dipole source modeling to constrain the process, the selection of ICs based on information contained in their topographies and time-courses is somewhat subjective (Onton et al., 2006). The question of whether or not we successfully isolated relevant Pe ICs and avoided those related to extraneous neural signals is therefore an important one. Comparison of error trials with and without awareness suggested that, even after PeC removal from aware error waveforms, a small but significant amount of residual variance remained in the EEG which differentiated the two trial-types within the latency range of the Pe. ICA effectively decomposes activity in the EEG into orthogonal components which have discrete underlying neural generators. Given the highly heterogeneous collection of candidate Pe generators and the generally conservative nature of our IC selection process, it is perhaps unsurprising that the selected PeCs did not account for all of the variation in the EEG which was related to the Pe. Nevertheless, we are confident that our IC selection yielded PeCs that reflect the dynamics of the original Pe component and are highly relevant to error awareness. A strong relationship was observed between PeC latency and Aware RT which was slightly stronger than that observed in the raw data (a result replicated using completely objective IC selection criteria), and we found that PeC amplitude in the single-trial could be used to accurately classify error trials as with or without awareness. PeC latency and amplitude were also significantly related to error awareness at the between-subjects level: participants whose PeC peaked earlier and was of greater amplitude were faster at indicating error awareness and were also aware of a greater percentage of the errors they committed. These findings all suggest that the PeC in the present study represents a neural signal which is tightly coupled to error awareness. In our second study, we demonstrated that any lateralized motor-related activity specifically introduced by the speeded awareness press was still present in the EEG when PeCs were subtracted from the data, and hence did not affect the observed relationship between the PeC and the timing of error awareness.

These findings highlight the utility of ICA as a methodological tool which can be used to parse neural activity related to distinct cognitive processes from other stimulus- or response-evoked signals. In the domain of error awareness, we have demonstrated that this tool can be employed effectively to isolate the Pe component from the potential confounds associated with a speeded awareness press, and hence rendered this important behavioral measure readily accessible to future ERP studies.

Pe functional significance

By building a speeded awareness response into our experimental design, we have shown that the latency of the Pe component is closely tied to the moment at which the participant first signals awareness of their actions. Our results have implications for interpreting the functional significance of the Pe. Previous research has often struggled to disambiguate whether the Pe reflects processes that lead to the emergence of error awareness, or is instead one of the consequences of error awareness (Overbeek et al., 2005; but, see Steinhauser and Yeung, 2010). Two novel findings of the present study suggest that the Pe reflects the real-time emergence of error awareness and not one of its sequelae. Firstly, the evolution of the PeC comfortably preceded any overt indication of awareness: On average the PeC peaked 80–90 ms before the average awareness response. We also found that single-trial PeC amplitude was a significant predictor of the presence or absence of error awareness from a latency of up to 400 ms before the average timing of the speeded awareness response (and just 180 ms after initial error commission). Hence, information contained early in the time-course of the PeC was predictive of whether or not error awareness would ultimately be achieved. These findings are consistent with the hypothesis that the Pe component reflects conscious recognition that an error has occurred (Nieuwenhuis et al., 2001; Endrass et al., 2005), but also suggest that the emergence of awareness, as reflected in the Pe, is a dynamic and cumulative process which begins at an early stage after error commission. The latter analysis also represents an important replication and extension of the previous finding that single-trial Pe amplitude, as derived by logistic regression classifier analysis as opposed to the present ICA-based approach, was predictive of individual error signaling (Steinhauser and Yeung, 2010).

Recent research (Steinhauser et al., 2008; Steinhauser and Yeung, 2010) has conceptualized the emergence of error awareness as a “decision process,” in which awareness is only achieved after sufficient evidence of initial error commission has been accumulated to pass an independent decision threshold (the response criterion). Response criterion was explicitly manipulated in one recent ERP study (Steinhauser and Yeung, 2010) and the findings supported the possibility that Pe amplitude indexes the strength of accumulated evidence, which in turn informs decisions about the accuracy of the preceding response. A potential corollary of this model which was not addressed in that paper is that Pe peak latency marks the time at which the criterion has been met, and hence should be closely tied to the timing of error awareness (assuming a reasonably consistent delay between the decision threshold being passed and categorical decision output being generated). Our findings of a strong relationship between PeC latency and Aware RT are entirely consistent with this hypothesis, and complement those of Steinhauser and Yeung (2010) in highlighting the importance of both amplitude and latency characteristics of the Pe in predicting error awareness.

An interesting question that arises from our study is whether Pe peak latency marks the culmination of the accumulation process or whether evidence accumulation continues after the response criterion has been passed. Although we cannot adjudicate conclusively between these alternatives, two aspects of our data would appear to support the former possibility. First, we found that peak ROC classification accuracy was coincident with PeC peak latency and declined immediately thereafter. Second, the time-lag between PeC peak latency and the subsequent awareness press (80–90 ms on average) is consistent with empirical estimates in non-human primates (Roitman and Shadlen, 2002; Gold and Shadlen, 2007) of the time it takes for the crossing of a perceptual decision threshold to be transmuted into an overt behavioral response, albeit in a different response modality.

One consequence of the assumption that the proposed evidence accumulation process does indeed cease upon crossing the response criterion is that peak Pe amplitude should reflect the level of the response criterion itself. Interpreting our PeC amplitude results in this regard is more complicated. A fundamental characteristic of computational frameworks which model decision processes is that a lower criterion should equate to faster RTs, and this has been found for error signaling latency using a connectionist model of error detection (Steinhauser et al., 2008). Our results may appear to the contrary insofar as PeC amplitude was diminished for trials on which Aware RT was comparatively slow; hence, trials which might theoretically be characterized by a high response criterion were instead marked by particularly low PeC amplitudes. This within-subjects amplitude effect was also reflected in our between-subjects correlations, where participants with the largest Pe components (and, perhaps, the highest response criteria) were actually fastest at indicating error awareness. However, models of perceptual decision-making also posit the onset latency of evidence accumulation and the quality of the decision evidence itself to be other critical parameters affecting the RT distribution (Ratcliff and Smith, 2010). The extent to which these factors may interact with response criterion in driving variability in the latency of error signaling is unknown, and it is difficult to draw concrete inferences from our PeC amplitude effects without measuring them in some way. Further, it should be noted that the neural mechanisms for accumulating evidence about sensory events versus internal monitoring processes may not be the same (cf. Steinhauser and Yeung, 2010), and so the same principles may not apply to both phenomena. Generally, our findings serve to highlight some of the complexities inherent in interpreting the emergence of error awareness in a decision-making framework, and warrant further exploration in studies specifically designed to systematically manipulate relevant parameters of the decision process.

Utility of speeded awareness signaling

Although speeded error signaling has been used previously in behavioral and computational modeling studies of error detection (Rabbitt et al., 1978; Rabbitt and Vyas, 1981; Rabbitt, 1990, 2002; Steinhauser et al., 2008), only one ERP study to our knowledge has employed a measure analogous to our speeded awareness press (Ullsperger and von Cramon, 2006). This study did not explore the relationship between the latency of this measure and the Pe in significant detail. A number of important issues are raised by the use of a speeded awareness press in the present research which should be considered when studying the electrophysiology of error awareness, and suggest that this measure is preferable to a delayed awareness response.

A high majority of ERP studies on error awareness have measured the Pe component as the amplitude of the average waveform locked to the initial erroneous response. By this method, many studies have reported significant differences in Pe morphology across a range of clinical groups (e.g., Brazil et al., 2009; O'Connell et al., 2009a; Olvet et al., 2010; Larson et al., 2011; Luijten et al., 2011; Perez et al., in press; Peterburs et al., 2012) and genotypes (Frank et al., 2007; Althaus et al., 2010; Biehl et al., 2011), and via pharmacological manipulation (Bartholow et al., 2012). In many cases these differences have been reported in the absence of an explicit indication of error awareness, and the present results highlight an important limitation of characterizing the Pe in this way. We have convincingly demonstrated via within-subjects, trial-by-trial correlational analyses that the Pe is better-related to the timing of error awareness, as indexed by Aware RT, than to the timing of initial error commission. Hence, the amplitude of the average error-locked Pe waveform will be partly determined by the amount of variability in the timing of error awareness. As a consequence, previously observed amplitude effects on the Pe may in fact be partly or even exclusively due to differences in the timing of awareness, and not to failures of awareness per se. A truer representation of component amplitude from the average waveform will necessarily be gleaned when trials are locked to the timing of error awareness, and not to the initial erroneous response as has traditionally been the case. This subtle distinction may have important implications for the interpretation of awareness deficits in clinical populations.

Behaviorally, we replicated previous studies (Endrass et al., 2005; O'Connell et al., 2007) in showing that aware errors were characterized by significantly faster initial RTs than correct Go trials, which in turn were faster than responses on unaware error trials. These differences have been interpreted as reflecting the possibility that aware errors are predominantly driven by failures of response inhibition, whereas unaware errors are precipitated by lapses of attention (O'Connell et al., 2007, 2009b; Shalgi et al., 2007). However, our Aware RT measure was characterized by substantial intra-subject variability, and its distribution was highly positively skewed. These characteristics indicate that a proportion of aware error trials are marked by very late error awareness, which may potentially be indicative of an attentional lapse as opposed to inhibitory failure. Aware RT represents a potentially useful measure for future studies to disentangle possible sub-types of aware errors, which may be characterized by distinct neural signatures and antecedent conditions and could not be distinguished using a delayed indication of awareness. Generally, these findings also point to the emergence of error awareness as being a highly variable process, and more complex than its usual characterization in the ERP literature as a binary, “present-or-absent” phenomenon would suggest.

The question of what actually drives the substantial variability in the timing of awareness signaling has not been addressed in the present study. Recent research has demonstrated that fluctuations in baseline attentional state in the inter-target interval can predict upcoming performance trends (Eichele et al., 2008; O'Connell et al., 2009c; MacDonald et al., 2011; Murphy et al., 2011). It may be the case that these markers are also related to fluctuations in the timing of error awareness. Further, a critical issue in performance monitoring research lies in trying to link the unique contributions of both the implicit and conscious recognition processes underlying error detection. One potential question for future research relates to the extent to which early, pre-conscious error detection mechanisms, as indexed by the ERN, drive the subsequent timing of error awareness, as indexed in our study by PeC latency and Aware RT. Although the ERN is not typically modulated by error awareness (though see Wessel et al., 2011), one recent study found that ERN amplitude was modestly correlated with Pe amplitude on a trial-by-trial basis (Hughes and Yeung, 2011). This suggests that the two may be at least partially related. In addition, medial-frontal theta power (4–7 Hz), which has been proposed to reflect the recruitment of cognitive control (Cavanagh et al., 2009; Cohen et al., 2009; Cohen and Cavanagh, 2011) and to drive the ERN (Luu et al., 2004), has recently been shown to dynamically adjust response criterion according to changing levels of response conflict (Cavanagh et al., 2011). As previously described, response criterion is an important determinant of error signaling latency in connectionist computational models of error detection (Steinhauser et al., 2008), and it is feasible that fluctuations in the recruitment of control, as indexed by medial-frontal theta power, may be one mechanism by which variation in the timing of awareness arises. Further research in these areas is warranted.

CONCLUSIONS

The present study employed a novel variant of the EAT, which included a speeded manual response to indicate error awareness, in order to explore the relationship between the Pe component and the precise timing of error awareness. After isolating the Pe from other stimulus- and response-evoked signals using ICA, we demonstrated via within-subjects single-trial analyses that this component's peak latency is tightly related to the latency of the awareness response, as opposed to the timing of initial error commission. Further, component amplitude and latency correlated with behavioral indices of error awareness at the between-subjects level, and single-trial component amplitude was shown to reliably classify trials as with or without awareness up to 400 ms before the average timing of the awareness response. These results highlight the intimate association between the Pe and the emergence of error awareness, and also the utility of employing a speeded awareness press as an index of the timing of awareness.
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Previous research on performance monitoring revealed that errors are followed by an initial fronto-central negative deflection (error-related negativity, ERN or Ne) and a subsequent centro-parietal positivity (error positivity, Pe). It has been shown that error awareness mainly influences the Pe, whereas the ERN seems unaffected by conscious awareness of an error. The aim of the present study was to investigate the relation of ERN and Pe to error awareness in a visual size discrimination task in which errors are not elicited by impulsive responding but by perceptual difficulty. Further, we applied a temporospatial principal component analysis (PCA) to examine whether the temporospatial subcomponents of the Pe would differentially relate to error awareness. Event-related potential (ERP) results were in accordance with earlier studies: a significant error awareness effect was found for the Pe, but not for the ERN. Interestingly, a modulation with error perception on correct trials was found: correct responses considered as incorrect had larger correct-related negativity (CRN) and lager Pe amplitudes than correct responses considered as correct. The PCA yielded two relevant spatial factors accounting for the Pe (latency 300 ms). A temporospatial factor characterized by a centro-parietal positivity varied significantly with error awareness. Of the two temporospatial factors corresponding to ERN and CRN, one factor with central topography varied with response correctness and subjective error perception on correct responses. The PCA results indicate that the error awareness effect is specifically related to the centro-parietal subcomponent of the Pe. Since this component has also been shown to be related to the importance of an error, the present variation with error awareness indicates that this component is sensitive to the salience of an error and that salience secondarily may trigger error awareness.

Keywords: error awareness, error-related negativity, error positivity, principal component analysis, PCA

INTRODUCTION

Performance monitoring is an essential prerequisite for adaptive behavior and implements adjustment processes, such as error detection and subsequent post-error slowing. Over the past years numerous psychophysiological and neuroimaging studies investigated the neural basis of performance monitoring and error processing. Event-related potential (ERP) studies identified a fronto-central negativity that emerges shortly after the execution of incorrect responses, the error-related negativity (ERN, Gehring et al., 1993) or error negativity (Ne, Falkenstein et al., 1991). Sometimes a smaller negative deflection is also observed for correct responses, the correct-related negativity (CRN, Ford, 1999; Vidal et al., 2000). The ERN is followed by the error positivity (Pe), a centro-parietal positive deflection that peaks between 200 and 400 ms after response onset (Falkenstein et al., 1991, 2000; Overbeek et al., 2005). These components are considered to indicate error-related brain activity but it is not fully clear whether they reflect functionally dissociate aspects of error processing. While source localization studies suggest that the ERN is generated in the anterior cingulate cortex (ACC), or more precisely, Hyphenation: gene-rated in the posterior medial frontal cortex (pMFC, Dehaene et al., 1994; Van Veen and Carter, 2002; Debener et al., 2005), the source of the Pe is more difficult to determine, and heterogeneous results were obtained (Herrmann et al., 2004; O'Connell et al., 2007; Vocat et al., 2008).

Although it is broadly agreed that the ERN and Pe are linked to error commission, their functional significance still remains to be clarified. Currently, the ERN is regarded as a negative reinforcement learning signal (Holroyd and Coles, 2002), or as an index for response conflict or error likelihood (Botvinick et al., 2001; Yeung et al., 2004; Brown and Braver, 2007, 2008). These models assume that the ERN or its underlying ACC activity plays a key role in the recruitment of cognitive control in response to erroneous actions in order to prevent future errors (Ridderinkhof et al., 2004; Ullsperger et al., 2004). Since the Pe most consistently varies with motivational salience and subjective error perception, it is considered to reflect evaluative aspects of error processing (Falkenstein et al., 2000; Overbeek et al., 2005).

The sensitivity to error awareness is perhaps the most important distinction between both error-related ERP components. Results were rather consistent in that reduced Pe components were reported for unaware/unperceived compared to aware/perceived errors (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; O'Connell et al., 2007; Shalgi et al., 2009; Dhar et al., 2011; Wessel et al., 2011). Whereas the Pe seems clearly sensitive to error awareness, the majority of studies found no effect on the ERN (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; O'Connell et al., 2007; Shalgi et al., 2009; Dhar et al., 2011). However, there is some evidence that an error awareness effect may also be present for the ERN (Maier et al., 2008; Hewig et al., 2011; Wessel et al., 2011). Interestingly, a recent study provided evidence that ERN and Pe reflect dissociate aspects of error processing in a choice selection task. In that task errors were compared between a masking and a conflict condition. While the ERN was substantially reduced in the masking condition, the Pe varied with error awareness (Hughes and Yeung, 2011). Neuroimaging studies examining error awareness reported that the activity of the anterior insula was significantly modulated by conscious error perception and suggested this region to indirectly contribute to the emergence of a Pe (Hester et al., 2005; Klein et al., 2007). The same region was shown to be sensitive to interoceptive awareness (Critchley et al., 2004, 2005), and is reliably associated with autonomous activation (Ullsperger et al., 2010). Therefore, it was suggested that error awareness emerges when information for error commission aggregates within the salience network, and its presence is to some extent indicated by the Pe (Ullsperger et al., 2010).

Additional evidence that the Pe may be related to saliency of incorrect response can be derived from the fact that topography and time course of the Pe displays similarities to the P300 or P3b (Falkenstein et al., 1999; Leuthold and Sommer, 1999; Hajcak et al., 2003; Overbeek et al., 2005; Ridderinkhof et al., 2009). The P3b is a stimulus-locked positive brain potential that is elicited in response to rare and motivationally significant events (Picton, 1992; Nieuwenhuis et al., 2005). This component has been considered to reflect the response of the locus coeruleus-norepinephrine system to the outcome of internal decision-making processes (Nieuwenhuis et al., 2005). Errors are rare and salient events that trigger a cascade of central nervous and autonomous changes and are considered as events that are motivationally significant and thus elicit a P3b (e.g., Hajcak et al., 2003; O'Connell et al., 2007; Wessel et al., 2011). Hence, the Pe might be understood as a P3b to error commission. Using principal components analysis (PCA) it has been shown that the Pe is composed of two different subcomponents: a fronto-central component that shares spatial distribution with the ERN and a centro-parietal component that is similar to the P300 (Arbel and Donchin, 2009). While emphasis on accuracy did not cause significant variation of the fronto-central component, the centro-parietal component was enlarged for this condition. These results highlight the association between the centro-parietal component of the Pe and error salience.

The aim of the current study is to investigate error awareness effects on ERN and Pe in a choice selection task. In this task errors are elicited due to perceptual difficulty instead of failures to withhold a response. Specifically, we were interested in the structure of the underlying processes of the Pe and conducted a temporospatial PCA (Dien, 2010a; Endrass et al., 2012). The aim was to disentangle overlapping electrophysiological activity captured in the Pe, and to examine the sensitivity of the subcomponents of ERN and Pe to error awareness. In the ERP analysis we expected to replicate earlier findings showing that error awareness selectively affects the Pe, but not the ERN. In addition, we examined more closely the effect of subjective error perception in correct responses. With the PCA analysis we intended to replicate the previously identified subcomponents of the Pe (Arbel and Donchin, 2009) and to examine whether these subcomponents would be differentially sensitive to error awareness. Since the centro-parietal subcomponent of the Pe was associated with error salience, we expected only this component to be sensitive to error awareness.

MATERIALS AND METHODS

PARTICIPANTS

Seventeen healthy undergraduate students (nine female, 20–30 years, mean ± SD, 23.4 years ± 3.1) of the Humboldt-University Berlin voluntarily took part in the present experiment1. The participants either received monetary remuneration or class credit points for their participation. All of them were in good health, with no history of psychiatric or neurological disease, and had normal or corrected to normal vision. In accordance to the ethical guidelines of the Declaration of Helsinki, written informed consent was enquired before the experimental procedures started.

TASK AND EXPERIMENTAL PROCEDURE

A visual size discrimination task was employed with a display showing two dots to compare. Participants were seated at a distance of 70 cm in front of a 19-in computer screen. Each stimulus comprised a standard (visual angle of 2.4°) and a comparison dot that varied in size with task difficulty (2.5, 2.6, and 2.7° in the difficult, intermediate and easy condition, respectively). Both dots were presented in white color against dark background left and right to a fixation cross (distance 1.4°).

Each trial started with a fixation cross displayed for 600–1000 ms, followed by the stimulus array presented for 500 ms. After that, the screen turned blank for 1000 ms. Participants were asked to select the larger dot by a left or right response button press. Instruction equally emphasized the importance of speed and accuracy. Subsequently, a display requesting for accuracy ratings was shown for 1000 ms. Participants were instructed to evaluate whether the previous response was correct, incorrect, or they were unsure. The experiment comprised a total number of 832 trials administered in four blocks. The target stimuli were presented equally frequent at both sides of the screen and subjects were informed that always one of the dots was larger than the other. The hard and intermediate conditions encompassed 208 trials each and 416 trials were presented for the easy condition, all distributed evenly over the four blocks, and displayed in pseudo-randomized order. A larger number of easy trials were presented to obtain a reasonable number of error trials in that condition since the goal was to compare errors between difficulty levels. The completion of the whole experimental task lasted about 60 min including a practice block and short breaks between blocks.

ELECTROENCEPHALOGRAPHIC RECORDING AND ANALYSIS

The electroencephalogram (EEG) was recorded from 63 electrodes, with 61 equidistant electrode positions including Cz as recording reference placed in an electrode cap (EasyCap, Herrsching, Germany) and two external electrodes located below the left and right eye. The ground electrode was placed below T1. It was ensured that electrode impedances were below 5 kΩ. EEG was continuously recorded at a sampling rate of 500 Hz. Amplifiers (BrainAmp BrainProducts, Gilching Germany) used a high-pass filter with a time constant of 10 s (0.0159 Hz) and a low-pass filter set at 250 Hz.

Responses were obtained from two force-sensitive response devices. Force was continuously recorded in two separate recording channels together with the EEG signals. Devices were calibrated to 200 μV equaling 1N. Participants were instructed to rest their index fingers on the devices, and to press them in order to respond. For data analysis, first, the mean activity of a 200 ms pre-stimulus baseline interval was subtracted. Then, an algorithm searched for amplitude maxima exceeding predefined thresholds for partial responses (minimum of 0.25 N equaling 50 μV) and full responses (minimum of 0.5 N). Given an above-threshold activity, response onsets were marked at the initial force onset as indicated by an amplitude change of 20 μV within 20 ms. This method allowed to detect both partial responses as well as full responses and to distinguish them for further analyses. In the present study, only purely correct responses which were not preceded by any partial incorrect responses within the same trial were included into analyses. Accordingly, error trials were only taken into account if they were not preceded by partial correct reactions within the trial.

For ERP analysis, EEG data were filtered off-line with a low-pass filter set at 40 Hz (12 db/Oct) as well as with a 50 Hz notch filter, and re-referenced to average reference. Correction for eye-movements and blink artifacts was applied using the multiple source eye correction method (Berg and Scherg, 1994) implemented in BESA5 (Brain Electrical Source Analysis, MEGIS Software GmbH, Gräfelfing, Germany). Epochs of 1200 ms starting 200 ms before the first response in each trial were obtained from continuous EEG data. Epochs were baseline corrected using the 200 ms pre-response window. Segments containing amplitude changes exceeding 200 μV, or voltage steps of more than 100 μV between consecutive data points were rejected from further analysis. For each participant, four averages were computed: correct responses rated as correct (perceived correct) or incorrect (unperceived correct) as well as erroneous responses rated as correct (unperceived errors) or incorrect (perceived errors). Although a behavioral pilot study (10 participants) indicated that it would be possible to obtain a sufficient number of perceived and unperceived errors in all three difficulty levels, only very few participants (N = 8) had a minimum number of six errors in each condition. Therefore, the factor task difficulty could not be taken into account for this analysis. For visual presentation, grand averages were filtered with a 15 Hz low-pass filter.

For ERP analysis, ERN and CRN amplitudes were quantified as mean amplitudes between 60 and 140 ms post-response at fronto-central electrode sites (Fz, FCz, and Cz). The Pe was measured as mean amplitudes at the electrodes Cz, CPz, and Pz between 300 and 500 ms after response onset. ERP amplitudes were statistically analyzed with repeated measurement ANOVAs with the factors Response Type (correct vs. incorrect), Response Rating (response perceived as correct vs. incorrect) and Electrode Site. Greenhouse-Geisser correction was applied when appropriate. All statistical analyses for the present study were conducted with IBM SPSS Statistics (Version 19.0, Chicago).

A covariance-based two-step temporospatial PCA was computed on individual response-locked ERP averages using the ERP PCA Toolkit 2.06 (Dien, 2010a,b). In accordance with Dien et al., 2005, a covariance matrix and Kaiser normalisation was applied. The temporospatial PCA extracts linear combinations of data that distinguish patterns of electrocortical activity across all time points and recording sites (see also Dien and Frishkoff, 2005). The temporospatial sequence of analyses was chosen since this was found to be most effective in simulation studies (Dien, 2010b). First, the temporal PCA was computed using the individual averages of each participant over all 63 electrodes, for correct and incorrect responses in the two response rating conditions (perceived as correct vs. incorrect). Each dataset consisted of 600 time points (–200 to 1000 ms). A scree plot was used to limit extracted factors in number, resulting in the promax rotation that yielded 19 temporal factors. Then, in order to analyze their spatial distribution, separate spatial PCA (infomax rotation) was applied to each temporal factor. In total, the temporospatial PCA yielded 76 factor combinations (four spatial factors extracted for each of the 19 temporal factors). Only those temporospatial factors that uniquely accounted for more than 1% of the total variance in the data were included in further analyses (Kayser and Tenke, 2005; Foti et al., 2009, 2011). Note that the amount of explained variance by one factor is related to the total variance in the data, i.e., all time points and all electrodes. Factor scores of these factors were plotted as “virtual ERPs” and averaged for both response types and rating conditions. The temporal factors corresponding to ERN/CRN and Pe, as our ERP components of interest, were selected by temporal characteristics of the PCA waveforms (Dien et al., 2005, 2010; Foti et al., 2011). The resulting factor scores were submitted to statistical analysis using repeated measurement ANOVA with the factors Response Type and Response Rating.

Error and correct awareness were determined as the percentages of errors and correct responses that were adequately perceived as incorrect or correct, respectively. Behavioral data were analyzed by repeated-measurement ANOVAs. Awareness was analyzed with the factors Response Type (error vs. correct) and Difficulty (easy, intermediate vs. difficult). Analysis of reaction time data involved the factors Response Type and Response Rating. Post-error adjustment effects were analyzed in terms of subsequent reaction time (post-error slowing) and response correctness. For post-error slowing, correct reaction times following perceived and unperceived correct and incorrect responses were analyzed by an ANOVA with the factors Preceding Response Type and Preceding Response Rating of the preceding response. To examine whether there was a relative increase of response correctness after erroneous responses (post-error correctness), the percentage of correct responses following perceived and unperceived errors and correct responses was assessed.

RESULTS

BEHAVIORAL DATA

Main behavioral results are presented in Table 1. On average, participants committed 16.1% (±SD 5.2) errors and 80.2% (±SD 6.6) of all responses were correct. The percentage of correct perceptions, i.e., the amount of correctly classified correct and incorrect responses, varied with Response Type, [F(1, 16) = 142.59, p < 0.001, η2 = 0.90], and Difficulty, [F(2, 32) = 17.27, p < 0.001, ε = 0.88, η2 = 0.52]. The amount of correct perceptions was significantly higher for correct than incorrect responses (mean ± SD, 93.2% ± 3.3 vs. 51.5% ± 13.6) and for easy and intermediate compared to difficult trials (mean ± SD, 73.6% ± 8.7, 76.7% ± 8.2, vs. 66.8% ± 6.6), p < 0.008. Further, these effects resulted in a significant interaction of both factors, [F(2, 32) = 3.83, p = 0.044, ε = 0.79, η2 = 0.19]. While relative error perception was lower for easy and difficult compared to intermediate trials (mean ± SD, 50.9% ± 17.7, 44.5% ± 14.0, vs. 58.9% ± 15.3, easy, difficult and intermediate condition, respectively), p = 0.025 and p = 0.007, easy and difficult conditions did not differ, p = 0.335. For correct responses, more correct perceptions were found for easy and intermediate compared to difficult trials, p < 0.001 and p = 0.002 (mean ± SD, 96.3% ± 2.1, 94.5% ± 4.1, vs. 89.0% ± 6.2, easy, intermediate, and difficult condition, respectively)2.

Table 1. Behavioral results and amplitudes of response-locked negativities (ERN/Ne and CRN) at electrode FCz in the three difficulty conditions (means and standard deviations).
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The analysis of reaction time data revealed a main effect of Response Type, [F(1, 16) = 6.40, p = 0.022, η2 = 0.29], that was qualified by an interaction of Response Type and Response Rating, [F(1, 16) = 12.29, p = 0.003, η2 = 0.43]. Overall, error reaction times were faster than correct reaction times. Mean reaction times were faster for perceived errors compared to unperceived errors, p = 0.047 (mean ± SD, 336 ms ± 50, 351 ms ± 60), and for perceived correct compared to unperceived correct responses, p = 0.001 (mean ± SD, 346 ms ± 42, 364 ms ± 49).

Concerning post-error slowing, reaction times of correct responses following perceived and unperceived errors as well as those following perceived and unperceived correct responses were analyzed (mean values in Table 1). Only the main effect of Preceding Response Rating was significant, [F(1, 16) = 17.06, p = 0.001, η2 = 0.52], but neither the main effect of Preceding Response Type nor the interaction were significant, F < 1. Post-hoc comparisons indicate that reaction times were slower in trials following reactions that were subjectively perceived as incorrect (mean ± SD, 358 ± 40) compared to trials following reactions perceived as correct (mean ± SD, 346 ± 40), irrespective of the actual correctness of the preceding response.

In contrast, the analysis of post-error correctness only revealed a significant main effect of Preceding Response Type, [F(1, 16) = 4.81, p = 0.043, η2 = 0.23]. Overall, accuracy was higher following incorrect responses (mean ± SD, 82.7% ± 7.3) than following correct responses (mean ± SD, 79.3% ± 7.0). The main effect of Preceding Response Rating and the interaction were not significant, F < 2.4.

ERP RESULTS

ERPs and topographies for both response types (correct and incorrect responses) and rating conditions (perceived as correct and incorrect) are displayed in Figure 1. ERN and CRN are apparent at fronto-central electrode sites peaking about 100 ms following response onset. Pe is evident at central electrodes in the time range between 200 and 600 ms after response onset.
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Figure 1. (A) Response-locked ERPs following correct and incorrect response at electrodes FCz and CPz (left). (B) Topographies of the response-related negativities (ERN and CRN, 100 ms following response onset). (C) Topographies of the post-response positivity (Pe, 300 ms).



Statistical analysis of ERN/Ne and CRN amplitudes yielded significant main effects of Electrode, [F(2, 32) = 19.43, p < 0.001, ε = 0.59, η2 = 0.55], and Response Type, [F(1, 16) = 11.92, p = 0.003, η2 = 0.43]. These main effects were further specified by a significant interaction of Electrode × Response Type, [F(2, 32) = 9.80, p = 0.002, ε = 0.73, η2 = 0.38]. While no main effect of Response Rating or interaction of Response Rating and Response Type was found, F < 2.14, p > 0.163, the three-way interaction reached statistical trend level, [F(2, 32) = 2.80, p = 0.105, ε = 0.60, η2 = 0.149]. Follow-up comparisons of the Electrode × Response Type interaction revealed significantly larger ERN than CRN amplitudes at FCz and Cz, but not at Fz, p = 0.004, p = 0.001, and p = 0.149, respectively. CRN amplitudes were largest at Fz compared to FCz and Cz, p = 0.041 and p < 0.001, respectively. ERN amplitudes were larger at FCz compared to Fz and Cz, p < 0.001, but did significantly differ only between FCz and Cz. Post-hoc analysis of the three-way interaction revealed that perceived and unperceived errors did not differ at any electrode site, p > 0.48. In contrast, unperceived correct responses elicited larger CRN amplitudes than perceived correct responses at FCz, p = 0.056.

Supplementary paired t-tests were used to examine the Response Rating effect for ERN and CRN amplitudes at several fronto-central and midline electrode sites (FCz, FC1, FC2, Fz, F1, F2, Cz, CPz, and Pz). The comparison of perceived and unperceived errors yielded no significant difference at any electrode location, all comparisons t < 1, p > 0.50. Yet, larger CRN amplitudes were found for unperceived correct responses compared to perceived correct responses at FCz, t(16) = 2.06, p = 0.056, FC1, t(16) = 4.71, p < 0.001, F1, t(16) = 1.91, p = 0.075, CPz, t(16) = 2.50, p = 0.024, and Pz, t(16) = 2.88, p = 0.011.

The analysis of Pe amplitudes revealed significant main effects of the factors Electrode, [F(2, 32) = 14.83, p = 0.001, ε = 0.56, η2 = 0.48], Response Type, [F(1, 16) = 22.47, p < 0.001, η2 = 0.58], and Response Rating, [F(1, 16) = 30.32, p < 0.001, η2 = 0.66]. Further, the following interactions were significant: Response Type × Response Rating, [F(1, 16) = 11.08, p = 0.004, η2=0.41], and Electrode × Response Type, [F(2, 32) = 10.20, p = 0.004, ε = 0.56, η2 = 0.40]. Overall, Pe amplitudes were more positive for incorrect compared to correct responses. Thus, the effect of Response Rating is more pronounced for errors than for correct responses. Larger Pe amplitudes were found for perceived compared to unperceived errors (mean difference ± SD, errors: 1.82 μV ± 1.26), p < 0.001, and for unperceived compared to perceived correct responses (mean difference ± SD: 0.75 μV ± 1.07), p = 0.011. In fact, amplitudes did not differ between unperceived errors and unperceived correct responses. While the Pe is significantly more positive at Cz and CPz compared to Pz, p = 0.004 and p < 0.001, the Pe is larger for incorrect than correct responses at CPz and Pz, but not at Cz, p < 0.001, p < 0.001, and p = 0.124, respectively3.

PCA RESULTS

The application of the temporospatial PCA revealed 19 temporal factors and four spatial factors for each temporal factor, resulting in 76 factor combinations. The factors corresponding to the ERP components of interest were identified by their temporal characteristics, one peaking at 300 ms post-response and presumably reflecting the error positivity (TF2) and the other peaking at 104 ms corresponding to response-related negativities (TF3). Of the eight resulting temporospatial factors, two corresponding to the Pe (TF2SF1, TF2SF2) and two corresponding to the ERN/CRN (TF3SF1, TF3SF2) accounted for at least 1% of the variance and were analyzed further.

In Figure 2, time course and topographies of the two spatiotemporal factors corresponding to the ERN and CRN are displayed. The first factor (TF3SF1, Figure 2A) had a central topography and uniquely accounted for 2.28 % of variance in the solution whereas the second factor (TF3SF2, Figure 2B) displayed a frontal negativity and a parietal positivity and accounted for 1.82% of variance. The central factor (TF3SF1) was more negative for errors than correct responses as revealed by a significant main effect of Response Type, [F(1, 16) = 25.62, p < 0.001, η2 = 0.62]. Although the main effect of Response Rating and the interaction with Response Type only reached a statistical trend, [F(1, 16) = 3.46, p = 0.081, η2 = 0.18] and [F(1, 16) = 3.97, p = 0.064, η2 = 0.20], follow-up comparisons for the interaction were conducted. While factor scores for perceived and unperceived errors did not differ, p = 0.75, a significant awareness effect was found for correct responses, p = 0.003. Factor scores of the frontal factor (TF3SF2) revealed a significant main effect of Response Rating, [F(1, 16) = 11.96, p = 0.003, η2 = 0.43]. Overall, factor scores were more pronounced for responses that were subjectively perceived as correct. A statistical trend was found for the main effect Response Type, [F(1, 16) = 3.10, p = 0.098, η2 = 0.162], indicating also more pronounced factor scores for correct than for incorrect responses. The interaction was not significant, F < 1.2. However, while factor scores were more pronounced for perceived than for unperceived correct responses, p = 0.014, the difference between perceived and unperceived errors was not significant, p = 0.17.
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Figure 2. “Virtual ERPs” and topographic maps (at 100 ms) of the spatial factors contributing to ERN and CRN. The waveforms are presented at electrodes Cz and Fz where factor scores were at maximum. Waveforms and topographies of the central factor (A. TF3SF1) and the frontal factor (B. TF3SF2) are depicted.



The first factor corresponding to the Pe (TF2SF1, Figure 3A), had a centro-parietal distribution and uniquely accounted for 2.27 % of the variance in the solution whereas the second factor (TF2SF2, Figure 3B) showed a fronto-central distribution and accounted for 1.49 % of variance. The analysis of the centro-parietal factor (TF2SF1) showed significant main effects of Response Type, [F(1, 16) = 14.78, p = 0.001, η2 = 0.48], and Response Rating, [F(1, 16) = 13.24, p = 0.002, η2 = 0.45]. These main effects were further specified by their significant interaction, [F(1, 16) = 6.13, p = 0.025, η2 = 0.28]. Follow-up comparisons revealed that factor scores were more pronounced for both perceived and unperceived errors. However, the effect of Response Rating was significant for incorrect, but not for correct responses, p = 0.001 vs. p = 0.183. Factor scores of ERPs elicited by unperceived errors did not differ from those of unperceived correct responses, p = 0.432. Finally, the analysis of the fronto-central factor of the Pe (TF2SF2) yielded no significant main effects but a significant interaction of Response Type and Response Rating, [F(1, 16) = 6.05, p = 0.026, η2 = 0.27]. While an effect of Response Rating was found neither for incorrect nor for correct responses, a statistical significant difference between perceived correct responses and unperceived errors was found, p = 0.045.
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Figure 3. “Virtual ERPs” and topographic maps (at 300 ms) of the spatial factors contributing to Pe. The waveforms are presented at electrodes Pz and FCz where factor scores were at maximum. Waveforms and topographies of the centro-parietal factor (A. TF2SF1) and of the fronto-central factor at FCz (B. TF2SF2) are depicted.



DISCUSSION

The present study investigated error awareness effects in a choice selection task in which errors are caused by perceptual difficulty instead of impulsive responding like in tasks used in most of the error awareness studies so far. The question was whether ERN and Pe amplitudes would be sensitive to the awareness of response correctness. Importantly, the main objective was to disentangle overlapping electrophysiological activity captured in the Pe by means of temporospatial PCA. Thereby, the sensitivity of the Pe subcomponents to error awareness was examined. To this end, a visual discrimination task with three difficulty levels and subsequent accuracy judgments was applied to elicit perceived and unperceived errors as well as perceived and unperceived correct responses. Although it was not possible to examine awareness effects for each difficulty level separately, we obtained a sufficient number of perceived and unperceived incorrect and correct responses when task difficulty was not considered.

ERP results based on classical amplitude analysis indicate that the ERN following errors was significantly larger than the negativity following correct responses. There was no difference in ERN size between perceived and unperceived errors, which is consistent with earlier studies (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; O'Connell et al., 2007; Shalgi et al., 2009; Dhar et al., 2011; Hughes and Yeung, 2011), but inconsistent with more recent reports showing an amplitude reduction for unperceived errors (Maier et al., 2008; Hewig et al., 2011; Wessel et al., 2011). In fact, the current study revealed numerically identical ERN amplitudes for both error types. With regard to correct responses, CRNs tended to be larger for correct responses falsely judged as errors compared to perceived correct responses (Scheffers and Coles, 2000). Although the current data do not support a variation of ERNs with perceived incorrectness, the increase of the CRN with subjective error perception supports the view that the early response-related negativity might be important for the emergence of error awareness. While no distinction between error types was found the increase of the CRN with error perception indicates that the ERN might qualify as a necessary but not as a sufficient precondition for error awareness.

The PCA revealed two relevant temporospatial factors in the time range of response-related negativities: the first was characterized by a central negativity and the second by a frontal negativity and a parietal positivity. This factor solution was already shown in an earlier analysis of the current dataset which examined the effect of task difficulty and response correctness (Endrass et al., 2012). In that study, the central factor varied with response correctness and difficulty, while the frontal factor was not sensitive to task manipulations. In the current study the central factor also varied with response correctness and a trend for an interaction with perceived accuracy was found. This interaction indicated that factor scores varied with error perception on correct trials, but not on incorrect ones. Factor scores were larger for correct responses that were falsely considered as incorrect. These results indicate that the central factor is not only sensitive to the distinction between errors and correct responses but is also modulated by false error perception on correct responses. Thus, the modulation of the central factor is in accordance with ERP findings and might represent the underlying activity that modulates response-related negativity amplitudes. Furthermore, the variation with response correctness and its sensitivity to error perception on correct trials further supports the idea that this factor represents specific aspects of error processing. This conclusion cannot be drawn for the frontal factor that varied only with perceived accuracy and was most pronounced for perceived correct responses. Since an influence of response correctness was also absent in our previous analysis, this factor was interpreted to represent an outcome-independent monitoring process contributing to both ERP components (Endrass et al., 2012). Certainly, more studies are needed to thoroughly understand the function of this component.

In contrast to response-related negativities, the error positivity, determined as conventional amplitude measure, showed a distinct variation with error awareness (Nieuwenhuis et al., 2001; Endrass et al., 2005, 2007; O'Connell et al., 2007; Shalgi et al., 2009; Dhar et al., 2011; Hughes and Yeung, 2011; Wessel et al., 2011). The current study supports these findings and shows that a variation of the Pe can also be found in a task where errors are caused by perceptual difficulty instead of failed response inhibition towards an imperative stimulus (Hughes and Yeung, 2011). Importantly, the Pe varied not only between perceived and unperceived errors but was also more positive for unperceived compared to perceived correct responses. Therefore, the Pe may represent a gradual measure for error awareness with its amplitude being most pronounced for perceived errors and least pronounced for perceived correct responses. This view is compatible with the conclusion drawn by Hewig and colleagues who found a similar modulation of the Pe amplitude by subjective correctness (Hewig et al., 2011). Regarding the idea that multiple changes in the salience network accumulate to the conscious perception of an error (Ullsperger et al., 2010), it seems that the modulation of the error positivity with subjective error perception on correct trials activates the salience network which leads to false error detection on correct trails. Although the current study found a variation of the Pe with false error perception on correct trials, the Pe in that condition was smaller compared to perceived errors. This indicates that subjective error perception may not depend on the presence of a pronounced Pe. Therefore, the current data are consistent with the assumption that the Pe, like the ERN, represents an internal error signal which is related to error processing and potentially to subjective error awareness, but it is not an all-or-nothing process that triggers error perception. Instead, error awareness might arise from multiple inputs at various stages during error processing (Steinhauser and Yeung, 2010; Ullsperger et al., 2010).

PCA analysis disentangled the error positivity into two temporospatial PCA factors as in the previous analysis of the present data (Endrass et al., 2012). Like in the previous analysis, a modulation of the centro-parietal factor with response correctness was found. Interestingly, the current study revealed an effect of subjective awareness on this same factor. The largest factor scores were found for perceived errors and smallest for perceived correct responses, while unperceived errors and unperceived correct responses did not differ and layed in-between. This modulation is fairly consistent with the results at ERP level suggesting that this factor represents the underlying process that triggers error awareness effects in the Pe. A centro-parietal factor was also identified in a previous PCA study. Therefore, the current study supports the assumption that the Pe represents a P300-like component to error commission (Arbel and Donchin, 2009). This component varied with error significance (Arbel and Donchin, 2009) and with error awareness in the current study. The modulation of the centro-parietal component subsequent to error commission may reflect the importance of an error and thus the saliency of that event. Consequently, the current PCA results support the idea that the Pe reflects the activity of a salience network that leads to error detection.

Post-error slowing, i.e., response time slowing following incorrect responses depended on subjective accuracy ratings and was more pronounced following perceived than unperceived errors. Therefore, it was argued that post-error slowing depended on the process reflected by the Pe and is also elicited by perceived errors (Nieuwenhuis et al., 2001; Endrass et al., 2007; Klein et al., 2007; Wessel et al., 2011). However, the current study not only revealed post-response slowing following perceived errors but also following unperceived correct responses. Therefore the slowing of response times in the subsequent trial occurred only when the previous response was perceived as incorrect independently of the objective correctness of that response (Hewig et al., 2011). Thus, it seems that post-error slowing occurred without a pronounced Pe in case of false error perception on correct trials. An alternative account considers post-error slowing as automatic behavioral adjustment by implementing compensatory cognitive control in the medio-frontal cortex (Botvinick et al., 2001; Gehring and Fencsik, 2001; Debener et al., 2005). However, the current data are also incompatible with that interpretation since unperceived errors elicited an ERN but were not followed by post-error slowing. A recent study found that post-response slowing occurred as a consequence to infrequent events irrespective of response correctness (Notebaert et al., 2009). Thus, it was considered as a slowing of task-relevant processing caused by an orienting response towards unexpected events. Although the current data cannot help to disentangle whether post-response slowing is an adaptive mechanism to prevent future errors or a distortion of stimulus processing leading to slower responses, it seems that this process is related to perceived incorrectness of a response rather than an automatic adjustment process outside of conscious error perception.

Whereas subsequent response times were influenced by a subjective error perception, post-error correctness was only influenced by effective error commission. Therefore, it might be assumed that the ERN which was present for perceived and unperceived errors is more closely related to post-error correctness. This relation appears independent of subjective error awareness. Thus, the current data may suggest that ERN and Pe reflect two partially independent error monitoring mechanisms leading to different adjustments at the behavioral level. One internal mechanism reflected in the ERN that detects errors and initiates subsequent adjustment of cognitive control improving correctness of a subsequent action. This adjustment might be accomplished outside of awareness but nevertheless related to automatic error processing, like increased theta coupling between the medial and lateral prefrontal cortex (Cavanagh et al., 2009), autonomic changes (Wessel et al., 2011), or the later error positivity. The second mechanism might be reflected in the Pe or, more specifically, its centro-parietal subcomponent. It is conceived as a P300-like component to motivationally salient events, i.e. to perceived incorrect responses. Subjective error perception though appears not the only modulator of the Pe since it was reduced in case of false error perception on correct trials. Thus, subjective error awareness may depend on gradual inputs during error processing like changes ERN, Pe, or autonomic response.

Possible limitations of the current study should be noted. First, error perception rates were quite low. Only 51.5% of the errors were recognized by the participants. However, similar rates were found in other experiments, like antisaccade tasks (Nieuwenhuis et al., 2001; Endrass et al., 2007). In addition, only 6.8% of the correct responses were falsely perceived as errors which leads to an acceptable discrimination accuracy (d′ = 1.52) suggesting that participants were able to judge response accuracy. Second, we were not able to separately analyze error awareness and task difficulty. Although both perceived and unperceived errors and correct responses were present at all difficulty levels, the amount of misclassifications, i.e., incorrect perceptions of the responses, varied with perceptual difficulty, especially for correct responses. Because more trials were presented in the easy condition the numbers of committed easy and difficult errors within perceived and unperceived errors did not differ. In addition, the analysis of a subsample of participants who had more than six perceived and unperceived errors in the easy and the difficult condition showed that an effect of error awareness was present for the Pe in both difficulty levels, but no variation of the ERN was found. Hence, the current findings of a difference between perceived and unperceived errors appear not to be caused by unequal amounts of easy and difficult trials. Nevertheless, the question whether the error awareness effect on Pe amplitudes is independent of task difficulty needs further examination.

To summarize, the current study replicates previous findings and demonstrates that subjective error awareness selectively modulates Pe but not ERN amplitudes. The temporospatial PCA identified two underlying factors for both ERP components. The factors in the time range of ERN were characterized by a central and a frontal topography. While the central factor putatively reflecting error processing was modulated by objective response correctness, it was unrelated to subjective error perception. The frontal factor which appears to reflect outcome-independent monitoring (Endrass et al., 2012) varied with subjective awareness irrespective of actual response correctness. The PCA factors underlying the Pe had a fronto-central and a centro-parietal distribution. Only the latter factor was related to error awareness: a selective enhancement was found for perceived errors compared to all other response types. Taken together these results support the functional distinctions of subcomponents of both the ERN and the Pe. The PCA results suggest that Pe modulations by experimental conditions are mostly due to variations of the centro-parietal subcomponent. Therefore, the Pe may represent a P300-like response reflecting motivational significance of an error and saliency processing.
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Footnotes

1The data presented here were also included in a previous study from our group that focused on differences in post-response potentials following errors and correct responses and addressed the question whether ERN and CRN reflect different aspects of performance monitoring (Endrass et al., 2012). Specifically, the previous analysis compared correct and incorrect responses in easy, intermediate, and difficult condition. The results presented here were not reported in the previous report and data analysis followed a different rational.

2Since error awareness varied between difficulty conditions and a larger number of trials were presented in the easy condition, the absolute numbers of easy, intermediate, and difficult trials were compared between perceived and unperceived errors. An interaction between Difficulty and Response Rating was found at trend level, [F(2, 16) = 3.55, p = 0.058, η2 = 0.18]. While the number of perceived and unperceived errors did not differ in the easy (31.0 vs. 26.3) and difficult condition (24.9 vs. 29.5), significantly more perceived than unperceived error occurred in the intermediate condition (19.6 vs. 13.5), p = 0.025. Hence, the number of errors did not differ between easy and difficult condition for both rating types.

3In addition, ERN and Pe amplitudes were analyzed with the factors Electrode, Response Rating and Difficulty (easy vs. difficult) in a subsample of 12 participants who committed at least six errors in each condition. For ERN amplitudes significant main effects of Electrode, [F(2, 22) = 5.12, p = 0.015, ε = 0.58, η2 = 0.32], and Difficulty, [F(1, 11) = 24.40, p < 0.001, η2 = 0.69], were found. ERN amplitudes were smaller in the difficult compared to the easy condition. A statistical trend was found for the interaction of Electrode and Difficulty, [F(2, 22) = 3.68, p = 0.077, ε = 0.52, η2 = 0.25]. While the difficulty effect was significant at FCz and Cz (p < 0.001), it only reached trend level at Fz (p = 0.09). Importantly, a main effect of Response Rating or an interaction of Response Rating and Difficulty were not found, [F(1, 11) < 1]. In addition, separate comparisons between perceived and unperceived errors in the easy and difficult condition did not reach significance (p > 0.3). The analysis of the Pe showed significant main effects of Electrode, [F(2, 22) = 13.33, p = 0.001, ε = 0.59, η2 = 0.40], and Response Rating, [F(1, 11) = 25.87, p < 0.001, η2 = 0.56]. Enhanced Pe amplitudes were elicited by perceived compared to unperceived errors. The main effect of Difficulty, [F(1, 11) = 1.41, p = 0.25], or the interaction with Response Rating, [F(1, 11) = 0.09, p = 0.76], were not significant. Separate comparisons indicate that the Pe enhancement for perceived errors was present in the easy (p = 0.028) and the difficult condition (p = 0.001).
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Research examining the neural mechanisms associated with error awareness has consistently identified dorsal anterior cingulate cortex (ACC) activity as necessary but not predictive of conscious error detection. Two recent studies (Steinhauser and Yeung, 2010; Wessel et al., 2011) have found a contrary pattern of greater dorsal ACC (dACC) activity [in the form of the error-related negativity (ERN)] during detected errors, but suggested that the greater activity may instead reflect task influences (e.g., response conflict, error probability) and or individual variability (e.g., statistical power). We re-analyzed fMRI BOLD data from 56 healthy participants who had previously been administered the Error Awareness Task (EAT), a motor Go/No-go response inhibition task in which subjects make errors of commission of which they are aware (Aware errors), or unaware (Unaware errors). Consistent with previous data, the activity in a number of cortical regions was predictive of error awareness, including bilateral inferior parietal and insula cortices, however, in contrast to previous studies, including our own smaller sample studies using the same task, error-related dACC activity was significantly greater during aware errors when compared to unaware errors. While the significantly faster RT for aware errors (compared to unaware) was consistent with the hypothesis of higher response conflict increasing ACC activity, we could find no relationship between dACC activity and the error RT difference. The data suggests that error awareness is associated with error-related dACC activity but that the role of this activity is probably best understood in relation to the activity in other regions. Activity in the dACC may be important to conscious error detection, but it remains unclear what task and individual factors influence error awareness.
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INTRODUCTION

Goal directed behavior requires the ability to recognize appropriate responses and to flexibly adjust behavior in response to an error. Even in the absence of explicit feedback, people demonstrate characteristic reactions following an error and often spontaneously correct their response (Nieuwenhuis et al., 2001; O'Connell et al., 2009). These behaviors suggest the activity of a performance monitoring system, which evaluates actions and allows adaptive adjustments in attention and cognitive control mechanisms to reduce the likelihood of repeating an error (Ullsperger and von Cramon, 2001). Cognitive neuroimaging research has consistently implicated the prefrontal cortex (PFC) and the anterior cingulate cortex (ACC) in error processing (Garavan et al., 2003; Ridderinkhof et al., 2004). Moreover, hypoactivity in this network has been associated with deficits in error-related processing and subsequent behavioral adjustments observed in populations with schizophrenia (Morris et al., 2006), Attention Deficit Hyperactivity Disorder (ADHD; Burgio-Murphy et al., 2007), Alzheimer's disease (Mathalon et al., 2003), and substance use disorders (Franken et al., 2007).

It has been suggested that error processing can proceed, at least in part, outside of conscious awareness. We are not aware of every error we commit and research explicitly assessing error awareness has shown that even spontaneously corrected errors can go unreported (Endrass et al., 2005, 2007; Wessel et al., 2011). Although some post-error adaptations can occur outside of awareness, Ullsperger and colleagues (2010) argued that conscious awareness is critical to the affective significance of an error. It is likely that the affective evaluation of one's performance influences overall motivation and longer-term strategic approach to the task. Reduced awareness of errors has been associated with a lack of insight into maladaptive behaviors in drug addiction (Hester et al., 2007), ADHD (O'Connell et al., 2009), and psychopathy (Brazil et al., 2009). It is important, therefore, to understand the conditions under which errors reach consciousness and the neural correlates of error awareness.

Electrophysiological research has consistently associated a positively deflecting event-related potential (ERP) observed 100–200 ms following an error (the error positivity: Pe) with awareness of the error (Endrass et al., 2005; Overbeek et al., 2005). Typically, the Pe is reduced or absent for those errors of which the participant remains subjectively unaware. It has been suggested that the Pe may be a context specific P3, a component associated with attentional orienting to stimuli of motivational significance (Ridderinkhof et al., 2009). The P3/Pe is believed to arise from activity in the prefrontal and parietal cortices (Soltani and Knight, 2000), and is recorded as an average over a centro-parietal electrode site. Functional neuroimaging research corroborates these suggestions in implicating a network of frontal and parietal regions in error awareness, notably the insulae (Hester et al., 2005, 2009a; Klein et al., 2007), bilateral inferior parietal (Hester et al., 2005, 2009a), and bilateral mid frontal (Hester et al., 2005, 2009a) cortices.

Performance monitoring is also associated with a negatively deflecting ERP that occurs immediately following the erroneous response, the error-related negativity (ERN) (Falkenstein et al., 1991), which is believed to reflect a stage of error processing that is functionally distinct from that reflected in the Pe (Overbeek et al., 2005). For example, although the ERN is significantly larger following an error than a correct response (Dehaene et al., 1994), ERN magnitude does not reliably discriminate aware from unaware errors (Endrass et al., 2005; O'Connell et al., 2007; but cf. Scheffers and Coles, 2000 and refer Wessel in this issue for a comprehensive review). It has been suggested that the ERN represents encoding of an element of the task environment or of task performance associated with errors; specifically, it has been proposed that the ERN reflects response conflict (Botvinick et al., 2001; Yeung et al., 2004), thwarted reward expectations (Holroyd et al., 2004), or detected changes in error likelihood (Brown and Braver, 2005).

The ERN has been localized to the ACC (Halgren et al., 2002; Debener et al., 2005; Wang et al., 2005) and fMRI research is largely consistent with the ERP findings in showing that, although BOLD activity in dorsal ACC (dACC) is greater for errors than correct responses, this region is not sensitive to error awareness (Hester et al., 2005, 2009a; Klein et al., 2007). The role of the ERN/dACC in error processing is unclear, but elevated levels of dACC activity have been associated with error-related autonomic arousal (Critchley et al., 2005) and with more conservative responding following an error, measured as post-error slowing (PES) of reaction time (RT) (Garavan et al., 2002; Kerns et al., 2004). Autonomic arousal and PES have been shown to be reduced or absent following unaware errors (Nieuwenhuis et al., 2001; Endrass et al., 2007; O'Connell et al., 2009). It is “surprising” (Klein et al., 2007, p. 1779), therefore, that those studies that have explicitly examined the role of dACC in error awareness have consistently reported equivalent levels of dACC activity for aware and unaware errors in healthy controls.

In contrast to the predominance of past research, two recent studies (Steinhauser and Yeung, 2010; Wessel et al., 2011) have reported sensitivity in dACC to error awareness in the form of greater ERN magnitude for aware than unaware errors. While it appears that these recent findings contradict the extensive literature on the role of the ERN/dACC, in this issue Wessel reviews past research and argues that the ERN/dACC is critically involved in error awareness. Wessel discusses findings of error sensitivity in the ERN (Maier et al., 2008) and the relationship between the ACC and awareness in other paradigms (Dehaene et al., 2003; Mayr, 2004) and suggests that methodological considerations may have obscured the role of ERN in error awareness in past research. Wessel argues that those studies that limit the time participants have to acknowledge an error, or in which signaling an error requires an additional “error awareness” response may induce a conservative response bias in which some liminal errors go unreported (cf. Nieuwenhuis et al., 2001; Woodman, 2010; Wessel et al., 2011). Alternatively, it was suggested that the inconsistent ERN/error awareness relationship might be the result of low statistical power in the reported studies. After reviewing past research, Wessel and colleagues (2011) concluded that it is common for studies to demonstrate numerically larger ERN for aware than for unaware errors (e.g., Endrass et al., 2007; Hughes and Yeung, 2011), but that this effect falls short of statistical significance. The authors proposed that small sample sizes and low numbers of unreported errors in past research mean that conclusions that the ERN is not sensitive to error awareness may have been drawn from research with insufficient statistical power.

Review of the fMRI research suggests that these studies are also vulnerable to the criticism that they may have lacked sufficient statistical power to determine the presence or absence of a relationship between the dACC and error awareness. Due to the practicalities of collecting fMRI data, sample sizes are comparatively small and experimental sessions are typically of a length that limits the number of unreported errors. As with the electrophysiological findings relating to the ERN, fMRI studies have consistently reported numerically larger BOLD signal change in the dACC for aware than unaware errors (Hester et al., 2005, 2009a; Klein et al., 2007). The fact that this difference has failed to reach statistical significance may be due, as was argued to be the case for ERP research (Wessel et al., 2011), to a lack of statistical power. Alternatively, a recent investigation using multimodal neuroimaging techniques (Agam et al., 2011) suggested that the ERN may originate in the posterior cingulate cortex (PCC), raising the possibility of a functional dissociation between the ERN and activity in the dACC. In light of these suggestions, the relationship between the dACC, erroneous responses, and error awareness warrants reinvestigation.

The aim of the present study was to determine whether more powerful statistical analyses would demonstrate a relationship between the dACC and error awareness. The present study combined the samples of three previous studies (Hester et al., 2005, 2009a, 2012) to form a group of 56 healthy controls. The studies employed the Error Awareness Task (EAT: Hester et al., 2005), a motor Go/No-go task modified to provide a measure of error awareness and to optimize unaware errors. The behavioral performance and cortical activation levels of the composite sample were analyzed to reassess the neural mechanisms associated with error awareness and error-related behavior.

MATERIALS AND METHODS

SUBJECTS AND TASK DESIGN

Fifty-six right-handed participants (seven female, mean age 27, range: 20–41), reporting no history of neurological or psychological impairment, completed a version of the EAT (Hester et al., 2005). The experimental procedure was approved by the ethics committees of the relevant institutions (University of Melbourne, Trinity College Dublin, and University of Queensland), and participants provided written, informed consent at the beginning of the experimental session. The EAT is a motor Go/No-go response inhibition task, modified to allow participants to acknowledge errors of commission of which they are aware (refer Figure 1). Color names, printed in colored font, were presented in a serial stream. The three samples completed versions of the task that differed slightly in the stimulus presentation and inter-stimulus interval duration, 900/600 ms (Hester et al., 2005, 2009a) or 800/700 ms (Hester et al., 2012). Participants were instructed to respond to the presentation of each stimulus with a button press (a “Go” response) unless the stimulus was a “lure,” in which case they were to withhold their response (“No-go” response). Lures could take two forms: a “Repeat lure” in which the same word was presented on two consecutive trials; and a “Color lure” defined by the congruence of the color name and the font color. Color lures were defined by incongruence between the color word and the font in the two earlier studies (Hester et al., 2005, 2009a); and by congruence in the third study (Hester et al., 2012). Adopting competing inhibition rules exploits the different strengths of the stimulus-response relationships such that the overlearned behavior of reading a word would make the Repeat rule more salient than the Color rule. Previous research has suggested that this may cause the Color rule to be suppressed, producing more Color errors than Repeat errors and potentially affecting participants' awareness of the errors (Hester et al., 2005, 2009a). Participants were instructed to execute an alternative “error awareness” response on the “Go” trial following an error.
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Figure 1. The Error Awareness Task (EAT). The EAT presents a serial stream of single color words in colored fonts. Participants were trained to respond to each of the words with a single “Go trial” button press, and to withhold this response when either of two different circumstances arose. The first was if the same word was presented on two consecutive trials (Repeat No-go), and the second was if the word and font of the word matched (Color No-go). To indicate “error awareness” participants were trained to forego the regular go trial button response and instead to execute the alternative “error awareness” response following any commission error. Past studies have demonstrated that error-related BOLD signal is uninfluenced by the awareness response itself (Hester et al., 2005). Although levels of awareness undoubtedly vary on a continuum, we made a qualitative distinction between “Aware” and “Unaware” errors to facilitate our event-related fMRI analysis. Figure reproduced from Hester and colleagues (2012).



The 2005 and 2009 studies presented five blocks of 225 trials during fMRI data acquisition with lure trials pseudo randomly distributed across the 1125 experimental trials. The 2012 study presented six blocks of 225 trials. There were minor differences to the ratio of No-go: Go trials across the three experiments, with 128 lures presented in the earlier study (Hester et al., 2005) and 125 and 150, respectively, in the two later studies (Hester et al., 2009a, 2012). On average, a lure was presented every 8.95 trials, corresponding to an average inter-lure interval of 13.42 s. While some other variations in the design of these tasks existed, only the commission errors made during the aforementioned design were considered, with the assumption made that the event-related analysis would minimize the influence of unrelated task variance.

SCANNING PARAMETERS AND DATA ANALYSES

Scanning for the original study (Hester et al., 2005) was conducted using contiguous 5 mm sagittal slices covering the entire brain from a 1.5 T Siemens Vision scanner using a single shot, T2*-weighted echo-planar pulse sequence (TE = 50 ms; TR = 2000 ms; FOV = 256 mm; 64 × 64 matrix). High resolution T1-weighted structural MPRAGE images (FOV = 256 mm, thickness = 1.0 mm isotropic with no gap) were acquired prior to functional imaging to allow subsequent activation localization and for spatial normalization. Stimuli were delivered using an IFIS-SA stimulus-delivery system (MRI Devices Corp., Waukesha, Wisconsin), which was equipped with a head-coil-mounted 640 × 480 LCD panel. This shielded LCD screen is mounted on the head-coil, directly in the subjects' line of vision. Foam padding was used to limit head movements within the coil.

Scanning for the second study (Hester et al., 2009a) was conducted using a 3T Philips Achieva scanner in which foam padding was used to restrict head movements. Contiguous 3.5 mm sagittal slices covering the entire brain were collected using a gradient-echo echo-planar imaging (EPI) sequence (TE = 35 ms; TR = 2000 ms; FOV = 224 mm). High resolution T1-weighted structural MPRAGE images (FOV = 256 mm, isotropic 0.9 mm voxels) were acquired following functional imaging to allow subsequent activation localization and spatial normalization. Stimuli were back-projected onto a screen at the subject's feet and were viewed with the aid of prism glasses attached to the inside of the radio-frequency head-coil.

Scanning for the third study (Hester et al., 2012) using a whole-body 1.5 Tesla Siemens scanner with a gradient-echo EPI sequence. EPI images were acquired using a gradient-echo pulse sequence and sequential slice acquisition (TR = 2000 ms, TE = 30 ms, flip angle = 90°, 29 contiguous slices of 3 mm thickness, 10% gap, in-plane resolution of 3.6 × 3.6 pixels in a FOV of 384 mm). Activation data were registered to high resolution T1-weighted isotropic (1 mm3) structural MPRAGE images. Only the data from the placebo condition of this study was used for this reanalysis.

Behavioral data from each participant were used to categorize the trial events into successful responses (stops), aware errors, and unaware errors. All analyses were conducted using AFNI software (http://afni.nimh.nih.gov/afni/) (Cox, 1996). Following image reconstruction, the time-series data were motion-corrected using 3D volume registration (least-squares alignment of three translational and three rotational parameters). Activation outside the brain was removed using edge detection techniques.

Separate haemodynamic impulse response functions (IRFs) at 2 s temporal resolution were calculated using deconvolution techniques for aware errors, unaware errors, and stop events. Response functions for all regressor events were initiated at image acquisition onsets because the presentation of all epochs-of-interest was timed to coincide with the beginning of the 2 s TR-cycle. A non-linear regression program determined the best-fitting gamma-variate function for these IRFs as previously described (Murphy and Garavan, 2005). The area under the curve of the gamma-variate function was expressed as a percentage of the area under the baseline. The baseline in this design is indicative of task-related go trial processing that remains after the variance related to the other types of events have been removed.

The percentage area (event-related activation) map voxels were re-sampled at 1 mm3 resolution, then spatially normalized to standard MNI space (MNI 152 template), and spatially blurred with a 3 mm isotropic root mean squared Gaussian kernel. Group activation maps for errors were determined with one-sample t-tests against the null hypothesis of zero event-related activation changes (i.e., no change relative to baseline). Significant voxels within group maps passed a voxelwise statistical threshold (t = 5.23, p ≤ 0.00001) and were required to be part of a larger 84 μl cluster of contiguous significant voxels. By using a combination of probability thresholding and cluster thresholding, the aim is to maximize the power of the statistical test while holding the likelihood of false-positives to a minimum. To determine the cluster threshold we use a program called 3dClustSim. The program is provided with the number of voxels in the group map, the spatial correlation of voxels (must be contiguous on three sides), and the voxelwise threshold. The program then runs a series of Monte Carlo simulations (10000 iterations for our study) to determine the frequency of clusters of varying sizes produced by chance. From this frequency distribution, we then select the cluster size (84 μl given our parameters) that occurs less than 1% of the time by chance, to give a threshold of p = 0.01 (corrected).

The activation clusters from whole-brain analyses of aware and unaware errors were used to create an OR map for the purposes of an ROI analysis. An OR map includes the voxels of activation indicated as significant from either of the constituent maps, which are presented in Appendix. The mean activation for clusters in the combined error map was then calculated for the purposes of an ROI analysis, deriving mean activation levels for aware and unaware errors, that were compared using repeated measures t-tests, corrected via a modified Bonferroni procedure for multiple comparisons (Keppel, 1991).

RESULTS

Performance indices for the EAT are summarized in Table 1. Participants correctly withheld their responses on 52.8% of the No-go trials, with significantly more successful inhibitions for Color than for Repeat lures (62.6 vs. 42.9%: t(55) = 9.76, p < 0.001). Participants reported awareness of 82.5% of their errors (range 15–99%), with a significantly greater proportion of Color errors endorsed than Repeat errors (85.5 vs. 77.2%: t(55) = 2.907, p < 0.006). Participants' awareness of errors was not related to their inhibition accuracy (r = −0.0115, ns). The speed of commission error responses was significantly related to awareness of the error [F(2, 110) = 7.222, p < 0.002, η2p = 0.116]. Post-hoc comparisons demonstrated that this effect was due to significantly faster responses for aware errors of commission than for either unaware errors or for correct “Go” responses [t(55) = 3.403, p < 0.002 and t(55) = 2.680, p < 0.01, respectively].

Table 1. Behavioral performance: inhibition accuracy and reaction time on the EAT.
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Behavioral adjustments following No-go trials were assessed by calculating the difference between RT for the trials that immediately preceded and succeeded the lure. Participants demonstrated significant speeding of responses following aware errors [t(55) = 10.519, p < 0.001]. This finding is inconsistent with other reports, in which participants slow their rate of responding following an error (Rabbitt, 1966) and this PES is exacerbated by error awareness (Nieuwenhuis et al., 2001). Reductions in RT following aware errors have consistently been reported using the EAT and it is possible that the post-error speeding observed in this paradigm is due to participants learning that lures were widely spaced. This suggestion is consistent with the significant decrease in RT for the Go trial following a correct inhibition [t(29) = 118.124, p < 0.001], but is confounded by the fact that following aware errors, participants will execute the “awareness” response without the need to process the post-lure stimulus. PES was observed following errors of which the participant remained unaware [t(55) = 2.517, p < 0.02]. In order to verify that this effect was not due to strategic slowing of RT with increasing temporal distance from the last perceived lure, a surrogate data-set was generated by selecting Go trials that occurred at the same point following a consciously perceived lure as the unaware error trial. When comparing RT for those trials that immediately preceded and succeeded the surrogate trials, no significant difference was observed [t(38) = 0.53, ns], suggesting that post-unaware error slowing was not due to changes in response strategy across trials.

The event-related functional analysis of aware and unaware errors identified eight clusters that showed significantly greater increases in activity associated with aware errors than unaware errors (Table 2). Consistent with previous reports, we observed error awareness sensitivity in clusters in the bilateral insula cortices (Figure 2C) and the IPL (Figure 2B). We also revealed activity in midline structures (dACC, pre-SMA, and SMA; Figure 2A) that discriminated aware from unaware errors1. When repeating the analysis on a subset of participants who endorsed an equivalent number of color and repeat lure errors [t(31) = 2.01, ns], activity in all eight of the clusters identified in the full sample continued to show greater levels of BOLD activity associated with aware than with unaware errors.

Table 2. Regions that showed significantly greater BOLD signal change for aware than unaware errors.
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Figure 2. Awareness of errors was associated with significantly greater activation in midline structures. [(A) sagittal slice at x = −1. Red cluster centered on the dACC, blue cluster centered on the SMA, green cluster centered on the pre-SMA)], the bilateral IPL [(B) red cluster centered on the L-IPL, yellow cluster centered on the L-IPL/SMG, blue cluster centered on the R-IPL], and insulae [(C) axial slice at z = 0]. Bar graphs represent mean %BOLD signal change relative to baseline for aware and unaware errors.



Although dACC activity was sensitive to error awareness, there was no relationship between dACC activity and behavioral measures typically associated with error awareness. The speed with which errors of commission were executed was not associated with the degree of increase in dACC activity for either aware (r = −0.04, ns) or unaware (r = −0.047, ns) errors. Nor were post-error RT adjustments correlated with the change in dACC activity for either aware (r = −0.064, ns) or unaware (r = −0.007, ns) errors. The magnitude of the discrepancy between BOLD activity in the dACC associated with aware errors and that associated with unaware errors was not related to the speed with which erroneous responses were made or the post-error adjustments in RT.

For aware errors, the relative speed of the erroneous response was related to activity in the SMA (r = 0.309, p < 0.03), such that slower aware error RT (relative to average Go trial RT) was associated with higher levels of activity in this region. Following an aware error, the post-error adjustment in RT (post-error RT- pre-lure RT) was negatively correlated with activity in the R-IPL (r = −0.277, p < 0.04) and with both clusters centered on the L-IPL (r = −0.312, p < 0.022 and r = −0.330, p < 0.023), such that greater levels of activity in these regions predicted greater speeding of RT on the post-error trial. Unaware error RT and post-unaware-error RT were not correlated with BOLD activity in any of the functionally defined ROI. For none of the ROI did the magnitude of the discrepancy between BOLD activity associated with aware errors or that associated with unaware errors correlate with the speed with which erroneous responses were made or the post-error adjustment in RT.

DISCUSSION

The current study was designed to reassess the relationship between dACC activity and error awareness in light of recent reports that an electrophysiological measure of dACC activity (ERN) discriminated aware from unaware errors (Steinhauser and Yeung, 2010; Wessel et al., 2011). In addition to regions previously implicated in error awareness when assessed using the EAT, the insula and the bilateral IPL (Hester et al., 2005, 2009a), we demonstrated that aware errors were associated with significantly greater BOLD signal change in the dACC and supplementary motor cortex (SMC) than unaware errors. Although the dACC showed error sensitivity, there was no direct correlation between error-related activity in this region and behaviors typically associated with error awareness (error RT and post-error RT). For this reason, and because this awareness sensitivity was only observed when reanalyzing a composite sample of 56 participants, we suggest that the relationship between dACC, error awareness, and error-related behaviors is indirect and best understood in relation to the activity in other brain regions.

An indirect relationship between dACC and error-related behaviors is consistent with the predictions of a model recently described by Holroyd and Yeung (2011). The authors suggested that the dACC is involved in the selection and evaluation of appropriate sequences of actions directed to attaining a particular goal (Botvinick et al., 2009), rather than the constituent actions themselves. For example, error-related activity in the dACC may index competition between multiple response strategies or the negative reinforcement of an unsuccessful strategy. If activity in the dACC is related to long term goal attainment, rather than the value of individual responses, it is possible that it reflects an aggregation of performance relevant information such as motivational significance, response selection parameters, and the efficient balance between speed and accuracy. In the context of error processing, activity in the dACC may need to surpass a certain threshold (Yeung et al., 2004) for awareness and post-error adjustments to occur. In this way, activity in the dACC would covary with error commission and contribute to the likelihood that an error will reach awareness, but may not be sufficient to produce awareness in isolation.

Increased activity in the insula cortex has consistently been associated with error awareness (Hester et al., 2005, 2009a; Klein et al., 2007), an effect that is likely due to the central role of the insula in interoceptive awareness (Critchley et al., 2004; Craig, 2009). The insula is implicated in the regulation and awareness of autonomic responses (Critchley et al., 2000; Craig, 2002) and error-related activity in the autonomic nervous system (ANS) is greater following an aware than an unaware error (O'Connell et al., 2007, 2009). There is evidence that dACC provides top-down input to systems regulating autonomic activity (Critchley et al., 2001, 2002) and that the resulting visceral sensation is perceived as a “feeling,” indexed by insula activity (Critchley, 2005). Craig (2009) described this relationship as the ACC signal providing a measure of the motivational significance of an event, which is interpreted in the insula in the context of information about social and cognitive conditions to produce awareness of an event and the actor's subjective experience of it. This model is consistent with the suggestion that error-related activity in the dACC may feedforward into regions directly responsible for error awareness (Wessel et al., 2011).

The relationship between the dACC, ANS response, and the insula provides a possible means by which activity in the dACC could mediate error awareness. It is unclear, however, what is communicated by the dACC signal. One influential hypothesis argues that dACC activity indexes conflict or dissonance, in the form of a mismatch between two possible response mappings (Coles et al., 2001) or as conflict between the executed response and the correct response (Yeung et al., 2004). In any task, a proportion of errors may occur due to pre-emptive responding; it has been argued that these errors will be higher in conflict than those errors that occur due to loss of attentional set or impaired stimulus perception as the still evolving representation of the correct response will conflict with the executed response (Yeung et al., 2004). These errors will, obviously, be associated with comparatively fast RT but may also be more likely to be reported as participants become aware of both the executed response and the correct response (Scheffers and Coles, 2000; Shalgi et al., 2007; Steinhauser and Yeung, 2010). If ACC activity indexes high conflict trials, we might predict a relationship between activity in dACC, error awareness, and RT. Consistent with this suggestion, we observed faster RT for aware errors than for either unaware errors or correct “Go” responses. dACC activity, however, was not correlated with RT for either aware or unaware errors. As RT is an indirect measure of response conflict, and the EAT is not designed to discriminate between high conflict and low conflict errors, it is possible that this task is not sensitive to the relationship between dACC and conflict (cf. Hughes and Yeung, 2011). We believe, however, that evaluation of a response and awareness of its appropriateness most likely occurs after the response has been executed. In this way, error RT may affect awareness but would not correlate directly with activity in regions believed to be associated with error processing (insula, IPL, dACC).

In the current study, we reported a correlation between activity in the SMA and aware error RT such that higher levels of activity in the SMA were associated with slower aware-error RT. SMC (comprising the SMA and the pre-SMA) is reliably implicated in successful response inhibition (Aron et al., 2007; Simmonds et al., 2008; Sharp et al., 2010). As such, elevated activity in this region associated with aware errors may reflect an insufficient or belated inhibitory response. Garavan and colleagues (2002) reported that clusters of BOLD activity in the SMC were implicated in both successful response inhibition and in commission errors in a Go/No-go task. By combining the fMRI analysis with EEG, the authors demonstrated that commission errors were related to delayed, rather than absent or insufficient, inhibition-related activity. In the context of the EAT, as participants become aware of the No-go signal and the drive to inhibit increases, RT will slow but not enough to facilitate inhibition if the prepotent “Go” response was initiated prematurely. This slowing of error-RT is not necessarily a conscious adjustment that depends on awareness of an imminent error, but it seems probable that awareness of the No-go signal is more likely to produce an attempt to inhibit the prepotent response and, should this be unsuccessful, awareness of the error. It has been suggested that the SMC and the dACC serve complimentary roles in performance monitoring: signaling that we are at imminent risk of committing an error or that an error has occurred, respectively (Garavan et al., 2003). It is possible that measures of response conflict indexed by the SMC contribute to the dACC signal by providing an indication of the likelihood of an error and, in this way, dACC activity would covary with response conflict but not correlate directly with error-RT. Alternatively, activity in the SMA and dACC may be driven by activity in another source.

Consistent with previous research using the EAT (Hester et al., 2005, 2009a), regions in the bilateral IPL discriminated aware from unaware errors. Along with the ACC and the insula, the IPL forms part of the frontoparietal control system described by Vincent and colleagues (2008). Seeley and colleagues (2007) argued that within this network the dACC and the insula are associated with the salience of an event and regions in the parietal cortex, including the bilateral IPL, act on events identified as salient. It has been suggested the role of the IPL in cognitive control is to maintain sustained attention on task goals (Singh-Curry and Husain, 2009), task parameters (Dosenbach et al., 2006), and response contingencies (Bunge et al., 2003). It is likely that an error constitutes a salient event, and subsequent application of cognitive control may cause participants to re-orient their attention to the task at hand (Coull et al., 1996; Singh-Curry and Husain, 2009). In the current study, activity in the IPL was correlated with the post-error adjustment in RT following an aware error such that elevated levels of BOLD activity predicted faster responses on the post-error trial. In the context of the EAT, a salient error may cause an increase in attention to the task parameters or stimulus-response contingencies, thus affecting the speed with which the error awareness response is made on the subsequent trial.

It must be noted that, although activity in the IPL has previously been associated with error awareness when assessed by the EAT, this activity did not discriminate aware from unaware errors in the anti-saccade task (AST: Klein et al., 2007). It is possible that Klein and colleagues did not observe sensitivity to errors in the IPL due to insufficient statistical power. Alternatively, the EAT may induce a task specific effect due to the response parameters of the Go/No-go task. The EAT requires participants to acknowledge an error with the “error awareness” response rather than the prepotent “Go” response; it is possible that activity in the IPL, pre-SMA, and SMA reflects the intention, preparation, and initiation of the alternative response (Fried et al., 1991; Desmurget and Sirigu, 2009; Desmurget et al., 2009). We believe this to be unlikely, as it would require the preparation of the post-error response to commence during the execution of the erroneous response. Moreover, a previously published study using the EAT (Hester et al., 2005) included a condition that assessed the effect of the additional “awareness” response on BOLD activity in the absence of an error. Only one region in the left middle temporal gyrus showed significant activation for both these odd-ball trials and aware errors, suggesting that the response demands imposed by the task do not account for additional activity observed in the IPL and SMC for aware errors. Unfortunately, this condition was not included in the subsequent studies using the EAT (Hester et al., 2009a, 2012) so we were not able to verify this suggestion with more powerful analysis. In the future, the contribution of the error awareness response to the dACC activity in this paradigm could be assessed by temporally dissociating the awareness response from the commission error itself.

The EAT is not well suited to analyzing post-error behaviors; as discussed above, post-error RT for aware errors is confounded by the requirements of the error awareness response. In error awareness studies using the AST, PES is typically only observed following aware errors (Nieuwenhuis et al., 2001; Wessel et al., 2011) and has been correlated with error-related BOLD activity in the pre-SMA (Klein et al., 2007). Nonetheless, the observation of a small but statistically significant degree of slowing following errors of which the participant was unaware is reliably reported in studies using the EAT and is consistent with reports from two recent studies in which errors were induced by presenting some stimuli below the threshold required for conscious awareness (Pavone et al., 2009; Cohen et al., 2009). Both studies reported PES following aware and unaware errors, but the degree of slowing was greater following errors of which the participants were aware. In the current study, PES following unaware errors was not correlated with the error-related BOLD activity in any of the functionally defined ROI. Using EEG and Granger causality analysis, Cohen and colleagues (2009) revealed increased top-down control over task-relevant sensory regions measured as synchrony between the medial frontal cortex (MFC) and occipital cortex (OCC) following commission errors. The strength of the synchrony between MFC and task-relevant regions was observed to increase following both aware and unaware errors, but was significantly stronger following aware errors. The authors argued that increased synchrony may be the means by which MFC enacts cognitive control by enhancing processing in task-relevant regions, and that this process does not depend on conscious awareness. The BOLD response measured by fMRI does not represent or correlate with all patterns of neural activity, so it may be that increased synchrony leading to PES following unaware errors is not detected in the univariate BOLD response. It is interesting to note that Cohen and colleagues reported no correlation between the degree of PES and the strength of MFC-OCC synchrony; it is possible that increased synchrony is sufficient to induce the less pronounced PES observed following unaware errors but that awareness of the error can induce deliberate remedial strategies over and above these mechanisms, which modulate the nature or degree of post-error behaviors. This suggestion is consistent with the results of Klein and colleagues (2007) in which PES was correlated with error-related activity in the pre-SMA, but only for those errors of which the participant was aware.

It is generally accepted that error awareness is adaptive. Klein and colleagues (2007) reported that the error rate following an aware error was significantly lower than that following an unaware error, suggesting that error awareness improves subsequent performance. In the context of a Go/No-go task, Hester and colleagues (2009b) demonstrated that error-related activity in the dACC, insula, and IPL predicted successful inhibition on the following No-go trial, occurring up to 20 s later. Although Hester and colleagues (2009b) did not explicitly assess awareness, when considered with the results of the current study, it suggests that error awareness and subsequent inhibition success are subserved by common neural mechanisms. It is surprising, therefore, that we observed no correlation between a participant's level of error awareness and their overall inhibition performance. The absence of a relationship between error awareness and inhibition performance in the EAT has previously been reported by O'Connell and colleagues (2009). It is possible that the application of two inhibition contingencies in the EAT disrupts the relationship between error awareness and subsequent performance, reflecting the role of dACC activity as a reinforcement learning signal (Holroyd and Coles, 2002; Holroyd and Yeung, 2011). This suggestion highlights the need for future studies to assess whether error-related neural activity produces a general, transient increase in the conservatism of responding and a subsequent increase in accuracy, or a context specific, learned adaptation. It would be particularly informative to explore the role of error awareness in these dynamics.

Although models of performance monitoring have consistently implicated the dACC in error processing, the relationship between activity in this region and error awareness has not been reported in previously published fMRI investigations (Hester et al., 2005, 2009a; Klein et al., 2007) and not reliably observed in previously published studies using ERP (Wessel et al., 2011). The increased statistical power afforded by the composite sample used in the current study has shown that error-related BOLD activity in the dACC discriminated aware from unaware errors, consistent with recent reports of error awareness sensitivity in the ERN (Steinhauser and Yeung, 2010; Wessel et al., 2011). Although the results of the present study are consistent with the longstanding belief of a functional relationship between the ERN and BOLD activity in the dACC, Agam and colleagues (2011) have recently suggested that the ERN is generated in the PCC. We did not observe error-related BOLD activity in the PCC, so are unable to comment on Agam and colleagues' suggestion that the ERN/PCC response is an error-specific signal, which is then communicated to the dACC to facilitate behavioral adjustments. The BOLD response is not a direct measure of underlying neural activity and it is possible that the ERN is the result of synchronization of neural populations or the disinhibition of cortical neurons (Agam et al., 2011), phenomena that may not produce significant modulation of the hemodynamic response. It will be necessary to apply multimodal neuroimaging techniques to various error awareness paradigms in order to characterize the role of task and performance factors in the hemodynamic and electrophysiological markers of performance monitoring. Of particular interest will be exploring the influence of the ways in which error awareness is assessed. Those experiments that present some stimuli outside of conscious awareness provide a means of assessing the neural correlates of error awareness without the need of an additional error awareness response that might be vulnerable to failures of memory, task switch costs, or response bias (Woodman, 2010). It remains to be determined whether those errors that occur due to insufficient stimulus representation are as motivationally significant as those that occur due to cognitive failures and whether this mediates error-related neural activity.

The current study has demonstrated a network of regions associated with the motoric, cognitive, and motivational components of performance monitoring that discriminated aware from unaware errors. Analyzing the performance of 56 participants revealed error awareness sensitivity in the dACC, but the EAT does not allow us to determine which performance or contextual factors influenced the response of this region and the emergence of error awareness. Our findings are consistent with the suggestion that dACC activity is indirectly related to error awareness and may feed forward into regions directly responsible for consciousness (Wessel et al., 2011) and remedial post-error behavioral adjustments. Error-related activity in the dACC is probably best understood as part of a network in which the constituent regions are differentially sensitive to the demands of the task and the performance context, and that error awareness and error-related behaviors rely on the pattern of activity in this network.
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Footnotes

1Note that, although the center of mass of activity in these midline structures is reported as falling in the left hemisphere, the lateral extent of these clusters was such that the bilateral dACC, pre-SMA, and SMA can be considered to discriminate between aware and unaware errors.

2Center of Mass MNI co-ordinates: x = −49, y = −34, z = 50.

3Center of Mass MNI co-ordinates: x = −51, y = −47, z = 40.

REFERENCES

Agam, Y., Hamalainen, M. S., Lee, A. K., Dyckman, K. A., Friedman, J. S., Isom, M., Makris, N., and Manoach, D. S. (2011). Multimodal neuroimaging dissociates hemodynamic and electrophysiological correlates of error processing. Proc. Natl. Acad. Sci. U.S.A. 108, 17556–17561.

Aron, A. R., Behrens, T. E., Smith, S., Frank, M. J., and Poldrack, R. A. (2007). Triangulating a cognitive control network using diffusion-weighted magnetic resonance imaging (MRI) and functional MRI. J. Neurosci. 27, 3743–3752.

Botvinick, M. M., Braver, T. S., Barch, D. M., Carter, C. S., and Cohen, J. D. (2001). Conflict monitoring and cognitive control. Psychol. Rev. 108, 624–652.

Botvinick, M. M., Niv, Y., and Barto, A. C. (2009). Hierarchically organized behaviour and its neural foundations: a reinforcement learning perspective. Cognition 113, 262–280.

Brazil, I. A., de Bruijn, E. R. A., Bulten, B. H., von Borries, A. K. L., van Lankveld, J. J. D. M., Buitelaar, J. K., and Verkes, R. J. (2009). Early and late components of error monitoring in violent offenders with psychopathy. Biol. Psychiatry 65, 137–143.

Brown, J. W., and Braver, T. S. (2005). Learned predictions of error likelihood in the anterior cingulate cortex. Science 307, 1118–1121.

Bunge, S. A., Kahn, I., Wallis, J. D., Miller, E. K., and Wagner, A. D. (2003). Neural circuits subserving the maintenance and retrieval of abstract rules. J. Neurophysiol. 90, 3419–3428.

Burgio-Murphy, A., Klorman, R., Shaywitz, S. E., Fletcher, J. M., Marchione, K. E., Holahan, J., Stuebing, K. K., Thatcher, J. E., and Shaywitz, B. A. (2007). Error-related event-related potentials in children with attention-deficit hyperactivity disorder, oppositional defiant disorder, reading disorder, and math disorder. Biol. Psychol. 75, 75–86.

Cohen, M. X., van Gaal, S., Ridderinkhof, K. R., and Lamme, V. A. F. (2009). Unconscious errors enhance prefrontal-occipital oscillatory synchrony. Front. Hum. Neurosci. 3:54. doi: 10.3389/neuro.09.054.2009

Coles, M. G. H., Scheffers, M. K., and Holroyd, C. B. (2001). Why is there an ERN/Ne on correct trials? Response representations, stimulus-related components, and the theory of error-processing. Biol. Psychol. 56, 173–189.

Coull, J. T., Frith, C. D., Frackowiak, R. S. J., and Grasby, P. M. (1996). A fronto-parietal network for rapid visual information processing: a PET study of sustained attention. Neuropsychologia 34, 1085–1095.

Cox, R. W. (1996). AFNI: software for analysis and visualization of functional magnetic resonance neuroimages. Comput. Biomed. Res. 29, 162–173.

Craig, A. D. (2002). How do you feel? Interoception: the sense of the physiological condition of the body. Nat. Rev. Neurosci. 3, 655–666.

Craig, A. D. (2009). How do you feel-now? The anterior insula and human awareness. Nat. Rev. Neurosci. 10, 59–70.

Critchley, H. D. (2005). Neural mechanisms of autonomic, affective, and cognitive integration. J. Comp. Neurol. 493, 154–166.

Critchley, H. D., Mathias, C. J., and Dolan, R. J. (2002). Fear conditioning in humans: the influence of awareness and autonomic arousal on functional neuroanatomy. Neuron 33, 653–663.

Critchley, H. D., Melmed, R. N., Featherstone, E., Mathias, C. J., and Dolan, R. J. (2001). Brain activity during biofeedback relaxation: a functional neuroimaging investigation. Brain 124, 1003–1012.

Critchley, H. D., Tang, J., Glaser, D., Butterworth, B., and Dolan, R. J. (2005). Anterior cingulate activity during error and autonomic response. Neuroimage 27, 885–895.

Critchley, H. D., Wiens, S., Rotshtein, P., Ohman, A., and Dolan, R. J. (2004). Neural systems supporting interoceptive awareness. Nat. Neurosci. 7, 189–195.

Critchley, H. D., Elliott, R., Mathias, C. J., and Dolan, R. J. (2000). Neural activity relating to generation and representation of galvanic skin conductance responses: a functional magnetic resonance imaging study. J. Neurosci. 20, 3033–3040.

Debener, S., Ullsperger, M., Siegel, M., Fiehler, K., von Cramon, D. Y., and Engel, A. K. (2005). Trial-by-trial coupling of concurrent electroencephalogram and functional magnetic resonance imaging identifies the dynamics of performance monitoring. J. Neurosci. 25, 11730–11737.

Dehaene, S., Posner, M. I., and Tucker, D. M. (1994). Localization of a neural system for error detection and compensation. Psychol. Sci. 5, 303–305.

Dehaene, S., Sergent, C., and Changeux, J. P. (2003). A neuronal network model linking subjective reports and objective physiological data during conscious perception. Proc. Natl. Acad. Sci. U.S.A. 100, 8520–8525.

Desmurget, M., Reilly, K. T., Richard, N., Szathmari, A., Mottolese, C., and Sirigu, A. (2009). Movement intention after parietal cortex stimulation in humans. Science 324, 811–813.

Desmurget, M., and Sirigu, A. (2009). A parietal-premotor network for movement intention and motor awareness. Trends Cogn. Sci. 13, 411–419.

Dosenbach, N. U. F., Visscher, K. M., Palmer, E. D., Miezin, F. M., Wenger, K. K., Kang, H. C., Burgund, E. D., Grimes, A. L., Schlagger, B. L., and Petersen, S. E. (2006). A core system for the implementation of task sets. Neuron 50, 799–812.

Endrass, T., Reuter, B., and Kathmann, N. (2005). Effects of error awareness on error related brain potentials in an antisaccade task. J. Psychophysiol. 19, 114.

Endrass, T., Reuter, B., and Kathmann, N. (2007). ERP correlates of conscious error recognition: aware and unaware errors in an antisaccade task. Eur. J. Neurosci. 26, 1714–1720.

Falkenstein, M., Hohnsbein, J., Hoormann, J., and Blanke, L. (1991). Effects of crossmodal divided attention on late ERP components. II. Error processing in choice reaction tasks. Electroencephalogr. Clin. Neurophysiol. 78, 447–455.

Franken, I. H. A., Rassin, E., and Muris, P. (2007). The assessment of anhedonia in clinical and non-clinical populations: further validation of the Snaith-Hamilton Pleasure Scale (SHAPS). J. Affect. Disord. 99, 83–89.

Fried, I., Katz, A., Mccarthy, G., Sass, K. J., Williamson, P., Spencer, S. S., and Spencer, D. D. (1991). Functional organization of human supplementary motor cortex studied by electrical-stimulation. J. Neurosci. 11, 3656–3666.

Garavan, H., Ross, T. J., Kaufman, J., and Stein, E. A. (2003). A midline dissociation between error-processing and response-conflict monitoring. Neuroimage 20, 1132–1139.

Garavan, H., Ross, T. J., Murphy, K., Roche, R. A. P., and Stein, E. A. (2002). Dissociable executive functions in the dynamic control of behavior: Inhibition, error detection, and correction. Neuroimage 17, 1820–1829.

Halgren, E., Boujon, C., Clarke, J., and Wang, C. (2002). Rapid distributed fronto-parieto-occipital processing stages during working memory in humans. Cereb. Cortex 12, 710–728.

Hester, R., Foxe, J. J., Molholm, S., Shpaner, M., and Garavan, H. (2005). Neural mechanisms involved in error processing: a comparison of errors made with and without awareness. Neuroimage 27, 602–608.

Hester, R., Madeley, J., Murphy, K., and Mattingley, J. B. (2009a). Learning from errors: error-related neural activity predicts improvements in future inhibitory control performance. J. Neurosci. 29, 7158–7165.

Hester, R., Nestor, L., and Garavan, H. (2009b). Impaired error awareness and anterior cingulate cortex hypoactivity in chronic cannabis users. Neuropsychopharmacology 34, 2450–2458.

Hester, R., Nandam, S., O'Connell, R., Wagner, J., Strudwick, M., Nathan, P., Mattingley, J., and Bellgrove, M. (2012). Neurochemical enhancement of conscious error awareness. J. Neurosci. 32, 2619–2627.

Hester, R., Simoes-Franklin, C., and Garavan, H. (2007). Post-error behavior in active cocaine users: poor awareness of errors in the presence of intact performance adjustments. Neuropsychopharmacology 32, 1974–1984.

Holroyd, C. B., and Coles, M. G. H. (2002). The neural basis. of human error processing: reinforcement learning, dopamine, and the error-related negativity. Psychol. Rev. 109, 679–709.

Holroyd, C. B., Nieuwenhuis, S., Yeung, N., Nystrom, L., Mars, R. B., Coles, M. G. H., and Cohen, J. D. (2004). Dorsal anterior cingulate cortex shows fMRI response to internal and external error signals. Nat. Neurosci. 7, 497–498.

Holroyd, C. B., and Yeung, N. (2011). “An integrative theory of anterior cingulate cortex function: Option selection in hierarchical reinforcement learning,” in The Neural Basis of Motivational and Cognitive Control, eds R. B. Mars, J. Sallet, M. F. S. Rushworth, and N. Yeung (Cambridge, MA: MIT Press), 333–349.

Hughes, G., and Yeung, N. (2011). Dissociable correlates of response conflict and error awareness in error-related brain activity. Neuropsychologia 49, 405–415.

Keppel, G. (1991). Design and Analysis: A Researcher's Handbook. New Jersey, Englewood Cliffs NJ: Prentice Hall.

Kerns, J. G., Cohen, J. D., MacDonald, A. W., Cho, R. Y., Stenger, V. A., and Carter, C. S. (2004). Anterior Cingulate conflict monitoring and adjustments in control. Science 303, 1023–1026.

Klein, T. A., Endrass, T., Kathmann, N., Neumann, J., von Cramon, D. Y., and Ullsperger, M. (2007). Neural correlates of error awareness. Neuroimage 34, 1774–1781.

Maier, M., Steinhauser, M., and Hubner, R. (2008). Is the error-related negativity amplitude related to error detectability? Evidence from effects of different error types. J. Cogn. Neurosci. 20, 2263–2273.

Mathalon, D. H., Bennett, A., Askari, N., Gray, E. M., Rosenbloom, M. J., and Ford, J. M. (2003). Response-monitoring dysfunction in aging and Alzheimer's disease: an event-related potential study. Neurobiol. Aging 24, 675–685.

Mayr, U. (2004). Conflict, consciousness, and control. Trends Cogn. Sci. 8, 145–148.

Morris, S. E., Yee, C. M., and Nuechterlein, K. H. (2006). Electrophysiological analysis of error monitoring in schizophrenia. J. Abnorm. Psychol. 115, 239–250.

Murphy, K., and Garavan, H. (2005). Deriving the optimal number of events for an event-related fMRI study based on the spatial extent of activation. Neuroimage 27, 771–777.

Nieuwenhuis, S., Ridderinkhof, K. R., Blow, J., Band, G. P. H., and Kok, A. (2001). Error-related brain potentials are differentially related to awareness of response errors: evidence from an antisaccade task. Psychophysiology 38, 752–760.

O'Connell, R. G., Bellgrove, M. A., Dockree, P. M., Lau, A., Hester, R., Garavan, H., Fitzgerald, M., Foxe, J. J., and Robertson, I. H. (2009). The neural correlates of deficient error awareness in attention-deficit hyperactivity disorder (ADHD). Neuropsychologia 47, 1149–1159.

O'Connell, R. G., Dockree, P. M., Bellgrove, M. A., Kelly, S. P., Hester, R., Garavan, H., Robertson, I. H., and Foxe, J. J. (2007). The role of cingulate cortex in the detection of errors with and without awareness: a high-density electrical mapping study. Eur. J. Neurosci. 25, 2571–2579.

Overbeek, T. J. M., Nieuwenhuis, S., and Ridderinkhof, K. R. (2005). Dissociable components of error processing - On the functional significance of the Pe Vis-a-vis the ERN/Ne. J. Psychophysiol. 19, 319–329.

Pavone, E. F., Marzi, C. A., and Girelli, M. (2009). Does subliminal visual perception have an error-monitoring system? Eur. J. Neurosci. 30, 1424–1431.

Rabbitt, P. M. A. (1966). Errors and error correction in choice-response tasks. J. Exp. Psychol. 71, 264–272.

Ridderinkhof, K. R., Ramautar, J. R., and Wijnen, J. G. (2009). To P(E) or not to P(E): a P3-like ERP component reflecting the processing of response errors. Psychophysiology 46, 531–538.

Ridderinkhof, K. R., Ullsperger, M., Crone, E. A., and Nieuwenhuiss, S. (2004). The role of the medial frontal cortex in cognitive control. Science 306, 443–447.

Scheffers, M. K., and Coles, M. G. H. (2000). Performance monitoring in a confusing world: error-related brain activity, judgments of response accuracy, and types of errors. J. Exp. Psychol. Hum. Percept. Perform. 26, 141–151.

Seeley, W. W., Menon, V., Schatzberg, A. F., Keller, J., Glover, G. H., Kenna, H., Reiss, A. L., and Greicius, M. D. (2007). Dissociable intrinsic connectivity networks for salience processing and executive control. J. Neurosci. 27, 2349–2356.

Shalgi, S., O'Connell, R. G., Deouell, L. Y., and Robertson, I. H. (2007). Absent minded but accurate: delaying responses increases accuracy but decreases error awareness. Exp. Brain Res. 182, 119–124.

Sharp, D. J., Bonnelle, V., De Boissezon, X., Beckmann, C. F., James, S. G., Patel, M. C., and Mehta, M. A. (2010). Distinct frontal systems for response inhibition, attentional capture, and error processing. Proc. Natl. Acad. Sci. U.S.A. 107, 6106–6111.

Simmonds, D. J., Pekar, J. J., and Mostofsky, S. H. (2008). Meta-analysis of Go/No-go tasks demonstrating that fMRI activation associated with response inhibition is task-dependent. Neuropsychologia 46, 224–232.

Singh-Curry, V., and Husain, M. (2009). The functional role of the inferior parietal lobe in the dorsal and ventral stream dichotomy. Neuropsychologia 47, 1434–1448.

Soltani, M., and Knight, R. T. (2000). Neural origins of the P300. Crit. Rev. Neurobiol. 14, 199–224.

Steinhauser, M., and Yeung, N. (2010). Decision processes in human performance monitoring. J. Neurosci. 30, 15643–15653.

Ullsperger, M., and von Cramon, D. Y. (2001). Subprocesses of performance monitoring: a dissociation of error processing and response competition revealed by event-related fMRI and ERPs. Neuroimage 14, 1387–1401.

Ullsperger, M., Harsay, H. A., Wessel, J. R., and Ridderinkhof, K. R. (2010). Conscious perception of errors and its relation to the anterior insula. Brain Struct. Funct. 214, 629–643.

Vincent, J. L., Kahn, I., Snyder, A. Z., Raichle, M. E., and Buckner, R. L. (2008). Evidence for a frontoparietal control system revealed by intrinsic functional connectivity. J. Neurophysiol. 100, 3328–3342.

Wang, C. M., Ulbert, I., Schomer, D. L., Marinkovic, K., and Halgren, E. (2005). Responses of human anterior cingulate cortex microdomains to error detection, conflict monitoring, stimulus-response mapping, familiarity, and orienting. J. Neurosci. 25, 604–613.

Wessel, J. R., Danielmeier, C., and Ullsperger, M. (2011). Error awareness revisited: accumulation of multimodal evidence from central and autonomic nervous systems. J. Cogn. Neurosci. 23, 3021–3036.

Woodman, G. F. (2010). Masked targets trigger event-related potentials index shifts of attention but not error detection. Psychophysiology 47, 410–414.

Yeung, N., Botvinick, M. M., and Cohen, J. D. (2004). The neural basis of error detection: conflict monitoring and the error-related negativity. Psychol. Rev. 111, 931–959.

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 31 January 2012; Accepted: 31 May 2012; Published online: 19 June 2012.

Citation: Orr C and Hester R (2012) Error-related anterior cingulate cortex activity and the prediction of conscious error awareness. Front. Hum. Neurosci. 6:177. doi: 10.3389/fnhum.2012.00177

Copyright © 2012 Orr and Hester. This is an open-access article distributed under the terms of the Creative Commons Attribution Non Commercial License, which permits non-commercial use, distribution, and reproduction in other forums, provided the original authors and source are credited.

APPENDIX

In order to generate the constituent maps for error-related activity associated with aware and unaware errors, group activation maps were determined with one-sample t-tests against the null hypothesis of zero event-related activation changes (i.e., no change relative to baseline). Significant voxels within group maps passed a voxelwise statistical threshold (p ≤ 0.0001) and were required to be part of a larger 84 μl cluster of contiguous significant voxels.

The event-related functional analysis of aware errors identified nine clusters that showed significantly greater activity associated with aware errors than with correct go-trial responses (Table A1).

Table A1. Regions that showed significantly greater BOLD signal change for aware errors than for correct go-trial responses.
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The event-related functional analysis of unaware errors identified eight clusters that showed significantly greater activity associated with unaware errors than with correct go-trial responses (Table A2).

Table A2. Regions that showed significantly greater BOLD signal change for unaware errors than for correct go-trial responses.

[image: image]








	 
	ORIGINAL RESEARCH ARTICLE
published: 09 April 2012
doi: 10.3389/fnhum.2012.00077
	[image: image1]





Acute tryptophan depletion attenuates brain-heart coupling following external feedback
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External and internal performance feedback triggers neural and visceral modulations such as reactions in the medial prefrontal cortex and insulae or changes of heart period (HP). The functional coupling of neural and cardiac responses following feedback (cortico-cardiac connectivity) is not well understood. While linear time-lagged within-subjects correlations of single-trial EEG and HP (cardio-electroencephalographic covariance tracing, CECT) indicate a robust negative coupling of EEG magnitude 300 ms after presentation of an external feedback stimulus with subsequent alterations of heart period (the so-called N300H phenomenon), the neurotransmitter systems underlying feedback-evoked cortico-cardiac connectivity are largely unknown. Because it has been shown that acute tryptophan depletion (ATD), attenuating brain serotonin (5-HT), decreases cardiac but not neural correlates of feedback processing, we hypothesized that 5-HT may be involved in feedback-evoked cortico-cardiac connectivity. In a placebo-controlled double-blind cross-over design, 12 healthy male participants received a tryptophan-free amino-acid drink at one session (TRP−) and a balanced amino-acid control-drink (TRP+) on another and twice performed a time-estimation task with feedback presented after each trial. N300H magnitude and plasma tryptophan levels were assessed. Results indicated a robust N300H after TRP+, which was significantly attenuated following TRP−. Moreover, plasma tryptophan levels during TRP+ were correlated with N300H amplitude such that individuals with lower tryptophan levels showed reduced N300H. Together, these findings indicate that 5-HT is important for feedback-induced covariation of cortical and cardiac activity. Because individual differences in anxiety have previously been linked to 5-HT, cortico-cardiac coupling and feedback processing, the present findings may be particularly relevant for futures studies on the relationship between 5-HT and anxiety.
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INTRODUCTION

We rapidly process internal and external feedback signals in order to optimally interact with our environment. Neural signatures of error or negative feedback processing (e.g., event-related potentials, fMRI activation) are often accompanied by changes of behavior (Debener et al., 2005; Eichele et al., 2010; Mueller et al., 2011): the commission of an error in a speeded reaction time task can lead to subsequent slowing of reaction times; the presentation of negative feedback following a particular decision can alter decision-making in the future. The adaptiveness of such behavioral changes with regard to task performance is still under investigation (Notebaert et al., 2009). Negative feedback in real life (e.g., a loose stone when climbing a rock) may often indicate a sudden need for intensive and effortful compensatory actions (quickly grasping another stone), associated with a sudden requirement for energy. Consistently, it has also been demonstrated that error and feedback signals trigger reactions in the periphery such as changes in heart rate (Crone et al., 2003; Hajcak et al., 2003; Wessel et al., 2011). Because these peripheral reactions are sensitive to feedback valence, even in the case of abstract feedback stimuli, which can hardly be adequately represented at the subcortical level, it is likely that cortical structures are involved in the modulation of cardiac responses at some point.

Consistent with this proposal Mueller et al. (2010) recently demonstrated a robust covariation between cortical (e.g., EEG) and subsequent cardiac chronotropic (i.e., heart period) modulations. Using a probabilistic gambling task (Sato et al., 2005), it was shown that a feedback stimulus indicating whether participants won or lost a small amount of money elicited among others (a) a large frontomedial amplitude which peaked at 300–400 ms and (b) a relative acceleration of heart rate which occurred around 3–4 s later. Most importantly, using a novel within-subject single-trial correlation method termed Cardio-Electroencephalographic Covariance Tracing (CECT) it was shown, that regardless of whether a win or loss was signaled, the frontomedial single-trial EEG-amplitude at 300–400 ms correlated with subsequent cardiac acceleration in the same trial. That is, a relatively larger positivity 300 ms after feedback presentation predicted relatively more cardiac acceleration 4 s later. Because this phenomenon is reflected in a negative within-subject correlation between EEG amplitude at 300 ms and subsequent heart interbeat interval (IBI) changes we termed it N300H. The N300H was robust across individuals in the initial study (Mueller et al., 2010) and was recently replicated in another sample (Panitz et al., 2011). In both studies, the N300H did not differ between positive and negative feedback valence. Using a low resolution localizing approach Panitz et al. (2011) associated the N300H with increased insula current source density 300 ms after feedback presentation—an observation converging with the importance of the insular cortices for autonomic regulation (Gianaros et al., 2004).

The finding that feedback-locked EEG with a latency of 300 ms relates to heart period modulations converges with prior work on the P300 event-related potential component. It has long been speculated that P300 and evoked changes in autonomic activity are linked to each other, for example as different correlates of the orienting response which may function to facilitate information processing and/or action preparation (Graham and Clifton, 1966; Donchin, 1981; Donchin et al., 1984; Rushby et al., 2005; Polich, 2007; Nieuwenhuis et al., 2011). Both, P300 and evoked changes of heart period are modulated by motivational significance (Duncan-Johnson and Donchin, 1977; Fowles et al., 1982; Sato et al., 2005), which could vary across feedback presentations and thereby induce cortico-cardiac covariation as indicated by N300H. Finally, because one putative generator of the P300 is the insula (Linden, 2005), there appears to be structural overlap between sources linked to P300 and to N300H.

The neurotransmitter systems involved in this feedback-related cortico-cardiac connectivity phenomenon are currently unknown. Given the plethora of brain structures involved in feedback processing and the neurogenic modulation of peripheral responses to external stimuli (Benarroch, 1997; Ullsperger and von Cramon, 2003; Critchley et al., 2005; Wager et al., 2009) several transmitter systems including dopaminergic, noradrenergic, and serotoninergic processes may be of relevance. While dopamine may play an important role for modulating cortical and behavioral action monitoring processes (Holroyd and Coles, 2002; Ullsperger, 2010; Mueller et al., 2011), in the present paper we focus on the serotonergic system, which may be of particular relevance for transmitting cortically processed feedback information to the viscera.

In vitro studies have shown that several 5-HT receptor subtypes are expressed at vagal nuclei binding sites and at the nucleus tractus solitarius (Manaker and Verderame, 1990; Thor et al., 1992), which modulates heart rate indirectly (e.g., by its projections to the nucleus ambiguous). Moreover, it has been demonstrated in a variety of animal studies, that central 5-HT is involved in control of cardiac vagal output (Jordan, 2005). Because feedback-related alterations in heart period show a relatively short latency (e.g., 1–3 s; Crone et al., 2003; 3–4 s: Mueller et al., 2010), it can be assumed that quick vagal rather than slow sympathetic modulations (Berntson et al., 1997) underlie feedback-evoked cardiac responses. Therefore, by affecting cardiac vagal output, 5-HT may modulate the transmission of feedback-related information from the brain to the viscera.

In line with this assumption, van der derVeen et al. (2008) demonstrated, that a manipulation of the 5-HT system modulated peripheral (i.e., heart rate) but not central (i.e., EEG) responses to a negative feedback stimulus. Specifically, participants were tested at two sessions. In a double-blind cross-over design participants received either a drink that did or a drink that did not contain the important 5-HT precursor tryptophan, thereby presumably increasing or lowering central 5-HT synthesis and release (Bell et al., 2001). At both sessions, participants performed a time-estimation task (Miltner et al., 1997), in which performance feedback was given after each trial. The authors analyzed the feedback-related negativity as a cortical indicator for feedback processing and heart IBI for the subsequent heart beats as a cardiac marker for feedback reactivity. Following the drink that did contain tryptophan (TRP+), it was shown, that feedback induced an increase in FRN amplitude for negative vs. positive feedback and a (valence independent) decrease of heart period for the three following heartbeats. Following the drink that did not contain tryptophan (TRP−), negative feedback induced an increase in FRN amplitude that was comparable to the TRP+ session. However, the relative cardiac deceleration after negative feedback was significantly smaller after TRP− as compared to TRP+.

One explanation of these findings is, that a cortical feedback-related process, which is not captured by the FRN but associated with the cardiac response is attenuated by 5-HT. In addition, the findings by van der derVeen et al. (2008) could indicate, that 5-HT influences how cortically processed feedback-information is subsequently transmitted to the periphery. Under the assumption, that the N300H captures such cortico-cardiac transmission following feedback presentation (Mueller et al., 2010), it could thus be hypothesized that TRP−, by lowering central 5-HT, reduces feedback-related N300H values compared to TRP+. This hypothesis was tested in the present study by reanalyzing the data of van der Veen et al. with the CECT-approach.

METHODS

PARTICIPANTS

Data of 12 healthy male participants (mean age: 22.5 years; SD = 5 years) with complete EEG and ECG data for both sessions (TRP+ and TRP−) was available from the study previously published by van der derVeen et al. (2008).

STIMULI

Participants performed a time estimation task based on a paradigm developed by Miltner et al. (1997) and the details of the task can be found elsewhere (van der derVeen et al., 2008). Participants had to estimate a 1 s interval starting at the onset of a visual cue by pushing a button and received feedback 1 s after the given response. An exclamation mark (“!”) was presented if the estimation was correct, a “+” was presented when the estimation was too long and a “−” was presented when the estimation was too short. The feedback stimulus was presented for 1 s and was followed by a 2 s inter-trial interval. Percentage of positive and negative feedback was kept at about 50% by varying the interval in which the estimation was labeled as correct.

PROCEDURE

Participants were tested in a randomized double-blind cross-over design and details are described elsewhere (van der derVeen et al., 2008). Participants were tested on 2 separate days. On 1 day (TRP−) they ingested the tryptophan depleted mixture which contained 200 ml of tap water plus 75 g of the amino-acids L-alanine, L-glycine, L-histidine, L-isoleucine, L-leucine, L-lysine, L-phenylalanine, L-proline, L-serine, L-threonine, L-tyrosine, L-valine, L-arginine, L-cysteine, and L-methionine. On the other day (TRP+) they ingested the balanced amino-acid mixture which contained the same ingredients plus 3.0 g tryptophan. Participants were tested 5 h after ingestion of the mixture. Of each participant, a blood sample was taken right before drinking the amino acid mixture and right before the psychophysiological assessment, i.e., about 5 h after drinking the amino-acid mixture. As described in van der derVeen et al. (2008), the raw plasma concentration of free tryptophan was determined from these samples.

EEG AND ECG

As described in detail elsewhere (van der derVeen et al., 2008), ECG was derived from pre-cordial leads and was sampled at 1000 Hz. R spikes were detected online with an accuracy of 1 ms, manually checked and corrected if necessary. The ECG was converted into a (stepwise) IBI-time course with a sampling rate of 500 Hz where the value at each sample reflects the distance between the preceding and succeeding r-spike in ms. EEG was recorded at sensors F3, Fz, F4, C3, Cz, C4, Pz, and at one ocular channel using a sampling rate of 500 Hz. Epochs with non-systematic artifacts in either EEG or IBI were manually removed while Independent Component Analysis was used to correct for ocular artifacts in the EEG.

CECTS

To compute CECTs, the continuous EEG was first segmented into epochs from 0 to 500 ms relative to the feedback stimulus and baseline corrected for the preceding 500 ms. EEG epochs were then binned into 50 bins of 10 ms each (corresponding to a sampling rate of 100 Hz) and mean voltage magnitudes were determined for each bin. With this data, for each participant and each channel an EEG matrix for subsequent CECT analyses was constructed which consisted of about 200–240 rows (depending on the number of artifact-free trials) and 50 columns (corresponding to the 50 bins per epoch). In analogy to the EEG, the continuous IBI-trace was segmented into epochs from 0 to 2500 ms relative to the feedback stimulus and baseline corrected for the preceding 250 ms. IBI epochs were binned into 10 bins of 250 ms each (4 Hz) and mean IBI values were determined for each bin. For each participant an IBI matrix for CECT analyses was constructed that consisted of about 200–240 rows (trials) and 10 columns (bins). CECT matrices were computed for each participant and channel, separately by correlating each column of the corresponding EEG matrix with each column of the IBI matrix. Thus, for every CECT matrix 10 × 50 within-subject correlations were computed (correlations over trials). These were now structured in a 10 × 50 correlation matrix in which each row represents one particular IBI bin and each column represents one particular EEG bin. To illustrate the interpretation of CECT matrices, a correlation displayed in column 1, row 2, reflects how much the EEG magnitude from 0 to 10 ms (EEG bin 1) after a feedback stimulus correlates with the change in IBI from 250 to 500 ms after a feedback stimulus (IBI bin 2).

Grand average CECTs (as displayed in Figure 1) were computed by averaging the CECT matrices across participants (separately for each channel). To first test for an effect of acute tryptophan depletion (ATD) a mean CECT-value (averaged across all time bins) was compared between TRP+ and TRP− session using a paired-samples t-test. To then test whether an N300H component could be replicated in the present study, CECT-values were tested against zero (across participants, separately for each session) by conducting one-sample t-tests for each cell of the CECT-matrix at channel Cz (p < 0.05, two-sided). With this analysis an N300H like component was evident in the TRP+ session, which extended from 150 to 300 ms in the EEG time domain and from 250 to 1750 ms in the IBI time domain. To assess the between-subject correlation of N300H and tryptophan level we extracted individual peak CECT-values in this time window (see Figure 1). To test for effects of feedback valence, separate CECTs were computed for positive and negative feedback and mean CECT-values in the previously specified time-window were tested against zero and compared between feedback types.
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Figure 1. Feedback-locked CECTs, IBI-traces and event-related potentials (ERP) at channel Cz following TRP+ (top) and TRP− (bottom). Blue indicates negative and red positive within-subject correlations averaged across subjects (range from r = −0.1 to r = +0.1). The red box illustrates the time window, which was used for correlation analyses and for analyses of feedback valence.



RESULTS

THE EFFECT OF ATD ON PLASMA TRYPTOPHAN LEVEL

As expected and as previously reported for the entire sample, the oral intake of the tryptophan-deficient amino-acid mixture reduced the levels of free tryptophan concentrations in blood plasma from M = 53 (SD = 6) at T0 (i.e., before the drink was taken) to M = 17 (SD = 8) at T5 (i.e., 5 h after the drink was taken just before the task began) (t(11) = 12.28, p < 0.001). In contrast, the ingestion of the nutritionally balanced mixture at the TRP+ session yielded an increase of plasma tryptophan levels from T0 (M = 50; SD = 14) to T5 (M = 105; SD = 41) (t(11) = 5.99, p < 0.001).

BEHAVIORAL PERFORMANCE

On average, participants had 112 correct responses, 40 under-estimations and 88 over-estimations of the 1 s epoch (the window was continuously adapted to provide about equal amounts of positive and negative feedback). There was no effect of ATD on the number of correct responses, under-estimations or over-estimations (ps > 0.5).

EVENT-RELATED POTENTIAL AND EVEN-RELATED CARDIAC RESPONSE

Feedback-evoked a P300-like deflection, which extended from 200 to 500 ms (peak at 360 ms, channel Cz) and a triphasic cardiac response (0–1000 ms: deceleration; 1000–2000 ms: acceleration; 2000–2500 ms: deceleration). ATD did not influence the P300 amplitude (p > 0.5), but reduced the cardiac response to feedback for bins 3, 4, and 5 (i.e., 500–1250 ms; p < 0.05). Effects of feedback-valence were not analyzed in the present report (see van der derVeen et al., 2008, for effects of feedback-valence).

CARDIO-ELECTROENCEPHALOGRAPHIC COVARIANCE TRACING

Effects of session on the overall CECT

A paired samples t-test comparing mean CECT-values (whole CECT epoch from 0 to 500 ms in the EEG and 0 to 2500 ms in the IBI time domain) between TRP+ and TRP− session indicated a significant effect of session for the overall CECT (t(11)= 3.26, p < 0.01).

Replication of N300H

Because ATD affected the overall CECT, separate CECTs for each session were tested for N300H. As shown in Figures 1 and 2 CECT-analyses for the TRP+ session revealed an N300H-like component that was negative and significantly different from zero (p < 0.05, two-sided, 19 adjacent time-bins). The peak average within-subject correlation within this cluster was at 280 ms in the EEG and at 1250–1500 ms in the IBI time domain (t(11) = −3.6, p < 0.005). There was also a slightly earlier portion of the EEG (150–180 ms) that showed a significant negative covariation with subsequent IBI values. It should be noted that the small sample size (and consequently limited statistical power) precluded application of a conservative Bonferroni-correction for 10 × 50 tests (resulting in α' = 0.0001), which might be considered appropriate in the light of the limited a priori knowledge about the timing of N300H in the present task (Mueller et al., 2010). The statistical power of such Bonferroni-corrected t-tests is < 0.09, which were (unsurprisingly) non-significant.
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Figure 2. Significant t-values for feedback-locked CECTs at channel Cz following placebo (left) or acute tryptophan depletion (right).T-values are thresholded with p < 0.05 (two sided). Any non-significant t-values are plotted in green color.



Of relevance, in the TRP− session an unexpected, temporally less specific positive association between feedback-evoked EEG and IBI values reached significance (ps < 0.05). As shown in Figures 1 and 2, a negative N300H like component could not be observed following ATD (all ps > 0.05).

Effects of feedback valence and ATD on N300H

Mean N300H values in the time window from 150 to 300 ms in the EEG time domain and from 250 to 1750 ms in the EEG time domain were significantly different from zero for positive (t(11) = 2.23, p < 0.05) and negative (t(11) = 2.50, p < 0.031) feedback in the TRP+ but not TRP− condition (ps >0.09, two-sided). A TRP × Feedback-Valence ANOVA yielded a main effect for TRP (F(1, 12) = 12.6, p < 0.005), confirming the findings for the valence-independent CECTs reported above. There was also a trend for a TRP × Valence interaction F(1, 12) = 3.5, p < 0.09, indicating that N300H to negative feedback tended to be less affected by ATD than N300H to positive feedback. Consistent with Mueller et al. (2010), there was no main effect of feedback valence on N300H.

Correlations between plasma tryptophan level and N300H

In addition to these group effects, we examined the association between plasma tryptophan level and N300H aiming to probe whether interindividual variations of tryptophan level are also related to N300H. The tryptophan level was measured at two occasions (T0 and T5) on each day (TRP+ and TRP−). Overall, the T0 tryptophan level at the TRP+ day was correlated with the T5 tryptophan level at TRP+ day (r = 0.74, p < 0.005, one-sided) and T0 tryptophan level at TRP− day (r = 0.54, p < 0.05, one-sided), indicating that interindividual differences in the tryptophan level were reliably measured and relatively stable over time, although the average tryptophan level was elevated by the nutritionally balanced drink as reported above. Importantly, the tryptophan level at TRP+ day (averaged across T0 and T5) was significantly correlated with N300H at the TRP+ day (r = −0.68, p < 0.05, Figure 3). Consistent with the experimental findings, the direction of these correlations indicates that a reduced level of plasma tryptophan predicted lower (i.e., less negative) N300H. As reported above at T5 of the TRP− day, plasma tryptophan levels were severely reduced. These reduced tryptophan levels were not significantly associated with the (attenuated) N300H in that session (p > 0.4, Figure 3), possibly due to blunted between-subject variation after TRP− (SD = 8 μMol/l) vs. TRP+ (SD = 41 μMol/l). Together, these correlative findings indicate that baseline variations of plasma tryptophan levels are also related to N300H.
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Figure 3. Relationship between plasma tryptophan level and cortico-cardiac connectivity as indicated by peak N300H amplitude under placebo and acute tryptohan depletion (ATD).



CONTROL ANALYSIS

To rule out the alternative explanation that ATD reduced cortico-cardiac within-subject correlations by affecting trial-to-trial variation of cardiac responses we tested whether there was a difference in the cross-trial variance of feedback-locked IBI (from 250 to 1750 ms) between TRP+ and TRP−. However, this was not the case (p > 0.5).

DISCUSSION

The goal of the present study was to test whether a manipulation of central 5-HT would influence cortico-cardiac connectivity evoked by feedback stimuli. Central 5-HT was manipulated through administration of drinks that either contained no tryptophan (TRP−), serving to deplete this precursor of 5-HT synthesis, or elevated tryptophan levels (TRP+) in two separate sessions (double-blind cross-over design). Five hours later, when plasma levels of tryptophan were reduced in the TRP− vs. TRP+ session, participants conducted a time estimation task in which feedback was given after each trial. To measure cortico-cardiac connectivity, CECT-analyses were conducted, in which feedback-evoked-changes in single-trial EEG magnitudes are systematically correlated with time-lagged feedback-evoked changes in heart period. Importantly, overall CECTs were significantly different between the TRP+ and TRP− session. In the TRP+ session, we replicated a previously reported phenomenon (N300H), indicating a significant coupling between centromedial EEG magnitude about 300 ms after feedback presentation and subsequent accelerations of heart rate (i.e., smaller IBIs). Of particular relevance, N300H was absent following TRP−, indicating that a pharmacological downregulation of 5-HT synthesis attenuated the negative covariation of feedback-evoked EEG and heart period changes or even induced a positive covariation (as indicated by the red spots in Figures 1 and 2). Moreover, interindividual differences in plasma tryptophan levels at the TRP+ session were correlated with N300H values measured in the same session. Together these findings provide converging evidence that tryptophan plays a role in the covariation of cortical and cardiac feedback-related activity as indicated by N300H. One possible interpretation of these preliminary findings is that 5-HT is crucial for transmitting feedback-related information from the brain to the viscera.

As outlined in Figure 4 cortico-cardiac coupling following feedback presumably involves several structures, which may communicate in parallel and bidirectionally. The cortical processing of feedback includes the anterior (mid−) cingulate cortex and the insulae (Ullsperger and von Cramon, 2003), two highly relevant regions for central autonomic control (Benarroch, 1997; Gianaros et al., 2004; Critchley, 2005). Via projections to key regions in midbrain and pons these feedback-relevant structures can indirectly modulate input to the nucleus tractus solitarus in the dorsal medulla and the nucleus ambiguous [path (a) and (b)], where cell bodies of the myelinated cardiac vagal preganglionic neurons [path (c)] are located (Benarroch, 1997; Jordan, 2005). Accordingly, feedback-related information can be transmitted relatively quickly from the prefrontral cortex (where stimulus valence of rather abstract stimuli can be assessed) to the heart (where modulations may prepare subsequent alterations of behavior).
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Figure 4. Hypothetical pathway for abstract feedback stimuli to trigger vagally mediated cardiac reactions, (adapted from Jordan, 2005; Thayer and Lane, 2007). After sensory processing feedback properties are analyzed in cortical structures including the anterior cingulate cortex (ACC), the insula and the amygdala. Relevant information is transmitted to the periaqueductal gray in the midbrain and to parabrachial region in the pons (a). From there medullar regions including the nucleus tractus solitarius, the nucleus ambiguous (nA) and dorsal vagal nucleus (DVN) can be activated (b). Myelinated cardiac preganglionic vagal neurons, which have a high density of 5-HT receptors, have their cell-bodies in the nA and modulate heart rate by projecting to the sinoatrial node (c).



In the present study CECTs indicated a covariation of feedback-evoked single-trial EEG at 300 ms and changes in IBI from 250 to 1750 ms in the TRP+ session (N300H). Because the EEG in the TRP+ session thus correlated with an earlier proportion of IBI than in the Mueller et al. (2010) study (3000–4000 ms) and because a different paradigm was used in the two studies, it is possible that this cortico-cardiac covariation reflects a different phenomenon than N300H in the Mueller et al. (2010) study. It could be hypothesized, that tasks with short intertrial intervals and/or tasks where feedback crucially depends on participants' performance (like in the current study) trigger earlier neurogenic accelerations of heart period (as observed in the event-related cardiac responses of the current vs. Mueller et al., 2010 study) and thus earlier cortico-cardiac correlation patterns. However, there are several similarities between the N300H in the current study and N300H in the Mueller et al study, such as latency in the EEG domain (300 ms), peak localization (centromedial electrodes) and polarity of the correlation (negative). Nevertheless, future studies are needed to clarify whether the effects of ATD reported here generalize to N300H evoked by other tasks.

CECTs provide a method to measure cortico-cardiac coupling with higher temporal precision than neuroimaging-based approaches. However, when interpreting the latencies of N300H in the present study, it should be considered, that IBI values only change with every heartbeat, and that an IBI value at a given time (e.g., at 250 ms) is determined by the latency of the subsequent heart beat (which may occur several 100 ms later). Thus, the temporal resolution in the IBI domain is somewhat blurred. Nevertheless, under the assumption that N300H is driven by the combined paths (a), (b), and (c), the present findings indicate that it took less than 1500 ms (i.e., 1750 ms minus 300 ms) for the feedback signal to be transmitted from the cortex to the heart (or alternatively, to be simultaneously transmitted from a third region to the cortex and the heart). Thus, the cortical response 300 ms after a given feedback stimulus predicts how much the heart accelerates about one to two beats later.

As outlined in the introduction the N300H and the P300 event-related potential show overlap with regard to latency and scalp topography. However, it should be emphasized that they are not the same phenomenon. The P300 reflects the averaged summed electrophysiological activity of several brain structures that become active around 300ms after stimulus presentation (Soltani and Knight, 2000). The scalp P300, therefore, reflects a mixture (Makeig et al., 2002; Polich, 2007), which has previously been linked to a variety of phenomena including autonomous reactions, stimulus probability, motivational significance, attention, and task performance (Duncan-Johnson and Donchin, 1977; Isreal et al., 1980; Donchin et al., 1984; Li et al., 2009; Nieuwenhuis et al., 2011). In contrast, the N300H only reflects a highly specific portion of variance of EEG 300 ms after a feedback stimulus: that portion that is shared with variance of beat-to-beat intervals hundreds of ms later. Accordingly, N300H shows a distinct topography and latency (Mueller et al., 2010) and may be more differentially sensitive to manipulations of neurotransmitter systems than the overall P300 event-related potential.

In the present study, we were predominantly interested in the effect of 5-HT on cortico-cardiac connectivity in feedback processing. Following TRP− vs. TRP+, we found relatively lower N300H, which explains the previously reported finding in the same data, namely that ATD had no effect on cortical feedback-related signatures but attenuated the cardiac concomitants of feedback processing. These findings are consistent with a predominant role of 5-HT for path (c), which has been demonstrated in studies with cats and rats before (Jordan, 2005). However, given the widespread distribution of 5-HT in the human brain (Cools et al., 2008), future studies are necessary to further specify the particular path(s) that involves 5-HT for transmitting feedback-related information from the brain to the heart. Obviously, 5-HT may not be the only monoaminergic transmitter-system involved. Dopamine influences how errors (i.e., internal performance feedback) are processed at cortical sites such as the anterior (mid-) cingulate cortex and the effect of dopamine at these sites may be further modulated by 5-HT (Mueller et al., 2011). Moreover, widespread noradrenaline release triggered at the Locus Ceruleus following relevant stimuli such as feedback may lead to parallel modulations of P300-like amplitudes [i.e., upward arrow (a)] and visceral reactions [downward arrow (b)] and thereby induce or amplify a N300H like covariation of P300 and cardiac acceleration (Nieuwenhuis et al., 2011). As a consequence we suggest that the monoaminergic mechanisms underlying N300H are investigated in future studies by also using catecholaminergic challenge tests and/or molecular genetic assessments. In this regard, two particularly promising candidate genes are the widely studied COMT Val158Met polymorphism and a recently reported polymorphism in the promoter region of the norepinephrine transporter gene (Kim et al., 2006), both of which have previously been linked to P300 amplitude (Gallinat et al., 2003) and latency (Enge et al., 2011), respectively.

In the TRP+ session, the tryptophan level predicted the amplitude of N300H. Individuals with higher plasma tryptophan levels, possibly associated with higher levels of 5-HT, showed a stronger covariation of cortical and cardiac activity after feedback stimuli. Accordingly, individual differences in cortico-cardiac connectivity may be biologically linked to 5-HT. Interestingly, both, 5-HT and cortico-cardiac connectivity may be of high relevance for individual differences in trait anxiety. For example, the short allele of the 5-HT transporter polymorphism (5-HTTLPR) predicts high levels of extracellular 5-HT and is associated with elevated risk for high trait anxiety and negative emotionality (Lesch et al., 1996; Sen et al., 2004), particularly in individuals who were previously exposed to adverse life events (Karg et al., 2011). Individuals who show stronger visceral reactions to cortically processed (feedback) information may also experience increased subjective anxiety more often, given that interoception of peripheral reactions (i.e., awareness of increased heart rate) may increase subjective anxiety (Paulus and Stein, 2006). Together, this raises the question, whether genetically driven differences in 5-HT activity may be linked to anxiety by modulating how potentially threatening information such as (negative) external feedback is transmitted from the brain to the viscera. Future studies examining serotoninergic polymorphisms, trait anxiety and N300H like phenomena using large samples will be needed to address this hypothesis, which emerges from the present findings. Because gender is known to influence serotoninergic neurotransmission (Jovanovic et al., 2008), negative emotionality and vagal reactivity (Thayer et al., 1998), such studies should either focus on one gender (as in the present study) or—if sample sizes are sufficiently large—explicitly include gender as an independent variable.

It is worth noting, that the effects of ATD on evoked cardiac response are significant for the initial deceleratory (0–1250 ms) but not for the acceleratory phase, while the N300H, which is also affected by ATD, suggests an association between EEG and heart period from 250 to 1750 ms. At the moment, detailed mechanistic explanations for this dissociation between evoked IBI and CECTs would be speculative. However, it should be noted, that cardiac responses are influenced by a variety of more or less opposing processes, which may occur in parallel. Accordingly, the observed cardiac response pattern (deceleration—acceleration—deceleration) may reflect the overall net effect of several (cortical and non-cortical) processes while the CECT only captures heart period fluctuations that covary with feedback-evoked cortical activity. The present N300H findings indicate that increased (positive) EEG around 300 ms covaries with a relative cardiac acceleration from 250 to 1750 ms after TRP+ and that this covariation is lower or even reversed after TRP−. At which latency and to which degree this relative cardiac acceleration contributes to the net evoked IBI is a different question, which should be addressed in future studies.

Consistent with the assumption of parallel partially opposing brain-heart processes there appeared to be a positive correlation between feedback-evoked EEG and IBI in the TRP− session. Unlike the N300H, this association did not show a precise temporal or spatial localization, although the largest correlation cluster at Cz appeared from 300 to 400 ms. One could speculate, that while earlier feedback-evoked centromedial brain activity (i.e., 200–300 ms) is linked to cardiac acceleration, for example to prepare the organism for subsequent actions, more widespread brain activity with a later onset is linked to cardiac deceleration, possibly associated with information intake. If 5-HT differently contributes to these cortico-cardiac processes the polarity of the net CECT could be modulated by ATD as in the present study. However, it should be emphasized that this cortico-cardiac covariation in the TRP− session was unexpected with regard to polarity, spatial, and temporal localization. The current interpretations thus remain speculative until this pattern is replicated in a larger independent sample.

Two limitations deserve attention. First of all, the present study investigated a relatively small sample. Thus, although an N300H-like phenomenon was detected after TRP+, this component was not significantly different from zero after rigorously controlling for n = 500 computed t-tests and applying a conservative significance level of α = 0.0001. To investigate the effect of TRP+ vs. TRP− however, the use of a cross-over design, allowed us to test substantially smaller samples than would be needed to achieve a comparable power with a between-subjects design. Moreover, the detected effects were relatively large and reached statistical significance at an uncorrected level (p < 0.005) despite the small sample. However, future studies using experimental manipulations of 5-HT with larger samples and other methods (e.g., using selective 5-HT reuptake inhibitors or molecular genetics) in combination with the CECT approach could further strengthen the present findings. As a second limitation, CECTs that were computed separately for positive and negative feedback stimuli may not have had enough trials for reliable within subject correlations. Because single-trial EEG and single-trial IBI show high levels of noise and non-specific fluctuations, respectively, individual CECT-correlations are typically relatively small (r < 0.2) and need a large number of trials to be reliable. Due to the small sample size and the relatively small number of feedback-specific trials, effects of feedback valence or interactions of feedback valence and ATD may not have had enough statistical power to reach significance in the present study. Although the lack of a main effect of feedback valence on N300H is consistent with Mueller et al. (2010), interactions of feedback valence and 5-HT cannot be ruled out with the present findings. Particularly, the role of 5-HT in cortico-cardiac processing of negative feedback could be relevant in the abovementioned context of anxiety, which could be more closely investigated in future studies.

Despite these limitations, we showed for the first time, that the covariation of cortical and cardiac activity following external feedback presentation in humans is affected by plasma tryptophan availability, which determines the rate of central 5-HT synthesis. Our findings thereby provide indirect evidence that 5-HT is of relevance for the interaction between the brain and the heart following feedback presentation.
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Becoming aware of errors that one has committed might be crucial for strategic behavioral and neuronal adjustments to avoid similar errors in the future. This review addresses conscious error perception (“error awareness”) in healthy subjects as well as the relationship between error awareness and neurological and psychiatric diseases. We first discuss the main findings on error awareness in healthy subjects. A brain region, that appears consistently involved in error awareness processes, is the insula, which also provides a link to the clinical conditions reviewed here. Then we focus on a neurological condition whose core element is an impaired awareness for neurological consequences of a disease: anosognosia for hemiplegia (AHP). The insular cortex has been implicated in both error awareness and AHP, with anterior insular regions being involved in conscious error processing and more posterior areas being related to AHP. In addition to cytoarchitectonic and connectivity data, this reflects a functional and structural gradient within the insula from anterior to posterior. Furthermore, studies dealing with error awareness and lack of insight in a number of psychiatric diseases are reported. Especially in schizophrenia, attention-deficit hyperactivity disorder, (ADHD) and autism spectrum disorders (ASD) the performance monitoring system seems impaired, thus conscious error perception might be altered.
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INTRODUCTION

For daily life it is important that we become aware of the consequences of our actions, of failures and limitations that force us to change our behavior and strategies. In clinical settings, reduced conscious perception of errors has been associated with poor insight in consequences of neurological conditions (O'Keeffe et al., 2004). Whereas it is still unclear whether conscious perception of errors is a necessary prerequisite for all kinds of post-error adjustment (cf. Danielmeier and Ullsperger, 2011), in situations when several people work together it certainly is, because only after conscious detection and appreciation of an error it can be communicated to others and appropriate measures can be taken. This review deals with brain areas that have been shown to play a role in conscious error detection (or “error awareness”) in functional magnetic resonance imaging (fMRI) or patient studies. Additionally, electrophysiological studies addressing error awareness and their functional and clinical relevance will be discussed.

Relevant brain areas in the context of error awareness are the posterior medial frontal cortex (pMFC), the thalamus and, as we want to argue in the course of this review, most important, the anterior insula. The insula seems to be crucial for error awareness, because fMRI studies revealed that the insula is consistently activated for consciously perceived errors compared to unperceived errors (Klein et al., 2007a; Hester et al., 2009). Recently, the insula has been suggested to be of relevance for interoception (Craig, 2009, 2011). On the one hand, interoception might contribute to conscious error detection processes, because errors elicit a number of autonomic responses, e.g., changes in heart rate (Wessel et al., 2011) and skin conductance responses (O'Connell et al., 2007), that could potentially be detected by the (anterior) insula. On the other hand, lesions in more posterior regions of the insula have been associated with anosognosia for hemiplegia (AHP, Karnath et al., 2005). AHP describes the unawareness of motor deficits that are related to hemiplegia. Vocat and Vuilleumier (2010) proposed that anosognosia is a multi-componential disorder affecting bodily awareness (amongst other things), or in other words, affecting interoception. Thus, both error awareness and AHP might be linked through interoception or the proper integration of interoception and exteroception. The potential relationship between error awareness and AHP has already been discussed by Vocat and Vuilleumier (2010). Since error awareness processes have been located in the inferior anterior part of the insula, and AHP can be observed after lesions in more posterior parts of the insula, we propose that there is a functional gradient in the insula from anterior to posterior that reflects different aspects of interoception. A similar gradient has also been observed in cytoarchitectonics and structural as well as functional connectivity analyses of the insular cortex. In this review we want to argue that the insular cortex, due to its cytoarchitectonic layout and its functional as well as structural connectivity, is perfectly suited to play a key role in error awareness. The processing of interoceptive information might deliver information that supports error awareness. The recently proposed role of the insula as a relay station regulating interactions between brain networks involved in external attention and interoceptive cognition (Menon and Uddin, 2010) fits well with the proposed role of the insula in error awareness. Interoceptive information supports error awareness, which in turn might lead to an orienting reaction to the now salient external event.

In the following, we will start with a brief overview over the research on error awareness and its electrophysiological correlates. Then, we will report the neuroanatomical and neurochemical basis of error awareness, with a special focus on the insular cortex. The insular focus and the concept of interoception will lead to a brief discussion on AHP. To complete the picture on error awareness, we selectively report findings on those psychiatric disorders where (a) structural or functional changes in the insula have been reported (among other changes in various brain areas), and (b) electrophysiological studies on error processing exist that suggest an impairment in error awareness.

Error awareness describes the ability to consciously perceive one's own mistakes. A mistake is the failure to achieve the intended goal of an action. Current views suggest that error awareness can be explained by an accumulating evidence account (Ullsperger et al., 2010; Vocat and Vuilleumier, 2010; Wessel et al., 2011; Wessel, 2012). This account describes the accumulation of evidence for an error from very different sources, e.g., pMFC activity, proprioceptive and other sensory input that deviates from expectation, and/or changes in the autonomic nervous system. Thus, each event is evaluated as to whether it indicates or predicts an action outcome that is different (worse) than intended. For example, a deviation of the motor efference copy and/or the proprioceptive and sensory feedback from predictions made in forward models of the action (Desmurget and Grafton, 2000) can indicate that the entire action is going to fail. Later, the observation of the outcome itself deviating from the goal provides additional evidence for the mistake. Moreover, when two alternative response tendencies compete, the resulting response conflict has been suggested to provide evidence for the error (Yeung et al., 2004). These pieces of evidence, which by themselves can be expressed as deviations from predictions (prediction errors), accumulate during and after the action. Evidence accumulation can start as early as the action is initiated, but the point of awareness can be temporally detached from the actual error (e.g., in underdetermined responding, error awareness can only occur after external feedback). Vocat and Vuilleumier (2010) suggest a comparable mechanism, for explicit awareness of motor impairments, i.e., the integration of information from different channels.

It should be noted that the evidence accumulation account outlined above is compatible with predictive coding accounts of awareness and motor action control (e.g., Friston et al., 2010; Seth et al., 2011). Whether error awareness itself is a product of another higher-level predictive-coding mechanism that, for example, compares the predicted task performance with the accumulating prediction error evidence remains to be investigated.

Reduced error awareness can occur under normal as well as pathological conditions. One major determinant may be the type of error that is committed. Depending on the complexity of the task, the level of processing and the information available, different error types can be detected with different reliability (Reason, 1990). During action slips and lapses that occur during skill-based, routine behavior usually all information to detect the error is available such that almost all errors are consciously perceived. For example, in speeded choice reaction time tasks, such as the Eriksen Flanker task, where subjects have to respond to a centrally presented target stimulus and ignore (conflicting) stimuli next to the target, usually 90% or more errors are detected by healthy participants (Ullsperger and Von Cramon, 2006; Seifert et al., 2011). In contrast, mistakes of planning or judgment during rule-based or knowledge-based behavior are less easy to detect (Reason, 1990). Particularly, if errors result from failures of interpretation and comprehension of the current task situation, they are often performed with high confidence and are therefore often missed. In underdetermined, overwhelmingly complex situations, participants have a low confidence in their responses, but without feedback they are unable to determine whether their response was correct or erroneous. Errors can also result from insufficient perceptual information, for instance, when stimuli are degraded or masked. In this case, the necessary sensory information for performance monitoring processes is missing, so that errors cannot be noticed. If errors result from general decreases of arousal and a disengagement from the task (Eichele et al., 2008), their likelihood to be consciously perceived can be expected to decrease. This may be particularly true for errors that occur after sleep deprivation (Scheffers et al., 1999; Chee et al., 2008), but this hypothesis still needs to be tested. Indeed Shalgi et al. (2007) were able to show that greater task monotony (presumably via reduced arousal) reduces the number of errors that are consciously perceived. Finally errors can result from failures in the processing of the perceptual properties of the stimulus (see also section “Experimental Paradigms to Investigate Error Awareness”).

Usually, error awareness has been studied by asking participants whether they noticed having made a mistake, since it has been unclear whether error awareness can be quantified reliably in a more direct and objective way, i.e., without asking participants after every trial. However, recent studies suggest that the amplitude of the error positivity (Pe) might be a good quantitative correlate of error awareness (Murphy et al., 2012; see below), particularly when quantified in single trials and/or time-locked to the error-signaling response (see below), since the Pe seems to be linked to the time when the subject presses the error-signaling button.

Often, participants are asked to signal any encountered error by pressing an “error signaling button” (Rabbitt, 1968). This procedure may, however, induce some response bias, because for responses considered correct no motor response is needed. Furthermore, short inter-trial intervals may prevent participants from signaling errors despite being aware of them. A number of studies therefore explicitly asked participants after each trial, whether they deemed the preceding behavior correct or incorrect (Endrass et al., 2007; Klein et al., 2007a; Logan and Crump, 2010; Wessel et al., 2011).

EXPERIMENTAL PARADIGMS TO INVESTIGATE ERROR AWARENESS

Three kinds of tasks have been used to study error awareness. As discussed in Ullsperger et al. (2010), they appear to interfere with the accumulation of error evidence at different stages, thereby resulting in a sufficient number of errors that remain unconscious. (1) When the detection of stimuli is rendered increasingly difficult, for example by degrading visibility (Scheffers and Coles, 2000) or metacontrast masking (Maier et al., 2008; Cohen et al., 2009; Steinhauser and Yeung, 2010), participants not only make more errors, they are also less certain about their performance and miss a number of mistakes. (2) Oculomotor tasks, such as the antisaccade task, have been very successful in inducing unperceived errors (Nieuwenhuis et al., 2001; Endrass et al., 2007; Klein et al., 2007a; Wessel et al., 2011). It appears that error evidence from proprioception and sensory (visual) input is rather weak for short and immediately corrected prosaccades, such that they are easily overlooked (Ullsperger et al., 2010). (3) In complex task sets consisting of a number of competing and constantly to-be-monitored rules, some rule representation may be dominant and others only weakly represented. Errors related to one rule may then remain undetected more frequently. This principle has been successfully applied in a number of studies using a Go/NoGo task with two different NoGo conditions (Hester et al., 2005; O'Connell et al., 2007). The typical error awareness task in these studies consisted of color words printed in congruent or incongruent ink (as in a Stroop task). The majority of stimuli were congruent words, serving as signal for a Go response. In contrast, when incongruent stimuli appeared (rule 1) or a color word was repeated in two successive trials (rule 2), subjects had to withhold their response (NoGo). Continuously monitoring both congruency and repetitions appears to be difficult and leads to many NoGo errors that subjects are not aware of.

ELECTROPHYSIOLOGICAL CORRELATES OF ERROR AWARENESS

Performance monitoring is associated with a number of neural correlates that appear to be differentially modulated by conscious error perception. Based on early findings in antisaccade tasks (Nieuwenhuis et al., 2001; Klein et al., 2007a) and the Go/NoGo “error awareness task” (O'Connell et al., 2007) it was assumed for a long time that the error-related negativity (ERN) (Falkenstein et al., 1990; Gehring et al., 1993), a frontocentral event-related potential occurring shortly after erroneous button presses in speeded choice reaction time tasks, was present on all error trials and unaffected by conscious error perception. In contrast, the later and more posterior Pe (Falkenstein et al., 1990) was present only when errors were perceived consciously (Nieuwenhuis et al., 2001; Endrass et al., 2007). Similarly, neuroimaging studies seemed to suggest that the pMFC, the putative generator of the ERN, was active on both reported and unreported errors, whereas the anterior insula was specifically modulated by error awareness (Ullsperger et al., 2010).

However, a recent study using an antisaccade task (Wessel et al., 2011) as well as studies using degraded or masked stimuli (Scheffers and Coles, 2000; Steinhauser and Yeung, 2010) showed that the ERN may co-vary with error awareness as well. Smaller ERN amplitudes are associated with a lower likelihood to consciously perceive the error. Shalgi and Deouell (2012) were able to show that the amplitude of the ERN is related to error awareness and that it co-varies with the individual confidence with which an answer was made (higher amplitude in aware errors for confident subjects). In line with this, more recent fMRI studies reported greater pMFC activity in aware compared to unaware errors (Hester et al., 2009, 2012; Orr and Hester, 2012; see also “Posterior Medial Frontal Cortex”). Current views suggest that the ERN (and feedback-related negativity, FRN) reflects the processing of single pieces of objective evidence for an error (or other events requiring adaptation). For example, when stimulus-induced evidence is low, the ERN amplitude is low (Scheffers and Coles, 2000). In a flanker task study with response feedback, in most trials feedback is redundant and not associated with an additional negativity (De Bruijn et al., 2004; Gentsch et al., 2009). When, for any reason on some trials efference copy or perceptual information available at the time of the response was reduced (behaviorally reflected in prolonged remedial action times), not only the ERN was reduced in amplitude but also an FRN appeared in the same trial (Gentsch et al., 2009). Thus, the additional feedback information was used to disambiguate the situation. In such trials, two small pieces of evidence for an error occurred in short succession and were both reflected in medial frontal negativities, namely the (reduced) ERN and (increased) FRN. This is compatible with the view that error evidence accumulates with new incoming information related to action outcome. When sufficient evidence has accumulated, this may be the basis of error awareness. In contrast to the ERN, the Pe reflects the subjective (accumulated) evidence associated with conscious awareness (cf. Wessel, 2012). A recent study suggests that the Pe amplitude and latency correlates with the subject's indication of error awareness and predicts reliably whether an error would be consciously perceived or not (Murphy et al., 2012). Thus, the Pe appears to be a good measure of error awareness. Murphy et al. (2012), however, suggest investigating the Pe locked to the error-signaling response and not time-locked to the response. This should make clear that a reduced amplitude is really due to diminished awareness and not to for example a higher variability in the latency of error awareness.

FUNCTIONS OF THE INSULAR CORTEX

Several reviews about the functional neuroanatomy of the insula have been published recently (Kurth et al., 2010; Menon and Uddin, 2010; Cauda et al., 2011; Kelly et al., 2012). Therefore, we only want to give a brief overview over functions that have been associated with this brain area (see Figure 1). In line with the cytoarchitechtonic gradient in the insula (Mesulam and Mufson, 1982a; see below)—from agranular cortex in the (inferior) anterior part to dysgranular cortex in the middle part to granular cortex in the posterior part —Cauda et al. (2011) reported two overlapping functional networks, an attention-related network anterior, and a sensorimotor network posterior, with a large overlap of both networks in mid-insula areas. By means of a meta-analysis of functional neuroimaging data, Kurth et al. (2010) found four distinct functional regions within the insula. They described the inferior anterior part of the insula in terms of social-emotional processes, the superior anterior part in relation to cognitive processes, a chemical sensory area in the middle part and a sensorimotor area in the posterior part, with considerable overlap between functional areas especially in the middle part of the insula. Based on resting state data, Kelly et al. (2012) reported up to nine different functional clusters within the insula, also with considerable overlap between these clusters. In agreement with other studies, they found cognitive and attentional processes to be located in more anterior parts, emotional aspects in inferior parts, and sensorimotor and interoceptive processes in posterior parts. Additionally, Mutschler et al. (2009) reported consistent activation of the inferior anterior insula in relation to peripheral physiological changes. As reviewed already by Augustine (1996), the insula is engaged in a wide variety of functions, such as visceral sensory and motor processes, vestibular processes, limbic integration, motor association, and language-related auditory processing. In the last decade, the role of the insula in interoception has been emphasized, as well as its role in emotional and interoceptive awareness or awareness in general (Critchley et al., 2004; Craig, 2011; Simmons et al., 2012). Recently, it has been suggested that the right fronto-insular cortex plays a crucial role in switching activity between different functional networks, especially the default mode and an executive network (Sridharan et al., 2008), or that the anterior insula is involved in detecting novel salient stimuli in different modalities (Menon and Uddin, 2010). This last hypothesis is in agreement with the suggestion that the anterior insular cortex (AIC) is part of a salience network, consisting of the AIC, the anterior cingulate cortex, the amygdala, and the inferior frontal gyrus (IFG) (Seth et al., 2011). The notion that the AIC belongs to a salience network fits well with observations that the AIC plays a crucial role in error awareness (e.g., Klein et al., 2007a; see below), because consciously perceived errors are obviously salient events, whereas unnoticed errors are not. Furthermore, there are strong intra-insular connections (Augustine, 1996; Kurth et al., 2010), suggesting that posterior parts might feed information into the salience network located in AIC. An interruption of this process due to lesions within the insula might result in a mismatch in bodily or sensorimotor perceptions. Especially the awareness for limb functioning and the sense for limb ownership seem to require intact insular functions. As pointed out by Karnath et al. (Karnath et al., 2005; Baier and Karnath, 2008; Karnath and Baier, 2010), especially the right posterior insular was repeatedly found in lesion analysis studies with stroke patients to be a central element in the process of interoceptive awareness necessary for intact sense of limb functioning and limb ownership. Berti et al. (2005) also report that, besides lesions in motor and premotor areas, lesions to prefrontal areas like BA 46 and the insula are differentially involved in AHP as well (but less frequent). More recently, however, Vocat et al. (2010) reported lesions to the anterior insula as being crucial for AHP especially during the hyperacute (three days post insult) phase.
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Figure 1. Cytoarchitectonic, structural connectivity, and functional maps of the human insula. (A) Cytoarchitectonic gradient from agranular cortex in the anterior inferior insula via dysgranular cortex to granular cortex in the posterior part of the insula. (B) Structural connectivity gradient in the insula according to Cerliani et al. (2012). Unlike in other brain areas (e.g., premotor cortex), they did not find any clear border between insula regions based on the structural connectivity profile; instead, they reported a gradual change in connectivity patterns from anterior to posterior insular areas. (C) Cytoarchitectonic map adapted from Von Economo and Koskinas (1925). They did not find any agranular areas within the insula (except from a fronto-insular region anterior to what is shown here), but a less granulated area “Insula A1” and stronger granulated areas more posterior. Note, that they explicitly report a transition area “Insula AB” between anterior and posterior insular regions. (D) Functional areas of the insula according to Deen et al. (2011). (E) Functional differentiation of the insula according to Cauda et al. (2011). Note, that they report a transition area between the anterior and the posterior part. (F) Functional areas in the insula according to Kurth et al. (2010). They reported four different areas, also with a clear overlap in the middle aspects of the insula.



NEUROANATOMICAL BASIS OF ERROR AWARENESS

A few brain areas have been associated with conscious error perception. Most studies suggest that the anterior insula is crucial for error awareness. Besides the insula, the pMFC (comprising the pre-supplementary motor area and an area that is equivalent to the ACC in monkeys, i.e., the anterior mid-cingulate cortex, aMCC; cf. Vogt, 2005), and the thalamus might be important for error awareness. In the majority of studies reporting insula activations, the aMCC is co-activated with the insula (cf. Craig, 2009). In the following, insula anatomy and connectivity will be described briefly. Then, we will report studies providing evidence that the anterior insula, the thalamus, and the pMFC are crucial for conscious error perception.

INSULA: STRUCTURE AND CONNECTIVITY

The anterior inferior part of the human insula consists of agranular cortex. Specific cytoarchitectonic areas of the insula are preferentially connected to cytoarchitectonically similar areas in other parts of the brain (Mesulam and Mufson, 1982b; Mufson and Mesulam, 1982), that is, agranular areas are predominantly connected to other agranular cortical areas, e.g., the anterior cingulate cortex. Cytoarchitectonically, there is a gradient from agranular cortex, located in the anterior insula, to dysgranular cortex located in the middle part of the insula and to granular cortex in the posterior insula (see Figure 1). However, Von Economo and Koskinas (1925) doubted that there are agranular areas in the insula (except of a fronto-insular transition area at the anterior border of the insula), but their data also suggest the presence of a cytoarchitectonic gradient from dysgranular cortex in the superior anterior insula to granular cortex in posterior insula regions.

The von Economo neurons (VENs) have been found in both the anterior cingulate cortex and the frontal insular cortex in humans and great apes (Von Economo, 1926; Allman et al., 2010; Seeley et al., 2012), and recently also in macaque monkeys (Evrard et al., 2012). They appear to be projection neurons and most likely project to the frontal pole, other frontal, and insular areas, the septum, and the amygdala (Allman et al., 2010). Allman et al. (2010) found that the protein, which is encoded by the DISC1 gene (disrupted in schizophrenia), is preferentially expressed in VENs, thereby relating these neurons to a genetic basis of schizophrenia.

In macaque monkeys the insular cortex is characterized by widespread anatomical connections (for an overview see Cerliani et al., 2012), among them projections to autonomic nuclei in the brainstem and several thalamic nuclei. Cerliani et al. (2012) investigated white matter connections of the insula cortex in humans by using diffusion-weighted imaging (DWI). This type of connectivity data can be used to parcellate brain regions according to their connectivity profile. Usually, at the border between two functionally different regions, a clear change in the connectivity profile can be observed. However, Cerliani et al. (2012) reported that this connectivity-based parcellation did not yield reliable, clearly distinguishable subregions for the insula, since they did not find any of these abrupt changes in the connectivity profile of the insula. The authors instead argue that their connectivity data suggest a gradient in connectivity profiles from the anterior to posterior insula, which show a large overlap in their connectivity profile without any distinct borders. According to their results, the anterior (agranular) part of the insula is mainly connected to the orbitofrontal cortex, the amygdala, and the rostral part of the IFG, whereas the posterior (granular) part of the insula is connected to parietal and posterior temporal areas, caudal parts of the IFG, and the lateral premotor cortex. The dysgranular insular cortex in between shows some overlap in the connectivity pattern with both the anterior and posterior insula. While the anterior dysgranular areas are more similar to the connectivity pattern of the agranular insula, the posterior dysgranular areas are more similar to the connectivity pattern of the granular insula. Thus, in line with the cytoarchitectonic gradient from agranular to granular cortex, there also is a connectivity gradient from anterior to posterior in the insula without any distinct borders that could potentially have been defined based on abrupt changes in connectivity (Cerliani et al., 2012). However, one limitation of this study is that only brain areas, that are part of the probabilistic cytoarchitectonic map from Juelich (cf. Cerliani et al., 2012 for a complete overview of used maps), have been included as potential target areas. Therefore, some brain areas, such as the aMCC, that are connected to the insula in rhesus monkeys (Morecraft et al., 2012), but which are not yet included in these maps, could not be found as projection targets of the insula. The large diversity of insula connections makes this brain area well suited for the integration of external signals with interoception (Seth et al., 2011).

Cauda et al. (2011) used resting state fMRI measures to identify functional networks of the insula. They found an anterior and a posterior network in the insula and a transition area in between, thus, corroborating the insular gradient in the cytoarchitectonic data and the DWI study by Cerliani et al. (2012). The anterior insula was functionally connected to the rostral ACC, middle and inferior lateral frontal cortex and temporoparietal areas. The posterior insula was part of a network consisting of the superior posterior cingulate cortex, motor areas (including pre-SMA and premotor cortex), somatosensory areas, temporal cortex, and parts of the occipital lobe. The authors described the anterior insular network as “attention network” and the posterior insular network as “sensorimotor network.”

Deen et al. (2011) divided the insula in 3 subregions based on functional connectivity measures: an anterior inferior part, an anterior superior part, and a posterior part. The inferior part of the anterior insula was most strongly connected to the pregenual ACC, while the superior part of the anterior insula was mainly connected to the aMCC. The posterior insula was functionally connected to posterior MCC. The results by Deen et al. (2011) suggest that areas of the insula are systematically connected to the medial frontal cortex (MFC) with more anterior insular regions being connected to more anterior MFC regions and more posterior insular regions to more posterior MFC areas. Besides the functional connections between insula and MFC, extensive connectivity with other brain areas were reported (Deen et al., 2011): the inferior anterior insula was connected to opercular cortex, the posterior IFG, and the superior temporal sulcus. The superior anterior insula showed functional connections with visual areas, the medial thalamus, opercular and posterior orbitofrontal cortex, pre-supplementary motor cortex, precentral sulcus, supramarginal gyrus, and the anterior IFG. The posterior insula was connected with motor (including SMA) and somatosensory areas, opercular cortex, pre-SMA, and the medial thalamus. All insular subregions were interconnected, providing a structural basis for the communication between different parts of the insula, i.e., between somatosensory and attention-related areas.

Co-activations of brain regions, and thus potential functional networks, can also be demonstrated in fMRI meta-analysis as well as in spatial independent component analysis (ICA) of fMRI data. A meta-analysis of performance monitoring showed co-activation of anterior insula, aMCC, and thalamic regions (Klein et al., 2007a; Ullsperger et al., 2010). Similarly, the posterior MFC, thalamus, and anterior insula were repeatedly covered by the same independent components, suggesting a highly similar signal time course in these regions (Dosenbach et al., 2007; Eichele et al., 2008; Danielmeier et al., 2011).

In conclusion, the insular cortex is involved in at least 2–3 functional networks. Both macaque cytoarchitectonics and human connectivity studies (Cauda et al., 2011; Deen et al., 2011) suggest that there might be no distinct subdivisions in the insula, but instead, that there is an anterior-to-posterior gradient in both cytoarchitectonics and connectivity. Craig (2011) suggested a functional gradient within the insula, with posterior insula regions reflecting the objective stimulation strength (e.g., of painful stimuli), and anterior regions reflecting subjective feelings related to this stimulus. This suggestion is in line with interoceptive processes that have been associated with the insula.

THE INSULA AND AWARENESS DEFICITS

Especially the anterior inferior insula seems to be involved in error awareness. In an antisaccade task, the anterior insula was the only brain area distinguishing between consciously perceived and unperceived errors (Klein et al., 2007a). In an fMRI study employing the error awareness Go/NoGo task described above, it has been shown that consciously perceived errors go along with larger BOLD responses in the right insula and in left inferior parietal regions (Hester et al., 2009).

According to Kurth et al. (2010), the anterior insula is functionally related to attentional and cognitive processes and autonomic responses. A meta-analysis (Mutschler et al., 2009) has associated the anterior inferior insula with autonomic responses, such as changes in heart rate or skin conductance rate. Furthermore, this part of the insula is often co-activated with the amygdala. Intraoperative stimulations of the insula in epileptic patients led to changes in cardiac responses (Oppenheimer et al., 1992). Wessel et al. (2011) have recently described a link between error awareness and cardiac responses. Following perceived errors, a stronger heart beat deceleration was observed compared to unperceived errors. Craig (2009) suggested that the right AIC activity correlates with subjective feelings of body states, e.g., pain or awareness of heartbeats. Similarly, Paulus et al. (2009) suggested that the functional role of the insula is to detect discrepancies between the predicted body state and the actual body state. Recently, Seth et al. (2011) proposed a model of awareness (or “presence”) in general, i.e., not restricted to error awareness. They suggested that the insula is crucial for the integration of interoceptive and exteroceptive signals, and the anterior insula is assumed to be a “comparator or error module” (Seth et al., 2011). This is likely to also apply to error awareness, as already discussed in the Introduction. However, at this point it is unclear whether the autonomic response is cause, result or correlate of error awareness.

As mentioned above, the posterior region of the insula is connected to the SMA and premotor areas (Cerliani et al., 2012). Lesions in the right posterior insula can lead to AHP (Karnath et al., 2005), which can be defined as selective disorder of awareness for motor deficits (Spinazzola et al., 2008). This supports the notion by Craig (2009) that the insular cortex in general is related to awareness. While the anterior insula has been associated with error awareness, the middle and posterior insular cortex seem to be associated with the awareness of motor and somatosensory processes (Karnath et al., 2005; Spinazzola et al., 2008). Thus, depending on the exact lesion location within the insula, one might observe different, domain-specific awareness deficits. This gradient in awareness deficits from anterior to posterior insular areas might reflect the underlying connectivity and cytoarchitectonics gradient within the insula.

THALAMUS AND AWARENESS DEFICITS

Some studies suggest that thalamic lesions can also impair error awareness and lead to anosognosia (De Witte et al., 2011; Peterburs et al., 2011; Seifert et al., 2011). In a review by De Witte et al. (2011), two patients were described who suffered from anosognosia after bilateral thalamic lesions. In a study by Seifert et al. (2011), patients with chronic thalamic lesions were asked to participate in a flanker task and signal their errors with a button press. While the age matched control group signaled 85% of their errors on average, the patient group indicated only 39% of their erroneous responses. This suggests that in patients, suffering from thalamic lesions, a majority of errors is not perceived consciously. This result has been replicated in an antisaccade task (Peterburs et al., 2011). Patients with thalamic lesions signaled their errors significantly less often than the healthy control group. Thus, there is preliminary evidence that error awareness is reduced following thalamic lesions. However, in both studies an error signaling procedure was used. This procedure has some disadvantages, e.g., patients who generally respond slower than healthy individuals might prefer to avoid additional button presses in between trials. Thus, they might notice their errors but miss to indicate them (cf. Wessel, 2012). However, significantly reduced Pe amplitudes in these patients provide additional evidence for impaired error awareness (Seifert et al., 2011). A further, previously unpublished analysis of the data by Seifert and colleagues broken down by lesioned thalamic subregions revealed that the Pe is absent in patients with lesions focused on the mediodorsal nucleus and only marginally reduced in amplitude in patients with focal lesions in the ventral anterior and ventrolateral anterior nuclei. Interestingly, the ERN showed the opposite pattern of impairment. Thus, it appears that the basal-ganglia-thalamocingulate circuit is involved in ERN generation, whereas the more arousal-related circuitry of the mediodorsal nucleus plays a role in error awareness and generation of the Pe. Given the limited sample size, further studies with thalamic patients are necessary that involve a procedure where participants are required to evaluate the accuracy of their response after every trial (e.g., as described in Klein et al., 2007a; Wessel et al., 2011).

POSTERIOR MEDIAL FRONTAL CORTEX

There are mixed results with respect to the role of the pMFC in error awareness. While earlier studies did not find any difference in pMFC activity between perceived and unperceived errors (Hester et al., 2005; Klein et al., 2007a), recent studies did find a difference in medial frontal areas (Hester et al., 2009, 2012; Orr and Hester, 2012). Furthermore, recent electrophysiological studies on error awareness found larger ERN amplitudes in consciously perceived errors compared to unperceived errors (Scheffers and Coles, 2000; Steinhauser and Yeung, 2010; Wessel et al., 2011; Shalgi and Deouell, 2012; for a review see Wessel, 2012). While error correction appears to be affected by lesions of the pMFC (Swick and Turken, 2004; Modirrousta and Fellows, 2008), studies directly addressing error awareness in patients with pMFC lesions are lacking.

In sum, most error awareness studies identify the anterior inferior insula as crucial neuronal correlate of conscious error perception, but there is also preliminary evidence that the pMFC and thalamic regions are important structures for error awareness.

DRUGS AFFECTING CONSCIOUS ERROR PERCEPTION

It has been shown that the use of certain drugs attenuates the response of the aMCC to errors or diminishes the ERN. This has been demonstrated for cocaine, opioids, and alcohol (Ridderinkhof et al., 2002; Kaufman et al., 2003; Forman et al., 2004). Furthermore, the dopaminergic D2 receptor antagonist haloperidol reduces the ERN response to errors in flanker tasks (Zirnheld et al., 2004; De Bruijn et al., 2006), and there is evidence that smaller ERN amplitudes go along with reduced error awareness (see above). Moreover, subjects with lower D2 receptor density showed attenuated pMFC responses to negative feedback (Klein et al., 2007b). Therefore, the question arises whether the use of certain drugs also affects error awareness and, more specifically, whether dopamine (DA) plays a crucial role in conscious error detection. In the following, we will review those studies that investigated error awareness under pharmacological challenges.

Hester et al. (2007) showed that cocaine use can lead to reduced error awareness. They investigated a group of active cocaine users with the Go-NoGo error awareness task described above. Cocaine is assumed to exert its influence by blocking the re-uptake of DA, norepinephrine (NE) and serotonin and thereby increasing extracellular DA levels in those brain areas with afferents from the mesolimbic DA system (cf. Kuhar et al., 1991; Jocham et al., 2007). Thus, a long-term effect of cocaine use seems to be that the DA receptor density decreases (Volkow et al., 1990). This could explain an attenuated aMCC response in cocaine users (Kaufman et al., 2003; Klein et al., 2007b). However, error awareness in cocaine users was not decreased in general, but specific for certain error types. In the error awareness task employed by Hester et al. (2007), errors were committed when participants failed to withhold their response either to incongruent stimuli (first NoGo condition) or to the repetition of the same stimulus as in the trial before (repeat trials, second NoGo condition). Interestingly, cocaine users showed reduced error awareness only in repeat trial errors, but conscious error perception in incongruent trials was comparable to that in the control group. Therefore, one cannot unequivocally conclude that cocaine use leads to reduced error awareness. An alternative explanation could be that cocaine use might cause slight working memory or attentional impairments, and therefore, only repeat trial errors were noticed less often. Moreover, Garavan et al. (2008) showed that cocaine does affect insular activity. After i.v. cocaine administration, participants showed enhanced insular activity in response to performance errors. Note that an acute cocaine administration might evoke different effects than long-term cocaine usage.

In a later fMRI study using the same task, Hester et al. (2009) showed that error awareness is reduced in chronic cannabis users. In this study, reduced error awareness was associated with attenuated aMCC activity in cannabis users. There was also a relation between insula activity and error awareness: insula activity was negatively correlated with the amounts of cannabis used, and higher cannabis craving was correlated with less error awareness. Insula activations are reliably found in craving paradigms (Garavan, 2010). The craving for abused drugs seems to be linked to hypocretin (orexin) transmission in the insula, which in turn might modulate DA release in connected brain areas (Kenny, 2011). In mice, hypocretin has been associated with modulations in wakefulness, and it has been suggested that the hypocretin neural network might initiate arousal responses (Adamantidis et al., 2007), which would be a plausible adjustment after errors. It has been suggested before that errors might elicit an orienting response (Notebaert et al., 2009; Wessel et al., 2012), which is associated with increased arousal. Thus, hypocretin effects in the insula might be two-fold: on the one hand it could potentially increase arousal, and on the other hand, it could influence DA and NE release.

A recent study showed an enhancing effect of methylphenidate (MPH) on error awareness (Hester et al., 2012). Healthy participants perceived more errors consciously when they were under the influence of MPH than in the placebo condition. MPH has also proven to be effective in the treatment of cognitive deficits that can be observed after traumatic brain injury (Willmott and Ponsford, 2009), which have been associated with reduced awareness (O'Keeffe et al., 2004). Since MPH is a DA and NE reuptake inhibitor, it can be seen as indirect DA agonist (cf. Hester et al., 2012). Thus, this study provides further evidence that error awareness could be related to DA levels. Furthermore, a study by Frank et al. (2007) showed an effect of the catechol-o-methyltransferase (COMT) genotype on the Pe, which is systematically linked to error awareness. The val/met polymorphism of the COMT gene has been associated with prefrontal DA levels (Egan et al., 2001; Bilder et al., 2004).

Although the number of studies investigating neurochemical aspects of conscious error perception is very limited, there is converging evidence that the catecholamines DA and NE are highly relevant neurotransmitters associated with error awareness. Most direct evidence for a relation between these neurotransmitters and error awareness has been collected with psychostimulants that increase extracellular DA and NE. The role of hypocretin needs further investigation, but it seems to modulate DA, NE, and serotonin release as well. Given its proposed role in the orienting reflex and the generation of the P300 (and Pe) potentials (Nieuwenhuis et al., 2005), NE is likely to be involved in error awareness. Based on the current knowledge on the role of DA and NE in performance monitoring and attention (Aston-Jones and Cohen, 2005; Jocham and Ullsperger, 2009; Cools, 2011) one can assume that these neurotransmitters play a role in strengthening the error signal and enhance subsequent central neural and autonomic activity changes that contribute to conscious error perception. Differentiating the contributions of DA and NE to error awareness is an important goal for future research.

INSULA INVOLVEMENT IN ANOSOGNOSIA FOR HEMIPLEGIA: A LINK TO ERROR AWARENESS?

As already proposed by Vocat and Vuilleumier (2010), AHP and error unawareness might share some neuroanatomical correlates. Poor insight into the consequences of a neurological disease is related to poor treatment outcome and reduced treatment compliance. Sometimes anosognosia is also accompanied by a disturbance of the sense of agency and the sense of limb ownership (Karnath and Baier, 2010). In general, anosognosia can be observed following both right and left hemispheric brain damage with some predominance of appearance following right hemispheric insult. In the acute phase of a neurological disease, anosognosia is observed quite often: In a meta-analysis of 27 studies a median of 26% of patients following right hemispheric and a median of 10% of patients following left hemispheric stroke showed signs of anosognosia (Jehkonen et al., 2006).

The insular cortex has often been associated with deficit awareness (Karnath et al., 2005; Prigatano, 2009; Craig, 2010). Other relevant brain areas in AHP are the prefrontal cortex, the inferior parietal lobe, the angular gyrus, the supramarginal gyrus, and the anterior temporal lobe (Prigatano and Shacter, 1991). Especially during the first days of acute illness, damage to the posterior insular is predictive for developing anosognosia. Vocat and colleagues showed that in patients with sustained unawareness frontal and parietal brain areas were also affected (Vocat et al., 2010).

There might be two subcomponents of error processing: an early component that is not dependent on any kind of proprioceptive feedback but solely based on the efference copy of the executed action, and a second component that is more about the evaluation of the error and potential adjustments to avoid future errors of a similar kind (see Vocat and Vuilleumier, 2010 for a similar account of deficit awareness). Similarly, Prigatano (2010) claims that self-awareness is necessary for performance monitoring. This self-referential information (provided by interoceptive awareness, Craig, 2010) has to be integrated with external information (supplied by exteroceptive awareness, Craig, 2010) in order to come up with an accurate view of the situation or the action and its outcome, respectively. It has been suggested that this integration takes place in the insular cortex (Craig, 2011). When the representation of internal or external information is corrupted (what might be the case following brain lesions), deficient decisions or profound problems in awareness of the outcome of a decision/action might be the consequence.

Although several brain areas have been discussed to play a role in AHP (for reviews on AHP in general see e.g., Vuilleumier, 2004; Vocat and Vuilleumier, 2010), the insular cortex seems to play a prominent role in deficit awareness. The complex connectivity patterns of anterior and posterior insular cortex might suggest that awareness in general is the product of a network of brain regions all providing different kinds of information which finally allow awareness for internal and external information (e.g., Vocat and Vuilleumier, 2010). However, studies directly linking symptoms of AHP to electrophysiological (Pe) or functional (fMRI) correlates of error awareness are missing so far.

PSYCHIATRIC ILLNESS, THE INSULAR CORTEX, AND ERROR AWARENESS

Psychiatric patients sometimes show a high degree of lack of insight into their psychiatric condition. Because lack of insight might be related to deficient monitoring processes and reduced self-awareness, we review several studies that investigated error monitoring (mostly electrophysiological correlates of error monitoring or error awareness) in psychiatric patients. Lack of insight is, for example, a frequent observation in patients suffering from schizophrenia. Other psychiatric diseases like attention-deficit hyperactivity disorder (ADHD) and autism spectrum disorders (ASD) might also lead to patients' insensitivity to negative action outcomes, thereby promoting reduced error awareness. Since the insular cortex seems to play a crucial role in error awareness and AHP, an explicit focus will be put on the potential role of this area in disease symptomatology. This does, of course, not imply that a potential insular pathology alone accounts for the psychiatric disease under discussion.

CLINICAL SYMPTOMS

Misattribution of thoughts and events to external sources as a consequence of altered monitoring processes is one key symptom of schizophrenia (Frith, 1987; Ullsperger, 2006). At least 50% of schizophrenic patients are without awareness for their disorder (Pia and Tamietto, 2006). The question, whether or not error awareness is compromised in schizophrenia was directly addressed by Mathalon et al. (2002) using a task in which no error signaling response was required. They compared patients suffering from schizophrenia with healthy controls while both groups worked on a performance-monitoring task with concurrent EEG recordings. Compared to healthy controls, schizophrenic subjects (especially those with paranoid schizophrenia) showed smaller ERN and larger CRN (correct-related negativity) amplitudes, but no differences in the Pe amplitude and subsequent post-error slowing (PES) (Mathalon et al., 2002). The authors concluded that perception of an error is sufficient but not necessary for producing the ERN, but that it is necessary for producing the Pe. Deficits in self-monitoring as indexed by altered performance monitoring might underlie some of the positive symptoms observed in schizophrenia as Mathalon et al. (2002) suggest. Corollary discharge dysfunction in schizophrenia (Ford et al., 2001) could explain not only the sensory integration deficits but also misattributions of action outcomes and agency and therefore result in error awareness deficits.

Although schizophrenia affects various brain areas, we focus here on studies reporting changes in the insula. Cytoarchitectonic alterations in the inferior insular and enthorinal cortex were found by Jakob and Beckmann (1986) in a subsample of postmortem brains of schizophrenia patients. Glahn et al. (2008) extended these findings with a meta-analysis by showing that gray matter of schizophrenic patients is reduced in a number of brain areas one of which being the bilateral insular cortex. Volume reduction of the left insular cortex in schizophrenia has been shown several times (Crespo-Facorro et al., 2000; Kasai et al., 2003; Kim et al., 2003). Using surface based morphometry in 57 schizophrenic patients Palaniyappan et al. (2011) demonstrated an inverse relationship between right posterior insula structure and the degree of insight in schizophrenia. The authors concluded that the right posterior insula might be the basis for insight as it allows for interoceptive awareness and self-appraisal of emotional states within a functional network that comprises also distant brain areas. In an extensive review of the existing literature Wylie and Tregellas (2010) summarized the role of the insular cortex in schizophrenia symptomatology. They concluded that damage to the insula or damage to a greater network comprising insular cortex could underlie many of the sensory-integration deficits observed in schizophrenia (Wylie and Tregellas, 2010). In a recent paper Williamson and Allman (2012) review the role of different functional brain networks in schizophrenia. Incorporating studies using voxel-based morphometry (VBM), DWI, and resting state functional MRI they report different brain networks as potentially relevant for schizophrenia. Besides (mal-) functioning of a network related to directed effort (comprising superior anterior and posterior cingulate cortex, auditory cortex, and the hippocampus) also its (disturbed) interactions with a brain network related to representations of thoughts, feelings, and actions (with the frontal and temporal pole and the frontoinsular cortex) might be involved in the pathophysiology of schizophrenia.

ADHD is associated with abnormalities in response to performance errors (O'Connell et al., 2009). PES, which might be indirectly linked to error awareness, was found to be reduced in a large sample of ADHD children (Schachar et al., 2004).

O'Connell et al. (2009) investigated electrophysiological correlates of performance monitoring in adult ADHD subjects. While making more errors, the ADHD patients showed an attenuated early and late Pe following erroneous responses. Furthermore, these subjects showed reduced electrodermal reactivity to an error, thus suggesting that errors had less emotional relevance to them. Wiersema et al. (2009) corroborated the findings by O'Connell et al. in ADHD subjects by showing reduced Pe amplitudes which were correlated with ADHD symptoms, normal sized ERN and no differences in behavioral adaptation following an error. They concluded that early automatic error detection processes are not affected in ADHD, but that there are illness related differences in later evaluative processes.

Several other studies investigated error processing in children with ADHD. It has been shown that ADHD children committed twice as many errors as healthy controls and did not show post-error behavioral adaptations, like PES (Schachar et al., 2004; Wiersema et al., 2005). As in ADHD adults, ADHD children also showed reduced Pe amplitudes as compared to healthy controls (Wiersema et al., 2005; Zhang et al., 2009).

Patients suffering from ASD sometimes show perseverative behavior, which might be interpreted as a consequence of impaired performance monitoring. These patients might be less sensitive to the course or the outcome of their actions thereby having an increased risk to repeat behavior over and over again. A role for the insular cortex might be assumed in this disorder: Ebisch et al. (2011) showed in a group of 12–20-year-old adolescents with high-functioning ASD in resting state fMRI that functional connectivity between right anterior and bilateral posterior insula with different other brain regions (posterior: inferior and superior somatosensory cortices; anterior: amygdala) was diminished as compared to results from a control group. Di Martino et al. (2009) were able to show an increased likelihood for hypoactivation of right anterior insula in studies analyzing brain activity in social tasks with patients suffering from ASD. Santos et al. (2011) investigated the frontoinsular cortex (layer V) of children suffering from autism using a stereologic approach. They found a significantly higher ratio of VENs to pyramidal neurons in the frontoinsular cortex of autistic children (for a discussion of VEN in insular cortex see “Insula: Structure and Connectivity”). Furthermore, they found a trend for an increase of the total number of VENs in frontoinsular cortex in autistic patients compared to their respective controls. The authors interpret these findings in terms of a potential neuronal overpopulation which might finally lead to increased interoception sometimes being described as part of the autistic syndrome.

Sokhadze et al. (2010) confronted autistic children with a task suitable for investigating error processing (no error-signaling response required). They demonstrated that these children committed significantly more errors, showed a smaller ERN with a larger latency, a trend toward a reduction in Pe amplitude compared to controls and no signs of PES; they rather showed post-error-speeding. The authors discuss that these alterations in performance monitoring might lead to reduced error awareness thereby allowing no successful adaptation of behavior following an error. Furthermore, Vlamings et al. (2008) were able to show that children diagnosed with ASD showed a smaller ERN and Pe and reduced PES.

DISCUSSION: ERROR AWARENESS AND PSYCHIATRIC ILLNESS

Direct studies of error awareness in psychiatric patients are rare. There is indirect evidence for altered error awareness in schizophrenia, ADHD, and autism based on ERN and Pe amplitudes. In schizophrenia patients, the ERN seems to be diminished, but the Pe seems to be unaffected. Given that reduced ERN amplitudes have been associated with impaired error awareness (Wessel, 2012), but perhaps only when accompanied by reduced Pe amplitudes, it remains unclear whether error awareness is attenuated in schizophrenia. In contrast, in ADHD the Pe is reduced, whereas the ERN seems to be unaffected. Based on the results by Murphy et al. (2012), showing that Pe latency and amplitude predicts error awareness, this suggests that error awareness is compromised in ADHD. In ASD both the ERN and Pe are diminished, suggesting that error awareness is reduced in this disease. However, the conclusions on error awareness in psychiatric disorders are based on a very small number of studies, and further studies investigating error awareness directly with proper error awareness tasks are needed. Since the insular cortex has often been associated with error awareness, we reported evidence for changes in cytoarchitectonics, cortical volume, and functional connectivity in the insula of schizophrenia or ASD patients. Furthermore, a recent review by Menon and Uddin (2010) suggested a prominent role for the anterior insula acting together with the aMCC as a key player within a so-called salience network which identifies behaviorally relevant internal and external stimuli. The anterior insula is thereby not only thought to detect salient stimuli but also to initiate switches between other major brain networks (i.e., default mode network and central-executive network), modulate autonomic activity (via interplay with the posterior insula) and finally having direct access to the motor system via the aMCC. The authors conclude that alterations in the integrity of this salience network might underlie the symptomatology of different psychiatric disorders. Taken together it is not only the structural and functional integrity of the insular cortex per se that seems necessary for mental health but also intact structural and functional connectivity between insular cortex and other brain areas is needed for intact cognitive functioning. Whether structural or functional changes of insular cortex are also directly responsible for the alterations in electrophysiological indices of error awareness observed in patients suffering from either disease remains, however, speculative.

CONCLUSIONS

Deficits in performance monitoring in general, and error awareness in particular, might result from different pathological changes in the brain. The anterior insula has been discussed as part of an attentional network, and activity in this part of the insula is related to error awareness, whereas more posterior insula areas represent sensorimotor processes. AHP has been described as deficit in the re-representation of sensorimotor processes or as disorder of awareness for motor deficits and can be observed after posterior insular lesions. The anterior and posterior parts of the insula are highly interconnected. Thus, the insular cortex could be a structural link between error awareness and awareness of deficits or changes due to neurological or psychiatric diseases. Craig (2011) suggested that the integration of interoceptive and exteroceptive information takes place in the insula. Similarly, Kurth et al. (2010, p. 519) described the integration of “[…]different qualities into a coherent experience of the world[…]” as one potential role of the insula. This integration might be disturbed in anosognosia and insight deficits. Although evidence is rather indirect yet, error awareness seems to be attenuated in schizophrenia, ADHD, and autism. Further studies are needed with respect to the underlying neurotransmitter systems involved in error awareness, but preliminary evidence indicates a prominent role of the dopaminergic system.

In sum, the insula appears to receive and process information on surprising and unwanted states. The anterior insula is involved in (potential) problems with action performance, such as errors, unexpected outcomes (Wessel et al., 2012), or increased necessity of effort (Croxson et al., 2009; Prevost et al., 2010). The posterior insula seems more involved in integrating somatosensory input (see Figure 2). Hemiplegia results in unusual and erroneous somatosensory and proprioceptive feedback. An integrating feature of insular activity is that, if evidence for salient action course or salient body perception is high, it becomes active, is involved in the orienting response, and consequently in awareness. The finding that in AHP posterior insular cortex is affected supports this view—the salience of missing or distorted feedback from the hemiplegic limbs is not detected and processed appropriately. It remains to be tested, however, whether anterior insular lesions impair error awareness.


[image: image]

Figure 2. Schematic illustration of insular cortex involvement in error awareness, anosognosia for hemiplegia (AHP), disturbed sense of ownership (DSO) and disturbed sense of agency (DSA) overlaid on schematic drawing of functional areas within the insula according to Deen et al. (2011). Localization of AHP, DSO, and DSA based on Karnath et al. (2005); Baier and Karnath (2008); Karnath and Baier (2010). Localization of error awareness based on Klein et al. (2007a); Hester et al. (2009, 2012); Orr and Hester (2012).
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Although some recent research has indicated reduced performance monitoring in patients with schizophrenia, the literature on this topic shows some remarkable inconsistencies. While most studies suggest diminished error signals following error responses, some studies reported normal post-error slowing, while others reported reduced post-error slowing. Here we review these studies and highlight the most important discrepancies. Furthermore, we argue that overall error rates are a mostly neglected issue that can at least partly explain these discrepancies. It has been reported previously that post-error slowing depends on the error rates. Participants or patients that make more errors are likely to show decreased post-error slowing. Therefore, when a group of patients is compared to a group of controls, it is extremely important to match error rates. For this purpose, we developed a procedure where we matched individuals' error rates. In a task where subjects had to press a response key corresponding to one of four colors we manipulated the difficulty on an individual basis by varying the discriminability between the colors. Schizophrenic patients and a group of controls were tested with this procedure showing that differences in accuracy disappear. Interestingly, we can see that in patients, the color values that were needed to reach similar levels of accuracy correlate with the Positive and Negative Syndrome Scale (PANSS) scale, with higher PANSS requiring more color. Most important, we found that schizophrenic patients have increased rather than decreased post-error slowing when the inter-trial interval (ITI) is short. This result can be interpreted within the framework of the orienting account, as it has been demonstrated previously that schizophrenic patients show increased distractibility.

Keywords: post-error slowing, outcome expectancy, schizophrenia, orienting account

INTRODUCTION

Impairments in monitoring and regulation of self-generated thoughts and behavior are considered as a hallmark in schizophrenia (Frith and Done, 1989; Leudar et al., 1994; Mlakar et al., 1994; Johns et al., 2001). The idea that these impairments could be related to deficits in the ability to monitor error responses and to make subsequent adjustments of behavior (Frith and Done, 1989; Mlakar et al., 1994) has received support during the last years. Studies performed with functional neuroimaging and electrophysiological methods have confirmed the existence of functional abnormality in error processing in schizophrenia. Specifically, functional neuroimaging studies have shown reduced error-related activation in the anterior cingulate cortex (ACC), a brain area considered to play a critical role in performance monitoring (Carter et al., 2001; Laurens et al., 2003; Kerns et al., 2005; Polli et al., 2008). Also, in line with these findings, event-related potential (ERP) studies have demonstrated that the amplitude of the error-related negativity (ERN), an ERP component generated in the ACC and observed as a negative deflection maximal at 50–150 ms following an erroneous response, is also disturbed (Kopp and Rist, 1999; Alain et al., 2002; Mathalon et al., 2002; Bates et al., 2004). Specifically, it has not only been shown that the ERN amplitude is smaller in patients with schizophrenia when compared to controls but also that the ERN on correct trials is abnormally large in patients when compared to healthy subjects (Kopp and Rist, 1999; Alain et al., 2002; Mathalon et al., 2002).

Although this evidence suggests a clear deficit in performance monitoring in schizophrenia, studies that investigated behavioral adjustments following errors do not allow for a clear-cut conclusion. For instance, deficits in immediate error corrections were described in early behavioral studies (Malenka et al., 1982, 1986) but most recent studies observed intact error corrections in patients (Kopp and Rist, 1994, 1999; Polli et al., 2006, 2008; but for an exception see Turken et al., 2003). Likewise, some studies investigating behavioral slowing after errors (post-error slowing) reported a reduction or absence of post-error slowing in patients (Carter et al., 2001; Alain et al., 2002; Kerns et al., 2005) while others have shown that schizophrenic patients just as healthy individuals show post-error slowing (Kopp and Rist, 1999; Mathalon et al., 2002; Laurens et al., 2003; Polli et al., 2006, 2008).

Most interesting, studies in which the neural response and behavioral error-related adjustments have been simultaneously investigated, all have observed diminished error-related activity but intact post-error slowing in patients with schizophrenia (Kopp and Rist, 1999; Mathalon et al., 2002; Laurens et al., 2003; Polli et al., 2008). These findings might suggest that error monitoring mechanisms and the mechanisms involved in implementing subsequent adjustments in behavior dissociate.

The aim of the present study is to further investigate behavioral changes following errors in patients compared to control subjects, when controlling for some methodological issues that have been largely ignored by previous research. We will specifically focus on post-error slowing, which is a behavioral adaptation effect that has been broadly investigated in healthy subjects (e.g., Rabbitt, 1966; Laming, 1968, 1979; Rabbitt and Rodgers, 1977; Gehring et al., 1993; Hajcak et al., 2003; Hajcak and Simons, 2008)

Recently, it has been suggested that the post-error slowing is related to the relative infrequency of errors which causes attentional capture that in turn delays processing of the following stimulus (Notebaert et al., 2009; Núñez Castellar et al., 2010). This idea is based on both behavioral and electrophysiological evidence. Behaviorally, it has been demonstrated that when the expectancy of error and correct responses is manipulated, the post-error slowing depends on the frequency of errors; when errors are more frequent than correct responses post-correct slowing instead of post-error slowing can be observed. This association has been confirmed by means of ERPs when investigating the neurophysiological correlates of the post-error and post-correct slowing. The results have shown that the P3, a component that has been associated with attentional orienting to unexpected events (see for a review Friedman et al., 2001) is correlated with post-error slowing. This suggests that post-error slowing is driven by attentional mechanisms elicited by the unexpected nature of the error (Notebaert et al., 2009), although this interpretation is still debated considering that several studies have reported the ERN amplitude in a single trial basis to be a predictor of the post-error slowing (Gehring et al., 1993; Debener et al., 2005)

Interestingly, schizophrenic patients show an increased vulnerability to distraction by novel stimuli (Grillon et al., 1990; Braff, 1993) and research investigating this deficit has provided convergent evidence suggesting that the reorienting of processing resources to salient novel stimuli is also disturbed (Grillon et al., 1990; Braff, 1993; Gray, 1995; Kapur, 2003). Functional neuroimaging studies recently confirmed that in at least some cerebral areas involved in the processing of salient stimuli, the hemodynamic response elicited by orienting to novel stimuli is greater in patients than in healthy participants (Laurens et al., 2005). Therefore, based on the orienting account for post-error slowing, increased rather than decreased slowing following unexpected outcomes can be predicted in patients when compared to controls. In the present study we investigated this prediction by using the same adaptive four-choice RT task designed to manipulate error rates as in previous studies (see Notebaert et al., 2009 and Núñez Castellar et al., 2010). Given that it has been shown that the slowing is strongly influenced by the error frequency, we leveled out performance in controls and patients by manipulating color discriminability. In this task we control the accuracy by making the color discrimination easier or harder depending on the subjects' performance. Participants performed the task in two conditions: 75%-correct responses (expectancy for correct) and 35%-correct responses (expectancy for error). We expect that patients with higher symptom severity will need more color (higher discriminability) than patients with low symptom severity. This prediction is made based on previous research showing that schizophrenic patients show sensory processing deficits (Slaghuis, 2004; Butler et al., 2005) and diminished performance when compared to controls in color vision tests (Shuwairi et al., 2002).

More important, however, on the basis of the orienting account we expect schizophrenic patients to show increased post-error slowing in the 75% correct condition and post-correct slowing in the 35% correct condition at short inter-trial intervals (ITIs). With longer ITIs, we expect that the effects of attention reorienting will be reduced. Remarkably, this prediction is opposing cognitive control theories stating that decreased ACC activity and decreased ERNs in schizophrenia should result in decreased post-error slowing.

METHOD

PARTICIPANTS

Eighteen healthy adults (eight males) and 18 patients with schizophrenia (14 males) participated in the experiment. All provided informed consent, had the approval of the local ethical committee, and participated in accord with the Declaration of Helsinki. Each had normal or corrected-to-normal vision. Four participants were excluded from analyses because they did not reach with the adaptive program the expected performance levels (performance more than 2, 5 standard deviations away from the group mean). Thus, data of 17 patients and 15 controls are here reported. The three excluded controls performed the task above the expected performance levels.

Controls were medication-free volunteers without a history of psychiatric or neurological illness. Patients were stable, partially remitted, medicated in- and outpatients recruited from St Norbertushuis Duffel psychiatric center. All patients met Diagnostic and Statistical Manual of Mental Disorders (4th ed.; DSM–IV; American Psychological Association, 1994) criteria for schizophrenia, as diagnosed by an institutional psychiatrist. Clinical status was characterized with the Positive and Negative Syndrome Scale (PANSS; Kay et al., 1987). All patients were mildly ill at the time of the testing (group mean PANSS total 65, 2 ± 22, 4). Thirteen patients received stable doses of atypical antipsychotics as their primary medication, two received typical antipsychotics, and two typical antipsychotic adjunctive to the atypical medication. Patients and controls did not differ significantly in age and gender (see Table 1).

Table 1. Demographic data by group and rating scale scores for patients.
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TASK

An adaptive four-choice RT task was used to manipulate error rates. This task was in principle equal to that published in previous studies (Notebaert et al., 2009; Núñez Castellar et al., 2010) but the response deadline and the amount of trials presented were modified. Stimuli were small colored squares presented centrally on a white background. The brightness of the colors was adjusted automatically in order to keep every participant's performance at a pre-specified level (35% or 75% accuracy). Colors are described according to the HSV color model with three parameters: hue (0–360), saturation (0–100), and value (0–100). The four colors that were used in the practice trials were red (20, 100, 80), yellow (60, 100, 80), green (120, 100, 80), and blue (240, 100, 80). Participants responded to each of the four colors with one of the four buttons on a response box, using their left and right middle and index fingers. Four different color-to-button mappings were used, and participants were randomly assigned to one of these mappings.

Each trial started with a central fixation cross (500 ms) before the stimulus presentation. Then the stimulus was presented and remained on the screen for a maximum of 500 ms or until a response button was pressed. The response was immediately followed by feedback (“J” for correct and “F” for incorrect, corresponding to the Dutch words “juist” and “fout”). Following the feedback presentation four different ITIs were randomly intermixed (150 ms, 250 ms, 500 ms, and 750 ms). For the data analysis 150 ms, 250 ms were considered as short ITIs and 500 ms and 750 ms as long ITIs. The experiment started with a practice block (40 trials) without a response deadline. Later in a second practice block (40 trials) a response deadline of 2000 ms was introduced simultaneously with a feedback signal: “T”, for “too slow” (“te laat,” in Dutch). Afterwards two experimental blocks with the same response deadline were presented (200 trials). Each block corresponded to the 35%- and 75%-accuracy rate manipulation. The order in which the blocks were presented was counterbalanced and within each block, participants received a short break. On every trial, the program calculated the accuracy of the last 20 trials and adjusted the color value by 1 value point when accuracy deviated from the specified level (75% or 35%). The color value increased when accuracy was too low and decreased when accuracy was too high to reach the pre-specified accuracy levels (see more details in Notebaert et al., 2009). The experiment lasted about 30 min.

DATA ANALYSES

We used the procedure described by Notebaert et al. (2009) for the data analysis: we excluded trials that occurred before a stable accuracy level was reached. Likewise, trials with RTs faster than 200 ms or slower than 2.000 ms (response deadline) and trials that were preceded by these trials were excluded. In total, 28.1% of the trials were excluded.

The results showed that the adaptation procedure worked as expected for the 75% and 35% correct conditions, with accuracies of 76 % (± 4.2%) and 40% (± 3.1%) for the patients group, and of 75 % (± 1.4%) and 38% (± 3.2) for the control group, respectively. A t-test showed that these accuracy rates did not differ between patients and controls in the 75% accuracy condition [t (30) = 1.35, p = 0.18] or in the 35% accuracy condition [t (30) = 1.21, p = 0.23]. The order in which the conditions were administered did not yield significant effects; therefore, we omitted this factor in subsequent analyses.

COLOR NEEDED TO REACH 35% AND 75% ACCURACY

We used the adaptive program in order to obtain equal accuracy levels for patients and controls since we speculated that without this program, patients would make more errors, which would possibly lead to reduced post-error slowing (Notebaert et al., 2009). In order to stress the importance of this manipulation we calculated the amount of color needed (the value) for each participant. Although there was no overall group difference in color needed in both conditions [35: t (30) = 0.24, p = 0.81; 75: t (30) = 0.61, p = 0.54], the amount of color needed correlated significantly with PANSS scores for the patients (see Figure 1). In order to rule out the possibility that results were driven by outliers, outlier analyses were carried out. Outliers were identified by calculated the cook's distance measures for all the correlations reported. Cases with values above the percentile 50 (F-distribution) were identified as outliers. After excluding the cases labeled as outliers from the analyses, the significant results reported in the Figure 1 remained unchanged.
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Figure 1. Correlation between color value and PANSS scores.



The significant correlation between the color needed for patients and the PANSS scores underlines the importance of the adaptive program since without the program patients with higher PANSS scores would have made more errors than patients with milder symptoms.

POST-ERROR SLOWING

Reaction times for correct and error trials in short and long ITIs for patients and controls in the current trial (n), in the correct trials (n + 1) and the post-error slowing are reported in the Table 2.

Table 2. Reaction times for correct and error trials in short and long ITIs for patients and controls in the current trial (n), in the correct trials (n + 1) and post-error slowing.
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For the analysis of the post-error slowing effect, RTs of correct trials were subjected to an analysis of variance (ANOVA) with Previous trial accuracy (correct vs. error), Accuracy condition (35% correct vs. 75% correct) and ITI (short vs. long) as within-subjects factors and Group (control vs. patients) as between-subjects factor.

The results revealed a significant main effect of Group [F(1,30) = 14.38, p < 0.001], indicating increased reaction times for patients when compared to controls (857 ms vs. 700 ms; p < 0.001). The main effects of Condition [F(1,30) = 2.84, p = 0.10], and Previous trial accuracy [F(1,30) = 3.7, p = 0.06] were not significant. The main effect of ITI was also not significant [F(1,30) = 1.3, p = 0.26].

The interaction between Condition and Accuracy of the previous trial was significant, [F(1,14) = 11.69, p < 0.01], replicating the study of Notebaert and colleagues (2009). The interaction between Condition, ITI, and Group was significant [F(1,30) = 4.31, p < 0.05], but more important for the interpretation of the results, the four way interaction between Condition, Previous accuracy, Group, and ITI was significant as well [F(1,30) = 4.46, p < 0.05]. Figure 2 shows that patients' slowing depends on the ITI while control participants' data are unaffected by ITI. ANOVAs performed separately for patients and control group confirm this pattern, showing that only for schizophrenic patients there is a significant interaction between Previous accuracy, Condition, and ITI [F(1,16) = 6.67, p < 0.05] with increased slowing following unexpected outcomes in short ITIs, while for the control group this is not the case [F(1,14) = 0.27, p = 0.59]. No other interactions were significant in the Four-Way ANOVA.
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Figure 2. Index of slowing (RTs after errors—RTs after correct responses/Individuals' mean RTs per condition). Positive difference values indicate post-error slowing while negative difference values indicate post-correct slowing. The graph shows increased slowing after unexpected correct and unexpected error responses in short ITIs for patients.



DISCUSSION

The aim of the present study was to further investigate error-related adjustments in schizophrenia. We tested the main prediction of a recent account that suggests the post-error slowing is driven by attentional mechanisms elicited by the unexpected nature of the error (Notebaert et al., 2009). For that purpose we used an adaptive four-choice reaction time task that allowed us to manipulate error rates. Every participant from the patient and control group performed a 35% and 75 % accuracy condition. Additionally the effect of short and long ITIs on the slowing was investigated.

Based on the orienting account we predicted that patients would show increased slowing at short ITIs considering their deficits in reorienting from the ongoing task and increased distraction by novel stimuli (Grillon et al., 1990; Braff, 1993). Consistent with the latter prediction, our results showed that in short ITIs, increased orienting to unexpected action outcomes in patients was observed. In other words, the size of the post-error and the post-correct slowing effects was significantly larger in patients than in controls in short ITIs. This finding is against one widely assumption of cognitive control theories, which suggest that the decreased ACC activity and decreased ERNs in schizophrenia that has consistently been reported in the extant literature (Kopp and Rist, 1994; Carter et al., 2001; Alain et al., 2002; Mathalon et al., 2002; Laurens et al., 2003; Bates et al., 2004; Kerns et al., 2005; Polli et al., 2008) should lead to decreased post-error slowing.

We speculate that since patients show deficits in performance monitoring as showed by studies demonstrating that the ERN amplitude is smaller in error trials at the same time that the ERN on correct trials is abnormally large (Kopp and Rist, 1999; Alain et al., 2002; Mathalon et al., 2002), it is likely that external feedback might be crucial for monitoring their performance. We hypothesize that attentional mechanisms might be more sensitive in patients than in controls to the external feedback producing a larger slowing. However, this is an issue that should be further investigated.

There is one aspect of the data that is unexpected, however. The control subjects do not show post-error slowing in both short and long ITIs in the 75% accuracy condition, while they do show post-correct slowing in the 35% condition. The absence of post-error slowing has also been reported in another study (Bates et al., 2004) where matched controls were compared to schizophrenic patients but most of the studies observed post-error slowing in controls (Kopp and Rist, 1999; Mathalon et al., 2002; Polli et al., 2008). On the one hand an important methodological difference between the present study and previous studies that have reported post-error slowing in the 75% accuracy condition (Notebaert et al., 2009; Núñez Castellar et al., 2010), is that the age-matched control subjects were on average 12 years older than the typical student population used in previous studies (e.g., Rabbitt and Rodgers, 1977; Jentzsch and Dudschig, 2009). Future studies should further investigate whether this is a factor that can influence the slowing in reaction times. On the other hand it is possible that in the 75% accuracy condition, errors are not surprising enough for the group of participants of the present study.

An important route for further research is to investigate error monitoring and behavioral adjustments following errors as a function of error type. Previous research has distinguished aware from unaware errors (e.g., Nieuwenhuis et al., 2001; Endrass et al., 2007), but one can also distinguish errors that were caused by perceptual factors (e.g., stimulus degradation), errors caused by short response deadlines forcing participants to give premature responses, errors caused by confusing mapping rules, errors caused by temporary confusion in a relatively simple mapping rule, errors caused by response conflict, and so on. One could argue that slowing after an error only makes sense when the error was caused by premature responding, as this would reduce the possibility of making yet another error. Consequently, within a framework where errors are considered to trigger adaptive behavior, one could explain the lack of post-error slowing in our control group by the fact that errors were not caused by premature responding. However, we like to add that in an identical experiment on a student population, where error RTs were not faster than correct RTs, we observed post-error slowing in this condition (Núñez Castellar et al., 2010). Nevertheless, we acknowledge that manipulating error type could be an important tool for increasing our understanding about error monitoring.

Two methodological aspects dissociate this study from previous ones (Kopp and Rist, 1999; Mathalon et al., 2002; Laurens et al., 2003; Polli et al., 2008). First, we leveled out performance in patients and matched their performance to controls. Overall accuracy levels play a key role in the modulation of post-error slowing in the sense that the more frequent the errors become, the smaller the size of the slowing gets (Notebaert et al., 2009). Importantly the correlation between average color needed for each patient and his or her PANSS scores for all subscales (see Figure 1) revealed that patients with higher PANSS would have made more errors when this was not controlled for. This is a relevant finding considering that in the present study it has been for the first time demonstrated that adaptive algorithms can successfully be used to control error rates in patients. This manipulation not only reduces drops-outs for a low number of error trials during data analysis, which is a common methodological problem faced by researchers investigating error-related processes, but also makes comparable the overall performance of patients with different levels of symptom severity. Consequently, we would like to plea for the use of similar adaptive programs when studying adaptive behavior in patients. Second, the manipulation of the ITIs showed to have an important effect in the slowing. When having a close look of the previous studies that have analyzed post-error slowing in schizophrenia, the ITIs fluctuated in a wide range going from 650 to 3000 ms (Bates et al., 2004; Laurens et al., 2005). Since here we have shown that short ITIs might enhance the size of the slowing, future studies should certainly consider this methodological aspect.

Taken together, our results showed that patients with schizophrenia who show increased distraction by novel stimuli (Grillon et al., 1990; Braff, 1993; Gray, 1995; Kapur, 2003; Laurens et al., 2005) also showed increased slowing at short ITIs when compared to controls. This finding has important implications not only at the theoretical level providing important evidence for the idea that the post-error slowing could rely on different mechanisms that the ones involved in error monitoring but also for future clinical studies. One possible explanation for the pattern of results in the patients' group can be found in the orienting account of the post-error slowing, which suggests that the slowing does not necessarily rely on error monitoring but is rather modulated by attentional mechanisms. Researchers and clinicians are advised to be careful in interpreting this behavioral effect as a marker for cognitive control (Notebaert et al., 2009) and to take into account relevant methodological aspects, like the duration of the ITIs and the error rates, when drawing conclusions from this behavioral measure.
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