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The integration of information from various sensory modalities influences behaviour. It can 
induce behavioural benefits such as faster reaction times and enhanced detection of noisy sig-
nals but may also produce illusions, all of which have been characterized by specific neuronal 
signatures. Yet, while these effects of multisensory integration are largely accepted, the role of 
attention in this process is still the object of intense debate. On the one hand, it has been sug-
gested that attention may guide multisensory integration in a top-down fashion by selection 
of specific inputs to be integrated out of the plethora of information in our environment. On 
the other hand, there is evidence that integration could occur in a bottom-up manner, based 
on temporal and spatial correlations, and outside the focus of attention. An extreme example is 
the multisensory enhancement of neural responses in anesthetised animals.

Attention itself is not a unitary construct, and may refer to a range of different selection mech-
anisms. Therefore, the interplay between attention and multisensory integration can take many 
forms which explain, in part, the diversity of findings and the disputes in the literature. 

The goal of this Research Topic is to help clarify the picture by trying to answer the following 
questions from various perspectives: Under which circumstances does multisensory integration 
take place without attention?, and, When does attention determine the fate of multisensory 
integration? 
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Editorial on the Research Topic

A Matter of Bottom-Up or Top-Down Processes: The Role of Attention in Multisensory

Integration

Our everyday environments are multisensory and our brains handle this rich information in an
extremely efficient way. Yet, attention’s role in the process of multisensory integration (MSI) is
still the object of intense debate. Whilst some evidence supports that attention guides MSI via
top-down selection of inputs, others suggest that bottom-up integration can occur pre-attentively
capitalizing on temporal and spatial correlations. Understanding the role of attention in MSI
is further complicated by the fact that attention itself refers to a variety of different selection
mechanisms. Thus, the interplay between attention and MSI can take many forms and lead, as
evident in the literature, to mixed findings and apparent contradictions (e.g., Driver, 1996; Talsma
et al., 2010; Jack et al., 2013; Macaluso et al., 2016). This Frontiers in Integrative Neuroscience
Research Topic aims at helping clarify the nature of this interplay by posing a specific and narrow
question. The reader will find a collection of 10 empirical papers plus an opinion and a review article
which can broadly be classified into those addressing the contribution of bottom-up processing in
MSI, and those exploring top-down modulations.

One framework for exploring the interplay between attention and MSI is to assume that
attention leads to reweighting of sensory information (Bresciani and Ernst, 2007). Focusing on
bottom-up contributions, Vercillo and Gori address such potential reweighting using theMaximum
Likelihood Estimate model. The effect of attention on the weighting of sensory information could
be disentangled by measuring observer’s audio-tactile spatial estimates, showing that bottom-up
attention increases precision and alters sensory weighting in MSI. These findings corroborate
selective attention’s role in adjusting the brain’s computations for achieving an integrated
multisensory percept. Keeping the bottom-up perspective, Hazan et al. address visual search in
the barn owl. Similar to ventriloquism (e.g., Pick et al., 1969) and visual search in humans (Onat
et al., 2007), the owls’ visual search behavior was modulated by sound, demonstrating that audio-
visual interactions guided visual attention. Visual search mechanisms might be similar among
mammalian and non-mammalian species, owing to correlations between visual and auditory
events in nature. An ultimate demonstration of the effect of bottom-up processes would consist
in showing MSI for sub-threshold stimuli, in the absence of top-down biases. Aller et al. take a step
in this direction showing that the visibility of a visual event under continuous flash suppression
(CFS) increases when a sound is congruent (instead of incongruent). Albeit, as the authors
argue, possible top-down processes may still exert an influence, the CFS framework provides a
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clear conceptualization of the question of bottom-up versus
top-down processes. Jones’ study explores both attentional
cuing via bottom-up temporal entrainment and spatial cuing of
attention in unisensory and cross-modal events. Both temporal
and spatial attention-MSI interactions facilitated behavioral
responses: attention produced a response advantage when
deployed in a bottom-up temporal-cuing fashion and via top-
down spatial attention manipulations. However, there was no
measurable interaction between the bottom-up and top-down
processes observed.

This research topic also includes two review/opinion papers
with different views on bottom-up MSI (De Meo et al.; Talsma).
De Meo et al. interpret expressions of early multisensory
interaction as integration. Such that integration phenomena
are irreducible, albeit top-down control processes can regulate
their expression. Talsma et al. instead argue that cross-modal
interactions that take place early, requiring no role of attention,
do not result in integration. This controversy suggests that
we may be missing crucial evidence, or are looking at extant
evidence from incongruous angles. Defining what is meant by
“integration” would already be an important step in the right
direction.

Despite the attempts to find core, bottom-upMSI interactions,
top-down attentional components may also determine the
outcome of MSI (e.g., Aller et al.). Whether these influences
are general, or confined to specific contexts, is still a matter
of debate. This Research Topic includes five articles that have
identified top-down influences employing various manipulations
of multisensory congruency.

In an attempt to disentangle bottom-up versus top-down
contributions Donohue et al. manipulate attentional load and
observer goals. Audio-visual binding in the bounce-stream
paradigm was modulated by spatial cueing, suggesting that
attention alters temporal binding of audio-visual signals in this
task. Attention produced a response advantage when deployed
in a bottom-up temporal-cuing approach and via the top-
down spatial attention manipulation. However, similar to Jones’
conclusion (Jones), there was no measurable interaction between
bottom-up and top-down processes. Employing an audio-visual
congruency manipulation with the attentional blink paradigm,
Adam and Noppeney could show that task-irrelevant sounds
influence detection of, and awareness to, a visual target. Increased
awareness of visual inputs was based not only on the congruency
of current sensory evidence but also on prior knowledge,
hinting that top-down expectations affect decisions regarding
multisensory events and enhance integration. Mastroberardino
et al. addresses whether task-irrelevant stimuli modulate
cross-modal processing of semantically-congruent cues, by
neutralizing low-level contributions. Consistent with the idea
of extensive processing of cross-modal semantic relations, their
fMRI results reveal that semantic-congruency engages fronto-
parietal networks related to visuo-spatial control. Consequently,
one could think of semantic congruency as providing a bias signal
that exerts influence (yet not dominance) on the competitive
interplay between bottom-up and top-down processes for the
control of processing resources. Once one accepts that top-down

influences are pervasive in MSI, the question of content-
dependency arises. Su’s study explores to what extent content
congruency will determine low levels of information processing
in MSI and illustrates that audio-visual correspondence relations
derived from humanmovements exert an important influence on
auditory deviant detection and even on cross-modal synchrony
perception.

The relation between attention and MSI further increases
in complexity when manipulating stimulus-elicited emotions.
Only a few studies have investigated multisensory emotion
processing, despite the importance of both emotions and MSI
to adaptive behavior. Takagi et al. establish that attentional
instructions and audio-visual congruency modulate sensory
dominance in emotion processing. This study highlights how
important it is to provide participants with detailed and clear
instructions when characterizing MSI-attention interactions.
Finally, Doose-Grünefeld et al. find no direct relationship
between MSI and attention. Their study also investigates MSI of
emotional signals, yet in patients with depression. The patients
rated faces asmore fearful when displayedwith happy sounds and
appeared impaired in processing positive auditory information
even when task-irrelevant. Neurocognitive tests revealed that
those patients had impaired attention, which was not related
to their emotion perception. Thus, impaired attention cannot
directly explain deficits in multisensory (emotional) processing.

CONCLUSION AND WHERE DO WE GO

FROM HERE

The work presented in this Research Topic demonstrates that
the relation between MSI and attention is complex and unlikely
to be answered by one single study. By bringing together these
diverse works we observe that stimulus context effects, such
as spatial/temporal co-location (e.g., Hazan et al.) or semantic
(e.g., Mastroberardino et al.) and emotional congruency (e.g.,
Takagi et al.), as well as the goal of the observer, such as
changing task for similar stimuli (e.g., Donohue et al.; Jones)
tend to characterize whether MSI will be modulated by top-down
attentional effects (e.g., Adam and Noppeney; Mastroberardino
et al.; Talsma) or will seem to occur preattentively (e.g., Aller
et al.; De Meo et al.; Hazan et al.; Su; Vercillo and Gori).
It is fair to say that the interplay depends on many factors
and, in some situations, involves no direct relation between
attention and MSI (e.g., Doose-Grünefeld et al.). Clearer and
universally agreed definitions would limit the same results being
used for different perspectives on the debate of attention’s role
in MSI. Future research using standardized instructions and
experimental designs, e.g. CFS, controlling for either bottom-
up or top-down influences (or both) across different contexts
and observer goals would help get closer to a resolution of this
ongoing debate.
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Attention to sound improves auditory
reliability in audio-tactile spatial
optimal integration
Tiziana Vercillo * and Monica Gori

Robotics, Brain, and Cognitive Sciences Department, Fondazione Istituto Italiano di Tecnologia, Genoa, Italy

The role of attention on multisensory processing is still poorly understood. In particular,

it is unclear whether directing attention toward a sensory cue dynamically reweights cue

reliability during integration of multiple sensory signals. In this study, we investigated

the impact of attention in combining audio-tactile signals in an optimal fashion. We

used the Maximum Likelihood Estimation (MLE) model to predict audio-tactile spatial

localization on the body surface. We developed a new audio-tactile device composed by

several small units, each one consisting of a speaker and a tactile vibrator independently

controllable by external software. We tested participants in an attentional and a

non-attentional condition. In the attentional experiment, participants performed a dual

task paradigm: they were required to evaluate the duration of a sound while performing

an audio-tactile spatial task. Three unisensory or multisensory stimuli, conflictual or not

conflictual sounds and vibrations arranged along the horizontal axis, were presented

sequentially. In the primary task participants had to evaluate in a space bisection task the

position of the second stimulus (the probe) with respect to the others (the standards). In

the secondary task they had to report occasionally changes in duration of the second

auditory stimulus. In the non-attentional task participants had only to perform the primary

task (space bisection). Our results showed an enhanced auditory precision (and auditory

weights) in the auditory attentional condition with respect to the control non-attentional

condition. The results of this study support the idea that modality-specific attention

modulates multisensory integration.

Keywords: attention, multisensory integration, auditory, bayes theorem, sensory cue

Introduction

Spatio-temporal coincident sensory signals are combined together to generate multisensory
percepts. Sensory information is weighted accordingly to its reliability and integrated in a
statistically optimal fashion (Clarke and Yuille, 1990; Ghahramani et al., 1997; Ernst and Banks,
2002; Alais and Burr, 2004; Landy et al., 2011). Although years of intensive studies have produced
a wide body of research on the topic of multisensory integration, it is still unclear whether or not
attended stimuli are integrated differently from those that are not attended. Specifically, it is not
clear whether the mechanism of multisensory integration occurs automatically and pre-attentively
or whether attention affects the sensory binding. Several studies support the first idea, reporting
differences in the perceptual estimates when people attend to one or another sensory modality in a
multisensory task (Bertelson and Radeau, 1981;Warren et al., 1981). For example, Oruc et al. (2008)
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demonstrated that crossmodal dynamic ventriloquism
(Soto-Faraco et al., 2002), the illusory reversal in the perceived
direction of motion of a target modality induced by the opposite
motion direction of a distractor modality, can be affected by
modality-specific attention. Similarly in another study, Alsius
et al. (2005) reported that the audio-visual McGurk illusion is
powerfully reduced when participants perform a concurrent
auditory or visual task, suggesting that the high attentional load
precludes multisensory processing.

Differently, other studies found that attention has no effect
on multisensory integration, supporting the idea that sensory
cues are combined pre-attentively. For example, Driver (1996)
showed that the ventriloquist cross-modal illusion can enhance
selective spatial attention to speech sounds, suggesting that the
multisensory binding has to occur before the auditory attentive
selection. Furthermore, other studies suggest that there are no
effects of endogenous (Bertelson et al., 2000) and automatic visual
attention (Vroomen et al., 2001) on audio-visual ventriloquism.
Bertelson et al. (2000) reported no effect of attention when
participants had to localize the apparent source of a sound
presented with a synchronous peripheral flash while monitoring
occasional slight changes in shape of a visual target in a central or
in a peripheral position, supporting the idea that multisensory
integration is a pre-attentive process (Driver, 1996; Vroomen
et al., 2001).

Although a great deal of consideration has been paid to
the effect of attention on multisensory processing, there is
much less effort directed to quantify such effects with the
Maximum Likelihood Estimation (MLE) model. Helbig and
Ernst (2008) have recently investigated the effects of modality-
specific attention on multisensory optimal integration, adopting
a dual task paradigm. Participants were asked to evaluate
similarities or differences between two sequences of letters while
performing a visual-haptic size discrimination task. Participants’
performance was later compared to an ideal observer (MLE
model) to test for optimal integration. Results showed no effect of
modality-specific attention on visual-haptic optimal integration,
sustaining the hypothesis that the mechanism of integration
is pre-attentive. Visual and tactile weights were untouched by
the distractor task. Furthermore, the bimodal JNDs, although
increased in the dual task condition, were still lower than both
of the unisensory JNDs, as predicted by the MLE model.

Interestingly, the distractor task used by Helbig and Ernst
(2008), and by several other studies to date (Alsius et al., 2005)
involved the use of stimuli with qualitatively different properties
from those used in the primary task. A possible reason for
the absence of attentional effects on multisensory integration
could be that the simultaneous encoding of qualitatively different
stimuli (e.g., size vs. letter) increases the attentional load, rather
than focusing attention on a sensory modality.

Here we examined the attentional modulation of multisensory
integration in a dual task where the same stimulus had to
be evaluated twice. Participants were asked to execute an
acoustic temporal discrimination task while performing an
audio-tactile spatial bisection task. Recent researches reported
that audition and touch can interact pre-attentively. Butler
et al. (2012) demonstrated audio-tactile pre-attentive interaction

at the cortical level during frequency processing. Yau et al.
(2009) reported that auditory stimuli can interfere with tactile
frequency perception when auditory and tactile stimuli share
similar frequencies. Of greater interest for our study is that audio-
tactile integration seems to vary according to the perceptual task
that participants have to perform. Yau et al. (2010) reported
separate integration mechanisms for audio-tactile interactions in
frequency and intensity perception. While the effects of sensory
capture appear to be stronger and pre-attentive for frequency
perception, suggesting shared processing for spectral analysis,
audio-tactile interactions for intensity discrimination depend on
the attended modality.

We investigated the effect of attention on auditory precision
and multisensory optimal processing when participants had to
simultaneously evaluate an auditory stimulus in two different
domains (temporal and spatial) while integrating it with a
tactile signal in the spatial (and not in the temporal) domain.
We expected that the simultaneous estimation of multiple
characteristics of the same stimulus may affect its reliability
during multisensory integration. Moreover we compared the
performance of all the participants with an optimal estimator.

Methods and Procedures

Participants
Ten adults (28± 1 years of age) participated at experiment. All of
them had normal hearing. Participants were blindfolded before
entering the room, so they had no notion of the experimental
setup. All participants signed informed consents before starting
the experiment. Testing procedures were approved by the ASL3
of Genoa (Italy).

Stimuli
For the audio-tactile stimulation we developed a device
composed by 9 units which could be controlled individually.
Units were separated by 3.5 cm (11◦ of visual angle). Each unit
was composed by a speaker producing a 2978Hz pure tone
associated to a 2V vibrating motor (Figure 1). The vibrotactile
motors produced tactile stimulation of 120Hz, with vibration
amplitude of 0.55 G.

Procedures
Participants placed their right arm on a support at the eyes’
level, at a distance of 18 cm from their eyes. The device was
positioned on the forearm, with the 5th unit (the middle of the
array) aligned with the nose, the 1st unit close to the hand (the
left side of participants’ head) and the 9th unit close to elbow (at
the right side of participants’ head). Participants wore acoustic
earmuffs (Howard leight, Viking™V1) during all the experiment,
to attenuate the noise emitted by the vibrotactile stimulator while
hearing sounds at ordinary volumes and frequencies normally.

Two tests were performed. In the non-attentional condition
we measured discrimination thresholds and PSEs in a spatial
bisection task. Only-audio, only-tactile and audio-tactile stimuli
were provided. For each trial, we presented a sequence of three
stimuli (auditory, tactile or both) for a total duration of 1.7 s, with
the second and the third stimuli occurring always 600ms after
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FIGURE 1 | Images from the device used during the test. It is composed

by 9 units constituted by a speaker and a vibrating motor individually

controllable. Units were separated by 3.5 cm. The device was located on the

forearm, with the the 1st unit close to the hand and the 9th unit close to elbow.

the onset of the previous stimulus. The duration of the auditory
and the tactile stimuli was 500ms. The locations of the first and
the third stimulus (standard stimuli) of the sequence were fixed
at the 1st (−14 cm) and the 9th (+14 cm) units, respectively,
while the location of the second stimulus was controlled by
the adaptive QUEST algorithm (Watson and Pelli, 1983). The
QUEST algorithm estimates PSE after each response and places
the next trial near that estimate. To ensure that a wide range of
positions was sampled, that estimate was jittered by a random
amount, drawn from a Gaussian distribution of space constant
10 cm, and the nearest unit to that estimate chosen. We will
refer to the position estimated by the QUEST algorithm as the
“probe.”

In the unisensory tasks participants were presented with
a sequence of three vibrotactile stimulations or sounds and
participants had to report whether the second stimulus appeared
closer in space to the first or the third stimulus. The second
auditory or tactile stimulus was placed at the position estimated
by the QUEST algorithm (the probe). In the bimodal task, the
sequence of three vibrotactile signals was associated to three
sounds. In this last condition, the second stimulus could have
been presented in conflict with auditory and tactile stimuli
located in different positions and at different distances from the
probe. The audio-tactile conflict (1) was calculated as SA–ST,

with SAand ST representing the spatial distance of the auditory
and the tactile stimuli with respect to the probe (see Alais
and Burr, 2004; Gori et al., 2012). In the no-conflict condition
(1 = 0 cm), the location of the auditory and the tactile stimulus
corresponded to the probe. In the conflict conditions (1 =
±7 cm), auditory and tactile stimuli were presented at ±3.5 cm
from the probe. For example if the probe was 0 (the fifth unit,
the center of the device), in the 1 = +7 cm condition the
sound was located at +3.5 cm and the vibration at −3.5 cm [3.5
− (−3.5) = 7 cm]; conversely, in the 1 = −7 condition the
sound was located at −3.5 cm while the vibration at +3.5 cm
[−3.5 − (3.5) = −7]. In the case that the probe was estimated
in a position outside of the stimulus array, the closest unit to the

extreme position was selected. Therefore, the second auditory or
tactile stimuli could have been presented also in the two extremes
locations. In the first and the third audio-tactile stimulus, the
auditory and tactile components were presented aligned, with no
spatial conflict.

Participants performed 90 trials for both the unisensory
conditions and 90 trials for each conflict in the bimodal
condition. Conditions were mixed within each block, and
presented in a random order. Data for each condition were
fitted with cumulative Gaussians. The proportion of rightward
responses was plotted as a function of the speaker position, and
the data fitted with a Cumulative Gaussian function by means of
the Maximum Likelihood method to estimate both PSE (point of
subjective equality, given by the mean) and threshold (standard
deviation). The space constant (σ) of the fit was taken as the
estimate of threshold indicating precision for the bisection task.
Standard errors in the threshold and PSEs were computed with
bootstrap simulation (Efron and Tibshirani, 1993). All conflict
conditions were used to obtain the bimodal threshold estimates.
Despite the audio-tactile conflict the stimulation appeared as a
single stimulus; participants did not notice the conflict even when
asked. Unimodal and bimodal (conflictual or not) audio-tactile
thresholds and PSEs were compared with the prediction of the
MLE model.

In the attentional condition we introduced an auditory dual
task to focus participants’ attention only in the auditory stream.
This time in addition to the spatial bisection task, participants
were also asked to identify occasionally changes in duration of the
second auditory stimulus. The duration of the second sound was
manipulated only in the 30% of the trials (catch trials) for each
block. The task was extremely easy to perform since the second
sound might have been 150ms longer or shorter than its normal
duration and than the other two sounds of the sequence. All these
catch trials were excluded from the data analysis. The remaining
data for each condition were fitted with cumulative Gaussians.
Unimodal and bimodal audio-tactile thresholds and PSEs were
compared with the prediction of the MLE model. Participants
performed the same amount of trials as they did in the non-
attentional condition. The order of the two attentional conditions
was counterbalanced across participants.

Maximum Likelihood Model

The MLE calculation assumes that the optimal bimodal estimate
of PSE (ŜAT) is given by the weighted sum of the independent
audio and tactile estimates (ŜA and ŜT).

ŜAT = wAŜA + wT ŜT (1)

Where weights wA and wT sum to unity and are inversely
proportional to the variance (σ2) of the underlying noise
distribution, assessed from the standard deviation σ of the
Gaussian fit of the psychometric functions for audio and tactile
judgments:

wA = σ 2
T/

(

σ 2
T + σ 2

A

)

,wT = σ 2
A/

(

σ 2
T + σ 2

A

)

(2)

Frontiers in Integrative Neuroscience | www.frontiersin.org May 2015 | Volume 9 | Article 34 | 9

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Vercillo and Gori Attention improves auditory reliability

TheMLE prediction for the audio-tactile threshold (σAT) is given
by:

σ 2
AT =

σ 2
Aσ 2

T

σ 2
A + σ 2

T

≤ min
(

σ 2
A, σ 2

T

)

(3)

where σA and σT are the audio and tactile unimodal thresholds.
The improvement is greatest (

√
2) when σA = σT .

To calculate the audio and tactile weights from the PSEs,
we substituted the actual second sound position (relative to
standard) into Equation (1):

Ŝ (1) = (wA1 − wT1) = (1− 2wT) 1 (4)

The slope of the function is given by the first derivative:

Ŝ(1)′ = 1− 2wT (5)

Rearranging:

wT =
(

1− Ŝ(1)′
)

/2 (6)

The slope Ŝ(1)′ was calculated by linear regression of PSEs for all
values of 1, separately for each subject and each condition.

Results

Unisensory Tasks
Figures 2A,B show psychometric functions from one
representative subject in the only-audio and in the only-
tactile condition. Each function describes the proportion of
trials where the second stimulus was perceived more on the
right for all its spatial locations. Light green and light red curves
represent the performance of the subject in the non-attentional
task and dark green and dark red curves the performance in
the attentional task. The point of subjective equality (PSE)
represents the stimulus position that participants judged as more

on the right in 50% of the trials. The slopes of the psychometric
functions, given by the standard deviations of the best-fitting
Gaussian error function, provide an estimate of the precision in
the spatial task. The steeper the curve, the higher the precision.
We mainly based the statistical analysis on these two measures,
as described below. Looking at the thresholds (the slopes of the
psychometric functions in Figures 2A,B, that are also reported
in Figures 4C,D) it is clear that in the non-attentional condition,
participants performed the tactile task with higher precision than
the auditory one [one tailed paired t-test; t(9) = 2.08; P = 0.03].
Interestingly, we found that the temporal auditory task improves
auditory precision in the spatial task [one tailed paired t-test;
t(9) = 1.88; P = 0.04] and declines the tactile precision [one
tailed paired t-test;t(9) = −2.17; P = 0.02]. The improved
auditory precision, and the lack of significant difference between
auditory and tactile thresholds in the attentional condition [one
tailed paired t-test; t(9) = 1.18; P = 0.86] result in a large
enhancement of the predicted auditory weights in the attentional
condition with respect to the non-attentional condition [one
tailed paired t-test; t(9) = 5.55; P = 0.001]. Figure 2C shows
predicted average audio and tactile weights, calculated from all
the individual thresholds in the two experimental conditions.
Predicted auditory weights in the non-attentional condition
were equal to 0.32 ± 0.07 and become equal to 0.57 ± 0.07 in
the attentional condition. Interestingly, predicted tactile weights
vary from 0.68 ± 0.07, in the non-attentional condition, to
0.43 ± 0.21 in the attentional condition. Following the MLE
model (Equation 1) we should expect tactile dominance in
the non-attentional condition and auditory dominance or no
dominance in the attentional condition.

Bimodal Tasks
Figure 3 reports bimodal psychometric functions from the same
representative subject for the three audio-tactile conflicts: 1 =
0, 1 = −7 (dark gray curve), 1 = +7 (light gray curve).
The proportion of the “stimulus more on the right” responses

FIGURE 2 | Psychometric functions from one representative subject

in the only-audio (A) and the only-tactile condition (B). The curves

plot proportion of trials where the second stimulus was perceived more

on the right for all its positions. Light green and light red curves represent

subject’s performance for the non-attentional condition and dark green

and dark red curves the performance for the attentional condition. Data

were fitted with cumulative Gaussians, to obtain PSE (50%) and threshold

(standard deviation of the best-fitting function). Thresholds decrease in the

attentional task only for the auditory condition. (C) Shows predicted

average audio and tactile weights, calculated from individual thresholds in

the two experimental conditions. Auditory weights are higher in the

attentional condition. (***p-value < 0.001).
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FIGURE 3 | Bimodal psychometric functions from the same participant

in the non attentional condition (A) and in the attentional condition (B).

The black curve represents subject’s performance in the 1 = 0 audio-tactile

conflict, the dark gray curve the performance in the 1 = −7 conflict and the

light gray curve the 1 = +7 conflict. The x-axis represents the estimated

position of the second stimulus by the QUEST algorithm (cm). Positive values

of PSE mean a spatial bias to the left, while negative values a bias to the right.

The lower color-coded arrows show the MLE prediction. The upper

color-coded arrows indicate the predicted PSEs in the case of tactile

dominance.

is plotted as a function of the estimated position of the probe
(the location calculated by the QUEST algorithm). Positive values
of the PSE mean that participants are following the modality
presented at−3.5 cm from the probe. For example in the conflict
condition of 1 = +7, a positive PSE means that subject
are founding their perceptual estimates on the tactile modality.
Indeed when the probe is higher than 0, the auditory stimulus
is located at +3.5 cm, then closer to the extreme right, while
the tactile stimulus is closer to the 0 position. Conversely,
negative values of the PSE mean that participants are founding
their perceptual estimates on the sensory modality presented at
+3.5 cm with respect to the probe. The lower color-coded arrows
show theMLE prediction. The upper color-coded arrows indicate
the predicted PSEs in the case of tactile dominance. Results
from the first experiment (Figure 3A) showed poor audio-tactile
integration with tactile dominance. In the 1 = −7 condition,
when the auditory stimulus is located more on the left than the
tactile one, the psychometric curve is shifted toward negative
value, denoting a bias to the right in the direction of the tactile
stimulus. In this condition, as well as the 1 = 0 condition,
measured PSEs are very similar to PSEs predicted by the MLE
model. Conversely, in the 1 = +7 condition, the psychometric
function is shifted toward positive values implying a bias to the
left in the direction of the tactile stimulus and the measured PSE
is closer to the one predicted in the case of tactile dominance.
In the auditory attentional condition, the bimodal psychometric
functions are in the inverted position; however, they are all fairly
centered on the 0 confirming that the two sensory modalities
share similar weights.

Figures 4A,B show average PSEs for the three bimodal
conflicts plotted as a function of the audio-tactile conflict (1)
in the non-attentional (Figure 4A) and attentional (Figure 4B)
conditions. The two dashed lines describe the ideal performance
in the case of auditory (light and dark red) or tactile (light
and dark green) dominance. Black line and symbols represent
observed PSEs data, gray line and symbols represent the model
prediction. As predicted by the model, in the non-attentional
condition bimodal PSEs follow the tactile conflict suggesting a
tactile dominance. Average PSEs are equal to 0.45 ± 1.26 for
the 1 = +7 conflict, 0.33 ± 0.79 for the 1 = 0 conflict
and −2.05 ± 0.79 for the 1 = −7 conflict. Predicted PSEs
were 2 ± 1.17 for the 1 = +7 conflict, 0.8 ± 1.08 for the
1 = 0 conflict and −0.5 ± 1.22 for the 1 = −7 conflict. We
ran a Two-Way ANOVA to study differences between predicted
and observed PSEs and between PSEs measured in different
conflict conditions. In the non-attentional condition, we found
a significant effect of the conflict [F(2, 54) = 3.39; P= 0.04],
but no significant differences between predicted and observed
PSEs [F(1, 54) = 2.11; P = 0.15] and no interaction between
the two factors [F(2, 54) = 0.20; P = 0.81]. In the attentional
condition, we found no differences between PSEs across conflicts
[F(2, 54) = 0.11; P= 0.88], between predicted and observed PSEs
[F(1, 54) = 1.55; P = 0.21] and no interaction between the two
factors [F(2, 54) = 0.53; P = 0.58]. The effect of the conflict that
we have found in the non-attentional condition confirms that
participants founded their perceptual judgment mainly on one
sensory modality. Additionally, the lack of differences between
predicted and observed PSEs implies a good prediction from the
MLE model. Figures 4C,D show the average thresholds for the
audio (A), tactile (T) and audio-tactile (AT) estimates as well
as the predicted bimodal thresholds. Since individual bimodal
thresholds were similar across the three AT conflicts, for both the
non-attentional [repeated measure ANOVA; F(2, 27) = 1.03; P =
0.37] and the attentional condition [repeated measure ANOVA;
F(2, 27) = 2.37; P = 0.11], we calculated average bimodal
thresholds for each participant.

For the non-attentional condition (Figure 4C), we compared
unimodal and bimodal observed and predicted thresholds in a
One-Way ANOVA and found significant difference [F(3, 36) =
4.72; P = 0.007]. However, the Tukey HSD correction for
multiple comparisons revealed a significant difference between
auditory and bimodal thresholds (P = 0.04) but not between
tactile and bimodal thresholds (P = 0.99) or between predicted
and observed bimodal thresholds (P = 0.87). In the attentional
condition (Figure 4D), the One-Way ANOVA reported a
significant difference between unimodal and bimodal observed
and predicted thresholds [F(3, 36) = 3.22; P = 0.03]. The
Tukey HSD correction showed no significant difference between
tactile and bimodal thresholds (P = 0.07) between auditory and
bimodal thresholds (P= 0.5) or between predicted and observed
bimodal thresholds (P = 0.99). These results suggest that both
optimal integration and sensory dominance are possible.

Predicted and observed auditory weights are similar for all
the participants in all the experimental conditions. Figure 5A
shows observed individual audio weights plotted as a function of
predicted individual audio weights in the non-attentional (light
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FIGURE 4 | (A,B) Average PSEs (N = 10) for the three bimodal conflicts

plotted as a function of the audio-tactile conflict (1) in the non-attentional

condition (A) and in the attentional condition (B). Error bars represent standard

errors of the mean. Red and green lines describe the ideal performance in the

case of auditory or tactile dominance, respectively. Black line and symbols

show measured data, while gray line and symbols describe the model

prediction. (C,D) Average thresholds for the audio (A), tactile (T), and

audio-tactile (AT) estimates and predicted bimodal thresholds in the

non-attentional (C) and attentional condition (D). Error bars represent standard

errors of the mean. In the non attentional condition (C) auditory thresholds are

different from tactile and bimodal thresholds (*p-value < 0.05).

symbols) and attentional (dark symbols) conditions. All the data
are scattered on the equality line suggesting that the model
successfully predicted participants’ performance. Moreover,
observed and predicted audio weights are not statistically
different [non-attentional condition: one tailed paired t-test,
t(9) = −0.75, P = 0.46; attentional condition: t(9) = 0.81,
P = 0.43]. More important, the average auditory weights are
significantly higher in the attentional (dark red) condition with
respect to the the non-attentional (light red) condition [one tailed
paired t-test, t(9) = −2.23, P= 0.02, see Figure 5B], as predicted
by the model.

In Figure 6 we reported individual bimodal thresholds for
both attentional (filled symbols) and non-attentional condition
(empty symbols). Individual data are all scattered on the equality
line and average thresholds are similar to those predicted by the
MLE model.

Discussion

In this study we investigated the effects of modality-specific
attention on sensory reliability and on multisensory integration.
We compared an attentional and non-attentional condition. In

FIGURE 5 | Predicted and observed individual auditory weights from

the 10 participants in the non-attentional (light red) and the attentional

(dark red) condition (A). Standard errors were computed with bootstrap

simulation. Data are all scattered on the equality line meaning perfect

prediction from the MLE model. Measured average auditory weights are higher

in the attentional condition (B). (*p-value < 0.05).

FIGURE 6 | Predicted and observed individual thresholds (A) for both

the non-attentional (empty symbols) and the attentional condition

(filled symbols). Standard errors were computed with bootstrap simulation.

Data are well-predicted by the MLE model.

the attentional condition we found increased precision in the
attended modality and a collateral change in cue weighting in the
bimodal estimate. Our results support the idea that attention to a
sensory modality can affect multisensory processing.

In the non-attentional condition participants performed the
tactile task with higher precision than the auditory one. As
predicted by the MLE model the tactile modality directed
the final multisensory estimates. The dual auditory task
(attentional condition) significantly improved auditory precision
and increased unimodal weights. Also in this condition the
bimodal estimates were successfully predicted by theMLEmodel,
suggesting optimal integration. These results show that attention
to sounds reduces auditory thresholds and that the improved
auditory precision affects multisensory perceptual judgments
and accuracy. However, in all the conditions we have tested,
bimodal thresholds were not significantly different from either
the best unimodal threshold or the MLE prediction, therefore,

Frontiers in Integrative Neuroscience | www.frontiersin.org May 2015 | Volume 9 | Article 34 | 12

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Vercillo and Gori Attention improves auditory reliability

neither account could be rejected. Similarly, Alais and Burr
(2004) and Gori et al. (2012) reported near-optimal integration
with bimodal thresholds sometimes comparable to unisensory
thresholds. The lack of significant improvement on precision
may be due to several factors. As Alais and Burr (2004) have
suggested, there may be an additional noise source at the level
of bimodal combination not considered in the model or there
may be correlations between the noise sources of the sensory
modalities. The lack of statistical powermight be another possible
reason for failing to find strong support for MLE integration.

Our study appears to be in conflict with previous results
from Helbig and Ernst (2008) that have recently examined the
effect of a dual visual task on visuo-tactile integration. The
distractor task used in Helbig and Ernst’s experiment (2008)
involved visual stimuli different from those used in the primary
task. Participants had to evaluate the similarity between two
sequences of letters presented just above the position of the
visual stimulus of the primary size discrimination task. Authors
reported that performing a dual visual task impaired precision in
the visual modality but did not affect visual and tactile weights
in visuo-tactile integration. Combining these two tasks might
require extremely high cognitive resources. Indeed, authors
found that also the tactile modality was slightly affected by the
distractor task. Contrarily, in our task we asked participants to
evaluate two different characteristics of the same stimulus: one
spatial and the other temporal. Probably, the double-task that we
used increases attention to the stimulus rather than withdrawing
attention from it. Moreover, we presented the dual task randomly
only in the 30% of the trials and analyzed the remaining 70% to
be sure that participants were focused on the stimulus and not
distracted by the secondary task.

Another possible explanation for the difference between
our results and those from Helbig and Ernst (2008) is that
spatio-temporal features of a stimulus may be encoded together
in the brain. In both the studies participants were engaged in a
double-task, a paradigm that generally increases the attentional
load and results in a lower performance. Surprisingly, we
found higher precision in the attentional condition than in
the non-attentional one. Previous studies demonstrated that
space and time are not processed separately but probably share
similar neural mechanisms and similar cortical circuits (Burr and

Morrone, 2006; Johnston et al., 2006). Under this perspective,
performing a spatio-temporal dual task could not result in
a reduction of spatial precision, but rather in an increased
reliability of the attended stimulus.

Researchers have found that directing attention toward a
particular region of space or to a sensory modality improves
performance in several tasks. Yeshurun and Carrasco (1998)
explored the effect of spatial attention on a texture segregation
visual task and found attentional facilitation reflecting signal
enhancement.Moreover, a neurophysiological study from Spitzer
et al. (1988) reported that increasing the amount of effort
required to perform a perceptual task, such as orientation or
color discrimination, can affect information processing in the
visual stream. When the task is more difficult the performance
improves and neuronal responses to stimuli are larger and more
selective. In a similar way, the attentional effort required by the

dual task on the auditory stimulus used in our experiment might
have improved the discriminative ability of the participants.

Our results are in line with several studies showing that
attention to a sensory modality might affect perceptual estimates
in multisensory tasks (Bertelson and Radeau, 1981; Warren
et al., 1981; Alsius et al., 2005). For example Oruc et al. (2008)
demonstrated that in crossmodal dynamic ventriloquism the
motion signals from different sensory modalities are combined
differently depending on modality-specific attention, but only
when the susceptibility for capture between the two signals is
comparable. Alsius et al. (2005) also showed that the McGurk
illusion is severely reduced when participants are concurrently
performing an unrelated visual or auditory task.

Yau et al. (2010) showed that auditory and tactile signals
can be combined differently based on the perceptual task. Here
we report a strong attentional modulation of AT integration.
The current study adds an interesting contribution to the large
body of empirical research supporting the idea that attention
to modality can affect the process of multisensory integration.
Moreover, although previous studies investigated AT integration
with the MLE model in the temporal judgments (Ley et al.,
2009) we explored optimal integration also in the spatial domain.
Further studies might investigate whether this attentional effect
can also reduce the visual “dominance” in an audio-visual or
visuo-tactile spatial integration.
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Barn owls are nocturnal predators that rely on both vision and hearing for survival. The
optic tectum of barn owls, a midbrain structure involved in selective attention, has been
used as a model for studying visual-auditory integration at the neuronal level. However,
behavioral data on visual-auditory integration in barn owls are lacking.The goal of this study
was to examine if the integration of visual and auditory signals contributes to the process
of guiding attention toward salient stimuli. We attached miniature wireless video cameras
on barn owls’ heads (OwlCam) to track their target of gaze. We first provide evidence that
the area centralis (a retinal area with a maximal density of photoreceptors) is used as a
functional fovea in barn owls. Thus, by mapping the projection of the area centralis on the
OwlCam’s video frame, it is possible to extract the target of gaze. For the experiment,
owls were positioned on a high perch and four food items were scattered in a large arena
on the floor. In addition, a hidden loudspeaker was positioned in the arena. The positions
of the food items and speaker were changed every session. Video sequences from the
OwlCam were saved for offline analysis while the owls spontaneously scanned the room
and the food items with abrupt gaze shifts (head saccades). From time to time during the
experiment, a brief sound was emitted from the speaker. The fixation points immediately
following the sounds were extracted and the distances between the gaze position and the
nearest items and loudspeaker were measured. The head saccades were rarely toward
the location of the sound source but to salient visual features in the room, such as the
door knob or the food items. However, among the food items, the one closest to the
loudspeaker had the highest probability of attracting a gaze shift. This result supports the
notion that auditory signals are integrated with visual information for the selection of the
next visual search target.

Keywords: saliency, saccades, multisensory, visual search, barn owls, selective attention, sound localization

INTRODUCTION
An animal in its environment is constantly bombarded by sensory
input, while the animal can only orient and react to one object or
event at a time. Therefore, mechanisms have evolved to select the
most behaviorally relevant stimulus at any particular time. This
brain process is called saliency mapping (Itti and Koch, 2000) and
it lies at the base of selective attention. Animals tend to respond
and attend to the stimulus which they perceive as the most salient
(Luck and Ford, 1998).

It is widely accepted that animals compute a dynamic saliency
value to different locations in space based on a combination of
external factors, such as stimulus intensity, stimulus history, spa-
tial context, etc., and internal factors, such as cognitive biases,
behavioral tasks, reward history, motivations, etc. (Fecteau and
Munoz, 2006). Therefore, the saliency of a stimulus is not a phys-
ical feature but rather a perceived feature dependent strongly on
the context, history, surroundings, and internal state of the ani-
mal (Dutta and Gutfreund, 2014). It has been shown that the
relationship between visual and auditory signals is an impor-
tant external factor determining the saliency of stimuli in cats,
primates, and humans (Stein et al., 1988; Driver and Spence,

1998; Recanzone, 2009). Congruent visual and auditory stim-
uli (same location and same time) are more likely to attract
the animal’s gaze and attention, i.e., more salient, compared
to unimodal stimuli or incongruent stimuli (Stein and Mered-
ith, 1993; Frassinetti et al., 2002; Stein and Stanford, 2008).
This process of combining visual and auditory signals is called
visual-auditory integration. Thus, an animal is said to integrate
visual and auditory information if the response to a combined
stimulus is different from the response to each stimulus alone
(Stein et al., 2014).

At the single neuron level, neurons that respond to both visual
and auditory signals (bimodal neurons) have been identified in
numerous levels of the nervous system (Beauchamp, 2005; Sugi-
hara et al., 2006; Wallace et al., 2006; Kayser et al., 2007). Among
these, the superior colliculus (SC), a mid-brain structure believed
to be involved in selective attention, has been the most studied
(Wallace et al., 1996). In cats and primates, many of the neurons
in the SC have been shown to integrate auditory and visual sig-
nals in ways that mirror the behavioral observations, i.e., neurons
respond maximally to visual and auditory signals that are congru-
ent in time and space (Meredith and Stein, 1986; Meredith et al.,
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1987). These findings support the notion that the SC circuitry
combines visual and auditory signals to perform saliency mapping
in bimodal environments (Boehnke and Munoz, 2008; Mysore and
Knudsen, 2011; Dutta and Gutfreund, 2014).

In non-mammalian species, physiological studies of visual-
auditory integration for selective attention have been carried out
mostly in the optic tectum (OT), the homolog of the SC. Among
these, the OT of the barn owl consists of numerous bimodal
neurons, integrating signals to enhance responses to congruent
bimodal events, particularly if such events are surprising (Zahar
et al., 2009). It has been suggested that this type of response facili-
tates the detection of salient stimuli (Reches et al.,2010; Gutfreund,
2012). The OT of barn owls possesses the most robust and accurate
map of auditory space in any animal species studied so far (Knud-
sen, 1987). This auditory map is aligned with a precise retinotopic
visual map (Knudsen, 1982). In addition, mechanisms of stim-
ulus selection in the OT have been studied extensively in barn
owls (Reches and Gutfreund, 2008; Mysore et al., 2010; Mysore
and Knudsen, 2013). Therefore, this species has a great potential
of being used as a research model for the study of visual-auditory
integration for saliency mapping. Despite previous studies in barn
owls on this subject at the neuronal level (Gutfreund et al., 2002;
Reches and Gutfreund, 2009; Zahar et al., 2009; Reches et al., 2010),
behavioral characterization of visual-auditory integration at the
behavioral level is scarce (Whitchurch and Takahashi, 2006). The
goal of this study is to contribute to such characterization and to
develop new ways of studying visual-auditory integration at the
behavioral level.

The perceived saliency of objects in the environment is mani-
fested, in many species, in their visual search behavior (Wolfe and
Horowitz, 2004; Hayhoe and Ballard, 2005; Berman and Colby,
2009). Visual search is the process of actively scanning the envi-
ronment. Many animal species possess a small retinal area with
a higher density of photoreceptors known as area centralis (in
some species, this area is accompanied by an anatomical dipping
in the retina, in which case it is called fovea). Such animals tend
to shift their gaze so that points of interest will be acquired by
this specialized retinal area. Animals exhibiting such a behavior
are called foveating animals. It is widely accepted that the target
at the retinal center in foveating animals is correlated with the
focus of attention (Eckstein, 2011). Thus, by tracking the scan
path of an animal in its environment, it is possible to obtain
information on what objects and conditions are likely to attract
the animal’s attention, i.e., are perceived as salient. This experi-
mental procedure of gaze tracking has been used widely to study
attention in humans and other species (Reinagel and Zador, 1999;
Harmening et al., 2011; MacInnes et al., 2014). Gaze tracking can
be technically difficult particularly when performed in freely mov-
ing animals, since it requires the exact measurement of both eye
and head orientation as well as its relationship with the structure
of the environment.

Barn owls possess a tubular eye structure that limits eye move-
ment. Thus, in contrast to most other foveating animals, barn owls
do not move their eyes in the orbits, maintaining a mostly fixed
eye position relative to the head (Steinbach and Money, 1973;
du Lac and Knudsen, 1990). Instead, they compensate for this
lack by prominent head motions (Masino and Knudsen, 1990;

Ohayon et al., 2006). This makes them an attractive animal model
for the study of attention and visual search because it is not nec-
essary to measure eye relative to head movements. It has been
demonstrated unequivocally that barn owls are foveating targets,
i.e., they use a single retinal location to acquire targets of interest
(Ohayon et al., 2008; Harmening et al., 2011). The retina of barn
owls contains a single area centralis but no visible fovea (Wathey
and Pettigrew, 1989). It remains an open question whether the
functional fovea in barn owls corresponds with the anatomically
defined area centralis. In this study, we took advantage of the
lack of eye movement and the spontaneous visual search behav-
ior of barn owls. We attached miniature video cameras to the
heads of barn owls in order to track the scan path and points
of interests in the environment. In the first part, we show that
the functional fovea corresponds with the area centralis. In the
second part, we show that sounds influence visual search behav-
ior in ways that support visual-auditory integration for saliency
mapping.

MATERIALS AND METHODS
ANIMALS
Three adult barn owls (Tyto alba) were used in multiple test
sessions. The owls were hatched in the breeding colony in the Tech-
nion’s Rappaport Faculty of Medicine and were hand-raised by lab
members. Before the experiments, the owls were accustomed to the
experimental room by being maintained in the room, on a perch,
for about 2 h a day for a period of about 2 weeks. To increase the
owls’ motivation to search spontaneously during the experiments,
they were only fed on the perch at the end of each experiment from
the food items on the floor. However, body weight was main-
tained normal. All procedures were approved by the Technion’s
Committee for the Ethical Use of Laboratory Animals.

VIDEO CAMERA ATTACHMENT AND RECORDINGS
The OwlCam used was similar to the OwlCam developed and used
by Harmening et al. (2011). It is devised from a miniature micro-
camera combined with a video broadcasting chip (900 MHz) and
a rechargeable lithium-polymer battery [for more details on the
camera, see Harmening et al. (2011)]. The OwlCam was attached
to the head using a 3D printed attachment unit designed in the
lab. One part of the unit was attached permanently to the skull
bone with dental cement in a single surgical procedure. The other
part, glued to the camera, was screwed to the permanent part at the
beginning of each experiment and removed at the end of the exper-
iment. The attachment unit was designed to allow the adjustment
of the OwlCam orientation with respect to the head and to main-
tain a locked rigid positioning of the camera. The total weight of
the device including the battery and attachment unit was 10.5 g and
the dimensions of the camera case was 10 mm × 10 mm × 20 mm
(Figures 1B,C). Owls wearing the mount showed no apparent
behavioral changes including normal posture and flying.

The OwlCam delivered a wireless black and white video signal
at 30 frames per second with an effective vertical resolution of
about 380 lines and a view angle of about 60◦. The video signal
was collected with an off-the-shelf tunable video receiver (posi-
tioned about 2 m from the owl) and digitized at a resolution of
480 × 720 pixels for offline analysis.
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FIGURE 1 |The experimental apparatus. (A) A scheme of the experimental
room. An arena 200 cm × 160 cm is shown positioned on the floor. The perch,
positioned 160 cm above the ground adjacent to the long wall, is shown with
a cartoon owl on top of it. The dashed lines on the arena surface designate
imaginary lines that divide the arena to four equal quadrants. The dark spots

on the arena designate possible positions of four food items. Items were
spread so that each quadrant will contain one item. The gray spot on the
arena designates a possible location of the loud speaker. (B) An owl with the
OwlCam attached to its head. (C) A close view of the OwlCam with the
attachment unit and the battery in place. The scale bar designates 10 mm.

EXPERIMENTAL SET-UP
The experiments were performed in a 200 cm × 240 cm room.
Although the room was stripped of any furniture, it was a reg-
ular lab room with some salient features on its walls such as
electrical outlets, a dark door and a window covered with black
paper. Moderate illumination was provided by a ceiling-mounted
bulb. A 30 cm long perch was mounted to the wall opposite
the door at a height of 160 and 10 cm away from the wall (see
Figure 1A for a sketch of the experimental room). During the
experiments, the owls were attached to the perch with a leg
leash that was long enough to allow free walking and turning
on the perch but prevented the owls from flying off the perch.
A 160 cm × 200 cm wooden frame covered with a white cloth
(the arena) was positioned on the floor centered under the perch.
Before the beginning of the experiment, a curtain was drawn to
block the owl’s view of the floor. Then, several food items (dead
black lab mice on petri dishes) were scattered on the arena. At this
point, the experimenter would leave the room and the curtain was
drawn from outside the room with a string to reveal the arena to
the owl.

In several of the experiments, a loudspeaker was positioned
under the cloth, hidden from the owls. To register the position
of the loudspeaker in the video frames, we attached an infrared
LED to the speaker. The light emitted by the LED was clearly vis-
ible in the video (see arrow in Figure 2) but invisible to humans
and barn owls (Netser et al., 2010). The loudspeaker was used
to generate short and unexpected auditory stimuli. The auditory
stimuli were stored on a PC connected to a Tucker-Davies Tech-
nologies (TDT) system III (∼100 kHz sampling rate; 24 bit A/D),

running custom Matlab programs. In order to reduce habitua-
tion to the sound, we used a library of 18 playbacks of natural
sounds such as rustling leaves, animal sounds, etc. The different
sounds varied in amplitude, frequency, temporal structure and
duration (300–800 ms). Sounds were generated manually by a
button pressed about once every 2 min. Each button press gener-
ated one randomly chosen sound from the library. The volume of
all sounds was adjusted so that all were clearly audible to human
listeners in the room. To synchronize the video recordings with the
times of the auditory stimulation, an electronic switch was trig-
gered from the sound-generating system to temporarily switch off
the power supply to the OwlCam receiver. This resulted in about
5–6 disrupted frames in the video sequence, signaling the onset
of the auditory stimulation. The disrupted frames were detected
offline.

DATA ANALYSIS
The behavior of the owls was mostly characterized by abrupt head
movements and prolonged fixation period where the image was
stable (see Figure 2 and Ohayon et al., 2008). From each fixation
period a single frame was extracted for further analysis. Fixation
periods were identified manually by viewing the video sequence
frame by frame and identifying stable periods in which the point of
view doesn’t change. For visualization of the behavior (Figures 2
and 6) we used a frame by frame correlation function. Each frame
in the video sequence was first passed through an edge detection
filter, creating a reduced black and white image, the frames where
then divided into an array of 8 × 10 rectangulars; the average value
of all pixels in each rectangular was measured, creating 80 pixels
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FIGURE 2 | Correlation between adjacent frames during 19 s of typical

visual search behavior. Four video frames extracted from periods of
fixation are shown above. Each shows a different view of the experimental
arena and the scattered food items. The arrow points to the position of the
loudspeaker, visible via the infra-red light source attached to it.

images, each of which was correlated with its preceding frame and
the correlation coefficient as a function of time was obtained.

Fixation frames were analyzed manually. All observable targets
and speaker locations were marked with a mouse curser, and the
coordinates in the frame were saved (Figure 3A). To estimate the
coordinates of the functional fovea, all target locations from one

experiment were collapsed in one graph (Figure 3B), and a density
function (the density of the points in each pixel) was calculated
to estimate the probability for targets in pixel space (Figure 3C).
To map the projection of area centralis onto the video frame, a
prominent retinal landmark in birds called pecten oculus (Wathey
and Pettigrew, 1989) was used. The pecten oculus is a pigmented
structure covering the entrance of the optic nerve to the retina.
Therefore it is easily viewable with an ophthalmoscope as a dark
structure on the highly reflective background of the retina (Netser
et al., 2010). We mounted the camera on the owl’s head. Then
the owl was held by hand, with its head fixed pointing straight
ahead. Another experimenter, who was standing a meter away
from the owl, viewed the eye of the barn owl through an oph-
thalmoscope, and adjusted the position of the ophthalmoscope
relative to the owl’s head until viewing the superior tip of the
pectin (see Figure 4B for an illustration of the pecten). When this
was achieved the experimenter marked the video frame by snap-
ping his fingers and moved to the second eye. The relevant video
images were extracted offline, and the positions of the ophthal-
moscope beam viewing the two pectens were marked manually
(see Figure 4A) to obtain the coordinates of the projection of the
retinal landmarks on the video frame. Since the owls do not move
their eyes considerably, the coordinates of the retinal locations are
fixed throughout the experiment.

Distances between targets were measured in pixels. Conversion
to distance in centimeters was estimated based on the number of
pixels recorded in a 10 cm line at the center of the arena and the
center of the video frame (30 pixels per 10 cm). Distortion errors

FIGURE 3 |Target probability maps. (A) An example of a single
fixation frame. Four targets are marked by squares. (B) A plot
showing all marked targets collected from a single experimental day.
(C) The density function of the points in (B). Red colors indicate high

density and blue low density. (D,E) Two additional examples of density
functions obtained in different experimental days. The numbers above
panels (C–E) designate the number of fixation frames analyzed to
obtain this image.
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FIGURE 4 | Mapping of area centralis. (A) Two frames from the video
sequence are shown above. One frame shows an experimenter standing
about 1 m from the owl viewing with an ophthalmoscope the superior tip of
the left pected and the second from the experimenter viewing the superior
tip of the right pecten. The beam of the ophthalmoscope in both cases is
marked by a circle. Below the two half frames are combined to one image. A
line is drawn between the two beams and the point that is 7◦ below the
mid-point of the line is calculated. This point, marked by a circle, is the

estimation of area centralis. (B) A scheme showing the projection of the
pectens (left and right) on a calibrated screen in front of the owls. The plus
marks at the center show the calculated projections of left area centralis
(LAC) and right area centralis (RAC). The plus marks at the sides show the
projections of the left optical axis (LOA) and the right optical axis (ROA).
Positions of LAC, RAC, LOA, and ROA were estimated based on average
distances from pectens obtained by analysis of whole-mounted retinas.
Figure with permission from Pettigrew (1979).

due to camera optics and non-equal distances to positions on the
arena (keystone distortions) were estimated to be mostly less than
25% and were ignored in this analysis. Since the positions of the
targets and speaker were shifted in the arena between different
experimental sessions, ignoring these distortions is not expected
to create any systemic biases in the results.

Conventional statistical methods were used to assess signif-
icance of results. A p-value smaller than 5% was considered
significant.

RESULTS
ANATOMICAL STRUCTURE OF FUNCTIONAL FOVEA
In the first part of this study, we ask whether owls shift their gaze
toward targets of interest so as to view the target image on the
retinal area centralis. On each experimental day, the OwlCam was
first attached and the coordinates for the right and left pectens were
mapped as described in the Section“Materials and Methods.”After
mapping the pecten tips, the owls were free to stand on the perch.
Three to five food items were scattered on the arena, and the owl

was left in the room for a period of about half an hour. During this
time, the video signal was saved continuously for offline analysis.

A typical video sequence consisted of a series of abrupt head
motions (head saccades), each head saccade terminating in a sta-
ble period (fixation period). Figure 2 shows the frame-to-frame
correlation function (see Materials and Methods) over a period
of 20 s in one such typical experiment. It can be seen that the
sequence is composed mostly of stable periods (correlation indices
close to 1), but every few seconds, the correlation indices drop
abruptly below one, indicating a gaze shift to a new location. For
analysis, a single frame was extracted from each stable period (fix-
ation period). Fixation frames in which at least one food item
was observed were taken for further analysis while the others were
discarded. The positions in the frames of all observed food items
were marked manually (Figure 3A) and pooled together to cre-
ate a distribution of food items on the video frame (Figure 3B).
The probability of each pixel to contain a food item was thus esti-
mated by the density function (Figure 3C). It can be seen that
the density function resulted in a single most probable point.
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This pattern was observed consistently (see Figures 3D,E for
two more examples). In most cases, 10–20 min of recording of
spontaneous scan behavior (corresponding to about 80–200 fix-
ation periods) were sufficient to expose such clear, single, most
probable point. These results verify the results from previous
studies (Ohayon et al., 2008; Harmening et al., 2011) that dur-
ing a search task, owls scan their environment in a serial manner
and repeatedly direct their gaze in a way that brings targets of
interest to a specific retinal position, which we refer to as the
functional fovea. Since the OwlCam moves with the owl’s head
and the eyes are fixed in the head, the functional fovea does not
change its position in the video sequences regardless of the owl’s
movement.

It is hypothesized that the functional fovea corresponds with
the area centralis. To demonstrate that this is indeed the case,
we measured both the functional fovea and the area centralis in
the same video frame. This dual measurement was performed
15 times in three birds. The functional fovea coordinates on
the frame were extracted as the point of maximal probability
of an average of at least 60 fixation frames (as demonstrated
in Figure 3). The coordinates of the area centralis on the video
image were mapped based on the histological study of Pettigrew
(1979), which analyzed whole-mounted retinas and concluded
that the retinal area centralis is located, on average, 25◦ temporal
and 7◦ above the superior tip of the pecten oculus (Figure 4B).
We therefore measured the position of the superior tip of the
pecten with an ophthalmoscope for both the left and right eyes
(see Materials and Methods). A line was drawn between the two
positions to designate the horizontal plane. The point 7◦ perpen-
dicularly below the mid-point was registered as the area centralis
(Figure 4A). The distances between the left and right pectens
were estimated to be between 52 and 55◦. These numbers are
consistent with the measurements of Pettigrew (1979; 25◦ per

each eye) and indicate that the projections of the area centrales
of both eyes tend to converge at a single point directly in front
of the owl. Thus, a single functional fovea corresponds with both
the left and right area centrales. To assess the reliability of the
measurement of the projection of area centralis we repeated in
seven cases the measurement twice, once before and once after
the release of the owl on the perch for half an hour. In each
case we measured the distance in pixels between the two mea-
surements. The average distance was 12.8 pixels and the STD
8 pixels.

Figure 5A shows the location of the functional fovea on the
video frame together with the corresponding area centralis. It can
be seen that generally there is good agreement between the two
independent measurements. The errors are shown in Figure 5B,
where, for each experiment, the position of the area centralis rela-
tive to the position of the functional fovea (0,0 point in the graph)
is depicted. The smallest error was 4 pixels and the maximal error
was 50 pixels. However, note that the median of the area centralis
was 7 pixels biased to the left of the functional fovea (sign test,
n = 15; p < 0.05). This deviation of the area centralis relative to
the functional fovea, which corresponds to 2–3◦, may arise from
small differences in eye positions when the head is immobilized
and visible light is shone onto the eye (conditions for measuring
the area centralis) compared to active viewing of the environment
(conditions for measuring the functional fovea). Interestingly, in
the data from Pettigrew (1979), the average mid-position between
the two pectens is also shifted to the left of the gaze point by 2–3◦
[Figure 4B, the midpoint between right area centralis (RAC) and
left area centralis (LAC)]. Therefore, it seems that when passive
and head-fixed, the owls have a tendency to drift eye positions
slightly to the left. In the subsequent experiments, where possi-
ble, we estimated the point of gaze based on the functional fovea.
However, in several cases, not enough spontaneous fixation points

FIGURE 5 | Comparison between area centralis and the functional

fovea. (A) Fifteen estimated projections of area centralis on the video
frame are shown together with the corresponding estimations of the
functional fovea. Corresponding pairs are connected with lines. (B) The

projections of area centralis from panel (A) are shown in relation to
the position of the corresponding functional fovea. Dash lines mark the
zero axes and star marks the position of the functional fovea at the
center.
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were obtained to give a good estimation. In these cases, the area
centralis was used to estimate the point of gaze.

AUDITORY EFFECTS ON VISUAL SEARCH
We used the same owls in the second part of the research. The owls
performed an active visual search task with food items as before,
however, in this case four food items were scattered in the arena.
Each food item was positioned in one quadrant of the arena, and
a loudspeaker was hidden under the cloth in one of the quad-
rants so that the food item in the same quadrant was closer to the
loudspeaker but never closer than 10 cm (30 pixels). During each
session which was 10–15 min long, a sound stimulus was occa-
sionally emitted from the speaker (see Materials and Methods).
About 6–10 sounds were emitted during a single session. After
each session, the curtain was drawn, the speaker moved to another
quadrant and the positions of the food items were moved slightly
for the next session. Each owl performed 2–3 sessions during one
experimental day. We analyzed the responses to about 800 sounds
in 85 sessions.

The responses were analyzed offline and first divided into two
groups, one in which the fixation point did not change in the 1.5 s
after the onset of the sound stimulus (considered as no response
and omitted from further analysis) and a second in which a head
saccade was elicited in the 1.5 s after the stimulus (considered as
a response to the auditory stimulus). Overall in about 35% of
stimulus presentations, a head response was induced after stimu-
lation. However, as mentioned earlier, the owls searched the room
spontaneously by head saccades even without the sound. There-
fore, to examine whether the presence of the sound increased the
probability of a head saccade, we averaged the frame to frame
correlation function in the 1.5 s following an auditory stimu-
lus and compared it with the average correlation function in
the 1.5 s before the auditory stimulus. The average correlation
function is an estimation of the saccade probability; the smaller
the average correlation, the higher the probability of a saccade.
Figure 6A shows the average correlation function from 172 stim-
ulus presentations in two owls. A typical delay to an acoustical
evoked saccade is 150–300 ms (Whitchurch and Takahashi, 2006),
therefore, effects happening in the first six frames unlikely to be
attributed to the sound. Examining the probabilities from frame
6 onward, no apparent difference can be seen between the prob-
ability of head saccades before and after the stimulus. The lower
correlations in the first six frames are attributed to the jitter of
the synchronization signal in the video (see Materials and Meth-
ods) and do not reflect a head motion. Thus, it seems that the
auditory stimulation did not affect the rate of spontaneous head
saccades.

Nevertheless, we continued analyzing the targets of the head
saccades following the stimuli to explore the possibility that even
though the probability of eliciting a saccade is not affected by the
auditory stimulus, the choice of the next target is. Among the trials
in which a head response was measured in the 1.5 s following the
stimulus (n = 305), in about half, the gaze changes landed outside
the arena (n = 161), in many cases attracted toward salient features
in the room such as the door knob or the window frame. Only 144
saccades were directed toward the arena. Those latter saccade end
points were the subject of subsequent analysis.

The histogram in Figure 6B shows the distances between the
speaker location and the fixation points on the arena from all
three owls. We define a radius of 50 pixels (about 15 cm) from
the center of the target as a hit response. This relatively broad
circle around the target was chosen to encompass the errors from
mapping the area centralis and the errors expected due to different
view angles. Only 6% of all responses were considered hits to
the speaker. Thus, it seems that the speaker location was a poor
attracting point for the final gaze position. This is despite the fact
that owls can pinpoint sound sources accurately (Knudsen et al.,
1979) and that the sounds were clearly audible and consisted of
sound playbacks of objects from the owl’s natural environment.
Figures 6C,D show the distribution of the gaze end-points of 108
head saccades in which the speaker location was observable at
the end-point frame. The same data are plotted in panel C with
relation to the location of the speaker and in panel D with relation
to the location of the visual target closest to the speaker. It is
apparent that the position of the visual target tends to attract gaze
while the position of the speaker does not.

To examine the tendency of choosing the different targets, we
ranked the targets according to distance from the speaker: the
target closest to the speaker was ranked 1 and the target furthest
from the speaker was ranked 4. Note that in each session, the
speaker location was shifted and therefore the targets ranks were
updated accordingly. In the 144 saccades following a stimulus that
were directed to the arena, we measured the distance in pixels
between the gaze point and the closest target. The data are shown
in the histogram in Figure 7. Sixty-six of the saccades ended in a
position closest to target 1, 32 to target 2, 21 to target 3, and 25 to
target 4. This distribution significantly favored the target closest
to the speaker location [χ2(3) = 35.05; p < 0.05]. In addition, the
mean distance of the head saccades closest to target 1 (58.2 pixels)
was significantly smaller [t(142) = −2.75; p < 0.05] from the
mean distances to targets 2, 3, and 4 (82.4, 110.2 and 97.2 pixels,
respectively). Finally, the number of trials considered hits (below
50 pixels) was 39 for target 1 compared to 14 for target 2, 8 for
target 3, and 12 for target 4. These correspond to hit rates of 0.59
(39/66) to target 1, 0.44 (14/32) to target 2, 0.38 (8/21) to target
3 and 0.48 (12/25) to target 4, not significantly different from an
equal hit rate to all targets [χ2(3) = 1.91; p > 0.5].

One concern is that the bias we observed toward the target clos-
est to the speaker may arise from prior behavioral biases that the
owls might have (for example the owls spontaneously preferring
targets near the door). However, this may only pose a concern if
the speaker locations were not equally distributed among the four
quadrants of the arena. In our experiments out of 85 recording
sessions in 21 sessions the speaker was in the upper left quadrant
(close to the door), 27 sessions in the lower left, 14 sessions in
the upper right, and 23 sessions in the lower right. To address to
what extent this can pose a problem we performed a probability
simulation by assuming that the owls’ behavior is independent of
the speaker location and simply picking for each trial a speaker
location based on the above distribution and a fixation location
based on hypothetical distributions of the owls’ behavior. First we
simulated the very unlikely but the worst case scenario that the
owls only look at the lower left quadrant, which is the quadrant
in which the speaker happened to be the most. In this case, out of
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FIGURE 6 | Post stimulus head saccades end-points. (A) Average frame to
frame correlation graph from 45 frames after the stimulus compared with the
average graph from the 45 frames before the stimulus. The dashed horizontal
line indicates a correlation of 1. The dark vertical line indicates the sixth frame
after stimulus onset, after which the effect of the trigger signal on the
correlation function disappears. (B) The distribution of the distances of

fixation points from speaker location of all movements toward the arena (blue
columns). The green column shows the number of fixation points that landed
outside of the arena. (C) A scatterplot showing the population of fixation
end-points which landed in the general area of the speaker plotted with
relation to the speaker location (0,0 point). (D) The same population as in (C),
plotted with relation to the visual target closest to the speaker (0,0 point).

10,000 simulations we find the mean number of fixations on the
quadrant close to the target to be 45 out of 144 trials with only
5 out of 10000 simulations giving a number above 66 (the value
that we measured in our experiments). Any other distribution of
the owls’ spontaneous movements resulted with a less mean value
and smaller percentage above 66. Thus, it is highly unlikely that
the preference we see toward target 1 is due to mere probabilities
and uneven distributions.

DISCUSSION
In this study, we investigated visual-auditory integration dur-
ing spontaneous visual search behaviors in barn owls. The basic
assumption in visual search experiments is that by measuring the
probability of a target to attract gaze it is possible to estimate the
perceived saliency of the target (Treue, 2003). By measuring gaze

probabilities of barn owls in various environments Ohayon et al.
(2008) have shown that this assumption holds true for barn owls
as well.

Most previous behavioral studies of visual-auditory integration
in animals used operant conditioning techniques to train the ani-
mals to pinpoint the location of a single modality stimulus and
then measure the reaction time and accuracy of responses to uni-
modal and bimodal stimuli (Stein et al., 1988; Whitchurch and
Takahashi, 2006; Schiller et al., 2012). In barn owls, it was shown
that the reaction time and accuracy of responses to bimodal stimuli
were not better than those of responses to unimodal stimuli. Yet,
the response as a whole could still benefit from a bimodal stimulus
by enjoying both the faster reaction time of an auditory response
as well as the better accuracy of a visual response (Whitchurch
and Takahashi, 2006). Thus, this previous study does not provide
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FIGURE 7 |The distances to the nearest visual target of all fixation

points toward the arena. Data is divided to four targets based on the
distance of the target to the speaker, target one is the closest to the
speaker and target four the furthest. Within each target the results are

sorted according to the distance, smaller distances on the left and larger
distances on the right. Asterisks designate a significant (p < 0.05)
difference in the average distance. The dashed line indicates the 50 pixels
criterion line.

evidence that owls can improve accuracy or speed by integrat-
ing visual and auditory information. It is, however, possible that
visual and auditory information is integrated, not for localizing
single targets, but rather for enhanced saliency mapping (Talsma
et al., 2010). To investigate this possibility, we adopted a differ-
ent approach: we took advantage of the owl’s natural tendency
to scan the environment by abrupt shifts of gaze every few sec-
onds (Ohayon et al., 2008). We first show that by doing so, the
owls tend to bring targets of interest (i.e., high saliency) to project
onto the retinal area centralis. Thus, by tracking the projection
of the area centralis onto the scene, it is possible to estimate the
perceived saliency of targets. We then estimated the saliency of
targets as a function of their proximity to a hidden loudspeaker
that occasionally produced a sound stimulus. Three possible out-
comes are envisioned: one, that the owls will respond by turning
their gaze to localize the sound-source; two, that the owls will
ignore the sounds and continue scanning the environment inde-
pendent of the sound source; and three, that the owls will not
localize the sound source but rather adjust their visual search
behavior according to the location of the sound source. The first
two possibilities would indicate not a visual-auditory integration
but rather a dominance of one modality over the other or com-
petition between the two modalities. The latter possibility would
indicate that information from the sound stimulus is integrated
with visual information to create a joint functional saliency map
(Onat et al., 2007). We have found that the owls tend to look more
at the vicinity of the target close to the speaker. This observation
is consistent with the third possibility above, but it can also be
explained by the first possibility, i.e., that the owls from time to
time localized the sound source independent of the visual target.
However, if this was the case we would have expected that the
mean distance of the head saccades closest to target 1 would be
larger compared to the same values for targets 2–4 and that the
hit rates on target will be smaller for target 1. In fact, the mean
distance to the visual target was smaller for target 1 and the hit
rates were not significantly different between the targets. Thus,

our results support the third possibility: the visual target clos-
est to the sound source attracted more attention compared to the
other targets. These results therefore are consistent with the notion
that visual-auditory integration is used for saliency mapping in
barn owls.

A similar experimental approach was taken in a study of human
visual search (Onat et al., 2007). Human subjects were exposed to
images of natural scenes, and the probability of elements in the
image to attract eye fixations were measured under three con-
ditions: when no sounds were generated; when a speaker on
the right side of the image was playing sounds; and when a
speaker on the left side of the image was playing sounds. Using
this apparatus, the authors showed that similar to results in this
study the saliency of elements in the image are modulated accord-
ing to their distance from the sound source. Fixations on visual
elements on the side close to the sound source were more prob-
able. A common notion in saliency mapping is that saliency is
first mapped for individual features such as shape, color, modal-
ity, etc., and then the individual computations are combined
into a global saliency map that integrates different modalities
and features (Itti and Koch, 2000; Treue, 2003). According to
this notion, saliency is biased toward the stimulus closest to
the loudspeaker since in the global saliency map information
is integrated with spatial information from the auditory sense.
The similarity between the results of this study and the study
of Onat et al. (2007) suggest that similar multisensory strategies
are used by humans and barn owls to determine the next target
for overt attention. This study, therefore, is in line with several
recent behavioral studies in barn owls that point to similarities
between humans and barn owls in visual search and attention
allocation behaviors (Johnen et al., 2001; Ohayon et al., 2008;
Harmening et al., 2011).

One clear observation in our results was that the sound stimu-
lus itself seemed to be of low saliency relative to the visual targets.
In most cases, it did not elicit a gaze shift, and when it did, it was
seldom toward its source. In fact, it seemed that the probability of
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changing a gaze shift after the sound was not elevated compared
to spontaneous responses (Figure 6A). This is somewhat surpris-
ing, particularly since barn owls are well known for their accurate
sound localization behaviors (Knudsen et al., 1979; Konishi, 2000),
in some cases using hearing alone to capture mice in complete
darkness (Payne, 1971). This lack of interest in the sound was
despite the fact that the sounds were clearly audible, were com-
posed of natural elements, and were very restricted in time. One
likely explanation for lack of interest may be that the owls were
used repeatedly in the same task. Barn owls habituate dramatically
to repeating sounds (Netser et al., 2011). Therefore their responses
to the auditory stimulus in this experiment are expected to habitu-
ate over time. It is plausible that in natural unfamiliar cases where
sounds may carry behaviorally relevant information, the owls will
respond considerably more to sudden sounds. In the conditions of
the current experiments, the owls learned that the sounds carry no
behavioral meaning and were of low saliency. However, although
this low saliency was not enough to compete with the saliency
of the visual targets, it was still enough to bias their perceived
saliency.

In the cases where, following the sounds, the owls changed their
gaze toward the general direction of the speaker, the gaze shifts
tended to acquire the visual target and not localize the sound
source (Figures 6C,D). The tendency to shift gaze toward close
visual targets and not directly to the auditory source is consistent
with the notion of visual capture or ventriloquism (Recanzone,
2009). It is well documented that humans and primates, when
confronted with visual and auditory stimuli that are incongru-
ent in space, tend to localize the sound as if coming from the
location of the visual stimulus (Recanzone, 1998; Woods and
Recanzone, 2004), and accordingly increase the saliency of the
visual stimulus location (Spence and Driver, 2000). Visual capture
makes sense because in most conditions the reliability of visual
localization is larger than the reliability of auditory localization.
Although no direct evidence for visual capture in barn owls has
been reported, experiments with prismatic spectacles suggest that
it does take place (Knudsen and Knudsen, 1989; Gutfreund and
Knudsen, 2004). We therefore hypothesize that in clutter environ-
ments where visual features are abundant, the owls will show a
tendency to acquire visual targets rather than the location of the
auditory stimulus. It would be interesting to find out whether
the owls will continue to be attracted to the salient visual tar-
gets close to the sound source more than to the sound source
itself, if the experimental conditions could be varied to make the
sound more salient to the owl, for example, by associating the
sound with a food reward or by creating more natural unpredicted
conditions.

An open question is where in the brain the interactions between
visual and auditory signals for saliency mapping take place? In
mammals, focus has been drawn mostly to the lateral intraparietal
cortex [LIP; Bisley and Goldberg (2003)] and to the SC (Stanford
et al., 2005; Fecteau and Munoz, 2006). In birds, the analog fore-
brain area to LIP is unknown, however, the homolog region to
the SC is the OT (Jarvis et al., 2005). The OT in barn owls has
been studied extensively, and a series of studies recently point to
the notion that activity in the OT reflects the saliency mapping
necessary for overt selective attention (Winkowski and Knudsen,

2007; Reches and Gutfreund, 2008; Zahar et al., 2009; Mysore et al.,
2010, 2011; Netser et al., 2011). Thus, it is likely that the behavioral
results observed in this study reflect activity of tectal neurons. In
barn owls, tectal neurons that integrate visual and auditory sig-
nals (multisensory neurons) are highly abundant (Knudsen, 1982;
Zahar et al., 2009), more common compared to the OT of other
avian species (Wang, 2003) or to the SC of mammals (King and
Palmer, 1985; Populin and Yin, 2002). It was shown that multi-
sensory neurons in the barn owl’s OT tend to combine visual and
auditory signals in a supra-linear manner, if the stimuli are con-
gruent in space and time and if the stimuli are surprising (Zahar
et al., 2009). These findings resemble rules of visual-auditory inte-
gration found in the SC (Meredith and Stein, 1983). However, the
behavioral paradigm of the current study requires a different type
of interaction. Here, the auditory stimuli were abrupt and scarce in
time, while the visual scene was fixed (in room coordinates). Thus,
if the saliency of the scene is expressed in the activity of neurons
in the tectal map, we expect the auditory stimulus to modulate the
activity in the map over a time span larger than the duration of
the stimulus itself. Short-term auditory memory in tectal neurons
has been reported for periods of up to a minute and possibly more
(Reches and Gutfreund, 2008; Netser et al., 2011). Thus, the sub-
strate for modulating visual activity by short localized auditory
stimuli exists in the OT.

CONCLUSION
In this study we report that auditory information biases sponta-
neous visual search in barn owls. This suggests that auditory-visual
integration takes place at early pre-attentive stages in order to guide
spatial attention. These findings are consistent with a model pro-
posed by Itti and Koch (2000) to explain bottom–up mechanisms
of visual search in primates. Our findings therefore suggests that
similar, pre-attentive, visual-auditory integration takes place in
non-mammalian species as well, pointing to the generality of such
integration. In nature the visual and the auditory scenes are highly
dependent. Thus, it makes sense to integrate the two modalities at
early stages to enhance the important behavior of identifying the
most salient target for attentional responses.
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A spatially collocated sound thrusts a flash into awareness
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To interact effectively with the environment the brain integrates signals from multiple
senses. It is currently unclear to what extent spatial information can be integrated
across different senses in the absence of awareness. Combining dynamic continuous
flash suppression (CFS) and spatial audiovisual stimulation, the current study investigated
whether a sound facilitates a concurrent visual flash to elude flash suppression and
enter perceptual awareness depending on audiovisual spatial congruency. Our results
demonstrate that a concurrent sound boosts unaware visual signals into perceptual
awareness. Critically, this process depended on the spatial congruency of the auditory and
visual signals pointing towards low level mechanisms of audiovisual integration. Moreover,
the concurrent sound biased the reported location of the flash as a function of flash
visibility. The spatial bias of sounds on reported flash location was strongest for flashes
that were judged invisible. Our results suggest that multisensory integration is a critical
mechanism that enables signals to enter conscious perception.

Keywords: multisensory integration, awareness, attention, consciousness, audiovisual, perception, ventriloquism,
perceptual illusion

INTRODUCTION
For effective interactions an organism needs to merge signals
from different senses into a coherent and unified percept of
the environment. A controversial question is to which extent
multisensory integration is automatic or relies on higher cognitive
resources such as attention or awareness (for review see Talsma
et al., 2010). Even though recent studies have demonstrated
that awareness and attention can be dissociated (Koch and
Tsuchiya, 2007, 2012; Wyart and Tallon-Baudry, 2008; Watanabe
et al., 2011), in many situations attention and awareness are
closely intertwined. Hence, for the purpose of this study we
do not yet intend to dissociate these aspects, but loosely define
“automatic integration” as integration that is relatively immune to
attention and awareness. According to the account of automatic
integration multisensory co-stimulation increases the bottom-
up stimulus saliency (Onat et al., 2007). Thus, signals that co-
occur within a spatial and temporal window of integration can
automatically amplify stimulus salience. Multisensory integration
thereby enables multisensory events to enter perceptual awareness
and capture an organism’s attention.

In support of automatic integration a vast body of
psychophysics and neurophysiological research has shown that
multisensory integration is immune to attentional modulation
(Bertelson et al., 2000; Vroomen et al., 2001; Stekelenburg et al.,
2004; Bresciani et al., 2006), emerges prior to participants’
awareness (Alsius and Munhall, 2013) and even persists in the
anesthetized non-human primate brain (e.g., superior colliculus,
primary sensory areas) (Kayser et al., 2005; Stanford et al.,
2005). Yet, the account of “automatic” integration has more
recently been challenged. For instance, the audiovisual McGurk
illusion falters, when attention is diverted to a secondary task

(Alsius et al., 2005) or when subjects are unaware of the visual
speech gestures (Munhall et al., 2009). Moreover, neuroimaging
studies have shown profound attentional modulation of neural
multisensory integration indices. Thus, attention modulated the
amplification of the BOLD response for congruent audiovisual
speech signals in superior colliculi, primary sensory and
association cortices (Fairhall and Macaluso, 2009). Likewise,
EEG studies showed attentional influences on audiovisual
interactions already at ≤100 ms poststimulus (Talsma et al.,
2007). With respect to perceptual awareness, the role of
primary sensory areas is still debated. While numerous studies
have demonstrated that activations in primary sensory areas
correlate with participants’ awareness (Tong, 2003), others have
suggested that these activations may be mediated by concurrent
attentional effects (Watanabe et al., 2011). Collectively, this
body of research suggests a multifaceted and not yet completely
understood interplay between multisensory integration and
higher cognitive processes such as attention or awareness (Talsma
et al., 2010).

This intricate relationship partly results from the hierarchical
nature of multisensory perception where different types of
information (e.g., temporal, spatial, semantic, phonological) are
integrated at distinct cortical levels (Bonath et al., 2007; Driver
and Noesselt, 2008; Lewis and Noppeney, 2010; Werner and
Noppeney, 2010; Lee and Noppeney, 2011, 2014). Conversely,
perceptual awareness and attentional capture rely on a cascade
of neural processes. Thus, experiments using masking (Chen and
Spence, 2011), attentional blink (Soto-Faraco and Spence, 2002;
Olivers and Van der Burg, 2008; Adam and Noppeney, 2014),
binocular/perceptual rivalry (Hupé et al., 2008; van Ee et al., 2009;
Alais et al., 2010; Conrad et al., 2010, 2012, 2013; Lunghi et al.,
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2010, 2014; Zhou et al., 2010; Guzman-Martinez et al., 2012;
Klink et al., 2012; Lunghi and Alais, 2013; Lunghi and Morrone,
2013) or flash suppression (Palmer and Ramsey, 2012; Alsius
and Munhall, 2013) are likely to perturb the interplay between
perceptual awareness and multisensory integration at different
processing stages (for related discussion focusing on visual
context, see Fogelson et al., 2014; Peremen and Lamy, 2014; for a
recent review see Deroy et al., 2014). In particular, using binocular
rivalry numerous studies have demonstrated that a concurrent
non-visual signal increases the dominance and decreases the
suppression times of the congruent visual percept. Yet, because
of the presence of two rivaling percepts, these binocular rivalry
experiments make it more difficult to unambiguously determine
that the rivalry dynamics was shaped by interactions between
the non-visual signals with the suppressed rather than the
dominant percept (for further discussion, please see Conrad et al.,
2010).

Continuous flash suppression (CFS) is a powerful technique
to manipulate participants’ perceptual awareness (Tsuchiya and
Koch, 2005). Flashing a mask to one eye can render even a
salient stimulus presented to the other eye invisible. Critically,
CFS is thought to affect cortical activity already at the primary
cortical level via a gain control mechanism (Yuval-Greenberg
and Heeger, 2013). CFS thus provides a very useful paradigm to
investigate whether a concurrent non-visual signal can counteract
the effect of flash suppression at the primary cortical level.
Indeed, a previous study has demonstrated that an auditory
speech signal makes participants more likely to detect a congruent
relative to an incongruent speech video under CFS (Alsius and
Munhall, 2013; see also Palmer and Ramsey, 2012). These results
suggest that audiovisual synchrony and temporal correlations
are important determinants for audiovisual interactions prior
to participants’ awareness. Moreover, as natural speech signals
evolve continuously over time, temporal expectations may also
play an important role in enabling participants to detect visual
speech signals.

Yet, as this previous study has presented auditory and visual
signals only in a spatially congruent fashion, it could not
evaluate the role of spatial congruency, which is another critical
cue for multisensory binding. Spatial congruency may enable
multisensory interactions via at least two mechanisms. First,
spatial congruency may act as a bottom-up cue informing the
brain that two signals are likely to come from a common source
and should hence be bound into a coherent percept. Second,
a spatially collocated sound may reduce the spatial uncertainty
about a concurrent flash. Even though spatial congruency
affects detection performance only rarely in redundant target
paradigm (Forster et al., 2002; Bertini et al., 2008) the second
mechanism may be more important in paradigms where the
visual signal has been strongly attenuated by various experimental
manipulations such as flash suppression or masking. Spatial
uncertainty may be reduced via bottom-up mechanisms that
enable the formation of more precise audiovisual spatial
salience maps. Alternatively, a co-located sound may reduce
spatial uncertainty even via top-down expectations that stabilize
visual representations potentially even after they have accessed
awareness.

Previous studies have demonstrated that a sound increases the
detectability of a collocated yet masked visual flash at threshold
visibility (Frassinetti et al., 2002; Bolognini et al., 2005). Yet,
as these masking studies reduced flash detectability only to
threshold performance of 70%, the suppression of awareness
for the undetected stimuli was rather shallow. Moreover, it is
still unknown whether masking and dynamic CFS reduce visual
awareness via similar neural mechanisms (Fogelson et al., 2014;
Peremen and Lamy, 2014).

To further investigate the role of spatial congruency in
multisensory integration prior to perceptual awareness, the
current study combined spatial audiovisual stimulation with
dynamic CFS (Tsuchiya and Koch, 2005; Maruya et al., 2008).
On each trial, participants were presented with a single flash in
the center, their left or right hemifield together with a sound
that was spatially congruent or incongruent. Participants located
the flash (i.e., flash localization) and judged its visibility (i.e.,
visual detection task). First, we investigated whether participants
were better at detecting the flash when the sound was spatially
collocated. We hypothesized that spatial constraints are critical for
audiovisual integration processes prior to participants’ awareness.
Second, we investigated whether the concurrent sound biased
participants’ perceived flash location and whether this bias
depended on flash visibility. Importantly, as CFS obliterated visual
awareness only in a fraction of trials, we were able to compare the
audiovisual spatial bias for physically identical flashes that were
visible or invisible.

MATERIALS AND METHODS
PARTICIPANTS
After giving informed consent, 24 healthy young adults with
normal or corrected-to-normal vision participated in this study
(14 females, mean age: 26.7 years, standard deviation: 5.3, range:
18–40; 22 right-handed). One subject was excluded because she
did not follow task instructions properly as she located the visual
stimuli almost exclusively in the center (98.5%, (group mean ±
SD): 35.7%± 17.5%). The study was approved by the local ethics
review board of the University of Tübingen.

STIMULI AND APPARATUS
Participants sat in a dimly lit room in front of a computer monitor
at a viewing distance of 1 m. They viewed one half of the monitor
with each eye using a custom-built mirror stereoscope. Visual
stimuli were composed of targets and masks that were presented
on a gray, uniform background with a mean luminance of 15.5
cd/m2. One eye viewed the target stimuli, the other eye the masks.

The target stimuli were three gray discs (Ø 0.29◦, mean
luminance: 25.4 cd/m2), located in the center and 5.72◦ visual
angle to the left and right. On each trial, the color of exactly
one of the targets changed to white (mean luminance: 224.2
cd/m2) for a duration of 100 ms. This change in brightness
will be referred to as “flash”. To suppress the flash’s perceptual
visibility, the other eye was shown three dynamic Mondrians
(Ø 2◦, mean luminance: 35.6 cd/m2) (Tsuchiya and Koch, 2005;
Maruya et al., 2008). We employed dynamic CFS, as this proved
a powerful and reliable method to suppress perceptual awareness
of a brief and hence relatively salient flash. To match the target’s
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location the Mondrians were also located in the center or
5.72◦ to the left and right of the fixation dot. Each Mondrian
consisted of sinusoidal gratings (Ø 0.57◦) which changed their
color and position randomly at a frequency of 10 Hz. Each
grating’s texture was shifted every 16.6 ms to generate apparent
motion. Visual stimuli were presented with a fixation spot in
the center of the screen and were framed by a gray, isoluminant
square aperture of 8.58◦ × 13.69◦ in diameter to aid binocular
fusion.

Auditory stimuli were pure tones with a carrier frequency
of 1 kHz and a duration of 100 ms. They were presented via
four external speakers, placed above and below the monitor.
Upper and lower speakers were aligned vertically and located
2.3◦ to the left and 2.3◦ to the right of the monitor’s center.
Speakers’ location was chosen by trading off physical alignment
of visual and auditory stimulus locations and sound localization
performance. Moreover, it traded off optimization for the two
research questions we addressed in this study: (i) the role of
audiovisual localization; and (ii) auditory bias on perceived visual
location. At a distance of 2.3◦ mean sound localization accuracy
amounted to∼70%.

Psychophysical stimuli were generated and presented on a
PC running Windows XP using the Psychtoolbox version 3
(Brainard, 1997; Kleiner et al., 2007) running on Matlab 7
(Mathworks, Nantucket, Massachusetts). Visual stimuli were
presented dichoptically using a gamma-corrected 30” LCD
monitor with a resolution of 2560 × 1600 pixels at a frame rate
of 60 Hz (GeForce 8600GT graphics card). Auditory stimuli were
digitized at a sampling rate of 44.8 kHz via an M-Audio Delta
1010LT sound card and presented at a maximal amplitude of
73 dB sound pressure level. Exact audiovisual onset timing was
confirmed by recording visual and auditory signals concurrently
with a photo-diode and a microphone.

EXPERIMENTAL DESIGN
Participants were presented with an auditory beep emanating
from either the left or right. In synchrony with the beep, one eye
was presented with a brief flash in the center or participants’ left
or right hemifield. The visibility of the flash was suppressed by
presenting masks to the other eye using the method of dynamic
CFS (Maruya et al., 2008). Hence, the 3 × 2 factorial design
manipulated (1) “flash location” (3 levels: left, center, right)
and (2) “sound location” (2 levels: left, right) (Figure 1A). On
each trial, participants located the flash (left, right or center).
Moreover, they performed a graded detection task by judging the
visibility of the flash (invisible, unsure, visible).

This experimental design enabled us to address two questions:
First, we investigated whether participants were better at detecting
the flash, when auditory and visual signals were approximately
collocated. Second, as the flash was visible only in a fraction of
trials, we were able to quantify the effect of sound on localizing
physically identical flashes that were visible or invisible.

EXPERIMENTAL PROCEDURE
As seen in Figure 1B, each trial started with the presentation of
the fixation dot for a duration of 1000 ms. Next, participants’
one eye was presented with three gray discs, located in the center,

5.72◦ visual angle to the left and right. Participants’ awareness of
these discs was suppressed by showing dynamic Mondrians at the
corresponding locations to the other eye (i.e., dynamic CFS). The
Mondrian masks and the discs were presented on the screen until
participants had responded to all questions. The assignment of
eyes to disks or masks was changed after each trial, to enhance
suppression. After a random interval of 500–1000 ms one of the
three discs “flashed”, i.e., changed its luminance for a duration of
100 ms. In synchrony with the flash, an auditory beep was played
from the left or right. In addition, on 22.2% of the trials, the so-
called catch trials, participants were also asked to locate the sound
(left vs. right discrimination; in addition to the visibility judgment
and flash localization). This allowed us to assess the spatial
information that is available for sound localization. Moreover, it
ensures that participants did not completely ignore the sound.

Participants responded by pressing one of three buttons on
a keyboard. The button assignment was counterbalanced across
participants as follows: Participants used three sets of buttons
to respond to the three question types (flash localization, sound
localization (on catch trials only) and visibility judgment). Each
set contained three buttons, one central, one to the left and one
to the right. One set of buttons was operated with one hand
and the other two sets were operated with the other hand. The
association of the hands to the button sets was counterbalanced
across participants. Moreover, we also counterbalanced the
button response assignment for the flash visibility question.
Within subjects we counterbalanced the two possible question
orders (i.e., (i) flash localization, (ii) sound localization (only
on catch trials), (iii) visibility judgment; alternatively: (i) sound
localization (only on catch trials), (ii) flash localization, (iii)
visibility judgment).

Prior to the main experiment, participants were familiarized
with stimuli and task. First, they completed 2–3 sessions of
sound localization. Next, there were two short practice sessions
of the main paradigm. During the main experiment participants
completed a total of 24 experimental sessions distributed over two
successive days, resulting in a total of 1296 trials (i.e., 216 trials per
condition).

ANALYSIS
Our analysis addressed two questions:

Effect of spatial congruency on visibility judgment
We investigated whether a synchronous sound boosts “a
suppressed visual signal” into participants’ awareness depending
on spatial congruency. In other words, we asked whether
participants were better at detecting a flash, when the sound
was approximately collocated with the flashing disc. Visibility
judgment as the dependent variable was quantified as the
percentage of non-catch trials judged as visible. As participants’
visibility judgment depended on stimulus eccentricity, we limited
this analysis only to those trials with left/right flashes and
excluded trials with flashes in the center. Moreover, we pooled
over the left and right hemifield as there was no significant
difference between left and right hemifield in percentage
judged visible. Hence, congruent conditions included flash
left/sound left and flash right/sound right combination. Likewise,
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FIGURE 1 | Experiment paradigm and sample trial. (A) Experiment design 2 × 3 factorial design with factors: (i) Sound location: left, right; (ii) Flash location:
left, center, right. (B) Example trial and procedure of dynamic flash suppression.

incongruent conditions included flash left/sound right and flash
right/sound left combinations. We performed paired t-tests to
compare participants’ visibility judgment between congruent
and incongruent conditions. However, to be consistent with
the statistical analyses used for comparisons concerning the
relative auditory weight (detailed in the next paragraph) we also
performed a non-parametric bootstrap test based on the one-
sample t-statistic for the congruent minus incongruent difference
(Efron and Tibshirani, 1993).

Effect of sound location on perceived flash location as a function of
visibility
We investigated whether the influence of the sound on flash
localization depended on the visibility of the flash. Critically,
the flash signal intensity was fine-tuned in several pilot studies,
so that approximately 50% of the flashes were judged invisible
across participants at the group level. Hence, the flash visibility
varied across trials and participants because of internal systems
noise and participant-specific effects rather than external signal
strength. We hypothesized that the influence of the true sound
location would be inversely related to flash visibility. In other
words, we expected that the influence of the sound on perceived
flash location should be maximal for trials where the flash was
judged invisible.

To quantify the influence of true sound location on
participants’ perceived flash location, we first coded the perceived
and true flash and sound locations as−1 for left, 0 for center and 1
for right. Separately for visible, unsure and invisible trials, we then
estimated a general linear model where participants’ perceived
flash location as the dependent variable was predicted by the true
flash and sound location on each trial:

Vp = β0 + (βV ∗ Vt)+ (βA ∗ At)+ ε (1)

with Vp = perceived/reported flash location, Vt = true flash
location, At = true sound location, β0 = intercept term,
βV = coefficient for true flash location, βA = coefficient for
true sound location, ε = error term. As the audiovisual spatial
discrepancies in this experiment were smaller than 10◦ visual

angle, we assumed that auditory and visual signals are combined
linearly as assumed under the standard forced fusion model
(Alais and Burr, 2004). In other words, the influence of the true
sound location (as quantified by the regression coefficient βA)
is assumed not to vary with the spatial discrepancy. Hence, we
did not include an interaction term At × V t in the regression
model.

We computed the relative auditory weight as an index of the
influence of sound on perceived flash location according to:

Relative Auditory Weight =
βA

βA + βV
(2)

We tested whether the relative auditory weight was greater
than zero using one-sample t-tests. A positive auditory weight
indicates that the perceived visual location is shifted towards
the true auditory location as expected for a reverse ventriloquist
illusion. A negative auditory weight suggests that the perceived
visual location is shifted away from the true auditory location
(i.e., repulsion effect). An auditory weight that is not significantly
different from zero suggests that the location of the sound does
not significantly influence the perceived location of the flash. For
comparison across visibility levels a one-way repeated measures
ANOVA was performed with factor visibility. Planned pairwise
comparisons were performed using paired t-tests. Moreover, to
refrain making any parametric assumptions (n.b. the relative
auditory weight conforms to a ratio distribution) we repeated
these comparisons using non-parametric bootstrap-based tests.

RESULTS
EFFECT OF SPATIAL CONGRUENCY ON VISIBILITY JUDGMENT
Figure 2A shows the percentage of trials judged visible, unsure
and invisible. As expected we observed a significant increase in
percentage judged visible, when the sound was presented in the
same relative to the opposite hemifield (percentage judged visible:
congruent − incongruent (mean ± SEM): 1.8 ± 0.51; Cohen’s
d: 0.73; paired-samples t-test, t(22) = 3.51, p = 0.002, bootstrap-
based p < 0.001) (see Figure 2B for individual differences).
Conversely, we observed a significant decrease in percentage
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FIGURE 2 | Behavioral results. (A) Bar plots showing the percentage of
flashes judged visible, unsure and invisible for audiovisual spatially
congruent and incongruent conditions (across subjects mean ± SEM).
Critically, the % judged visible was significantly higher for audiovisual
spatially congruent relative to incongruent conditions. (B) Violin plot
showing the distribution of the individual differences in percentage of
flashes judged visible between the spatially congruent and incongruent

conditions. The individual data points are overlaid. (C) Bar plots showing
the relative auditory weights (across subjects mean ± SEM) obtained
from the regression model separately for visible, unsure and invisible
trials. As the regression model (specified in the methods) can only be
estimated with at least three trials present for a particular visibility level,
the number of subjects varies across the different visibility levels (visible:
n = 21; unsure: n = 22; invisible: n = 23).

judged invisible for spatially congruent relative to incongruent
trials (percentage judged invisible: congruent − incongruent
(mean ± SEM): 1.94 ± 0.65; Cohen’s d: −0.62; paired-samples
t-test, t(22) = −2.98, p < 0.007; bootstrap-based p = 0.011).
This suggests that a sound influences whether visual signals
reach perceptual awareness depending on audiovisual spatial
congruency. As we did not include any trials where no flash was
presented, we cannot compute the d-prime for the congruent
and incongruent conditions or formally dissociate sensitivity and
decisional bias. However, as the evaluation of audiovisual spatial
congruency obviously entails spatial localization of both flash
and sound, it is inconsistent to assume that audiovisual spatial
congruency takes effect by influencing the decisional bias in the
visibility judgment task. Moreover, had we included trials without
a flash to estimate the false alarm rate, we would have still included
the same false alarm rate for spatially congruent and incongruent
conditions when computing the d-prime. In other words, the %
judged visible directly corresponds to the d-primes for congruent
and incongruent conditions.

EFFECT OF SOUND LOCATION ON PERCEIVED FLASH LOCATION AS A
FUNCTION OF VISIBILITY
We quantified the influence of sound on perceived flash
location across visibility levels in terms of the relative
auditory weight obtained from the regression approach
(see methods). As the regression model specified can only
be estimated when at least three trials are present for a
particular visibility level, the relative auditory weights are
based on a different number of subjects across the different
visibility levels (visible: n = 21; unsure: n = 22; invisible:
n = 23). Figure 2C shows the relative auditory weights on
the perceived location of a visible, unsure and invisible
flash. We observed positive relative auditory weights for all
three visibility levels. Critically, the relative auditory weights

significantly differed across visibility levels (main effect of
visibility: F(1.6,29.8) = 25.6, MSE = 3.75, p < 0.001). More
specifically, the relative auditory weight for visible trials was
significantly different from that for unsure or invisible trials
(paired-t test: unsure-visible t(19) = 6.54, parametric p < 0.001,
bootstrap-based p < 0.001; invisible-visible t(20) = 6.44,
parametric p < 0.001, bootstrap-based p < 0.001; n.b. the
degrees of freedom vary as different numbers of subjects could
be included, see above). As expected the auditory influence on
perceived flash location was greatest when the flash was judged
invisible.

DISCUSSION
Combining spatial audiovisual stimulation and CFS we
investigated whether and how signals from different sensory
modalities can interact prior to perceptual awareness. CFS
is thought to affect visual perception by attenuating neural
activity already in primary visual cortices similar to reducing the
contrast of the stimulus (Yuval-Greenberg and Heeger, 2013).
It is likely that this attenuation of neural activity destabilizes
neural representations and prevents them from propagating up
the cortical hierarchy thereby obliterating them from perceptual
awareness. To measure the effect of a concurrent sound on
participants’ visual awareness, we tuned the strength of the
visual flash such that it entered participants’ awareness only
on a fraction of trials. We then investigated whether the effect
of a synchronous sound on participants’ visibility judgment
depended on audiovisual spatial congruency. Indeed, our results
demonstrate that participants were more likely to detect the
flash, when the sound was co-localized than non-collocated with
the flash. In support of an “automatic” account of audiovisual
integration these results suggest that an aware auditory signal
can boost a weak visual signal into participants’ awareness.
Critically, the sound was brief and synchronous with the flash
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across all conditions. Hence, the effects of spatial congruency are
unlikely to be explained by a reduction in temporal uncertainty
or more precise temporal expectations. Instead they suggest
that audiovisual interactions prior to perceptual awareness
are governed not only by temporal (as shown by Alsius
and Munhall, 2013) but also by spatial constraints. There
are at least two mechanisms by which a collocated sound
may enhance flash visibility. First, a collocated sound may
influence visual perception via bottom-up mechanisms that
boost visual salience and enable the formation of spatially
more precise salience maps. Second, a collocated sound may
reduce visual spatial uncertainty via top-down mechanisms
that enable more effective allocation of attentional resources
and stabilize visual representations potentially even after they
have accessed awareness. In the current paradigm, top-down
mechanisms may be less likely because audiovisual signals
were presented in synchrony and participants could respond
immediately after the flash. Yet, future electrophysiological
studies are needed to determine the role of bottom-up from
top-down mechanisms in audiovisual interactions during flash
suppression.

In sum, our results suggest that audiovisual interactions
emerge largely prior to awareness governed by the classical
principles of spatial congruency (Stein and Meredith, 1993;
Wallace et al., 2004). These interactions in turn enhance
stimulus salience and thereby enable a visual signal to elude flash
suppression and enter participants’ awareness. A controversial
question is whether spatial congruency acts as a fundamental
principle of multisensory integration or depends on stimulus
characteristics and task-constraints (for excellent review
see Spence, 2013). Accumulating evidence from behavioral
research suggests that spatial congruency benefits performance
predominantly in tasks where spatial information is relevant (e.g.,
overt or covert spatial orienting—Harrington and Peck, 1998;
Arndt and Colonius, 2003; Diederich et al., 2003; Santangelo
and Spence, 2008; Spence, 2010), but less so in detection (e.g.,
redundant target paradigms or identification tasks—Forster et al.,
2002; Bertini et al., 2008; Girard et al., 2011). The current study
cannot fully exclude that the role of spatial congruency emerges
because subjects were engaged in both visibility judgment and
spatial localization. Yet, as in previous masking studies (e.g.,
Frassinetti et al., 2002; Bolognini et al., 2005) an increase in
detection performance was also observed in the absence of an
additional localization task, spatial task demands do not seem
absolutely critical. Instead, we would suggest that concurrent
sounds automatically interact with visual signals as a function of
spatial discrepancy in low level visual areas thereby amplifying
the neural activity and boosting the flash into participants’
awareness. Future studies are needed to further characterize the
critical spatial integration window by systematically manipulating
the spatial discrepancy of the audiovisual signals under flash
suppression. Together with additional EEG and fMRI studies
this research line would allow us to further pinpoint the cortical
level at which sounds interact with visual processing under flash
suppression.

In addition to judging the flash’s visibility participants also
located the flash on each trial. As the spatial discrepancy was

approximately 8 degrees visual angle, we would expect that a
concurrent, yet spatially discrepant sound biases the perceived
visual location (Alais and Burr, 2004). The critical question
of this study was whether participants’ perceived flash location
was influenced by the sound as a function of flash visibility.
As expected we observed that the influence of sound location
on perceived flash location increased gradually from visible
to unsure and invisible trials. This audiovisual spatial bias
profile is consistent with the principle of reliability-weighted
integration where a stronger weight should be given to the
more reliable signal. Indeed, numerous psychophysics and recent
neurophysiological studies (Ernst and Banks, 2002; Alais and
Burr, 2004; Morgan et al., 2008; Fetsch et al., 2011, 2013)
have demonstrated that humans and non-human primates
integrate signals weighted by their reliability approximately
in accordance with predictions from Maximum Likelihood
Estimation. In contrast to these previous studies we did not
manipulate the reliability of the external signals. Instead, the
flashes were physically identical across all visibility levels. Yet,
identical physical signals will elicit neural representations that
vary in their reliability across trials because of trial-specific
internal systems noise (Faisal et al., 2008). Thus, as the
brain does not have access to the true physical reliability
of the sensory signals but only to the uncertainty of the
internal representations, it is likely that the sensory weights
in the integration process depend on both the noise in
the environment and the trial-specific noise in the neural
system. Thus, our findings suggest that the relative auditory
weight in the integration process depends on the reliability of
the trial-specific internal representation evoked by the visual
signal. For example, if the visual signal is too weak to elude
flash suppression and propagate to higher order association
areas, “multisensory” representations for instance in parietal
areas or response selection processes in frontal areas may be
more strongly dominated by auditory inputs (Gottlieb et al.,
1998; Macaluso et al., 2003; Macaluso and Driver, 2005;
Bisley and Goldberg, 2010). As sensory noise also determines
flash visibility, one may also argue that visible flashes bias
participants’ perceived sound location via higher order cognitive
biasing mechanisms. In other words, if a flash elicits a noisy
representation that does not enter participants’ awareness,
participants locate the sound purely based on the auditory input.
By contrast, if a flash elicits a strong sensory representation
that enters awareness, participants’ perceptual decision is biased
by the concurrent visual input. Future neurophysiological and
neuroimaging studies are required to determine the neural
mechanisms underlying this reliability weighting that emerges
from internal noise rather than manipulation of external signal
strength.
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Selective attention to a spatial location has shown enhanced perception and facilitate
behavior for events at attended locations. However, selection relies not only on where
but also when an event occurs. Recently, interest has turned to how intrinsic neural
oscillations in the brain entrain to rhythms in our environment, and, stimuli appearing
in or out of sync with a rhythm have shown to modulate perception and performance.
Temporal expectations created by rhythms and spatial attention are two processes which
have independently shown to affect stimulus processing but it remains largely unknown
how, and if, they interact. In four separate tasks, this study investigated the effects of
voluntary spatial attention and bottom-up temporal expectations created by rhythms in
both unimodal and crossmodal conditions. In each task the participant used an informative
cue, either color or pitch, to direct their covert spatial attention to the left or right, and
respond as quickly as possible to a target. The lateralized target (visual or auditory) was
then presented at the attended or unattended side. Importantly, although not task relevant,
the cue was a rhythm of either flashes or beeps. The target was presented in or out of sync
(early or late) with the rhythmic cue. Results showed participants were faster responding
to spatially attended compared to unattended targets in all tasks. Moreover, there was
an effect of rhythmic cueing upon response times in both unimodal and crossmodal
conditions. Responses were faster to targets presented in sync with the rhythm compared
to when they appeared too early in both crossmodal tasks. That is, rhythmic stimuli in one
modality influenced the temporal expectancy in the other modality, suggesting temporal
expectancies created by rhythms are crossmodal. Interestingly, there was no interaction
between top-down spatial attention and rhythmic cueing in any task suggesting these two
processes largely influenced behavior independently.

Keywords: entrainment, crossmodal, endogenous, exogenous, attention, expectancy, hazard function

INTRODUCTION
Our sensory system is constantly exposed to vast amounts of
information. To efficiently deal with this information and guide
behavior we need to select, prioritize and predict certain events
and stimuli over others. The collective term for this selective
mechanism is known as attention. There are many forms of
attention and one of the most extensively researched is how we
focus our attention towards different locations in space. Spatial
attention research is typically divided into endogenous attention,
which is under voluntary control and exogenous attention which
is bottom-up and stimulus driven. The most common method
to explore the behavioral effects of endogenous and exogenous
attention has been using the Posner cueing task (Posner, 1980).
The participant’s task is to respond as quickly as possible to a
target, usually presented peripherally to the left or right. In an
endogenous version, the targets are preceded by a cue, usually
centrally located, informing the most likely location of the target
(70–80% likelihood). In an exogenous version, the cue, usually

peripheral, does not give any indication of where the target may
appear, however, the cue nevertheless typically elicits effects on
target processing (Santangelo and Spence, 2008). Endogenous
spatial attention has been studied extensively within and across
modalities. Selective attention to a spatial location has shown
to enhance perceptual processing (e.g., Mangun and Hillyard,
1990; Yeshurun and Carrasco, 1998) as well as facilitate response
times (e.g., Posner et al., 1980) to visual stimuli at attended
as compared to unattended locations (for a recent review see
Carrasco, 2014).

Predictions about events in our environment rely not only on
where something happens but also when an event occurs. Similar
to spatial attention, focusing attention to a specific moment in
time influences perception and biases our actions (Nobre, 2010).
Temporal expectation can be generated in different ways and
similar to voluntary spatial attention, instructive cues have been
used to manipulate temporal expectations (e.g., Coull and Nobre,
1998; Naccache et al., 2002; Davranche et al., 2011; Zanto et al.,
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2011; Rohenkohl et al., 2014; see Nobre and Rohenkohl, 2014 for
a recent review). Coull and Nobre (1998) used a symbolic cue
to indicate when an upcoming target would likely appear, either
300 ms or 1500 ms after cue onset. In this detection task they
found behavioral benefits when the cue appeared at a temporally
anticipated compared to an unexpected time interval. Zanto
et al. (2011) extended these findings showing similar benefits
of voluntary orienting to targets at a particular point in time
using event-related potentials (ERPs) as well as behavioral dis-
crimination and Go-NoGo tasks. Moreover, Correa et al. (2005)
showed high temporal expectancies increased perceptual sensi-
tivity (d’) for detecting visual targets. Temporal cueing studies
in the auditory modality have also shown effects of perceptual
modulation by temporal cues. Several studies have observed a
modulation of the early N1 component, suggested to originate
from the primary auditory cortex, in response to temporally
expected compared to unexpected tones (Lange and Röder, 2006;
Lange et al., 2006; Lampar and Lange, 2011). There is thus
mounting evidence showing that voluntary directing attention to
a specific point in time influences both perception and modulates
behavior.

Temporal expectancies can also be created by rhythms, some-
thing which commonly appears in our environment. For example
the rhythm of breathing or our heartbeat, or the swaying of a
tree, the sound and movement of walking or waves on a beach,
the rhythmic structure of speech, or of course the rhythm in
music. Rhythmic cueing has been used to investigate how external
rhythms influences perception and performance. For example,
Jones et al. (2002) presented participants with a standard tone
which was followed by a sequence of tones presented in a rhythm.
The participant’s task was to judge whether a target tone had the
same pitch as the standard tone. They found that performance
accuracy was better when the target tone was presented in com-
pared to out of sync with the preceding rhythm. Auditory per-
ceptual discrimination has consistently shown to be better when
stimuli coincide with the rhythm and perceptual performance
deteriorates if the stimuli is presented too early or too late in
relation to the rhythm (Jones et al., 2006; see Jones, 2010 for a
review). Similarly, response times have also been reported to be
improved for stimuli occurring on the beat of a particular rhythm
compared to an asynchronous rhythm using both auditory (e.g.,
Sanabria et al., 2011) or visual stimuli (Doherty et al., 2005;
Rohenkohl et al., 2012; Cravo et al., 2013).

More recently the concept of rhythmic cueing has seen
an increased research interest from a more neuroscientific
viewpoint in that intrinsic brain operations are profoundly rhyth-
mic (Raichle, 2010). Groups of neurons in the brain fluctu-
ate rhythmically together and create oscillations with different
frequencies which can be measures using electroencephalogram
(EEG). These self-generated brain oscillations have shown to
modulate responses and influence motoric, perceptual and cogni-
tive processes (Buzsaki, 2006; Thut and Miniussi, 2009). It has for
example been shown that the threshold of detecting visual stimuli
fluctuates over time along with the phase of ongoing EEG activity
(Busch et al., 2009). Importantly, the neural oscillation can also
entrain to external rhythms aligning the firing pattern according
to rhythms in our environment (Arnal and Giraud, 2012). In

other words, neurons start to fire in synchrony with external
rhythms. Moreover, entrainment to particular rhythms has been
suggested to underlie selective attention (Lakatos et al., 2013;
Calderone et al., 2014). For example Lakatos et al. (2008) pre-
sented monkeys with auditory and visual interleaved rhythms
and found selectively attention to one stream amplified neural
responses to events in that stream. Moreover, entrainment has
been shown to increase with participant effort (Lakatos et al.,
2013). This further indicates entrainment can also be modulated
by higher level processes, such as attention. Similar to spatial
attention, temporal expectancies can be bottom-up or top-down.
However, it remains to be fully established to what extent rhyth-
mic cueing and entrainment occurs unintentionally, in a purely
bottom-up fashion. Recent evidence suggests temporal expectan-
cies do still occur as a result of a rhythm even though the rhythm is
detrimental to the task, suggesting automatic effects of rhythmic
stimuli in the absence of top-down processes (Breska and Deouell,
2014).

Predicting where or when an event will occur has indepen-
dently been shown to influence perception and drive behavior.
However, space and time are not dimensions which occur in
isolation in our environment, yet only a handful of studies have
explored these two types expectation together. Doherty et al.
(2005) manipulated both temporal and spatial expectancies by
presenting participants with a ball which moved from left to right
across a screen. Towards the right side of the screen there was a
section which occluded the ball before reappearing. Doherty et al.
found that response times were faster when the ball reappeared
behind the occluding band in sync with the preceding rhythm.
Similarly, response times were faster when the ball reappeared
in the spatial location which was predicted by the balls trajec-
tory across the screen. The individual effects were also additive
showing faster response times when both temporal and spatial
expectancies matched, an additive effect also demonstrated on the
visual P1 component. Recently Rohenkohl et al. (2014) also inves-
tigated the synergy between spatial and temporal expectancies.
In their task a symbolic visual arrow simultaneously indicated
the likely location of a target as well as the likely time point
when to expect the target. Unlike Doherty et al. they found
an interaction between spatial and temporal effects. Temporal
expectations improved visual perception, but only at spatially
attended and not unattended locations. Importantly, in both
studies (see also Tang et al., 2013) participants were asked to
use both types of expectancies to increase performance. That
is, both temporal and spatial expectancies were generated top-
down, or, in Doherty et al. (2005) study using a rhythmic cue,
a likely mix of stimulus and voluntary temporal attention. What
remains less clear is how stimulus driven temporal expectancies,
created by external rhythms, are affected by top-down spatial
attention.

Crossmodal spatial attention effects have been extensively
reported and shown to enhance perceptual processing and facili-
tate behavior (Vroomen and de Gelder, 2000; Spence and Driver,
2004). However, less is known how entrainment operates across
modalities. In a study by Lakatos et al. (2007) it was observed
that somatosensory inputs can reset the phase of the neural
oscillations in primary auditory cortex of macaque monkeys, and
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in turn, auditory stimuli are enhanced or suppressed according
to when in the oscillation they appear (see Kayser et al., 2008,
for similar results in humans). This observation indicating that
oscillations show crossmodal effects at a neural level. Moreover,
recently Miller et al. (2013) also showed a crossmodal effect
of entrainment whereby eye movements towards a visual target
were faster if they occurred in sync with a preceding rhythm of
tones.

The present study investigated how voluntary spatial attention
affected automatic effects of rhythmic cueing using a simple
detection task. Participants performed a typical Posner cueing
task where an informative cue indicated to which side the target
was most likely to appear. In addition, the cue consisted of
four or five stimuli presented in a rhythm and the target was
presented in or out of sync with this rhythm. Importantly this
rhythm and the timing of the target was not task relevant. This
novel paradigm allowed independent manipulation of top-down
spatial attention and bottom-up temporal expectancies in order
to investigate whether these represent dependent or independent
mechanisms in driving behavior (as measured by response times).
Furthermore, this study aimed to investigate whether rhythmic
stimuli in one modality automatically influence the temporal
expectancy in another modality. In separate tasks, participants
were either presented with a visual cue and a visual target (VV),
auditory cue and auditory target (AA) or in a crossmodal setting
with a visual cue and an auditory targets (VA), or auditory
cue and visual target (AV). Taken together, this study explored
how endogenous spatial attention and stimulus-driven temporal
expectancies, two processes which have independently shown to
modulate perception and behavior, affected behavior in both a
unimodal and crossmodal setting.

METHODS
PARTICIPANTS
The study consisted 16 participants in each task, 64 in total
(16 males; 13 right-, 3 left-handed, and 48 females; 43 right-,
5 left-handed). The participants were naive to the study and
participated voluntarily or in return for course credits. The par-
ticipant number was based on similar behavioral studies (e.g.,
Lawrence and Klein, 2013). Each participant only took part in
one of the following four tasks: AA, AV, VA, VV. Due to excessive
responses to catch trials and/or an inability to perform the task
two participants were removed and replaced in the AV task, one
from the VA, and two from the VV. The study was approved by
the Middlesex University ethics committee and all participants
provided written informed consent.

STIMULI AND MATERIALS
The stimuli were presented and data collected using E-Prime
v2 software (Psychology Software tools) run on a PC. Visual
stimuli (fixation cross, visual cues and targets) were presented
on a 17 inch monitor (1280 × 1024 pixels). A black fixation
cross was presented in the middle of the screen. The visual cue
consisted of an X above, below, to the left and right of the
fixation cross creating the appearance of a larger cross in the
center (see Figure 1 for details). Visual targets (three black Xs)
were presented to the left or right side of the monitor. The

font was Courier new. The participant was seated with their
eyes approximately in line with the fixation cross and approxi-
mately 400–500 mm away from the screen. The visual angle for
the target typically ranged between 18.15 and 14.7◦. Auditory
stimuli were presented via headphones (Audio 355, Plantron-
ics). Auditory stimuli were 100 ms in duration with a 5 ms
rise and fall time. The cue consisted of either low tones (400
Hz) or high frequency tones (800 Hz) and always presented in
stereo. Targets were presented to only one ear and were 600
Hz. A keyboard was used to collect response times. The down
arrow key was positioned in a straight line behind the fixation
cross.

DESIGN AND PROCEDURE
On each trial a rhythmic cue was presented. In the VA and VV
task the color of the flashes (pink or blue) indicated whether
the participant was to direct attention to the left or right. In
the AV and AA tasks, the cue was either high or low tones,
and this indicated which side attention was to be directed. A
target then appeared at the attended (75%) or unattended side
(25%) and the participant was to respond as quickly as possible
by pressing the keyboard once a target appeared. In the AV
and VV tasks, the target appeared to the left or right of the
fixation cross and in the VA and AA tasks, the target was a tone
presented to the left or right ear. The target appeared either in
sync with the rhythm (the cue) or out of sync (early or late). The
participant was not informed about this and it was not relevant to
the task.

Each task consisted of five blocks with a total 260 trials (52 tri-
als per block). Out of the 260 trials, 180 were attended (69%) and
60 unattended (23%), and 20 catch trials (8%). The weighting of
targets, excluding catch trials was, 75/25 for attended/unattended
targets. There was an even distribution of early, sync, and late
trials. That is, for attended trials, there were 60 early, 60 sync, and
60 late trials per participant, and 20 unattended trials for each of
the early, sync and late conditions. For half of the trials the cue
consisted of four stimuli, and for half of the trials the rhythmic
cue included five stimuli. Prior to the experiment the participant
ran a practice block.

The participant was seated in an experimental booth in front
of a PC monitor. In the tasks including auditory stimuli (all but
the VV task) the participant wore headphones. Each trial started
with the presentation of the rhythmic cue which consisted of four
or five stimuli presented every 600 ms (see Figure 1 for events
in a trial). More specifically, the first of the rhythmic stimuli
(the cue) was presented for 100 ms followed by an inter-stimulus
interval (ISI) of 500 ms. The cue stimuli were presented four of
five times creating a rhythm of 100 ms stimulus every 600 ms.
After the last of the interpolated stimuli a target was presented.
The critical ISI, preceding the target was 300 ms (early), 500 ms
(sync), or 700 ms (late). The target was then presented for 100
ms. Participants responded with their dominant hand by pressing
the down arrow key on the keyboard. If no response was recorded
the trial terminated after 2000 ms. There was a random inter-trial
interval of 2000–3000 ms. A centrally located fixation cross was
presented throughout and participants were explicitly instructed
to keep their gaze on this fixation cross at all times.
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FIGURE 1 | Top: Schematic view of events in a trial. Each trial started
with a cue which consisted of four or five interpolated stimuli, each 100
ms in duration, and presented with a 500 ms inter-stimulus interval (ISI)
(SOA of 600 ms). In the VA and VV tasks the cue was either blue or pink
Xs surrounding the fixation cross. The color of the cue indicated to which
side to attend. In the AV and AA tasks the cue, which was either high or
low frequency tones, indicated whether to attend to the left or right. The
critical ISI was the interval between the last cue stimulus and the target.

The target was 100 ms in duration. In the AV and VV tasks, the target was
three X’s which appeared to the left or right of the fixation cross. In the VA
and AA tasks the cue was a 600 Hz tone presented to either the left or
right ear. The participant responded by pressing a key on the keyboard.
After a response an inter trial interval of between 2000–3000 ms
followed. A fixation cross was presented throughout in all tasks. Bottom
left: Schematic representation of the visual cue and visual target as it
appeared on screen.

In the tasks with an auditory cue (AA and AV), for half the
participants high frequency tones indicated to attend to the left
and low tones indicated attend to the right. This allocation was
reversed for the other half. Similarly, for half the participants
who performed a task with a visual cue (VA and VV), a blue Xs
indicated attend to the left and pink Xs attend to the right, and
the reverse for the other half of participants.

The RT data was Log10-transformed and submitted to a mix
design ANOVA with the factors Task (AA, AV, VA, VV), Spatial
attention (attended, unattended), Temporal expectancy (early,
sync, late), and Rhythm count (four stimuli, five stimuli). Follow-
ing the overall analysis, each task was analyzed separately.

RESULTS
SUMMARY
The results showed that participants responded faster to attended
compared to unattended trials in all four tasks. There was also
an effect of temporal expectancy in all tasks but the unimodal
auditory task (AA). In the two cross-modal tasks (AV and VA)
the targets were faster when in sync and late targets compared

to early targets. In the visual task the late targets were faster
than both in sync and early targets. Although clear effects of
spatial attention and temporal expectancy were observed there
was no evidence of an interaction between these two factors in any
task. Thus suggesting temporal expectancy and spatial attention
affected response times independently.

Overall analysis including task
A mixed design ANOVA, including Task as a factor, showed a main
effect of Spatial attention (F(1,60) = 36.32, p < 0.001, η2

p = 0.38)
with faster RTs for attended (325.2 ms) compared to unattended
trials (367.6 ms). There was a main effect of Temporal expectancy
(F(2,120) = 27.27, p < 0.001, η2

p = 0.31) and follow up pairwise-
comparisons (Bonferroni corrected) showed that sync (342.8 ms)
and late targets (339.7 ms) were significantly faster than early
targets (356.6 ms) (both p’s < 0.001). There was no difference
between sync and late targets (p = 0.18). There was a main effect
of Rhythm count (F(1,60) = 42.32, p < 0.001, η2

p = 0.41) with
targets preceded by four stimuli in the rhythm (352.8 ms) were
slower compared to if the rhythmic cue contained five stimuli
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(340.0 ms). There was a main effect of Task (F(3,60) = 6.24,
p = 0.001, η2

p = 0.24) and Bonferroni post hoc test showed that
the AV task was significantly faster (297.8 ms) compared to AA
(380.5 ms) and VV task (369.1 ms) (p = 0.002 and p = 0. 005
respectively).

There was a Temporal expectancy∗Task interaction
(F(6,120) = 3.30, p = 0.005, η2

p = 0.14) and planned analysis
for each task is presented below. There was no Task∗Spatial
attention interaction (p = 0.59, η2

p = 0.04). Important to note is
there was no Spatial attention∗Temporal expectancy interaction
(p = 0.37, η2

p = 0.02). There was a Rhythm count∗Temporal

expectancy interaction (F(2,120) = 10.27, p < 0.001, η2
p = 0.15)

suggesting the effect of Temporal expectancy was different
according to the number of stimuli in the cue. This interaction
will also be explored in the analysis of each task. No other main
effects or interaction were significant.

VISUAL CUE—VISUAL TARGET (VV)
Overall participants missed less than 1% of targets and responded
to 1.9% of catch trials in the VV task.

There was a significant effect of Spatial attention
(F(1,15) = 5.74, p = 0.03, η2

p = 0.28) with attended trials
being faster (342.6 ms) than unattended trials (395.5 ms). The
purely visual task showed a main effect of Temporal expectancy
(F(2,30) = 17.60, p < 0.001, η2

p = 0.54). Pairwise comparisons
(Bonferroni corrected) demonstrated late targets (339.7 ms) to
be faster (p = 0.002) than in sync targets (370.6 ms), and late
targets were faster (p = 0.001) than early targets (382.4 ms),
and in sync targets were also faster compared to early targets
(p = 0.049; see Figure 2). There was a main effect of Rhythm
count (F(1,15) = 24.03, p < 0.001, η2

p = 0.62) with on average
faster RTs for visual targets preceded by five stimuli (356.9 ms)
compared to four stimuli (381.2 ms). There was no Spatial
attention∗Temporal expectancy interaction (p = 0.18, η2

p = 0.11).

FIGURE 2 | Unimodal visual cue and visual targets task (VV). Mean
response times (with standard error bars) for visual targets presented at
spatially attended (light gray) and unattended side (dark gray), separately for
early, sync and late conditions in relation to the visual rhythm (the cue).
Response times were significantly faster for attended over unattended
targets. There was a main effect of temporal expectancy where late targets
were faster than both early and in sync targets, and in sync targets were
also faster than early targets.

FIGURE 3 | Unimodal auditory cue and auditory targets task (AA).
Mean response times (with standard error bars) for auditory targets
presented at spatially attended (light gray) and unattended side (dark gray),
separately for early, sync and late conditions in relation to the auditory
rhythm (the cue). Response times were significantly faster for attended
over unattended targets.

AUDITORY CUE—AUDITORY TARGET (AA)
Overall participants missed 1.4% of targets and responded to
4.4% of catch trials in the AA task.

There was a significant main effect of Spatial attention
(F(1,15) = 8.99, p = 0.009, η2

p = 0.38) with faster RTs for
attended (354.7 ms) compared to unattended trials (406.3 ms)
(see Figure 3). There was also a main effect of Rhythm count
(F(1,15) = 8.15, p = 0.012, η2

p = 0.35) with overall faster RTs for
when the cue consisted of five (376.7 ms) compared to four tones
(384.3 ms). There was no main effect of Temporal expectancy
(p = 0.59, η2

p = 0.03) or Spatial attention∗Temporal expectancy

interaction (p = 0.36, η2
p = 0.07).

AUDITORY CUE—VISUAL TARGET (AV)
Participants missed 2% of targets and responded to 4.4% of catch
trials in the AV task.

A main effect of Spatial attention (F(1,15) = 26.07, p < 0.001,
η2

p = 0.64) showed attended trials were faster (276.6 s) com-
pared to unattended trials (319.0 ms). There was also a main
effect of Temporal expectancy (F(2,30) = 14.38, p < 0.001,
η2

p = 0.49). Pairwise-comparisons (Bonferroni corrected) showed
both sync (292.2 ms) and late targets (288.9 ms) were sig-
nificantly faster than early targets (312.4 ms; p < 0.001
and p = 0.001 respectively; see Figure 4). There was no
Spatial attention∗Temporal expectancy interaction (p = 0.27,
η2

p = 0.08).
There was a Rhythm count∗Temporal expectancy interaction

(F(2,30) = 10.74, p = 0.002, η2
p = 0.42). Follow-up analysis of

trials with a rhythm of four tones preceding the visual tar-
get showed an effect of Temporal expectancy (F(1,15) = 20.56,
p < 0.001, η2

p = 0.58). Pairwise-comparisons (Bonferroni cor-
rected) showed a difference between early (327.9 ms) and
in sync (296.4 ms) and early and late targets (288.8 ms)
(both p’s < 0.001). When there were five tones in the
rhythm, no effect of target Temporal expectancy was present
(p = 0.14).
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FIGURE 4 | Crossmodal auditory cue and visual targets (AV) task. Mean
response times (with standard error bars) for targets presented at spatially
attended (light gray) and unattended side (dark gray), separately for early,
sync and late conditions in relation to the auditory rhythm (the cue).
Response times were significantly faster for attended over unattended
visual targets. There was a main effect of Temporal expectancy where in
sync and late targets were faster than early targets.

FIGURE 5 | Crossmodal visual cue and auditory targets task (VA). Mean
response times (with standard error bars) for tones presented at spatially
attended (light gray) and unattended side (dark gray), separately for early,
sync and late conditions in relation to the visually presented rhythm (the
cue). Response times were significantly faster for spatially attended over
unattended targets and a main effect of Temporal expectancy showed in
sync and late targets were faster than early targets.

VISUAL CUE—AUDITORY TARGET (VA)
Overall participants missed less than 1% of targets and responded
to 1.6% of catch trials in the VA task.

A main effect of Spatial attention (F(1,15) = 6.83, p = 0.02,
η2

p = 0.31) revealed attended trials were faster (326.6 ms) com-
pared to unattended trials (349.6 ms) (see Figure 5). There
was also a main effect of Temporal expectancy (F(2,30) = 9.75,
p = 0.001, η2

p = 0.39) and pairwise-comparisons (Bonfer-
roni corrected) showed in sync (370.6 ms) and late tar-
gets (354.3 ms) were faster than early target (382.4 ms)
(p = 0.02 and p < 0.001 respectively). There was no Spa-
tial attention∗Temporal expectancy interaction (p = 0.72,
η2

p = 0.02).

DISCUSSION
In four separate tasks, this study investigated the effects of vol-
untary spatial attention and bottom-up temporal expectancy in
both unimodal and crossmodal conditions. In all tasks response
times to targets were faster when they appeared at the attended
compared to unattended location. This indicated that partic-
ipants followed instructions and the results replicated what
has previously been observed in unimodal visual (e.g., Posner,
1980; Wright and Ward, 1994) and auditory spatial attention
tasks (Spence and Driver, 1994), as well as audiovisual cross-
modal tasks (Spence and Driver, 1996; or Spence, 2010 for
a review). The present study also demonstrated a main effect
of temporal expectancy in both crossmodal tasks indicating
that rhythmic stimuli in one modality automatically influenced
the temporal expectancy in the other modality. An effect of
rhythmic cueing was also observed in the unimodal visual task
but not unimodal auditory task. Interestingly, there was no
observed interaction between top-down spatial attention and
temporal expectancy effects in any task suggesting temporal
and spatial processing independently affected target response
times.

That selectively attending to a spatial location enhances per-
ceptual processing and facilitates behavior at the attended loca-
tions has been well documented (for a recent review see Carrasco,
2014). Although relatively less researched, voluntary temporal
expectation has also been shown to influence perception and
drive behavior (Nobre et al., 2011). Moreover, animal studies have
demonstrated that temporal expectations can modulate neural
processing in early sensory areas such as primary visual cortex
(Lima et al., 2011) and primary auditory cortex (Jaramillo and
Zador, 2011). As with spatial selective attention, temporal pre-
dictability can be divided into voluntary and stimulus-driven
processes. Rhythmic cueing has been used to create temporal
predictability, and the rhythm can be used to induce both vol-
untary or stimulus driven effects, or a combination of both,
particularly depending on the instructions. In the present study
the rhythmic structure of the cue was not task relevant, in
order to investigate whether or not stimulus driven expectancies
affected target processing. In other words, whether rhythmic
cueing automatically influenced response times even when this
temporal characteristic was not relevant or beneficial to the
task.

In the unimodal visual task and the two crossmodal conditions
the preceding rhythm influenced target detection times. In the
visual task, responses to targets in sync with the rhythm were
faster compared to early targets, and late targets were also faster
compared to when the target was in sync with the rhythm. Similar
effects of visual rhythmic cueing have been observed in a study
by Rohenkohl et al. (2011) where participants attended to either
the color or speed (rhythm) of a moving disc across the screen, to
predict an upcoming target. They found both types of cue speeded
up response times to targets. However, they found rhythmic cues
facilitated response times, compared to an arrhythmic condition,
regardless if the participant was instructed to use the rhythmic
information or not, whilst the symbolic color cue was only effec-
tive when participants explicitly used this information. However,
when using rhythmic stimuli to induce temporal expectancies,
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it may still be difficult to tear apart the contribution of purely
bottom-up effects caused by the rhythm, and any top-down
influence such as directing attention to a specific point in time.
In other words, are temporal expectancies created passively and
purely unintentionally when we are exposed to rhythmic patterns?
In some studies using a rhythmic cue, the target was always in
sync with the rhythm in the rhythmic condition, as compared to
a non-rhythmic condition (e.g., Doherty et al., 2005; Rohenkohl
et al., 2012) and in others, the target was more likely to occur
in sync compared to out of sync with a rhythm (e.g., Praamstra
et al., 2006). In other words, crating conditions where it would
be advantageous to use the rhythm to anticipate targets even
though not explicitly instructed to do so. Breska and Deouell
(2014) specifically investigated whether a rhythm automatically
creates temporal expectancies. They included a condition where
it was detrimental to use the rhythm to perform the task but
still found that the rhythm affected target detection, concluding
rhythms automatically exerts an effect on target processing. In
the present study the rhythm was not task relevant, but, partic-
ipants were not explicitly discouraged from using the rhythm.
However, the probability of the target appearing at early, sync
or late intervals was equally likely and therefore any strategy
of expecting the target at a particular time point would not
be advantageous. This together with participants concurrently
performing another task, directing spatial attention, suggests the
rhythmic cueing effects were mainly bottom-up and not involving
higher level of processing. However, future studies may wish
to specifically address the automaticity of rhythmic cueing and
how systematically varying the automaticity is affected by top-
down spatial attention. In any case, it can be concluded from the
present study that rhythmic cueing effects were observed even
though participants performed a concurrent spatial attention
task.

In rhythmic cueing studies the perception of targets is typically
best when the stimulus coincides with the rhythm and perceptual
benefits decrease if the stimulus is presented too early or too
late (e.g., Jones et al., 2002; Mathewson et al., 2010). In the
current study the detrimental effect of asynchronous stimuli was
only present for early, but not for late stimuli. The target was
equally likely to appear at early, sync or late intervals meaning
there was no strategic benefit in expecting the target at any
particular time. However, the pattern of results can in part
be explained by the hazard or foreperiod effect. The “hazard
function” is an effect whereby an event is more likely to occur
at a specific point in time if it has not yet occurred (Luce,
1986). In other words, if the stimulus has not appeared at the
early time point it is then more likely to occur at the sync and
subsequently the late time interval. This in turn can increase
the anticipation and enhance motor readiness. Several steps were
taken to account for and to minimize this potential bias. First,
catch trials were used whereby no target was presented. This
introduces the possibility that if a target has not occurred in
sync with the rhythm, it will not necessarily occur at the late
time interval. Moreover, to further reduce the hazard function
effects and to increase temporal uncertainty of when the target
may occur, the cue randomly consisted of either four or five
stimuli. Finally, the participants were not informed about the

temporal manipulation of the study. Nevertheless, the hazard
function fits well with the pattern observed in the purely visual
task (VV) whereby response times decreased orderly from early,
sync and then late conditions. The expected pattern of results
in terms of a model of entrainment would be that in sync
targets would be faster than both early and late targets. In the
two cross modal tasks there was no difference between late and
in sync targets which may suggest both hazard function and
entrainment effects influenced RTs. That is, in the early con-
dition both entrainment and hazard effects predict slower RTs
compared to the in sync condition. However, when the target
is late, the hazard function predicts faster RTs compared to in
sync targets, whilst an entrainment model would predict slower
RTs. It is therefore possible that both entrainment and hazard
function effects were present in this study. Future research may
wish to use target discrimination tasks or detection of targets at
perceptual threshold to further isolate entrainment effects from
hazard functions.

Both crossmodal tasks showed similar effects of rhythmic
cueing with a facilitation of response times for targets coincid-
ing with the rhythm compared to when they appeared early.
Importantly, this shows that stimulus driven rhythmic cueing
is not limited to within a specific modality but effects can
span across modalities. This is in line with a recent study by
Miller et al. (2013) who found saccades to a visual target were
faster when the target was preceded by a synchronous compared
to an asynchronous auditory rhythm (see also Bolger et al.,
2013 for similar results). The present study extends their find-
ings by showing that audiovisual effects of rhythmic cueing are
also found when the modalities are reversed, that is, a visual
rhythm entrains auditory targets. This may suggest for a com-
mon mechanisms of temporal expectancy created by rhythms
which is not modality specific. In line with this, Besle et al.
(2011) observed large scaled entrainment of brain areas using
intracranial electrocortical recordings in patients with epilepsy.
They specifically found that the entrainment of visual stimuli was
not confined to the primary visual areas but was observed over
a larger brain area. That is, they observed effects in line with
a centralized rather than purely modality specific entrainment
mechanism.

The one spurious result in the present study was the lack of
an temporal expectancy effect in the unimodal auditory task.
Auditory entrainment of rhythms has shown to affect target
discrimination of tones (e.g., Jones et al., 2002), as well as response
times (Sanabria et al., 2011). In contrast, finding an effect of
spatial attention in an auditory detection task, as was observed
here, has proven more difficult with many studies reporting a
null result (e.g., Posner, 1978; Scharf et al., 1987; Buchtel and
Butter, 1988; Hugdahl and Nordby, 1994; although see Spence
and Driver, 1994 for a positive effect of auditory spatial attention).
Whether the introduction of an auditory spatial task diminished
any auditory temporal effects remains unclear, however it seems
unlikely as the auditory rhythm in the crossmodal task led to
temporal expectancy effects of visual stimuli.

The study aimed to investigate how two processes which
have independently shown to influence perception and modulate
behavior interacted. The results showed that in no task was there
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an interaction between spatial attention and rhythmic cueing
(p = 0.37, η2

p = 0.02). In other words, any effects of rhythmic
cueing were similar regardless if the target appeared at the spa-
tially attended or unattended location. Whilst the results here
show both unimodal and crossmodal effects of spatial atten-
tion, and unimodal and crossmodal effects of rhythmic cueing,
spatial attention and temporal expectancy themselves did not
interact, neither at a unimodal nor crossmodal level. This sug-
gests temporal and spatial processes can operate independently
in driving behavior, at least as measured with response times.
Doherty et al. (2005) found similar independent effects of spatial
attention and rhythmic cueing on response times, even though
their participants were instructed to use the rhythmic structure
to predict an upcoming target and thus introducing a voluntary
aspect of rhythmic cueing. In contrast, Rohenkohl et al. (2014)
recently showed temporal expectation improved perception when
the target appeared at a spatially attended location. However, at
unattended locations, temporal expectancy did not affect target
processing. Rohenkohl et al. did not use rhythmic cueing but the
temporal expectation was top-down. Moreover, they investigated
perceptual sensitivity rather than response times which may also
account for differences. Cravo et al. (2013) measured response
times and perceptual accuracy and found both measured to be
improved in a rhythmic compared to arrhythmic condition, but,
the two measures showed independent effects. There is thus
evidence to suggest perceptual modulation following rhythmic
stimuli may be different to response time effects. Future research
may wish to explore whether perceptual sensitivity effects of auto-
matic entrainment are also independent from spatial attention
effects in unimodal and crossmodal conditions. Moreover, the
current study used a target detection task which was relatively
easy. Within spatial attention research, endogenous and exoge-
nous effects are typically independent when task demands are low.
However, when the attentional and cognitive load increases, the
two processes have shown to interact when competing for shared
resources (Berger et al., 2005). It is conceivable that top-down
spatial attention and bottom-up temporal expectancy effects
show a similar pattern. In other words, future research could
increase the difficulty of the task to investigate whether endoge-
nous spatial attention and stimulus-driven temporal expectancies
are independent even when demands on attentional resources
are high.

The automatic effect of presenting rhythmic stimuli demon-
strated in the present study is partly in line with research on
neural oscillations which have seen a recent increase in popu-
larity in the last decade. Evidence is mounting that, not only
does our brain self-generate rhythmic oscillations which drives
perception and action (e.g., Buzsaki, 2006; Thut and Miniussi,
2009), but these neural oscillations can also be re-set and driven
by rhythms and events in our environment (Lakatos et al.,
2008; Arnal and Giraud, 2012). Investigating the function and
underlying mechanisms of entrainment will not only further
our understanding of what drives our behavior and influences
our perception, but recent findings have suggested that certain
psychiatric and developmental disorders show abnormal neu-
ral oscillation patterns (see Calderone et al., 2014 for a recent
review).
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Traditional views contend that
behaviorally-relevant multisensory inter-
actions occur relatively late during
stimulus processing and subsequently to
influences of (top-down) attentional con-
trol. In contrast, work from the last 15
years shows that information from dif-
ferent senses is integrated in the brain
also during the initial 100 ms after stim-
ulus onset and within low-level cortices.
Critically, many of these early-latency mul-
tisensory interactions (hereafter eMSI)
directly impact behavior. The preva-
lence of eMSI substantially advances our
understanding of how unified percep-
tion and goal-related behavior emerge.
However, it also raises important ques-
tions about the dependency of the eMSI
on top-down, goal-based attentional con-
trol mechanisms that bias information
processing toward task-relevant objects
(hereafter top-down control). To date,
this dependency remains controversial,
because eMSI can occur independently
of top-down control, making it plausi-
ble for (some) multisensory processes to
directly shape perception and behavior.
In other words, the former is not nec-
essary for these early effects to occur
and to link them with perception (see
Figure 1A). This issue epitomizes the fun-
damental question regarding direct links
between sensation, perception, and behav-
ior (direct perception), and also extends it
in a crucial way to incorporate the multi-
sensory nature of everyday experience. At

the same time, the emerging framework
must strive to also incorporate the vari-
ety of higher-order control mechanisms
that likely influence multisensory stimulus
responses but which are not based on task-
relevance. This article presents a critical
perspective about the importance of top-
down control for eMSI: In other words,
who is controlling whom?

THE UBIQUITY OF eMSI
For the purposes of this article we focus
exclusively on auditory-visual interactions
and define eMSI as those multisensory
processes that occur within the first 100 ms
post-stimulus onset (but see (Giard and
Peronnet, 1999); Giard and Peronnet, who
qualified effects <200 ms as early-latency).
This definition is in keeping with influ-
ential models of visual perception and
attentional selection, positing that top-
down and recursive inputs manifest after
the initial 100 ms of stimulus-driven brain
activity, which is believed to be sensory-
perceptual and bottom-up in nature (e.g.,
Luck et al., 1997; Lamme and Roelfsema,
2000). It is likewise important to distin-
guish between integration effects, which
are responses elicited by a combination of
inputs to different senses, and cross-modal
effects, which refer to influences of inputs
to one sense on activity associated with
another sense (e.g., Stein et al., 2010).

The typical perceptual outcome of
multisensory integration is that stimu-
lus processing is facilitated (as shown by

faster and/or more accurate responses)
in contexts where inputs to different
senses are carrying similar (redundant)
information and are presented close in
time. This behavioral facilitation is typi-
cally accompanied by brain responses to
multisensory stimuli that diverge from
the summed brain responses to the
constituent unisensory signals (nonlinear
responses; Figure 1B). Given the grow-
ing evidence for links between the brain
and the behavioral responses (reviewed
in Murray et al., 2012), one mecha-
nism may be that the temporal co-
occurrence of multisensory information
lowers the threshold for neural activity
that in turn drives perception and action
(e.g., Rowland and Stein, 2007).

Based on the extant literature, we argue
that these particular multisensory pro-
cesses, which are reflected by eMSI, are
stimulus-driven, bottom-up in nature and
affect perception and behavior in a direct
manner and largely independently of top-
down control (Figure 1A). The idea of a
variety, or even a range of multisensory
processes, where some are “automatic”
while others dependent on one’s current
behavioral goals, has until now been sys-
tematically investigated mainly in the con-
text of attentional selection of objects in
space, rather than their perception per
se (e.g., Matusz and Eimer, 2011, 2013;
Matusz et al., 2015; Talsma and Woldorff,
2005; but see Murray et al., 2004; Soto-
Faraco et al., 2004; Tiippana et al., 2004;
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FIGURE 1 | (A) Depiction of manners in which top-down attentional control
and bottom-up multisensory processes may influence direct perception in
multisensory contexts. In this model, the bottom-up multisensory processes
that occur early in time (eMSI; beige box) have direct effects on perception
and behavior (large black arrow). In turn, top-down attentional control
mechanisms, which are typically posited to exert effects at multiple
pre-stimulus and post-stimulus stages, do not seem to do so in some
multisensory contexts (white arrows). (B) Table summarizing principal

findings on eMSI from human EEG/MEG studies and animal
electrophysiological studies. Note: EEG, electroencephalography; MEG,
magnetoencephalography; LFP, local field potentials; SUA, single-unit activity;
MUA, multi-unit activity; ↑, sub-additive responses; ↓, super-additive
responses; ∗, responses elicited by irrelevant-but-attended multisensory
stimuli; ∗∗, responses elicited by unattended multisensory stimuli; ◦, eMSI
found only for spatially congruent audiovisual stimuli; †, eMSI found on the
response latency, but not on the response amplitude; n.a., data not available.
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Alsius et al., 2005, 2007; Thelen et al., 2012,
2014; Matusz et al., in press). However,
control processes are likely to be important
for both cognitive functions (e.g., Gunseli
et al., 2014); this should hold for both
unisensory and multisensory processes,
and bottom-up and top-down processes
alike (i.e., multisensory processes are not
mechanistically “special”; van Atteveldt
et al., 2014).

It is difficult to argue with the idea
that early responses are a hallmark of
bottom-up multisensory processes in the
service of perception, if one considers
how ubiquitous and context-independent
they are in both humans and in the
animal models (see Figure 1B; reviewed
in Murray et al., 2012; Kajikawa et al.,
2012). The eMSI in local field potentials
as well as spiking activity have been mea-
sured in the primary and secondary audi-
tory fields of fixating monkeys (Ghazanfar
et al., 2005; Kayser et al., 2008; see
also Lakatos et al., 2008; Wang et al.,
2008 for cross-modal effects). Importantly,
these eMSI occurred for both etholog-
ical objects (conspecific communication
signals) and simple audiovisual stimuli,
though modulated according to bottom-
up stimulus salience and neural efficacy.
Moreover, non-linear interactions mirror-
ing the behavioral gains in stimulus detec-
tion have been recorded in single neurons
in the area 4 of the monkey motor cortex
within 100–150 ms post-stimulus (Miller
et al., 2001).

Electroencephalography and magne-
toencephalography (EEG/MEG) studies in
humans have likewise demonstrated eMSI
across a variety of tasks, ranging from sim-
ple detection (Fort et al., 2002a; Molholm
et al., 2002) and discrimination (Giard and
Peronnet, 1999; Fort et al., 2002b; Teder-
Sälejärvi et al., 2002; Gondan and Röder,
2006; Gondan et al., 2007; Raij et al., 2010;
Cappe et al., 2010, 2012; Stekelenburg
and Vroomen, 2012; Stekelenburg et al.,
2013) tasks to multi-stimulus/ multi-
stream paradigms necessitating selection
(Talsma and Woldorff, 2005; Talsma et al.,
2007; van der Burg et al., 2008, 2011).
Importantly, eMSI were observed irrespec-
tive of whether the multisensory stimuli
were targets (e.g., Giard and Peronnet,
1999; Pérez-Bellido et al., 2013), attended
but task-irrelevant stimuli (e.g., Cappe
et al., 2010) or were presented passively

(Vidal et al., 2008). As will be detailed
below, data from brain stimulation studies
allow causal inference regarding behav-
ioral consequences of eMSI (see below).

The interpretability of the eMSI in
terms of bottom-up vs. top-down mech-
anisms critically depends on their local-
ization. Despite the ubiquity of the eMSI
in extant EEG/MEG studies, only few
have applied the requisite signal analy-
sis and source reconstruction methods.
Localization results support the predomi-
nant role of low-level cortices in the eMSI
(Cappe et al., 2010; Raij et al., 2010).
While the localization of the eMSI to
low-level cortices could be taken as evi-
dence for their strictly bottom-up nature,
their latency at ∼50–100 ms is suffi-
ciently “late” to provide ample opportu-
nity for recursive processing (Musacchia
and Schroeder, 2009; also Moran and
Reilly, 2006 for modeling results). This
may involve top-down modulation or the
extraction and disambiguation of stimulus
features (Lamme and Roelfsema, 2000).
Thus, care is warranted in regarding all
eMSI as indicative of bottom-up multi-
sensory integration. For example, the pip
and pop effect (van der Burg et al., 2008)
triggers eMSI-like responses, but only in
the case of targets, not distractors (van der
Burg et al., 2011). Thus, dependency of the
eMSI on top-down control can be assessed
only by analyzing studies where the latter
is directly manipulated1.

THE CHICKEN: TOP-DOWN CONTROL
AND ITS LIMITED ROLE IN eMSI
The strongest evidence for the depen-
dence of eMSI on top-down control
comes from studies where attended and
unattended multisensory stimuli were
directly compared (e.g., Alsius et al.,
2005, 2007; Talsma and Woldorff, 2005;
Talsma et al., 2007). However, the liter-
ature seems prone to misconstruing the
full breadth of the results. In one study
participants detected infrequent targets
in one of two central streams of rapidly
presented alphanumeric symbols or com-
binations of beeps and flashes (Talsma
et al., 2007). When attended, audiovi-
sual stimuli triggered early enhanced
(super-additive) nonlinear responses.

1 To our knowledge semantic congruence does not
modulate eMSI (Fort et al., 2002b; Molholm et al.,
2004; Yuval-Greenberg and Deouell, 2007).

But, when the competing stream was
attended, these nonlinear interactions
changed polarity, becoming suppressed
(sub-additive). One interpretation of these
results is that top-down control regu-
lates multisensory integration, from its
magnitude and quality to its very pres-
ence (Koelewijn et al., 2010). We believe
this viewpoint should perhaps be more
nuanced. The top-down control manip-
ulations modulated the eMSI, but did
not eliminate them. Additionally, the
eMSI were observed despite the paradigm
manipulating in fact multiple top-down
mechanisms (inter-modal, but also spatial,
feature-based, and object-based). While
further research is required to fully char-
acterize the mechanistic underpinnings of
super- vs. sub-additive interactions, the
results of this study are in line with the
importance of top-down control processes
revealed by unisensory studies, wherein
responses to stimuli are enhanced accord-
ing to the task-relevance of their location,
features or identity (reviewed in Nobre
and Kastner, 2013). Talsma et al. (2007)
was the first to demonstrate the pivotal
role of the task-relevance of multisensory
pairings for the quality of the eMSI they
trigger. However, the presence of the eMSI
in this study was independent of task-
relevance, though some evidence would
suggest that the eMSI are preferentially
observed in unattended contexts (Table 2
in Talsma and Woldorff, 2005). This latter
evidence is in line with the eMSI being a
hallmark of stimulus-driven processing.

It is difficult to ignore that in these few
studies, where top-down control mecha-
nisms were directly manipulated, the eMSI
were sub-additive in nature. What is strik-
ing is that this is precisely the direction
of effects reported in the literature irre-
spective of whether responses to targets,
non-targets or passively presented stimuli
are considered (Figure 1B). Historically,
sub-additive effects were dismissed as con-
founds related to common activity across
both unisensory and multisensory con-
ditions. More recently, they have been
increasingly recognized as a canonical
mechanism that can convey informa-
tion particularly efficiently (Kayser et al.,
2009; Altieri et al., in press; reviewed in
Stevenson et al., 2014). The issue of the
quantification of the eMSI is further com-
plicated by the fact that the overwhelming
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majority of the human EEG studies have
used relative, reference-dependent mea-
sures of amplitude (cf., Murray et al.,
2008).

THE EGG: eMSI AS A BOTTOM-UP
PHENOMENON
Several independent lines of research
across various species provide converging
evidence for the bottom-up nature of the
eMSI. On the one hand, there are reports
of eMSI in anesthetized animals (e.g., rats,
Barth et al., 1995; cats, Rowland and Stein,
2007; see also reviews in Sarko et al.,
2012; Rowland and Stein, 2014), where
top-down modulations are blocked2. On
the other hand, sounds have been shown
to enhance the excitability of low-level
visual cortices, as measured via phosphene
perception. Several aspects of this effect
demonstrated by TMS studies in humans
support the bottom-up nature of the eMSI
and the causal links between eMSI and
behavior (Romei et al., 2007, 2009, 2013;
Spierer et al., 2013).

First, it is modulated by low-level sound
features, with greater excitability increases
observed for narrowband and higher
pitch sounds. Visual cortex excitability
is furthermore enhanced selectively by
structured approaching (looming) sounds
versus stationary or receding sounds as
well as non-structured white-noise ver-
sions of these sounds. Second, the effect is
delimited in time, occurring when sounds
precede the TMS by 30–150 ms, in cor-
respondence with the eMSI identified
using EEG/MEG. Third, the sound-
induced enhancements of visual cortex
excitability transpire before subjects
can explicitly differentiate between the
sounds, i.e., at pre-perceptual processing
stages. Relatedly, increases in the occipital
excitability occur with sounds that them-
selves fail to elicit startle responses, arguing
against an alerting explanation. Fourth,
evidence against a top-down account
of these effects comes from studies

2 We would hasten to remind the reader that con-
vergent anatomical input is necessary but in and
of itself insufficient for eMSI as defined it in this
opinion piece. It is true that the anatomic path-
ways/connectivities as well as their shaping by expe-
riences are prerequisites for multisensory processes.
However, the activation of these physical substrates
in relation to the cascade of sensory-evoked responses
must be sufficiently early so as to influence perception
and behavior directly and thus be qualified as eMSI.

demonstrating that individuals’ atten-
tional preference (as independently
measured in an auditory-visual divided
attention task) affect late, but not early,
stages of the excitability changes.

Finally, the TMS-driven visual cortex
activity is behaviorally relevant. Occipital
TMS delivered 60–90 ms post-stimulus has
opposing effects of roughly equal mag-
nitude (∼15 ms) on reaction times to
unisensory auditory and visual stimuli
(speeding and slowing, respectively) and
has no measurable effect on reaction times
to simultaneous auditory-visual multisen-
sory stimuli. Critically, the response speed
facilitation obtained from the combina-
tion of occipital TMS and an external audi-
tory stimulus was as great as and correlated
with that obtained from presenting par-
ticipants with genuine multisensory stim-
uli. The TMS-induced cross-modal effects
seem to emulate those observed with
multisensory stimuli.

CONCLUSIONS AND FUTURE
DIRECTIONS
We demonstrated that the eMSI are robust
phenomena, observable across species,
experimental paradigms and measures of
neural activity (Figure 1B). To refer more
explicitly to the Research Topic of this
issue, we subscribe to a view of multiple
multisensory processes: The eMSI are a
hallmark of bottom-up multisensory pro-
cesses that facilitate perception and behav-
ior directly, independently of top-down
control (Figure 1A).

We focused here exclusively on
stimulus-locked brain activity. Thus,
temporal dynamics complement the
understanding of the interplay between
bottom-up and top-down mental pro-
cesses as hitherto provided from the
vantage-point of brain oscillations, which
assay both intra-population excitability
as well as inter-population communica-
tion (Thut et al., 2012; van Atteveldt et al.,
2014).

A critical next step will be the detailed
mechanistic characterization of the
eMSI. The sub-additive archetype of
the eMSI goes together with the evi-
dence from unisensory research linking
reduced responses with more efficient
and information-rich processing akin to
the repetition suppression phenomena
and the predictive coding accounts (e.g.,

Grill-Spector et al., 2006; Summerfield and
Egner, 2009). When and why do top-down
control processes flip the sub-additive
eMSI to become super-additive? If top-
down control affects the nature, rather
than the presence, of multisensory pro-
cesses, then what are the consequences
for our understanding of perception?
Paradoxically, while the eMSI are on the
one hand upturning somewhat dogmatic
views on the brain functional organiza-
tion, they simultaneously are entrenching
a classic model of perceptual processing
positing direct links between sensation,
perception, and behavior. An accurate pic-
ture of the nature of perceptual processes
is thus provided by studying them in nat-
uralistic, multisensory contexts and where
the task demands dynamically vary.
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integration: an attentional account of
the multisensory mind
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Multisensory integration involves a host of different cognitive processes, occurring
at different stages of sensory processing. Here I argue that, despite recent insights
suggesting that multisensory interactions can occur at very early latencies, the actual
integration of individual sensory traces into an internally consistent mental representation
is dependent on both top–down and bottom–up processes. Moreover, I argue that this
integration is not limited to just sensory inputs, but that internal cognitive processes
also shape the resulting mental representation. Studies showing that memory recall
is affected by the initial multisensory context in which the stimuli were presented
will be discussed, as well as several studies showing that mental imagery can affect
multisensory illusions. This empirical evidence will be discussed from a predictive coding
perspective, in which a central top–down attentional process is proposed to play a
central role in coordinating the integration of all these inputs into a coherent mental
representation.

Keywords: multisensory integration, mental model, predictive coding, attention, top–down, bottom–up

An Attentional Account of the Multisensory Mind

Imagine watching a rerun of the famous TV-series the Muppet Show. One popular character, the
Swedish chef, is known for its gibberish fake Swedish, which at first appears not to make sense
at all, other than its comical effect. Yet by carefully watching the Muppet’s mouth movements
and the various additional cues given by bodily motions, it becomes suddenly clear that the fake
Swedish is actually garbled English. As you watch the end of the clip, you can clearly understand the
phrase “The chicken is in the basket” as the chef throws poor Camilla the hen through a basketball
ring. Imagine now continuing with a different episode, and you may instantly recognize the chef ’s
response “The dog is in the pot,” in response to Miss Piggy’s query “what happened to my dog Foo
Foo.”

This example clearly illustrates a major problem that we humans regularly have to overcome
in interpreting sensory information, namely resolving ambiguities. Our understandability of the
chef ’s garbled fake Swedish is greatly enhanced through several non-verbal cues. These cues involve
direct visual cues, such as the mouth movements accompanying his speech and several other visual
cues that provide the appropriate context for understanding the scene. In addition, memory cues
that are based on previous experience with similar scenes may also help us in our interpretation.
But exactly how do we manage to integrate all these cues?

To answer this, the discipline ofMultisensory Processing investigates the mechanisms contribut-
ing to the combining of information from our various senses. According to Stein et al. (2010),
Multisensory Integration, refers to the neural process by which unisensory signals are combined
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to form a new product or representation. While multisensory
processing studies have greatly increased our understanding of
the processes directly involved in combining information from
multiple senses, it is still not quite clear how our interpretation of
sensory information can be enhanced by other sources of infor-
mation, such as our existing background knowledge based on
prior experience. In this review, I aim to discuss how these cues
might be integrated with ongoing sensory input to generate a
consistent mental representation.

Multisensory Integration: Top–Down
and Bottom–Up Processing

Our understanding of brain function has increased sharply in the
last 20 years or so. In multisensory processing research we have
equally witnessed a rather dramatic shift in our understanding
of the processes that combine information across the individual
senses. Before the seminal single cell recording studies in ani-
mals that demonstrated the existence of multisensory neurons in
the superior colliculus (Wallace et al., 1998; Wallace and Stein,
2001), a predominant view in the late 1980s and early 1990s was
that multisensory integration takes place relatively late in the pro-
cessing stream, in cortical areas known as secondary association
areas. For instance, in their influential late 1980s textbook “Brain,
Mind, and Behavior,” neuroscientists Floyd E. Bloom and Arlyne
Lazeron, write:

“Association areas in the parietal lobe, for example, are thought
to synthesize information from the somatosensory cortex–messages
from the skin, muscles, tendons, and joints about the body’s position
and movement–with information about sight and sound trans-
mitted from the visual and auditory cortices in the occipital and
temporal lobes. This integrated information helps us to form an
accurate sense of our physical selves as we move through our
environment.” (Bloom and Lazeron, 1988, pp. 274–275).

Bloom and Lazeron’s (1988) description clearly indicates that
the merging of information across the senses was supposed to
take place after the initial sensory processing had come to com-
pletion (see Figure 1). Since that time, however, many discoveries
have suggested that multisensory integration is more complex
than this. For example, in addition to the aforementioned single
cell recordings, electrophysiological studies showed that multi-
sensory interactions can already take place as early as 40 ms
after stimulus presentation, which is considerably earlier than ini-
tially thought possible (Giard and Péronnet, 1999; Molholm et al.,
2002).

A Predictive Coding Account
One influential framework to explain the intricacies of multisen-
sory processing is that of predictive coding. The predictive coding
framework states that the brain produces a Bayesian estimate of
the environment (Friston, 2010). According to this view, stochas-
tic models of the environment exist somewhere in the brain1,

1Given that the predictive coding framework essentially describes a hierarchy of
processing levels, it does not identify specifically which brain areas are involved in

FIGURE 1 | A classical view of multisensory integration. According to
this view, visual and auditory signals were first analyzed in the respective
sensory cortices, before they were integrated in the secondary association
areas, located in the temporo-parietal areas between the auditory and visual
cortices.

which are updated on the basis of processed sensory information.
These stochastic models (see Klemen and Chambers, 2011 for a
review) thus provide the brain areas lower in the sensory pro-
cessing hierarchy with predictions (or in Bayesian terms “priors”)
that can be used to adjust the processing of ongoing sensory
input. A strong mismatch between the prediction and the actual
sensory input will then result in a major update of the internal
model. For example, when unexpected sensory input is present,
our internal model may require updating to deal with this change
in representations.

Predictive Coding: Top–Down vs.
Bottom–Up Processing
The aforementioned mismatch is a typical example of bottom–
up processing, in which sensory input adjusts the internal model.
Conversely, our internal model may also affect the processing
of our sensory information. This type of processing is known as
top–down and is closely related to selective attention. For exam-
ple, when we are in a complex environment with many stimuli

creating these internal models. In general, the higher the level of processing, the
more distributed the network of brain areas involved can become. For instance,
Rao and Ballard (1999) presented a predictive coding model of receptive field
effects in striate cortex and stated that, in their simulations, the “internal model
is encoded in a distributed manner within the synapses of model neurons at each
level.” Although it is not yet understood how stochastic models of the environment
are coded in the brain, seminal work by Tolman (1948) has shown that cognitive
maps can be formed on the basis of relations among salient cues and that these
representations support navigation and inferential expression. Subsequently, these
maps have been linked to hippocampal functions (see e.g., Morris et al., 1982). The
hippocampal and prefrontal cortex interact with each other in decision making
(Yu and Frank, 2015). The prefrontal cortex is thought to contain a hierarchical
structure of mental representations (Badre, 2008), which in turn are connected
to the parietal cortex. This network bears some resemblance to the network of
brain areas involved in selective attention (Corbetta and Shulman, 2002) and could
jointly support the formation of higher-order stochastic models. This conjecture is
speculative, however, and further research in this area is needed.
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competing for processing capacity, the most relevant ones need to
be prioritized. This is possibly accomplished because the higher-
order brain areas that are part of a fronto-parietal network can
selectively bias the processing in the lower-order perceptual ones
(Corbetta and Shulman, 2002). In other words, attending to task-
relevant stimuli might be necessary for them to gain a stronger
representation in our neural system.

Viewedwithin context of the predictive coding framework, the
internal representation of our external environment is constantly
updated on the basis of sensory input (i.e., forward connections).
Sensory processing is, in turn, modulated on the basis of pre-
dictions provided by the active representations (i.e., backward
connections). It can thus be argued that backward connections
from the higher-order to the lower-order brain areas might
embody the causal structure of the external world while forward
connections only provide feedback about prediction errors to
higher areas. In other words, anatomical forward connections are
functional feedback connections, and vice versa (Friston, 2005).
Mismatches, or –more formally, prediction errors–will thus result
in strong adjustments in the internal representation and in strong
top–down functional feedforward (or anatomical feedback) sig-
nals. One possible consequence of such a major prediction error
is that the focus of attention shifts to a different aspect of the
environment. Seen this way, attention could be considered as a
form of predictive coding; a process that establishes an expecta-
tion of the moments in time when the relevant, to be integrated
stimulus inputs are to arrive (Klemen and Chambers, 2011). It
should be noted, however, that while attention may boost the pre-
cision of the predicted sensory input (and thus contributes to
determining which aspects of our mental representation needs
to be updated) the manifestations of attention and expectation
can be radically opposite. Whereas expectancy reduces the sen-
sory neural responses, attention enhances them, presumably due
to heightening the weighting of the prediction error (Kok et al.,
2011, 2012).

The closely related model of optimal Bayesian integration
(Anastasio et al., 2000; Deneve and Pouget, 2004), has already
been applied to a host of problems related to visual atten-
tion, in which attention is considered to provide the lower level
visual cortices priors that serve to reduce stimulus ambigu-
ity and therefore enhance the visual search process (Chikkerur
et al., 2010). Additionally, it has been successfully applied to
explain a number of basic multisensory processing phenomena
(Ernst and Banks, 2002; Alais and Burr, 2004; Helbig and Ernst,
2007; Holmes, 2009). Despite these applications, the success with
which Bayesian interference models can describe the interaction
between attention and multisensory integration remains yet to be
answered.

Bottom–Up Principles of Multisensory
Integration
Ongoing research that has investigated parts of this interaction
may give us at least a partial answer, however. The informa-
tion contained in the flow of input from the individual senses
to the higher-order brain areas can, at least under certain cir-
cumstances, determine whether the stimuli contained in these
streams are integrated or not. A large number of principles have

been uncovered that explain under which conditions inputs to
different modalities interact or not (Stein and Meredith, 1993;
Noesselt et al., 2007; Stein and Stanford, 2008; Stein and Rowland,
2011). These principles were originally strongly related to the
stimulus input characteristics, as well as the individual stimu-
lus processing capabilities of each sensory modality (Stein and
Meredith, 1993). For instance, input into the visual modality may
influence spatial processing in the auditory modality, while input
to the auditory modality may affect temporal processing in the
visual modality; two characteristics that have been detailed in
the modality appropriate hypothesis (Welch and Warren, 1980;
Vatakis and Spence, 2007). Moreover, spatial and temporal prox-
imity (Lewald and Guski, 2003), or the relative intensity (known
as the “law of inverse effectiveness”; see Holmes, 2009) of multi-
sensory inputs may be critical factors in determining whether two
inputs integrate.

The near-simultaneous stimulation of two or more senses has
also been shown to result in increased fMRI BOLD responses
(Calvert et al., 2000; Fairhall and Macaluso, 2009) in several
brain areas, including the superio-temporal sulcus, superior col-
liculus, and primary visual cortices. Moreover, increased early
latency (∼40 ms after stimulus) event-related potential (ERP)
responses to these stimuli (Giard and Péronnet, 1999; Molholm
et al., 2002), better performance on stimulus identification tasks
(Stein et al., 1996), and visual search benefits (Van der Burg
et al., 2008, 2011; Staufenbiel et al., 2011; van den Brink et al.,
2014) have been observed. Butler et al. (2012), used EEG record-
ings and a frequency mismatch paradigm to show that audi-
tory and somatosensory cues elicit a multisensory mismatch,
which indeed suggests that these cues can be combined pre-
attentatively. Similarly Yau et al. (2009) showed that vibrating
somatosensory stimuli for could affect frequency discrimination
of auditory stimuli and vice versa (see also; Yau et al., 2010; Butler
et al., 2011). Interestingly, however, amplitude judgments were
not affected in this fashion. These results show that several stim-
ulus features can automatically influence the processing of stimuli
presented in another modality.

Bottom–Up Integration Can Drive Attention
Several behavioral and ERP studies have shown that an object
that is simultaneously detected by several sensory systems has
a greater potential for capturing one’s attention (Van der Burg
et al., 2008, 2011; Ngo and Spence, 2010; van den Brink et al.,
2014). For instance, Van der Burg et al. (2008), showed that
equally task irrelevant auditory stimuli could have strong ben-
eficial impact on participants’ ability to detect visual target
stimuli. In this study, a visual search task was used to show
that a visual target stimulus that was not very salient by itself
could become instantly noticeable when it was accompanied
by a short tone. This result, labeled the “Pip and Pop” effect,
suggests that multisensory stimuli are indeed able to capture
attention and therefore that multisensory integration processes
themselves operate pre-attentively. In a subsequent ERP study
(Van der Burg et al., 2011) we showed that an early latency ERP
effect, occurring around 40 ms over posterior scalp areas, cor-
related significantly with sound-induced performance benefits
in this task. Moreover, we also found evidence that the sound
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integrated with the visual stimulus in a strongly automatic fash-
ion: whenever a sound was presented, we observed an N2pc
component in the ERP waveform, regardless of whether the cor-
responding visual stimulus was task-relevant or not. Since the
N2pc is generally considered to be a neural correlate of auto-
matic bottom–up attentional deployment (Luck, 1994), this can
be taken as evidence for automatic integration of the sound
with a corresponding visual stimulus. This further suggests that
when a sensory modality is processing a stimulus simultane-
ously with one presented to another modality, these concurrently
presented stimuli have a natural tendency to be processed in
greater depth than stimuli that are either non-concurrent in time.
Thus, these results not only suggest that bottom–up processes
have a major influence on multisensory processing, they also
show the involvement of early latency unisensory processes in
multisensory integration.

Top–Down Influences on Multisensory
Processing
Interestingly, multisensory integration is not strictly guided by
these principles. For instance Wallace et al. (2004) and Körding
et al. (2007) have shown that even when low-level features of
multisensory stimuli are perfectly matched, behavioral perfor-
mance is impaired when these features are perceived to originate
from two separate sources. Moreover, using vision and touch,
Ernst (2007) trained participants to integrate arbitrary combi-
nations of inputs and found that after training discrimination
thresholds had increased for incongruent haptic/visual stimulus
combinations. Likewise, Fiebelkorn et al. (2011) modulated the
probability of co-occurrence of visual and auditory inputs. They
found that hit rates for near-threshold visual inputs depended not
only on the mere presence of the auditory input, but also on the
participants’ expectation: hit-rates for simultaneously presented
visual stimuli increased specifically when participants expected
the auditory and visual inputs to be simultaneous. Additionally,
it has been shown that a stimulus presented in one modal-
ity can affect the processing of an accessory stimulus presented
in another modality, either due to its task relevance (Busse
et al., 2005; Donohue et al., 2014), or because of learned asso-
ciations between the individual inputs (Molholm et al., 2007;
Fiebelkorn et al., 2010). For instance, Busse et al. (2005) paired
task-irrelevant auditory stimuli with either attended or unat-
tended visual stimuli and found that processing of the tones
that were paired with attended visual stimuli started to differ
from that of the tones paired with unattended visual stimuli,
around 200 ms after stimulus onset, as expressed by a differ-
ence in the ERP waveforms, suggesting that attentional pro-
cesses in the visual modality strongly affected the processing
of irrelevant stimuli in the auditory modality. This difference,
which subsequently has been interpreted as a multisensory late
processing negativity (Talsma et al., 2007), was found to orig-
inate in the primary auditory cortex, as shown using fMRI
(Busse et al., 2005; Experiment 2). Thus, these results show that
top–down factors can strongly influence multisensory process-
ing.

Following the notion that top–down processing influences
multisensory perception, a profound number of recent studies

has shifted focus from uncovering the aforementioned basic prin-
ciples of multisensory integration, to investigating how these
principles interact with other cognitive processes. For example,
the principle that stimuli are more likely to be integrated when
they overlap in space has been found to be more task-dependent
than originally assumed (Cappe et al., 2012) and the necessity
for temporal correspondence has also been found to depend on
tasks and stimulus type (van Atteveldt et al., 2007; Stevenson
and Wallace, 2013). These recent findings are somewhat remi-
niscent of earlier work by Lewald and Guski (2003) who have
shown that ones’ belief that two stimuli have a common cause
might affect whether we perceive cross modal inputs as being one
integrated stimulus, or as multiple ones (see also Welch, 1999 for
a similar suggestion). Additionally, processes such as attention
(Tiippana et al., 2004; Alsius et al., 2005, 2007, 2014; Senkowski
et al., 2005, 2007; Talsma and Woldorff, 2005; Talsma et al.,
2007; Mozolic et al., 2008; Hugenschmidt et al., 2009) or mem-
ory (Thelen et al., 2012) have been shown to affect multisensory
processing.

The Multifaceted Interplay between
Attention and Multisensory Processing
Thus, it appears that the automaticity of multisensory integration
depends on a variety of factors: If the individual stimuli in this
bottom–up stream are in themselves salient enough, they can be
integrated; specifically when they are approximately matched in
time and location with a stimulus processed in another modal-
ity. If they are not salient enough, additional prioritizing by an
attentional mechanism may be needed (Talsma et al., 2010), sug-
gesting that multisensory integration involves both top–down
and bottom–up processes.

If multisensory integration is the result of a complex interac-
tion between top–down and bottom–up processes, then it should
take place at multiple stages of processing. So, are we able to
identify these stages? Several human electrophysiology studies
have shown that multisensory interactions can occur at latencies
that would exclude the possibility that multisensory processing
only occurs after initial sensory analysis has come to comple-
tion (Giard and Péronnet, 1999; Molholm et al., 2002; Van der
Burg et al., 2011). These interactions indicate that informa-
tion from one sensory modality can influence the information
processing in another one, without necessarily forming a new
mental representation. The aforementioned studies thus indi-
cated that although the primary and secondary (uni-) sensory
brain areas are possibly involved in multisensory processing,
these multisensory processes do not necessarily result in a newly
integrated representation. These studies do suggests, however,
that multisensory processing is intertwined with basic sensory
analysis in amuchmore intimate fashion than previously thought
possible.

To summarize, the findings discussed above show that multi-
sensory integration depends to a much smaller degree on rigid
bottom–up principles than originally believed to be the case.
By contrast, they show that multisensory integration is by a
very large factor determined by top–down processes. The next
question now is, how these top–down and bottom–up processes
interact, and at which processing stages this occurs.
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Early and Late Accounts of
Multisensory Processing

As has become clear by now, since the beginning of the 1980s,
our understanding of multisensory processing has shifted from
relatively rigid and principle-based mechanisms, located late in
the processing stream, to a highly flexible process consisting of
multiple stages. At least a two sub-processes, one of which can
occur very early on in the processing stream, have been iden-
tified (Calvert and Thesen, 2004; Talsma et al., 2007; Koelewijn
et al., 2010; Baart et al., 2014). In spite of this change in interpre-
tation, there are still a number of arguments to not completely
discard the original idea that multisensory integration (par-
tially) takes place after the initial sensory processing has come
to completion. It has recently been proposed that the integra-
tion of neural representations is an intrinsic property of the brain
(Ghazanfar and Schroeder, 2006; van Atteveldt et al., 2014). From
this idea it follows that different levels of neural interactions
may take place at progressive levels of processing of the sensory
inputs.

Multisensory Integration: An Intrinsic
Property of the Brain?
van Atteveldt et al. (2014), have suggested that multisensory inte-
gration is a process that operates on the basis of the flexible
recruitment of several general purpose brain functions that are
thought to synchronize activation within several neural path-
ways. These pathways are thought to connect the sensory cortices,
either directly to each other (Falchier et al., 2002), or through
cortico-thalamic-cortical pathways (Hackett et al., 2007; Lakatos
et al., 2007; van den Brink et al., 2014), suggesting that infor-
mation can be transferred relatively directly between these brain
areas. Another set of these pathways involves recurrent feed-
back projections from the frontal cortex (notably the frontal eye
fields and ventral prefrontal cortex). It is assumed that these
feedback mechanisms coordinate activation in the sensory cor-
tices through attention. The general idea is that these recurrent
feedback projections can send biasing signals to the perceptual
brain areas. The feedback signals can then induce an increase in
sensitivity in neurons responsive to the attended feature, while
simultaneously causing a decrease in sensitivity of neurons not
responsive to the attended feature (Motter, 1994; LaBerge, 1995;
Corbetta and Shulman, 2002). This attentional bias can either be
expressed overtly, that is, by actively scanning the environment
with the oculomotor system, or covertly by scanning the envi-
ronment using selective attention only. Given the importance of
these latter recurrent feedback connections, attentive scanning
of the environment is an essential prerequisite for multisensory
integration to take place.

A possible function of the direct and cortico-thalamic con-
nections between visual and auditory cortex is that they enable
cross-referencing between these cortices. In other words, audi-
tory cortex receives advance information regarding visual pro-
cessing and vice versa. Viewed from a predictive coding frame-
work, prediction errors in the auditory representation are mini-
mized by additional information presented by the visual system,

and vice versa. In our own framework (Talsma et al., 2010),
these low level interactions can for instance result in spatio-
temporal realignment of the auditory and visual input signal.
Thus, the early latency processes appear to cross-feed low-level
information between the individual sensory cortices. This cross-
feeding may modify the original input signal and can therefore
be described as a multisensory interaction, but not necessarily
as multisensory integration. Additional research is still required,
however, to determine the exact functional role of these direct
connections.

Task and Stimulus Type Dependencies

Task Relevance
To further differentiate between early and late multisensory
processes, we need to distinguish between two rather strongly
differing sets of research. Studies using relatively simple stim-
uli, such as beeps, and flashes, have predominantly focused on
determining the bottom–up driven effects of multisensory pro-
cessing that have been discussed in detail above (vanWassenhove
et al., 2007; Stein and Stanford, 2008; Holmes, 2009; Noesselt
et al., 2010; Rach et al., 2011). Studies using more naturalis-
tic, meaningful stimuli, on the other hand, have more strongly
emphasized the influence of top–down processing in multisen-
sory integration. For instance, studies using speech fragments
andmovie clips have indicated that semantic congruence between
visual and auditory stimuli also strongly influences multisensory
processing (McGurk and MacDonald, 1976; Calvert et al., 2000;
Tuomainen et al., 2005; Cappe et al., 2012). Most notably, the
McGurk effect, that is, the illusion that speech sounds are being
perceived differently when they are combined with non-matching
lip-movements is one of the hallmarks of the effectiveness of mul-
tisensory integration. It has long been thought that this illusion is
highly automatic, although that notion has been challenged by
showing that one’s susceptibility to the McGurk illusion falters
under high attentional demands (Alsius et al., 2005).

Top–Down Effect in Multisensory Speech
Perception
The involvement of semantic congruence in multisensory inte-
gration in speech processing presumably indicates that access
to semantic information constrains the possible interpretation
of the bottom–up auditory and visual input streams in a top–
down fashion. In other words, access to prior knowledge may
restrain the possible interpretations of both the visual and audi-
tory input streams, which may in turn improve the segmentation
of the auditory speech signal. Speech signal segmentation is gen-
erally problematic (specifically under noisy conditions; see Ross
et al., 2007; Foxe et al., 2015), because there is only a very
loose connection between speech sounds and the underlying
phoneme structure (Liberman et al., 1967). Thus, constraining
possible interpretations of the speech signal through top–down
processes may further benefit from limitations imposed by infor-
mation arriving from other modalities. Because of this, speech
perception has been considered to be an intrinsic multisensory
phenomenon (Stevenson et al., 2014) and it has even been argued
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that audio-visual speech perception is a special form of multisen-
sory processing (Tuomainen et al., 2005; but see Vroomen and
Stekelenburg, 2011).

Speech Perception and Prior Experience
Interestingly, Vroomen and Baart (2009) showed that speech
processing can be affected by lip-reading, but only when their
participants could interpret the auditory stimuli as speech signals.
This was done by dubbing sine-wave speech (Remez et al., 1981)
onto video recordings of lip-moments. One interesting character-
istic of sine-wave speech is that to most naïve listeners it sounds
just like random sounds from a science fiction movie. Once par-
ticipants get into speech mode, that is, once they start recognizing
the sounds as speech, they usually never fail to ignore the speech
component, much in the way that the realization that the Swedish
Chef from our example speaks garbled English greatly enhances
our comprehension of him. This point thus illustrates that prior
experience and background knowledge may influence multisen-
sory processing; a topic that will be discussed in more detail
below.

Multiple Stages of Multisensory Integration
Following up on this study, Baart et al. (2014), used ERPs to
identify two distinct stages of multisensory integration in the
processing of sine-wave speech. The auditory N1 component, a
negative component about 100 ms after stimulus onset, peaked
earlier for audiovisual stimuli than for auditory stimuli alone,
regardless of whether participants were in speech mode or not.
By contrast, the P2 component, a positive component peaking
at roughly 200 ms after stimulus onset, was also modulated the
presence of visual information, but only when participants were
in speech mode. It should be noted that the latency of these lat-
ter ERP findings, while representative for speech stimuli (e.g., van
Wassenhove et al., 2005), occurred somewhat later compared to
those typically found in studies using simple beeps and flashes
(Giard and Péronnet, 1999;Molholm et al., 2002; Senkowski et al.,
2005, 2007; Talsma and Woldorff, 2005; Talsma et al., 2007; Van
der Burg et al., 2011). It appears that the N1 component reflects a
relatively automatic bottom–up process, while the P2 component
reflects a process that is also affected by top–down process-
ing. Despite this difference in latency, the notion of a two-stage
approach in multisensory processing is compatible with earlier
notions showing separate stages of multisensory processing for
simple stimuli (Talsma et al., 2007).

Further evidence for the hypothesis that both top–down and
bottom–up processing contribute to multisensory speech pro-
cessing is provided by an fMRI study from Miller and D’Esposito
(2005). These authors presented audiovisual speech fragments
in which the relative onsets of the auditory speech stimulus
were shifted with respect to the onset of the visual stimulus.
Synchronous presentation of the auditory and visual speech sig-
nals resulted in a significantly larger activity in several brain areas
that are involved in multisensory processing. These areas include
Heschl’s gyrus, the superior temporal sulcus, the middle intra-
parietal sulcus, and the inferior frontal gyrus. The involvement
of these brain areas provides more evidence that multisensory
interactions occur at various stages of processing.

Top Down Processing: Exclusively for
Speech Stimuli?
The processing of naturalistic audiovisual stimuli involves both
top–down and bottom–up processing. This could lead one to
conclude that whereas simple stimuli involve mostly bottom–
up processes, complex (speech) stimuli involve both top–down
and bottom–up processes. Upon closer inspection, however, this
is probably overly simplistic. For example, by using a binocular
rivalry paradigm that consisted of a visual stimulus containing
looming motion presented to one eye, and radial motion to the
other, van Ee et al. (2009) demonstrated that participants were
able to hold on to one of the two percepts longer by means
of attention. Interestingly, this attentional gain for one of the
percepts was prolonged when the attended visual stimulus was
accompanied by a sound that matched the temporal character-
istics of the attended visual stimulus (Figure 2). This pattern
of results also suggests a complex interaction between attention
and multisensory integration. Although the exact neural mech-
anisms involved in this process are not yet fully understood,
it appears that attention boosts the neural response to one of
the competing visual signals, and that this boost, in turn, facili-
tates integration with the matching auditory signal. This finding
suggests that rhythmic congruence between visual and auditory
stimuli is another critical principle for multisensory process-
ing. Interestingly, van Ee et al. (2009) also demonstrated that
the mere presence of such a matched sound was insufficient.
Instead, attention to both the visual and auditory modalities
was needed to facilitate attentional facilitation of one of the two
percepts. This result shows that multisensory interactions can
influence visual awareness, but only in interaction with attention,
underscoring that attention plays a pivotal role in multisensory
processing.

A Multisensory Representation

The evidence discussed so far shows that information from our
various senses fuses at several stages of processing. Additionally,
several studies show that multisensory speech processing can be
affected by prior experience (Vroomen and Baart, 2009; Navarra
et al., 2010; Vroomen and Stekelenburg, 2011; Nahorna et al.,
2012). The next question is whether the influence of prior experi-
ence is limited to specific forms of speech processing or whether
it can be generalized across multiple domains of multisensory
processing.

Prior Experience and Multisensory
Memories
Thelen et al. (2012) have provided evidence for the role of
memory in the formation of a multisensory representation. In
this study, participants were required to memorize visual line
drawings. These drawings were either presented simultaneously
with a meaningless sound (multisensory context), or in isola-
tion (unisensory context). One of the key findings of this study
was that recognition accuracy was significantly impaired when
the pictures had initially been presented in a multisensory con-
text. This result suggests that the multisensory context provided
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FIGURE 2 | Effects of attention and multisensory integration on conflict
resolving in binocular rivalry. (A) Experimental design: an object rotating at a
frequency of 0.6 Hz was presented to one eye, while a looming object,
expanding at a rate of 1 Hz, was presented to the other eye. Concurrent with
the presentation of these visual objects sounds could be presented, consisting
of, a stationary “e-chord” sound that was presented to one channel of a
headphone, while a looming sound that matched the temporal characteristics of
the looming object was presented to the other channel. Participants were
required to attend to the looming sound pattern and report when the dominant
visual pattern switched from the looming to the rotating image and vice-versa.
(B) Average durations of the looming (left) and rotating (right) visual patterns
being dominant. Duration times were significantly increased when participants
were requested to attend and hold on to one of the patterns. Importantly, when
the sound pattern was present this effect was enhanced for the (rhythmically

congruent) looming visual pattern, but not for the (rhythmically incongruent)
rotating visual pattern. These results suggest that attention can affect visual
dominance by way of interacting with congruent sound patterns (P, passive
viewing; H, hold on to instructed pattern). (C) Effects of rhythmic congruency
and attention. Experiments 1–4 tested the influence of sounds that were
consisted with the looming patterns. Experiments 1 and 3 show an increase in
attentional gain (i.e., a prolonging in duration of the held pattern) when a sound
was present that was rhythmically congruent with the held pattern. When the
sound was rhythmically incongruent (Experiment 2) a decrease in attentional
gain was observed, and when the sounds were unattended (Experiment 4) no
significant change in attentional gain could be observed. Experiment 5
generalizes the results to rotating visual patterns. Filled red circles indicate
attentional gains that significantly deviated from one. Adapted from van Ee et al.
(2009) by permission of the Society for Neuroscience.
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in the initial presentation has become part of the mental rep-
resentation. Thelen et al. (2015), subsequently manipulated the
semantic relation between the visual and auditory stimuli, and
also investigated the effects of multisensory memory formation
on auditory processing. We found that auditory object discrimi-
nation was enhanced when initial presentations entailed seman-
tically congruent multisensory pairs, and impaired when they
entailed incongruent pairs, compared to sounds that had been
encountered only in a unisensory manner. This result shows that
the subsequent processing of a sensory trace is greatly affected
by the initial context in which it was encoded. More specifically,
a congruent pair of audiovisual stimuli may facilitate subse-
quent recall, whereas incongruent, or unrelated auditory and
visual stimulus pairings may actually impair such recall. Thus,
an internally consistent multisensory stimulus may be remem-
beredmore effectively than one that is internally inconsistent (see
also Molholm et al., 2007; Fiebelkorn et al., 2010 for evidence of a
similar role of learned multisensory associations in attention ori-
enting and; Quak et al., in revision for a literature review on the
relation between working memory and multsensory processing).

From a predictive coding perspective, semantically congru-
ent audiovisual stimuli will result in higher-order brain areas
receiving consistent information, which will result in a strong
and consistent internal model, and a low prediction error. If the
information presented is incongruent across modalities, this may
result in an inconsistency in the internal model, which in turn
may result in a greater error signal being sent back to the sensory
cortex, which in turn may result in more effort being invested
in encoding the representation, combined with a weaker internal
representation.

Following the logic laid out by the predictive coding frame-
work, one would also expect that stimulating only one sensory
modality at the time will result in activation of another sensory
modality. If, for example, we only present a picture of the Swedish
Chef, our background knowledge may strongly affect the internal
representation that we derive from this picture. Because his gib-
berish Swedish is such a characteristic feature, merely presenting
an image of themuppetmay not only activate our visual represen-
tation, it may also activate all concepts related to the SwedishChef
that we have gained through prior experience, including his char-
acteristic manner of speaking. Depending on how strong these
associations are, the image may not only trigger one’s knowledge
of the Chef ’s manner of speaking, it may even actively trigger
recall of specific fragments, such as those given in the examples
at the beginning of this article. Likewise, the presentation of a
speech fragment may trigger similarly vivid mental images of the
Chef ’s characteristic manners of behavior. In terms of predictive
coding, the internal representation would be activated because
the sensory input signal matches with an existing representation
stored in long-term memory. The resulting internal modal then
not only projects feedback information to the original sensory
cortex that activated the representation, but also to the other sen-
sory cortices. If this assumption is correct, then we might expect
that stimulating one sensory cortex, such as the visual one, might
also result in activation of other sensory cortices, such as the audi-
tory one. Next we turn to a number of studies that have provided
evidence for this.

Top–Down Induced Sensory Cortex
Activation via Mental Imagery
Evidence for the idea that visual cortex might be activated indi-
rectly by auditory stimuli comes from at least two different
recent studies. Mercier et al. (2013) used intracranial record-
ings to show that auditory phase reset, and auditory evoked
potentials can be recorded in the visual cortex. This study thus
illustrates cross-sensory phase reset by a non-primary stimu-
lus in “unisensory” cortex. Vetter et al. (2014) used fMRI to
show that visual cortex was activated either by auditory stim-
uli, or by imagined stimuli. According to the Vetter et al. (2014).
study, sound is initially processed through the classical audi-
tory pathways. The resulting representation causes object-specific
neural activation patterns that are subsequently projected back
to visual cortex. Interestingly, sounds belonging to two differ-
ent categories were correctly classified on the basis of the acti-
vation pattern observed in visual areas, regardless of whether
this pattern was induced by a physical sound or by a mental
imagery instruction, suggesting that higher-order cortical net-
works mediated the visual cortex activation. Vetter et al. (2014)
further compared the sound-induced activation patterns with the
imagery-induced activation in auditory cortex, but no similari-
ties were found here. Moreover, they compared activation across
different exemplars and different classes of stimuli and found
that the information projected back appears to convey higher-
level semantic information, as was shown using a multivariate
pattern analysis. Finally, they found similar activation in multi-
sensory convergence areas, including the precuneus and superior
temporal sulcus, suggesting that the visual cortex activation was
mainly induced by way of feedback from those multisensory
areas.

These results are compatible with recent studies by Berger and
Ehrsson (2013). These authors replicated two classical multisen-
sory integration effects, but instead of presenting actual auditory
stimuli, they instructed their participants to imagine these stim-
uli. The cross-bounce illusion consists of two circles moving on a
collision course (Sekuler et al., 1997). Phenomenally, the two cir-
cles can either be perceived as crossing each other, after making
contact, or as bouncing off of each other. When a sound is pre-
sented at the moment of contact, participants tend to report more
often that two stimuli bounce instead of continuing on their orig-
inal course. Interestingly, Berger and Ehrsson (2013) showed that
these effects could occur not only using actual auditory stimuli
but also using imagined ones, a result that is consistent with the
Vetter et al. (2014) conclusion that auditory imagery can affect
visual processing. Similar results were also found for an imagined
version of the McGurk illusion.

In a second experiment, Berger and Ehrsson (2013) also
showed that visual imagery can affect auditory processing. This
was done using an imagery version of the ventriloquist effect.
The ventriloquist effect describes how a sound can be mislocal-
ized because it coincides with a visual stimulus that is presented
at a different location. In the imagery version of the ventriloquist
effect, participants imagined the presence of a circle at a specific
location. Participants’ estimates of the location of sounds pre-
sented at nearby locations were systematically biased toward the
location of the imagined stimulus. In a subsequent fMRI study
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(Berger and Ehrsson, 2014), it was found that simultaneous visual
imagery and auditory stimulation resulted in an illusory translo-
cation of auditory stimuli that was associated with activity in the
left superior temporal sulcus, a key site for the integration of
real audiovisual stimuli (Driver and Noesselt, 2008; Ghazanfar
et al., 2008; Dahl et al., 2009; Beauchamp et al., 2010; Nath and
Beauchamp, 2012). These findings show that processing in brain
areas that we considered until recently to be unisensory can be
influenced by a variety of sources. This malleability of the sen-
sory cortices can possibly also explain why enhanced peripheral
visual processing can be observed in congenitally deaf partici-
pants (Scott et al., 2014). Scott et al. (2014) used fMRI to find
that congenitally deaf patients show better peripheral vision, a
change that is presumably supported by a reorganized auditory
cortex. More specifically they found that this increase in periph-
eral vision related to changes in sensitivity in Herchl’s Gyrus,
as well as several other visual and multisensory areas, including
the posterior parietal cortex, frontal eye fields, anterior cingu-
lated cortex, and the supplementary eye fields. In addition to
the already established direct links between the sensory cortices
(Falchier et al., 2002; van den Brink et al., 2014), the results
discussed in the previous section show that one sensory cor-
tex can also activate another one via a slower route involving
higher cortical areas that provide feedback at a more abstract
level.

An Attentional Account of the
Multisensory Mind

We have seen that the cortical areas that until recently were
characterized as “unisensory” are far more interconnected than
previously thought possible. The final question is how the inter-
play between all these connections can result in multisensory
integration.

According to the predictive coding framework, mental repre-
sentations of our external environment are actively constructed
by our higher-order brain processes (Friston, 2010), on the
basis of sensory input and our existing background knowl-
edge (Figure 3). Moreover, these mental representations serve
to form predictions about future changes in the external envi-
ronment so that sensory processing is optimized to predomi-
nantly deal with unexpected changes (Baess et al., 2011). Given
that backward connections might embody the causal structure
of the external world while forward connections only pro-
vide feedback about prediction errors to higher areas, it can
be argued that both types of connections are needed for inte-
gration. The higher-order brain areas containing the concep-
tual representation provide functional feedforward information
to the sensory cortices. Viewed this way, multisensory inte-
gration actually takes place because an attentional mechanism
combines the information contained in the existing mental rep-
resentation with general background knowledge and uses the
resulting model to update sensory processing, much in the
way that attention has been proposed to bind together sev-
eral stimulus feature within the visual modality (Treisman and
Gelade, 1980). Viewed this way, it can be tentatively stated that

FIGURE 3 | An attentional account of multisensory integration. Central
in this revised view of multisensory integration is the presence of a dynamic
mental representation, which is updated on the basis of sensory inputs as well
as on the basis of representations stored in memory. Shown here is an
example of how inaudible speech may benefit from both direct visual
stimulation, as well as from the context provided by prior exposure to a similar
situation. Processing in the visual and auditory sensory cortices is depending
on expectancies generated by the internal models. A mismatch between
expected input and actual input, formally known as a prediction error, may
result in enhanced activation in the sensory cortices. Multisensory integration
here is considered to consist of synchronization of activity in the auditory and
visual cortices. This integration is facilitated by direct and thalamo-cortical
connections between the auditory and visual cortical areas.

multisensory integration is largely accounted for by attentional
mechanisms.

Although this view actually places multisensory integration
again at the end of the processing stream from an anatomi-
cal perspective, it does not exclude the possibility of multisen-
sory interactions occurring early on in the processing stream.
A mismatch between the senses can, depending on the com-
plexity of the input stream, be resolved in the relatively early
stages of processing, presumably involving the aforementioned
direct or cortico-thalamo-cortical pathways. Presumably, the
processes involved here are mainly bottom–up. Although these
early sensory interactions may take place at early stages, it
should be noted that, following the logic of the predictive coding
framework, the individual sensory representations serve noth-
ing more than to update the internal model represented in
the higher-order brain areas. It is plausible that the individual
senses interact before they update our mental representation,
because reducing ambiguities in the individual input channels
will inevitably result in a reduction of prediction errors that
need to be fed-back to the sensory cortices. Although multisen-
sory interactions can thus take place early on in the processing
stream, their presence does not necessarily indicate multisensory
integration.

Frontiers in Integrative Neuroscience | www.frontiersin.org March 2015 | Volume 9 | Article 19 | 58

http://www.frontiersin.org/Integrative_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Integrative_Neuroscience/archive


Talsma Attention and the multisensory mind

Summary and Conclusion

Despite the initial idea that sensory information integrates
in higher-order association areas of the neocortex, substantial
amounts of evidence now point toward a much more diffuse
process, in which multisensory operations can take place at var-
ious stages of processing. Moreover, multisensory processes can
be affected by a host of other cognitive processes, including
attention, memory, and prior experience.

More generally, this literature review has shown that mul-
tisensory processing and attention are strongly related to each
other. This brings us to the question whether the role of atten-
tion in multisensory integration is a matter of bottom–up or
top–down processing. Though speculative, I would argue that
while multisensory processing in general involves both bottom–
up and top–down processes, the more specific case of multi-
sensory integration is largely subserved by top–down processes:
From a predictive coding point of view, it can be argued that
integration takes place because higher-order networks actively
maintain a mental model of the environment, which generates
predictions about the expected sensory input. Sensory processing
itself is adjusted on the basis of the (dis)agreement, between the
actual sensory activity and the activity predicted by the model.
Moreover, this prediction error may also require an update of the
model itself. According to this view, it is in this mental model
where sight, sound, smell, taste, and touch is integrated with

our existing cognitive schemata. Several lines of evidence sup-
port this idea; early bottom–up driven processing in onemodality
can subsequently modify the internal representation of a stim-
ulus in another sensory modality (Busse et al., 2005; Van der
Burg et al., 2008, 2011), suggesting that functional feedback from
the sensory system results in a change in prediction of another
sensory modality. Additional influences from prior experience
(Vroomen and Baart, 2009; Thelen et al., 2012, 2015, or men-
tal imagery also actively affect multisensory processing (Berger
and Ehrsson, 2013, 2014). Moreover, evidence exists to show that
such imagery can, just like actual sensory input, activate processes
in another modality (Vetter et al., 2014). Because the processes
that are involved in integrating the inputs from such a wide vari-
ety of sources are essentially top–down and bearing a strong
resemblance to attentional control mechanisms (van Atteveldt
et al., 2014), it can be argued that attention plays an essential
role in integrating information. Seen this way, attention counts
as an essential cognitive faculty in integrating information in the
multisensory mind.
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In unisensory contexts, spatially-focused attention tends to enhance perceptual
processing. How attention influences the processing of multisensory stimuli, however,
has been of much debate. In some cases, attention has been shown to be important
for processes related to the integration of audio-visual stimuli, but in other cases
such processes have been reported to occur independently of attention. To address
these conflicting results, we performed three experiments to examine how attention
interacts with a key facet of multisensory processing: the temporal window of integration
(TWI). The first two experiments used a novel cued-spatial-attention version of the
bounce/stream illusion, wherein two moving visual stimuli with intersecting paths tend
to be perceived as bouncing off rather than streaming through each other when a brief
sound occurs near in time. When the task was to report whether the visual stimuli
appeared to bounce or stream, attention served to narrow this measure of the TWI
and bias perception toward “streaming”. When the participants’ task was to explicitly
judge the simultaneity of the sound with the intersection of the moving visual stimuli,
however, the results were quite different. Specifically, attention served to mainly widen
the TWI, increasing the likelihood of simultaneity perception, while also substantially
increasing the simultaneity judgment accuracy when the stimuli were actually physically
simultaneous. Finally, in Experiment 3, where the task was to judge the simultaneity
of a simple, temporally discrete, flashed visual stimulus and the same brief tone pip,
attention had no effect on the measured TWI. These results highlight the flexibility of
attention in enhancing multisensory perception and show that the effects of attention on
multisensory processing are highly dependent on the task demands and observer goals.

Keywords: attention, multisensory, audiovisual, cueing, bounce-stream, temporal

Introduction

The selective focusing of attention on a particular region in space provides a more accurate
representation of the objects that lie within that region than those that lie within unattended
regions. With accurate perception being crucial to optimal behavioral responses, the topic of the
role that attention plays in enhancing perception has been studied for decades (see Carrasco,
2011 for review). One method that has been used to characterize how attention is focused and
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the ramifications of that focus is attentional cueing (Posner,
1980). In spatial cueing studies of visual attention, participants
are cued to shift their attention to a particular location,
while ignoring other locations, in preparation for an upcoming
stimulus that is likely to occur in the cued location (e.g., Posner,
1980; Posner and Cohen, 1984; Weichselgartner and Sperling,
1987; Müller and Rabbitt, 1989; Berger et al., 2005; Giordano
et al., 2009). When targets appear at the cued (i.e., attended)
location, participants are faster and more accurate to respond to
them as compared to targets that appear at an uncued location
(e.g., Bashinski and Bacharach, 1980; Hawkins et al., 1990; Coull
and Nobre, 1998; Yeshurun and Carrasco, 1999). Data from
neural studies of the allocation of spatial attention suggest that
this improvement in behavioral performance is the result of
a gain in the event-related response of the sensory cortices
responsible for processing the targets, as well as surrounding
inhibition of the processing of the distractors (Motter, 1993; Luck
et al., 1994, 1997; Mangun, 1995; Hopf et al., 2006; Silver et al.,
2007).

One key feature of attention that has emerged from recent
work is the flexibility with which it operates. When the task is
to discriminate the orientation of a gabor patch among noise
(i.e., to perform a contrast discrimination), the allocation of
spatial attention will enhance the signal from that stimulus,
enabling enhanced discrimination (Carrasco et al., 2000). When
the task is to make fine color discriminations, attention will
serve to enhance the processing of the color information
(Wegener et al., 2008). In other tasks, attention can serve
to enhance relevant information in the face of conflict (e.g.,
MacDonald et al., 2000; Botvinick et al., 2001), to spread
so as to encompass an entire object (e.g., Egly et al., 1994;
Donohue et al., 2011), or to aid in the coding of the direction
of motion (Stoppel et al., 2011). Although the majority of
data on spatial attention has come from studies of the visual
modality, auditory and tactile cues can also serve to direct
attention to a particular region of space, producing enhanced
processing of visual, auditory, or tactile targets that fall within
that region (Eimer and Schröger, 1998; Spence et al., 2000; Wu
et al., 2007; Green et al., 2011), demonstrating that attention
can be flexibly deployed within and across all the spatial
modalities.

Perception is not limited to one modality, however, as we can
receive spatially-relevant information from visual, auditory, and
tactile modalities concurrently. Input from multiple modalities
can arise from a multisensory event or object, and this input
is often grouped (or integrated) together. The binding of
multisensory input occurs when stimuli are temporally and
spatially proximal, with the likelihood of such binding falling
off as the spatial and/or temporal separation increase (Meredith
and Stein, 1986; Meredith et al., 1987; Slutsky and Recanzone,
2001; Zampini et al., 2005; Donohue et al., 2010; reviewed in
Chen and Vroomen, 2013). In speech, for example, this binding
of multisensory stimuli allows us to associate the auditory
(speech sounds) and visual (mouth movements) input as coming
from a single individual and not from multiple sources, which
facilitates both the perceptual integration of the separate inputs
and the accurate processing of the speech information (Besle

et al., 2004). That is, when these redundant inputs (i.e., from
the same event or object) are grouped, this can facilitate
the perceptual processing of that event or object relative to
other stimuli in the environment (see Alais et al., 2010 for
review).

With both selective attention and multisensory integration
generally enhancing the processing of stimuli (e.g., Miller, 1982;
Mangun and Hillyard, 1991; Quinlan and Bailey, 1995; Diederich
and Colonius, 2004; Pestilli et al., 2007; Abrams et al., 2010;
Gondan et al., 2011), it would seem likely that when these two
functional processes occur together, the optimal representation
of the environment would be obtained. The interaction between
selective attention andmultisensory integration is not necessarily
additive in nature, however, and the degree to which attention
and integration are independent processes, and how they
interact during perception has been of much debate recently
(see Koelewijn et al., 2010; Talsma et al., 2010 for reviews).
One example of such a discrepancy comes from studies of
perceptual recalibration wherein the perception of audio-visual
simultaneity can be altered by exposure to temporal offsets
between the auditory and visual stimuli (e.g., Fujisaki et al.,
2004). In such cases, the focus of attention appears to be able
to influence the audio-visual pairing to which the perception of
simultaneity is recalibrated (Heron et al., 2010; Ikumi and Soto-
Faraco, 2014). Yet neural evidence from recordings in animals
suggests that auditory and visual stimuli can be temporally
integrated without attention being necessary (Meredith et al.,
1987).

One possible reason for discrepant findings on the degree
to which attention and multisensory integration interact is the
nature of the specific tasks that have been used. Some studies
have employed tasks that require perceptual discriminations
in one modality, with the other modality being task-irrelevant
(Keitel et al., 2011; Sarmiento et al., 2012; Marchant and
Driver, 2013), whereas others have required attention to both
modalities, when a target could be present in one or both
modalities (e.g., Talsma et al., 2007). Other studies have used
tasks that are orthogonal to the question at hand (Busse et al.,
2005; Fairhall and Macaluso, 2009), using measurements of
neural activity to infer that multisensory integration has taken
place or that enhanced processing results from multisensory
stimulation. Still others have not required a task at all, assessing
‘‘passive’’ multisensory integration processes (van Atteveldt
et al., 2004, 2007). If attention is as flexible a system as
research suggests, then it may be the case that under some
of these circumstances attention is necessary for effective
multisensory integration, whereas in other tasks it may be
less essential or have no influence at all (Bertelson et al.,
2000).

Here, we focused on one specific facet of multisensory
integration—temporal binding—to determine the circumstances
under which attention interacts with audiovisual integration
processes. As mentioned above, multisensory stimuli tend to be
grouped together when they occur close together in time (see
Stein and Stanford, 2008 for review). This temporal binding is not
absolute, however, and encompasses a window of approximately
±150 ms, known as the temporal window of integration (TWI;
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Spence et al., 2001; Zampini et al., 2005; van Wassenhove
et al., 2007). In general, when an auditory stimulus and a
visual stimulus occur within this temporal range they are
more likely to be linked together and integrated, whereas with
larger temporal separations the stimuli are more likely to be
segregated. The breadth of this temporal window, therefore,
reflects the temporal precision of the integration process, with
a narrow window indicating integration that is in line with
physical simultaneity and a broad window indicating integration
that occurs relatively far beyond physical simultaneity. Such
a temporal spread, therefore, can serve as a useful tool in
characterizing the way attention and multisensory integration
processes interact.

Utilizing what is known about attention within and across
modalities, several possible hypotheses can be generated about
the ways in which attention could interact with the TWI. If
attention serves to sharpen perception, giving more precision to
judgments of what is physically present in the environment, then
attention should act to narrow the TWI (Figure 1A). Conversely,
because attention is a flexible process, it may be the case that
in tasks that are facilitated by multisensory processing, attention
will tend to serve to broaden the TWI, making integration
more likely over a broader temporal range, thus enhancing
the multisensory integration process itself (Figure 1B). Lastly,
attention could have no effect on the TWI, with the same amount
of temporal integration observed whether stimuli are attended or
are unattended.

Here we performed three experiments that used three
different tasks and that manipulated the allocation of spatial
attention and temporal onsets of the auditory and visual
stimuli to determine if attention would sharpen or broaden
the TWI. Our results suggest that attention interacts with

audiovisual integration processes in a flexible and adaptive
manner—broadening the TWI, sharpening the TWI, or not
modulating the TWI at all—depending on the requirements of
the task and the amount of perceptual uncertainty due to the
complexity of the stimuli.

Experiment 1

In this experiment, we created a cued-attention version of
the classic ‘‘bounce/stream paradigm’’ to measure audio-visual
integration as a function of attention. In the bounce-stream
paradigm, two visual objects (e.g., circular disks) move toward
each other, overlap, and then move away from each other
(Watanabe and Shimojo, 1998). This pattern of motion can be
perceived either as two objects streaming through each other or
as two objects bouncing off each other. When the visual objects
are presented in this configuration, participants generally tend
to perceive them (correctly) as streaming through each other.
However, when a sound is presented near the time of overlap,
participants are more likely to perceive the objects as bouncing
off of each other (Sekuler et al., 1997; Watanabe and Shimojo,
2001; Bushara et al., 2003). That is, although the motion of the
visual stimuli is always physically identical, the mere presence of
an irrelevant sound can alter the perception of the visual stimuli.

The above-described phenomenon, known as the auditory
bounce effect (ABE), has been proposed to be the result of audio-
visual integrative processes based on several pieces of evidence.
First, the ABE is dependent on the type of sound used, with
sounds that are more collision-like in nature producing higher
percepts of bouncing (Grassi and Casco, 2009, 2010). Second,
when the objects are perceived as bouncing vs. as streaming
(under the same physical conditions), multisensory brain regions

FIGURE 1 | Possible outcomes of the interaction of attention
with the temporal window of integration (TWI). (A) Hypothesis 1
depicts the narrowing of the TWI under the influence of attention,
which would make the integration more precise (i.e., closer in line
with the physical offsets of the stimuli). (B) Hypothesis 2 depicts the

broadening of the TWI when multisensory stimuli are presented in the
presence of attention. In this circumstance, attention serves to
enhance the integration process overall, thereby producing a greater
time range over which the multisensory stimulus components are
likely to be integrated.
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are activated (Bushara et al., 2003). Third, transcranial magnetic
stimulation (TMS) to the right posterior parietal cortex (a region
implicated in multisensory processing) decreases the perception
of bouncing responses (Maniglia et al., 2012). Finally, the
ABE has been shown to decrease as the auditory stimulus is
presented farther away in time from being coincident with the
visual stimulus (Watanabe and Shimojo, 2001; Remijn et al.,
2004), indicating the temporal dependency of this multisensory
effect.

In the classic bounce-stream paradigm, the visual stimuli are
presented centrally, are the only stimuli presented, and thus
occur within the focus of attention. In the current experiment,
participants were given an attention-directing cue toward the left
or right visual field that indicated where the bouncing/streaming
objects were most likely to appear, allowing us to examine
responses when the stimuli were occurring within the cued
(attended) location vs. when they were occurring within the
uncued (unattended) location. In addition, we manipulated the
temporal delay between the auditory stimulus and intersection
of the visual stimulus pair, as the perception of bouncing should
decrease as the temporal discrepancy increases. If attention has
no influence on multisensory integration, then we would expect
the same pattern of integration-reflecting behavior regardless
of whether the auditory and visual events occurred within or
outside the focus of attention. If, however, attention interacts
with multisensory integration, we would expect a different
pattern of perception as a function of attentional allocation.
More specifically, we hypothesized that attention would interact
with multisensory integration by specifically serving to narrow
the TWI, highlighting its ability to provide more accurate
representations of objects that fall within its focus (Figure 1A).

Methods

Participants
Twenty healthy adults with normal vision and hearing
participated in this study (6 male; Mean age = 24.6 years,
SD = 4.1 years). One additional participant was excluded due
to a failure to understand the task instructions. All procedures
were approved by the Institutional Review Board of the Duke

University Health System, and all participants gave written
informed consent prior to the start of the experiment.

Stimuli and Task
Each trial began with a central cue at fixation (the letter ‘‘L’’
or ‘‘R’’) that instructed participants to direct their attention to
the left or right hemifield, respectively (Figure 2). At the same
time as the cue, four white disks onset bilaterally, two in the
upper left hemifield and two in the upper right hemifield. Each
disk was 1.5◦ in diameter and presented 4◦ above fixation, with
the innermost disks 4.9◦ and the outermost disks 10◦ to the
left and right of fixation. All stimuli were presented on a black
background. The cue lasted for 250 ms, after which there was a
cue-target interval of 650 ms wherein the disks (and a fixation
cross) remained stationary on the screen. After the delay period,
each pair of disks began to move toward one another (i.e., the
left disks moved toward each other and the right disks moved
toward each other). On each trial, one pair of disks continued
to move (at a rate of 11 degrees per second), intersected with
100% overlap, and then continued their trajectory until they
were 4◦ below fixation. The pattern of the motion, therefore,
was an ‘‘X’’ in shape, and the disks physically always streamed
through each other. The second pair of disks stopped moving
prior to the intersection such that they never overlapped (See
Figure 2 for trial sequence). On 75% of trials the full motion
stimulus appeared at the validly cued location and the stopped
motion appeared at the uncued location. On the remaining
25% of trials the full motion stimulus appeared at the uncued
location, and the stopped motion at the cued location. The
next trial began 750 ms after the full motion stimulus ended.
Participants were instructed to make a bounce/stream judgment
for the full motion stimulus, regardless of the location at which
it appeared, and to respond via button press as quickly as
possible.

On 25% of trials the visual stimuli were presented alone
(Visual Only; VO), allowing us to examine the effects of spatial
attention on the perception of the motion stimuli in the absence
of anymultisensory interactions. On 75% of the trials an auditory
stimulus was presented (500 Hz tone, 16 ms duration with
5 ms rise/fall, 50 dB SPL) via speakers positioned adjacent

FIGURE 2 | Trial Structure. Each trial started with a centrally presented cue
(“L” or “R” for left or right), followed by a cue-target delay interval. After the
cue-target delay, both sets of disks started moving toward each other. Before
they intersected, one set of disks (here depicted on the right) would stop
moving while the other would continue to move, intersect and overlap, and
move apart, continuing upon the trajectory. In 25% of the trials a sound would

occur simultaneously with the disks’ intersection (D0, depicted here), and other
trials the sound could be delayed by 150 ms after the intersection (25% of trials;
D150), be delayed by 300 ms after the intersection (25% of trials; D300), or not
be present at all (25% of trials; VO). Participants were asked to judge if they
perceived the disks that continuously moved as bouncing off of each other or
streaming through each other.
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to the computer monitor. On these multisensory trials, the
sound could be presented simultaneously with the intersection
of the disks (25% of all trials; 0 ms audio-visual delay; [D0]),
presented 150 ms after the intersection of the disks (25%
of all trials; 150 ms Delay [D150]), or presented 300 ms
after the intersection of the disks (25% of all trials; 300 ms
Delay [D300]). The sounds were always presented from the
speaker on the same side as the full motion visual stimulus
to avoid effects of spatial incongruency between the auditory
and visual stimuli and increasing the likelihood of multisensory
integration (Meredith and Stein, 1986; Slutsky and Recanzone,
2001). Participants were told that some trials would contain
a non-informative sound which was not relevant for their
responses.

Each participant completed one practice block followed
by six experimental blocks. Participants’ eye movements were
monitored online via video feed to ensure they were maintaining
central fixation. Each block contained 72 valid trials and 24
invalid trials, equally distributed across locations (left/right) and
SOAs (D0/D150/D300), for a total of 144 valid and 48 invalid
trials for each SOA for each participant. In the VO condition
there were also a total of 144 valid and 48 invalid trials presented
during the experiment.

Behavioral Data Analysis
The proportion of ‘‘bounce’’ responses was compared with a
repeated-measures ANOVA with factors for validity (2 levels:
validly cued targets, invalidly cued targets) and audio-visual
delay (3 levels: D0, D150, D300). The VO trials were separately
compared for valid vs. invalid cuing with a paired-samples
t-test. For the response-time data, a 2 × 4 ANOVA was
run with the factors of validity (2 levels: validly cued targets,
invalidly cued targets) and of condition (4 levels: VO, DO, D150,
D300). Greenhouse-Geisser adjusted p-values are reported where
applicable.

Results

Response Times
Prior to performing any analyses of the bounce judgments,
response times (RTs) for the valid trials were compared to those
for the invalid trials to ensure that the attentional manipulation
had been effective. Participants were significantly faster to
respond when the target stimuli occurred at the validly cued
location as compared to when they occurred at the invalidly cued
location (Mean Valid RT = 590 ms, SD = 140; Mean Invalid
RT = 666 ms, SD = 140, F(1,19) = 28.45, p < 0.001, ηp2 =
0.60), indicating that the participants were, indeed, attending
to the cued side of the display. There was an additional main
effect of condition (F(3,57) = 15.86, p < 0.001, ηp2 = 0.46), with
the responses to the D0 stimuli being faster than those to the
visual alone (Mean D0 = 582 ms, Mean VO = 637 ms, t(19)
= 4.52, p < 0.001), the responses to the D0 condition being
faster than the D150 condition (Mean D150 = 647 ms, t(19) =
5.15, p < 0.001), and the responses to the D0 condition being
faster than the responses to the D300 condition (Mean D300 =
646 ms, t(19) = 4.46, p < 0.001). Of note, all the aforementioned

pair-wise comparisons remained significant at the Bonferroni-
corrected alpha level of 0.008). For the RTs, there was also a
significant interaction between validity and condition (F(3,57) =
3.95, p = 0.01, ηp2 = 0.17), which was driven by the validity effect
for the D300 condition being significantly larger than the validity
effect for the VO condition (t(19) = 3.44, p = 0.003).

Bounce/Stream Judgments
The proportion ‘‘bounce’’ responses as a function of cue validity
is shown in Figure 3. The ANOVA revealed a main effect of
validity (F(1,19) = 7.98, p = 0.01, ηp2 = 0.30), a main effect of
SOA (F(2,38) = 35.46, p < 0.001, ηp2 = 0.65), and a significant
interaction of validity and SOA (F(2,38) = 23.99, p < 0.001,
ηp

2 = 0.56). Post hoc t-tests showed a significant difference (at
the Bonferroni-corrected alpha of 0.02) between the proportion
‘‘bounce’’ responses for validly and invalidly cued targets at both
the 150 ms (t(19) = 3.01, p = 0.007) and 300 ms delays (t(19) =
4.03, p = 0.001), with both SOAs showing a higher proportion
of ‘‘bounce’’ responses when the stimuli were presented on the
invalidly-cued side. In contrast, the simultaneous condition did
not reveal any significant differences as a function of cue validity
(t(19) = 0.87, p = 0.40). An analysis of the visual-alone condition
also revealed a lower proportion of ‘‘bounce’’ responses for valid
compared to invalid trials (t(19) = 3.80, p = 0.001). Thus, in
this experiment the effect of spatial attention was to narrow the
TWI, by steepening the roll-off of the SOA function over which
the audio-visual information was integrated into a ‘‘bouncing’’
percept (see Figure 3).

Discussion of Experiment 1

The results of Experiment 1 show that attention does indeed
alter the temporal binding of multisensory stimuli. In line with

FIGURE 3 | Results of Experiment 1. The proportion “bounce” responses
are plotted as a function of condition. The respective points represent when
there was no auditory stimulus (Visual Only, VO), and when the auditory
stimulus occurred simultaneously with the visual intersection (D0), delayed by
150 ms from the visual intersection (D150), and delayed by 300 ms from the
visual intersection (D300), separately for the validly and invalidly cued trial
types. Compared to the validly cued trials, a significant increase in the
bouncing percept was observed in the invalid trials for the VO, 150, and 300
conditions, thus indicating a narrowing of the TWI with attention. Error bars
represent the standard error of the mean (SEM).
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previous studies, the perception of bouncing decreased as the
auditory stimulus occurred farther away in time from the visual
intersection (Watanabe and Shimojo, 2001; Remijn et al., 2004).
This was true for both the validly and invalidly cued trials,
and highlights the importance of temporal coincidence in this
multisensory percept. However, when the visual and auditory
events fell outside of the focus of attention (i.e., occurred at the
invalidly cued location), participants were more likely to perceive
bouncing when the auditory stimuli were delayed in time. This
modulation of perception by attention, even at a delay that is
typically considered outside the TWI (300 ms), suggests that
the TWI was broadened when attention was not present, or,
conversely, that the presence of attention narrowed/steepened
the TWI).

One question that arises, however, is whether attention was
altering multisensory integration per se, or if the effects seen
here are driven primarily by attentional modulation of visual
perception, as the visual-alone condition showed a similar effect
of cue validity. Previous findings have suggested the importance
of local motion cues in determining the accurate representation
of streaming (Kawabe and Miura, 2006) and that when attention
is drawn away from the local motion of the two objects they are
more likely to be perceived as bouncing (Watanabe and Shimojo,
1998). Although this visual modulation may be contributing
to the effects observed here, it cannot fully account for our
results, as the increase in ‘‘bounce’’ perception was not uniform
across temporal intervals. The combination of an absence of
a validity effect on the bounce perception when the audio-
visual stimuli occurred simultaneously and the increasing cue
validity effects with increasing temporal disparity suggests that
attention interacted with the TWI. Moreover, several recent
studies have linked the bounce/stream illusion to multisensory
integration by demonstrating that the perception of bouncing
is highly dependent on the type of auditory stimuli (with more
collision-like stimuli giving a higher proportion of bouncing
percepts (Grassi and Casco, 2009, 2010), and that the perception
of bouncing both activates multisensory areas in neuroimaging
studies and is dependent on the functional integrity of those areas
(Bushara et al., 2003; Maniglia et al., 2012).

The pattern observed here is thus consistent with the idea that
attention serves to provide the most accurate representation of
the information within its focus, whether it be visual alone or
visual combined with auditory information. Indeed, participants
were more likely to perceive the visual stimulus by itself as
streaming (i.e., its veridical physical movement), rather than
bouncing, when it was presented inside the focus of attention.
Importantly, however, the visual information in this experiment
was always attended and the auditory information was always
task-irrelevant.

Experiment 2

Although the results of Experiment 1 provide one way in
which the focus of attention can alter the temporal pattern of
multisensory integration, the actual judgment of the temporal
binding of the visual and auditory stimuli was inferred through
a somewhat indirect measure (i.e., the proportion ‘‘bounce’’

responses of the visual stimuli, with only the visual stimuli being
relevant). In the second experiment we wanted to more directly
assess the temporal binding processes by having both the audio
and visual stimuli be task relevant and by making the task entail
an explicit judgment of the relative timing of these two stimuli.
Accordingly, we asked an independent group of participants
to perform a different task using the same stimuli, namely to
judge the temporal coincidence of the auditory stimulus and
the intersection of the moving circles. We hypothesized that the
pattern of temporal integration would be altered in a similar
manner as in Experiment 1 such that there would be increased
integration at the 150 and 300 ms SOAs when the audio-visual
events occurred in an unattended compared to attended visual
location (Figure 1A).

Participants
Twenty participants (9 male) participated in this experiment
(Mean age = 22.3 years, SD = 3.2 years). None of the participants
in this study had participated in Experiment 1. All participants
gave written informed consent and all procedures were approved
by the Institutional Review Board of the Duke University Health
System.

Stimuli and Task
The stimuli and experimental conditions were identical to those
used in Experiment 1 with the exception of the visual-only
condition, which was eliminated due to the task requiring
the presence of both the audio and visual stimuli on every
trial. In particular, rather than participants judging if the
visual disks appeared to bounce or stream through each other,
they now performed a simultaneity judgment task. Specifically,
participants were asked to determine if the sound occurred at
the same time as the intersection of the visual stimuli or if it
was offset in time. All responses were made via button press,
and participants were instructed to respond as quickly and as
accurately as possible. Participants were monitored via a live
video feed to ensure they were maintaining fixation.

Behavioral Data Analysis
Analogous to Experiment 1, the proportion of ‘‘simultaneous’’
responses in the various conditions was compared with a
repeated-measures ANOVA, with factors for validity (2 levels:
validly cued targets, invalidly cued targets) and audio-visual delay
(3 levels: D0, D150, D300). A separate ANOVA with identical
factors was conducted for the response time data. Greenhouse-
Geisser adjusted p-values are reported where applicable.

Results

Response Times
As above, in order to assess the efficacy of the attentional
manipulation, RTs to discrimination task for validly cued
stimuli were compared to those to invalidly cued stimuli. As
in Experiment 1, participants were significantly faster when the
multisensory stimuli appeared on the cued (valid) side than on
the uncued (invalid) side (Mean valid RT = 649 ms, SD = 162 ms;
Mean invalid RT = 704 ms, SD = 188 ms; F(1,19) = 11.05,
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p = 0.003, ηp2 = 0.36), There was also amain effect of audio-visual
delay F(2,40) = 77.43, p < 0.001, ηp2 = 0.80), with participants
responding significantly faster (at the Bonferroni-corrected alpha
level of 0.017) in the D0 condition (Mean = 589 ms) than in
the D150 condition (Mean = 703 ms; t(19) = 9.26, p < 0.001),
as well as faster in the D0 condition than in the D300 condition
(Mean = 737 ms; t(19) = 912.07, p < 0.001). There was also a
significant validity by audio-visual delay interaction (F(2,40) =
7.36, p = 0.003, ηp2 = 0.30), which was driven by the validity
effect for the D0 condition being greater (at the Bonferroni-
corrected alpha level of 0.017) than the validity effect for theD150
condition (t(19) = 4.14, p = 0.001) and the validity effect for the
D0 condition being greater than the validity effect for the D300
condition (t(19) = 2.87, p = 0.009).

Simultaneity Judgments
Results of the simultaneity judgment task can be seen in Figure 4.
Similar to Experiment 1, we observed a main effect of validity
(F(1,19) = 10.46, p= 0.004, ηp2 = 0.36), amain effect of SOA (F(2,38)
= 68.23, p < 0.001, ηp2 = 0.78), and an interaction of validity
and SOA (F(2,38) = 11.40, p < 0.001, ηp2 = 0.38). However, post
hoc t-tests (significant at the Bonferroni-corrected alpha level of
0.02) revealed that there were significantly fewer ‘‘simultaneous’’
responses for invalidly cued trials at both the D0 (Mean Valid =
93.1%, Mean Invalid = 67.2%; t(19) = 4.02, p = 0.001) and 150 ms
delay (Mean Valid = 66.8%, Mean Invalid = 46.2%; t(19) = 3.15,
p = 0.005). No cue validity effect was observed at the longest SOA.

Discussion of Experiment 2

In this second experiment, now using a simultaneity judgment
task, attention also interacted robustly with the temporal pattern

FIGURE 4 | Results of Experiment 2. The proportion “simultaneous”
responses are plotted as a function of condition: simultaneous auditory
stimulus with visual intersection (D0), auditory stimulus delayed by 150 ms
from the visual intersection (D150), and the auditory stimulus delayed by
300 ms (D300), separately for the validly and invalidly cued trial types. There
was a significant decrease in the proportion of “simultaneous” responses for
the D0 and D150 conditions when these trial types were presented on the
invalidly cued side (compared to the validly cued side), but no difference for
the D300 condition.

of multisensory integration; however, this interaction manifested
in a completely different manner than in Experiment 1. Whereas
in Experiment 1 the measure for integration (a ‘‘bounce’’
perception) was more likely to occur at the unattended location,
at least as the multisensory components were more separated
in time, here the measure for integration (a simultaneity
judgment) was less likely to occur at the unattended location,
particularly when the audio and visual events were closer in
time even physically simultaneous and would have been expected
to be temporally integrated. This discrepancy indicates that
the specifics of the task, such as whether only one or both
modalities are attended or whether the temporal relationship
of the stimuli is task relevant, can dramatically influence the
interaction of attention and stimulus binding or integration
processes.

One important difference between the two above experiments
was the task-relevance of the auditory stimuli. The audiovisual
stimuli were physically identical in both experiments, but in
Experiment 1 only the visual stimuli were task-relevant whereas
in Experiment 2 information about both the auditory and
visual events was necessary for responding correctly. Thus, the
simultaneity judgment task may have imparted an increased
level of uncertainty about the stimuli, or at least an increased
level of complexity of the task: Not only did participants need
to determine when the visual stimuli intersected, but they also
needed to decide if the auditory stimulus coincided with this
intersection. Having attention directed away from the uncued
side may have increased the uncertainty of the timing of both the
visual intersection and that of the auditory stimulus, while also
increasing the complexity of the task, which may have resulted in
the shift in criterion that we see here. In other words, if both the
intersection of the disks and the auditory tone were happening
outside the focus of attention, the greater temporal ambiguity of
the two relevant events may have caused participants to be less
likely to link them in time (as measured by their judgment of the
simultaneity).

A second interpretation of the pattern of results observed
here is that when, as in Experiment 2, the task specifically
required the discrimination of the temporal relationship of the
stimuli and thus the explicit discrimination of the temporal
binding, attention served to increase the precision of such
binding by integrating events that were temporally concurrent
(i.e., in the simultaneous condition), while still segregating
appropriately those events that were temporally separate (i.e., the
D300 condition). However, when the measure of multisensory
integration is more direct as in the bouncing/streaming task of
Experiment 1 (although it is perhaps a more indirect measure
of temporal linking), attention served to provide the most
precise representation of the visual motion, with more veridical
streaming percepts when the stimuli occurred within its focus.

A slightly different interpretation of these results could be
one of a shift in criterion. When the auditory and visual stimuli
were presented at the attended location, it could be the case that
participants shifted their criteria toward judging the stimuli as
being simultaneous. In other words, with the exception of the
widest SOA (D300), participants were more prone to responding
‘‘simultaneous’’ when attention was present. Again, given that
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this effect did not occur for every SOA, it was not independent
of the timing, but rather served to increase the ‘‘simultaneous’’
responses particularly for the D0 and D150 conditions. From
such an interpretation, it would follow that attention serves
to enhance the temporal binding of auditory-visual stimuli,
making them more likely to be perceived as being temporally
simultaneous, and tending to create more certainty for making
a ‘‘simultaneous’’ response.

Overall these first two experiments both clearly show that
attention can strongly modulate the processes related to the
temporal integration of multisensory stimuli. Although the
measures of temporal integration and segregation differed for
the two tasks, in both Experiments 1 and 2 there was a clear
modulation of widely used measures of integration by attention.
The strikingly different patterns of this attentional modulation
depended strongly on the measures being used and on what task
was being performed. More fundamentally, the results suggest
that the role of attention in multisensory integration processes
can change depending on the task being performed with the
sensory stimuli, in a way that is in line with the idea that attention
serves to resolve ambiguity in our perception, depending on what
type of information is important for veridical perception. It also
suggests that the temporal binding of multisensory stimuli (as
measured with the simultaneity judgment task) differs from the
perceptual integration of multisensory stimuli (measured in the
bounce/stream task).

Both the bounce/stream task and the simultaneity judgment
task used here required precise tracking of moving visual
stimuli over one second, with successful performance depending
on determining what was occurring during one specific
moment of this motion (i.e., the stimulus intersection).
The disruption of this trajectory when participants had to
switch to the uncued side likely increased the uncertainty
of the disk intersection timing, as well as the nature of
this perceptual event. Not only do these complex stimuli
increase perceptual uncertainty overall when they occur on
the unattended side, the long-duration motion stimuli are
quite different than the static, highly-controlled, flashed visual
stimuli often used in multisensory integration tasks (Spence
et al., 2001; Zampini et al., 2005; Donohue et al., 2010)
Thus, it remained unclear what role attention would play
in audiovisual integration under situations with little-to-no
perceptual uncertainty, such as with discrete temporal events.
Accordingly, we further wanted to ascertain how specific this
modulation was to the stimuli that we had been using, and
therefore conducted a cued-variant of a simultaneity judgment
task using temporally discrete stimuli in both the visual and
auditory modalities.

Experiment 3

Experiment 3 utilized the same task as in Experiment 2 (a cued
simultaneity-judgment task) but replaced the complex visual
motion stimuli with a flash of a static checkerboard image.
We hypothesized that this simple task, involving a temporally
discrete visual stimulus and a temporally discrete auditory
one, would involve less perceptual uncertainty and less task

complexity, and thus that the influence of attention on the TWI
would be reduced, as attentional resources would be less essential
for accurate task performance.

Participants
Twenty participants took part in this experiment (one left-
handed, nine male, Mean age = 23.6, SD = 4.5 years). None
of these participants had taken part in either of the previous
experiments. Three additional participants were excluded for
failure to do the task properly (i.e., having less than 50%
accuracy for reporting the simultaneous trials as simultaneous
on the validly cued side). All participants gave written informed
consent, and all procedures were approved by the Institutional
Review Board of the Duke University Health System.

Stimuli and Task
The auditory stimuli used were the same as in Experiment 2
(brief tone pips), but the visual motion stimuli were replaced
by a briefly flashed (16 ms duration) static black and white
checkerboard (1.8◦

× 1.8◦) that could be presented 12.6◦ to the
left or right of fixation and presented on a gray background
(Figure 5). In addition, on each trial, the checkerboards were
only presented on one side of fixation (as opposed to the bilateral
displays used in the previous experiments). The checkerboard
image was presented on the validy cued side 75% of the time and
on the invalidly cued side 25% of the time). There were 18 trials
in each block for each of the valid conditions and 6 trials in each
block for each of the invalidly-cued conditions, with six blocks in
total completed by each participant.

As in Experiment 2, participants performed a simultaneity
judgment of the audiovisual events. Participants were asked to
determine if the checkerboard image and the tone occurred at
the same time or if they occurred at slightly different times, and
to respond as quickly and as accurately as possible via button
press. As with all experiments, participants were monitored over
a closed-circuit video camera to ensure they were maintaining
fixation and remaining attentive to the task.

Data Analysis
All data analyses of the simultaneity judgment’s task measures
were performed in an identical manner to Experiment 2.

FIGURE 5 | Task used in Experiment 3. Participants were cued to attend to
the left or right visual field. After a cue-target interval, the checkerboard target
appeared on the validly cued (75% of time) or invalidly-cued side (25% of the
time), and participants had to judge if the sound and visual target occurred
simultaneously or at separate times.

Frontiers in Integrative Neuroscience | www.frontiersin.org April 2015 | Volume 9 | Article 32 | 70

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Integrative_Neuroscience/archive


Donohue et al. Attention and multisensory temporal integration

Results

Response Time
Participants were significantly faster to respond to the validly
cued trials compared to the invalidly cued trials (Mean valid RT
= 630 ms, SD = 60 ms; Mean invalid RT = 651 ms, SD = 69 ms;
(F(1,19) = 12.15, p = 0.002, ηp2 = 0.39), demonstrating participants
were focusing their attention toward the cued location. There was
also a main effect of audio-visual SOA (SOA (F(2,38) = 109.46,
p < 0.001, ηp2 = 0.85) with all conditions differing significantly
from each other at the Bonferroni-corrected alpha level of 0.0167
(Mean RT D0 = 560 ms, Mean RT D150 = 640 ms, Mean
RT D300 = 720 ms, all p’s < 0.001). The interaction between
validity and audio-visual significance did not reach significance
(F < 1).

Simultaneity Judgments
The repeated-measures ANOVA on the proportion of
‘‘simultaneous’’ responses (see Figure 6) revealed a main
effect of SOA (F(2,38) = 36.74, p < 0.001, ηp2 = 0.66), but no
significant effect of validity nor a significant interaction of
validity and SOA (all p’s > 0.05).

Discussion of Experiment 3

In Experiment 3, although the proportion of ‘‘simultaneous’’
responses showed the classic decrease with the temporal
separation of the visual and auditory stimuli, there were no
differences observed at any of the SOAs as a function of attention.
Thus, with the use of simple, briefly presented stimuli in both
modalities, attention did not influence the TWI. Importantly,
there was still a validity effect on the RTs, suggesting that
participants were appropriately focusing their attention to the
cued location (as in Yeshurun and Carrasco, 1999).

These data suggest that attention is not necessary for processes
related to multisensory integration in all cases. Indeed, much

FIGURE 6 | Proportion “Simultaneous” responses for the cued
simultaneity judgment task of Experiment 3. While there was a main
effect of SOA, no effects of attention or an interaction of attention and validity
were observed.

of the pioneering work on the neural basis of multisensory
integration was done with recordings in the superior colliculus
of anesthetized cats (Meredith and Stein, 1986; Meredith et al.,
1987). In this case, the animals were not paying attention
to the simple audiovisual stimuli (flashes and tones) and yet
the temporal and spatial properties of multisensory integration
were still observed (Meredith and Stein, 1986; Meredith et al.,
1987).

More likely, because the stimuli in Experiment 3 were
simple, discrete perceptual events, without the added ambiguity
or complexity of predicting motion trajectories, attention was
not needed to help resolve the perceptual uncertainty of their
timing. The brief flash of a checkerboard image on the screen
provides a temporally isolated event, whereas in the case of the
bounce/stream stimuli, the intersection of the two disks is part of
a continuously moving image. Moreover, the checkerboard was
only presented on one side of the screen, reducing any location
uncertainty and thus also perhaps increasing binding between
the single auditory and single visual stimulus. In contrast, in
Experiments 1 and 2 there was always an incomplete motion
stimulus on the opposite side of the screen of the full motion
target. This may have reduced the ability or speed for participants
to shift their attention to the invalidly cued location in response
to the onset of motion, as desired for those paradigms, while also
adding to the perceptual complexity of the task.

General Discussion

In a series of experiments, we observed three different behavioral
patterns that reflect ways in which attention can interact
with the TWI for audiovisual stimuli. In the first experiment,
when the relative stimulus timing was not relevant for the
participants’ task, attention served to narrow the TWI. In the
second experiment, when the task involved explicitly judging the
audiovisual synchrony, attention served mainly to broaden the
TWI, making the SOA function both wider and steeper. In the
third experiment, also requiring explicit judgment of temporal
synchrony but when simple, unambiguous, briefly presented
stimuli were used in both the visual and auditory modalities,
attention had no effect on the measured TWI. Although at first
glance it would appear that these findings are contradictory, each
result provides a piece of evidence that together demonstrate the
adaptable nature of attention. Specifically, when attention acts in
the context of multisensory stimuli it is able to do so in a flexible
manner, enhancing that which is most relevant for a given task.

In Experiment 1, the visual stimuli were configured such
that they could be perceived to bounce off of each other or
stream through each other. Thus, perceptual ambiguity was
created by both the local motion of the visual stimuli over
a period of time, with the intersection occurring very briefly
within that period, and by the presence of task-irrelevant
yet perceptually influential auditory stimuli. In order to be
successful at this task, attention must be implemented in such
a way as to enhance accurate perception of the visual motion.
When the intersection occurred on the unattended side, the
participants likely did not have as clear a representation of
the motion trajectory because they had not been attending to
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that side in the first place, and some information about the
motion trajectory may have been lost in the switch of attention
to the unattended side. Additionally, attention could help by
segregating or suppressing the irrelevant auditory stimulus so
that it was not perceived as part of the multisensory event. In line
with this interpretation, we observed fewer reports of ‘‘bouncing’’
when the auditory stimulus was offset in time from the visual
event and attention was present, thereby narrowing the TWI, as
proposed in the potential outcomes in Figure 1A. Further, in the
unimodal (visual only) condition, having attention present also
helped participants achieve the veridical perception of streaming,
confirming previous findings of the importance of attention to
local motion cues in the bounce/stream paradigm (Watanabe and
Shimojo, 1998).

Despite the use of identical stimuli in Experiment 2, the effects
of attention were quite different from those in Experiment 1.
Simply switching the task from a bounce/stream judgment of the
visual stimuli, where the sounds were an irrelevant distraction,
to a simultaneity judgment, where the sounds were necessary for
task performance, resulted in a very different pattern of effects of
attention on the TWI function. With the simultaneity judgment
task, attention served to cause some broadening of the temporal
window by increasing the amount of temporal disparity that the
multisensory inputs could have and still result in a perception of
simultaneity, particularly in the D150 condition. However, the
results were not completely in line with the simple ‘‘broadening’’
process shown in Figure 1B. The greatest effect here was at
the SOA of 0 (i.e., where the stimulus events were actually
simultaneous), in that attention served to increase the number of
‘‘simultaneous’’ responses reported (from ∼68% for unattended
to ∼93% for attended—see Figure 4). Notably, this D0 effect also
meant that the TWI was actually both broadened and steepened
by attention in this experiment.

Importantly, the perceptual challenge of the task in
Experiment 2 was to determine if the auditory stimulus
occurred at the precise moment where the moving visual stimuli
intersected. For this to be successfully done, the participant had
to focus on the motion trajectory of stimuli while preparing
for the auditory stimulus. Thus, the large D0 effect indicates
that attention served to enhance perception in the simultaneous
condition by appropriately grouping the auditory and visual
events together. It is somewhat less clear why attention would
serve to increase the proportion of ‘‘Simultaneous’’ responses in
the D150 condition; one possibility, however, is that anticipatory
attention builds up as the visual motion nears the point of
intersection, enhancing audio-visual integration, and then
tapers off after the intersection has occurred. The continued
enhancement for the 150 ms delay would therefore be merely
a by-product of the enhanced integration that was temporally
aligned with the visual intersection that had not yet had time to
dissipate.

The results of the first two experiments, together, suggest that
when auditory and visual stimuli are presented such that multiple
interpretations of what physically occurred are possible, attention
aids in resolving this ambiguity in a flexible manner depending
on task demands. These findings demonstrate that attention
can act in multisensory contexts much as it does in unimodal

contexts: by helping the processing of that which is relevant for
the most successful, appropriate behavior. Additionally, just as
in unimodal contexts, attention here did not appear to have a
strict gatingmechanism; that is, there was still some processing of
stimuli that was the same in the presence or absence of attention
(the D0 condition in Experiment 1 and the D300 condition
in Experiment 2). Such low-level interactions support previous
research that has suggested that multisensory integration can
occur without the presence of attention (Vroomen et al., 2001),
and these interactions can still fall off as the temporal separation
between the stimuli increases (Meredith et al., 1987).

In Experiment 3, however, when simple, temporally discrete,
brief stimuli were used in both modalities, attention appeared
to have no effect on the temporal integration and segregation
of multisensory stimuli. As most of the previous work on
multisensory temporal processing in both humans (Spence et al.,
2001; Zampini et al., 2005; Donohue et al., 2010, 2011) and
animals (Meredith et al., 1987) has used simple stimuli, it is
not surprising that robust multisensory interactions have still
been found neurally in the absence of attention (Meredith et al.,
1987). Critically, here we show that, under circumstances with
very simple brief stimuli, with no motion trajectories needed
to calculate, attention did not seem to be needed for, or to
show any influence on, temporal coincidence judgments. It is
also the case that the discrete onsets/offsets in Experiment 3 of
both the auditory and the visual stimuli were more likely able
to exogenously capture attention such that the judgments of
the relative timing could be accomplished even when attention
was not initially in place at the spatial location of the stimuli.
Indeed, the difference in reaction times between the attended
and unattended sides was smallest in Experiment 3, suggesting
that attention was indeed more easily and rapidly shifted to
the unattended side in this case, and this likely influenced the
pattern of behavior we observed here. Moreover, the overall RTs
were faster in the simultaneity judgment task in Experiment 3
as compared to that in Experiment 2, further suggesting that
the task itself was overall easier, consistent with the view that
attention would not need to play as important a role there.

Another important issue to consider here is whether the
multisensory stimuli were actually being perceptually integrated
in all of these experiments, or if other aspects of multisensory
processing were beingmeasured which do not necessarily involve
perceptual integration. In the bounce/stream task used here in
Experiment 1, the task involves reporting the perception of
visual stimuli, namely whether the perception of two crossing
visual stimuli is perceived as crossing or bouncing, and this
perception varies as a function of the presentation of an irrelevant
auditory stimulus. This influence by the auditory stimulus on the
perception of the visual stimuli would thus appear to accurately
reflect the perceptual integration of these multisensory inputs,
and these effects have been previously interpreted in this way.
Moreover, previous research has provided converging evidence
that the integration of audio-visual information underlies the
enhanced perception of bouncing in the bounce/stream task by
demonstrating the involvement of multisensory regions in the
‘‘bounce’’ percept (Bushara et al., 2003; Maniglia et al., 2012)
and the role that the attributes of the sound stimuli play in
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these judgments (Grassi and Casco, 2009, 2010). Accordingly, the
bounce/stream task would seem to be is a fitting directmeasure of
multisensory integration (although perhaps a somewhat indirect
measure of temporal linking).

Simultaneity judgment paradigms, on the other hand, where
the explicit task is to judge the temporal relationship between
two events in different modalities, are a less direct measure
of multisensory integration per se. Although there is strong
evidence to suggest that when stimuli are temporally coincident,
or are perceived as temporally coincident, they will tend to be
integrated into a single event (see Stein and Stanford, 2008 for
review), it is possible that auditory and visual stimuli could be
judged as occurring at the same time without actually being
perceptually integrated, just as two visual stimuli could be judged
as occurring simultaneously even though they are perceived as
separate and discrete perceptual events. Without other evidence
to support the actual occurrence of multisensory integration
in the simultaneity judgment experiments, another explanation
for the discrepant findings here is that attention may play an
entirely different role when two multisensory stimuli are being
perceptually integrated vs. when they just temporally interact or
their temporal relationship is being discriminated.

Within the multisensory integration literature, there has
been some evidence to suggest that temporal binding and
the perceptual integration of multisensory stimuli are different
processes. Such an example can be found in the McGurk
illusion, wherein a subjects is presented with a face mouthing the
sound ‘‘ga’’ and while hearing the sound ‘‘ba’’, resulting in the
perception of ‘‘da’’ (McGurk andMacDonald, 1976). In a series of
studies using this illusion, (Soto-Faraco and Alsius, 2007, 2009)
it was found that when participants were presented with these
stimuli at various SOAs and asked to report both their percept
and if the auditory and visual stimuli occurred simultaneously
(or the temporal order of the stimuli), they observed that these
two types of judgments did not necessarily line up. At some SOAs
participants correctly identified the temporal order of the stimuli
(or perceived them as temporally asynchronous) despite still
perceiving theMcGurk illusion, suggesting the stimuli were fused
into one multisensory percept. Of course, these processes are not
completely independent, given that temporal binding may often
be necessary for auditory and visual events to be integrated (a
moving mouth and voice would not be associated as coming
from the same source if they were substantially temporally
offset). Nevertheless, these previous results provide evidence that
simultaneity judgment tasks (or temporal-order judgment tasks)
do not always produce judgments of the temporal aspects of
stimuli that directly correspond to perceptual integration of the
exact same stimuli.

Moreover, the present results indicate more generally that the
notion of multisensory integration vs. temporal binding is a key
point that requires further research. Although it would seem to
be the case that temporal binding is necessary for multisensory
integration to occur, it may not be sufficient for such a process,
in that it would seem that events could be temporally bound or
linked without being perceptually integrated into a multisensory
object. If these two processes were always identical, then the
way in which attention should interact with them should also be

identical; our current results, however, clearly indicate otherwise.
Thus, although tasks such as simultaneity judgment tasks may be
useful to assess the temporal linking of stimuli, they are likely not
tapping into the multisensory integration processes in the same
way that a bounce/stream task does.

Although attention modulated the functional patterns of our
measures of the TWI, the absence of attention did not eliminate
integration or binding. Across all experiments, integration still
followed a temporal gradient, with more temporally coincident
stimuli being more likely to be integrated and more temporally
disparate stimuli tending to be segregated. It is not surprising,
however, that some perceptual information is still getting
through even on the unattended side. Classic ERP studies
of visual attention show that although attention serves to
enhance a sensory-evoked response to a visual stimulus, it is
not that the visual stimuli in the unattended location do not
evoke any neural response at all; in fact unattended stimuli
clearly evoke sensory responses, albeit smaller (e.g., Voorhis and
Hillyard, 1977). Thus, multisensory integration processes can
occur in the absence of attention, and may tend to be fairly
accurate, especially for simple, more unambiguous stimuli. With
increasingly complex and ambiguous stimuli, however, attention
would appear to enhance our ability to successfully integrate
or segregate auditory and visual inputs as required by the task
at hand. As such, our findings are not consistent with there
being only one mechanism of the influence of attention on
multisensory processing (Figure 1), but rather would appear to
indicate a more complex, dynamic process.

Our pattern of results is consistent with prior work on the
interactions of attention andmultisensory integration, with some
important expansion of previous findings. First, the simultaneity
judgment task of Experiment 3, which showed that attention did
not modulate the TWI is consistent with some studies in humans
suggesting that attention does not modulate the ventriloquism
effect (Bertelson et al., 2000) and with studies in animals showing
integration in anesthetized cats (e.g., Meredith et al., 1987).
Second, the stimuli which contained a motion aspect in the
present study (Experiments 1 and 2) showed that attention
can modulate the binding of multisensory stimuli, consistent
with other studies showing that attention can modulate the
BOLD response to congruent audio-visual speech (Fairhall and
Macaluso, 2009), can modulate multisensory integration at early
perceptual stages (∼80 ms; Talsma and Woldorff, 2005), and
can enhance EEG components associated with the perception
of a multisensory ‘‘extra-flash’’ illusion (Mishra et al., 2010).
Together, many of these studies have found enhancements
of a neural response to multisensory stimuli in the presence
of attention, and our behavioral data extend these findings
suggesting that what is ‘‘enhanced’’ can be highly dependent on
the goals and needs of the task.

Based on these results, the hypotheses put forth in the
introduction (Figure 1) can be reformulated to reflect broader
principles concerning multisensory processing and integration.
One overarching principle is that the influence of attention
on the multisensory TWI is flexible and can adapt to the
quality and complexity of the incoming information and to
the perceiver’s task needs. Relatedly, the influence of attention
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on the window of integration also depends on whether the
measures of that window reflect true multisensory perceptual
integration or reflect simply a temporal linking process. Thus,
when only one modality is relevant for a task, as in Experiment
1 for example, attention will tend to narrow the temporal
window over which input from an irrelevant modality will
be perceptually integrated. In contrast (Experiment 2), when
the task involves judging if two stimuli from the different
modalities are simultaneous (and thus both are relevant),
attention appears to broaden the window of integration, while
also making physically simultaneous stimuli more likely to
be viewed as such, thereby also resulting in a taller center
of the integration window. Another major principle of the
influence of attention on multisensory processing is that
it tends to decrease as the quality of the sensory input
increases, such that in simpler, less ambiguous situations the
interactions between attention and multisensory integration
processes will be smaller. Thus, with very simple, discrete
stimuli, as in Experiment 3, attention will tend to not alter
the perception of temporal relationships between them, likely
because perception is already more than sufficient and doesn’t
require attentional enhancement. More generally, the influence
of attention on multisensory processing will vary depending on

the task-relevance of the stimulus information from the different
modalities, the nature and complexity of those stimuli, and the
specific task goals.

Our results suggest that multisensory integration, at least
temporal judgments of integration, can sometimes be a bottom-
up process operating largely independently from attention, but
it can also be substantially modulated by top-down attentional
goals, particularly in situations with more complex sensory
input or task needs. We propose that the interactions between
attention and multisensory stimuli should not be thought of as
a single process operating the same way in all cases, but rather
as being context- and task-dependent, providing perceptual
enhancements of multisensory stimuli as needed to maximize
perception and performance.
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Capacity limitations of attentional resources allow only a fraction of sensory inputs to enter
our awareness. Most prominently, in the attentional blink the observer often fails to detect
the second of two rapidly successive targets that are presented in a sequence of distractor
items. To investigate how auditory inputs enable a visual target to escape the attentional
blink, this study presented the visual letter targets T1 and T2 together with phonologically
congruent or incongruent spoken letter names. First, a congruent relative to an incongruent
sound at T2 rendered visual T2 more visible. Second, this T2 congruency effect was
amplified when the sound was congruent at T1 as indicated by a T1 congruency × T2
congruency interaction. Critically, these effects were observed both when the sounds
were presented in synchrony with and prior to the visual target letters suggesting that
the sounds may increase visual target identification via multiple mechanisms such as
audiovisual priming or decisional interactions. Our results demonstrate that a sound
around the time of T2 increases subjects’ awareness of the visual target as a function
of T1 and T2 congruency. Consistent with Bayesian causal inference, the brain may thus
combine (1) prior congruency expectations based on T1 congruency and (2) phonological
congruency cues provided by the audiovisual inputs at T2 to infer whether auditory
and visual signals emanate from a common source and should hence be integrated for
perceptual decisions.

Keywords: attentional blink, audiovisual synchrony, awareness, Bayesian causal inference, crossmodal integration,

multisensory integration

INTRODUCTION
In our natural multisensory environment, our sensory systems
are exposed to a constant inflow of sensory signals. Yet, only a
small subset of those signals reaches our perceptual awareness.
Attentional selection has been proposed as a critical process-
ing bottleneck that determines whether sensory signals enter our
awareness (Pashler, 1984; Tombu et al., 2011). Since attentional
resources are limited, allocation of attention to one stimulus
may impair perception of other competing stimuli co-occurring
close in time. In the laboratory, the attentional blink paradigm
(Broadbent and Broadbent, 1987; Raymond et al., 1992) is a
prime example illustrating limitations in attentional capacity for
two rapidly successive stimuli (Chun and Potter, 1995; Marois
et al., 2004; Shapiro et al., 2006; Adam et al., 2014). In an atten-
tional blink paradigm, participants are impaired when reporting
the second (T2) of two targets (T1 and T2) that are presented
within a 500 ms interval amongst a rapid visual sequence of dis-
tractor items (Shapiro et al., 1997b; Dux and Marois, 2009 see
Olson et al., 2001 for phonological material).

Several mechanisms have been suggested to account for the
attentional blink (see Dux and Marois, 2009; Martens and Wyble,
2010 for review). Classical “bottleneck models” attribute the
attentional blink to capacity limitations that prevent the second

target from consolidation into working memory (Chun and
Potter, 1995; Jolicoeur, 1998; Dux and Harris, 2007; Dell’acqua
et al., 2009). However, explanations based on capacity limitations
have recently been challenged by studies demonstrating that the
attentional blink can be reduced by various factors such as (i)
changing the allocation of attentional resources to T1, distracters
or T2 (Nieuwenstein, 2006), or (ii) adding a distractor task to the
attentional blink paradigm. In the latter case, participants showed
less attentional blinks, when they were concurrently engaged in
a distractor task such as free associating. The authors attributed
this paradoxical pattern to a widening of participants’ attention
that allowed them to process T2 in addition to T1 (Olivers and
Nieuwenhuis, 2005). Collectively, these studies suggest that the
attentional blink may be a product of active attentional control
that selectively allocates attention to target 1 and 2 and reduces
attention to the distractor items (Di Lollo et al., 2005; Olivers and
Nieuwenhuis, 2005; Nieuwenstein, 2006; Olivers et al., 2007).

While most previous research has focused on the visual modal-
ity, an attentional blink has also been demonstrated for auditory
or tactile processing pointing toward fundamental processing
limitations of the human cognitive system (Duncan et al., 1997;
Arnell and Jolicoeur, 1999; Hillstrom et al., 2002; Dell’acqua
et al., 2006; Shen and Mondor, 2006; Vachon and Tremblay, 2008;
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Horvath and Burgyan, 2011). Moreover, a so-called crossmodal
attentional blink has also been observed when target 1 and target
2 were presented in different modalities suggesting that at least
some processing limitations or attentional control emerge at later
potentially crossmodal processing stages (Arnell and Jolicoeur,
1999; Soto-Faraco et al., 2002; Arnell and Jenkins, 2004; Ptito
et al., 2008; though see Duncan et al., 1997; Potter et al., 1998;
Soto-Faraco and Spence, 2002; Martens et al., 2010). Likewise, a
recent EEG study showed that the auditory mismatch negativity
is enhanced for trials with visual attentional blink indicating that
attentional resources are shared and commonly controlled across
sensory modalities (Haroush et al., 2011).

Visual attention is thought to be guided by top-down biases as
well as by bottom-up stimulus salience (Desimone and Duncan,
1995; Egeth and Yantis, 1997; Buschman and Miller, 2007). It
is therefore not surprising that the probability of an attentional
blink depends on the salience or behavioral relevance of the sec-
ond stimulus. Previous studies have shown that T2 identification
rate is enhanced for physically dissimilar items (Chun and Potter,
1995; Raymond et al., 1995; Maki et al., 1997; Nieuwenstein et al.,
2005), the participant’s own name (Shapiro et al., 1997a) and
emotional stimuli (Anderson and Phelps, 2001). A more recent
study has also demonstrated that an otherwise uninformative
sound presented together with T2 enables T2 to escape the atten-
tional blink (Olivers and Van Der Burg, 2008). Importantly, an
increase in T2 identification rate was observed only if the brief
sound was emitted simultaneously with the second target, but
not when presented 100–300 ms prior to the target. This tempo-
ral profile argues against alerting as the underlying mechanism.
It suggests that the salience of the visual T2 target is amplified by
a concurrent sound via genuine multisensory mechanisms that
depend on audiovisual co-occurrence.

Indeed, in our multisensory world the salience of stimuli
should be determined by integrating inputs from all senses. Yet,
when bombarded with many different signals the brain faces
the challenge to integrate only signals that are generated by
a common event or object, but segregate those from differ-
ent events (Roach et al., 2006). Thus, multisensory integration
inherently involves solving the so-called “causal inference” prob-
lem (Welch and Warren, 1980; Shams and Beierholm, 2010).
In other words, the brain needs to infer whether two sensory
signals are caused by common or two different events. From a
Bayesian perspective, the brain may solve this causal inference
problem by combining two sorts of knowledge: (i) top-down
prior knowledge and (ii) bottom-up congruency cues. First, par-
ticipants have prior knowledge or expectations about whether
or not two sensory signals emanate from a common source.
For instance, having encountered a series of congruent audio-
visual signals that were caused by a common cause participants
have high expectations that future auditory and visual signals are
also generated by a common event. Conversely, after incongru-
ent audiovisual signals participants will decrease (resp. increase)
their congruency (resp. incongruency) expectations. Formally,
these (in)congruency expectations are referred to as common
source prior. Second, participants can infer whether signals are
caused by common cause from “multisensory” congruency cues
that are derived from the new incoming sensory signals (i.e., the

likelihood of the two signals given a common source) (Ernst and
Bulthoff, 2004; Kording et al., 2007; Beierholm et al., 2009; Yu
et al., 2009). The brain may use multiple cues that are abstracted
from the sensory inputs at multiples levels to infer whether
two signals in different modalities are generated by the same
event. Most prominently, sensory signals from a common source
should coincide in time and space (Wallace et al., 1996, 2004;
Macaluso and Driver, 2005; Van Atteveldt et al., 2007; Lewis and
Noppeney, 2010; Vroomen and Keetels, 2010; Donohue et al.,
2011). Likewise, higher order congruency cues that are defined
in terms of semantics or phonology (e.g., syllables) can impose
important constraints on multisensory integration (Laurienti
et al., 2004; Van Atteveldt et al., 2004; Noppeney et al., 2008;
Adam and Noppeney, 2010).

This study used a visual attentional blink paradigm to inves-
tigate how a task-irrelevant and unattended auditory signal
boosts a visual signal into subjects’ awareness depending on the
congruency of the audiovisual (AV) signals and participants’
prior congruency expectations. Specifically, in two experiments
we investigated how phonologically congruent and incongruent
sounds that are presented concurrently with (i.e., in synchrony)
or prior to (i.e., auditory leading asynchrony) visual T1 and T2
influence subjects’ T2 identification accuracy. The first experi-
mental design factorially manipulated (1) the phonological con-
gruency of sound 1 with T1, (2) the phonological congruency of
sound 2 with T2, and (3) the lag between T1 and T2 (Figure 1A).
After each trial, subjects reported the identity of T1, the iden-
tity of T2 and rated the visibility of T2 (invisible, unsure, visible).
By contrast, the second experiment manipulated (1) the phono-
logical congruency of sound 1 with T1, (2) the phonological
congruency of sound 2 with T2, and (3) the synchrony between
the sounds and the visual targets (Figure 1C). After each trial,
subjects reported the identity of T1 and the identity of T2.

From the perspective of Bayesian causal inference, we expected
an increase in T2 visibility as well as in T2 identification accu-
racy (i.e., a decrease in the number of attentional blinks) for
phonologically congruent relative to incongruent audiovisual T2
pairs. Further, this “T2 congruency effect” should be amplified
when T2 is preceded by a phonologically congruent as compared
to incongruent AV T1 pair, because phonological congruency
at T1 induces prior congruency expectations (i.e., a common
source prior). In other words, a congruent (resp. incongru-
ent) T1 pair will increase (resp. decrease) participant’s expec-
tations that the audiovisual signals at T2 are congruent. These
prior congruency expectations will increase participants’ ten-
dency to attend to and integrate auditory and visual inputs at
T2 into a unified percept resulting in an increase in accuracy
for congruent trials, yet a decrease in accuracy for incongru-
ent trials where the sound is incompatible with the visual T2
letter.

Critically, auditory, and visual signals might interact at mul-
tiple processing stages possibly implemented at different levels
of the cortical hierarchy (Werner and Noppeney, 2010a,b). It is
assumed that predominantly lower integration processes depend
on the synchrony of the audiovisual signals, while higher order
integration processes, for instance at the decisional level, are less
sensitive to the precise temporal co-occurrence of the stimuli.
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FIGURE 1 | Experimental design, example trial and stimuli. Experiment 1:
(A) The 2 × 2 × 2 factorial design with the factors (i) T1 AV-congruency
(congruent vs. incongruent), (ii) T2 AV-congruency (congruent vs.
incongruent), and (iii) lag (lag 3 vs. lag 7). (B) Example trial and stimuli. In an
audiovisual attentional blink paradigm, participants were presented with two
distinct visual target letters T1 and T2 that were accompanied by congruent
or incongruent spoken letter names in a series of distractor items.

Participants identified visual letter targets T1 and T2 and rated the visibility of
T2. Experiment 2: (C) The 2 × 2 × 2 factorial design with the factors (i) T1
AV-congruency (congruent vs. incongruent), (ii) T2 AV-congruency (congruent
vs. incongruent), and (iii) AV synchrony (synchrony vs. auditory-leading). (D)

Example trial and stimuli of an auditory-leading trial. The congruent or
incongruent spoken letter names were presented 210 ms before the target
letters onset. T1: first target, T2: second target.

Likewise, a prior sound may facilitate visual letter identifica-
tion via crossmodal priming mechanisms that do not rely on
audiovisual temporal co-occurrence (e.g., if a congruent spoken
syllable precedes the visual target letter T2 identification may be
facilitated).

To dissociate between mechanisms of multisensory inter-
actions that differ in their temporal sensitivity, a follow-up
experiment 2 manipulated the synchrony of the sound with
respect to visual T1 and T2. If the sound and T1 or T2 are
integrated into a unified percept via low level temporally sen-
sitive mechanisms, the increase in letter identification due to
congruent AV signals should depend on the synchrony of the
audiovisual signals. The T2 identification accuracy should be
reduced when the sound precedes T2. By contrast, we would
expect a similar reduction in identification accuracy for both
synchronous and asynchronous presentations when audiovisual
interactions are mediated via priming or higher order decisional
mechanisms.

Finally, as previously shown we expect an audiovisually incon-
gruent T1 to reduce T2 identification accuracy (Van Der Burg
et al., 2010), since audiovisual incongruent T1 pairs require
greater processing demands and thereby decrease the attentional
resources to be allocated to T2.

EXPERIMENT 1
MATERIAL AND METHODS
Subjects
Thirty seven healthy subjects (20 females, mean age 26.9 years,
range 18–45 years) participated in experiment 1. All subjects
had normal or corrected to normal vision and reported normal
hearing. Thirty five were German native speakers.

Five subjects were excluded from the analysis because they
either reported themselves to be Bulgarian native speakers and
were thus less familiar with German phonology (two subjects),
did not complete the experiment (one subject) or they misun-
derstood the task and responded almost exclusively to the sound,
leading to missing values in several conditions (two subjects).

Subjects gave written informed consent prior to the study as
approved by the joint human research review committee of the
local ethics committee of the University of Tübingen.

Stimuli
Visual stimuli consisted of 12 targets and 12 distractors centered
on a gray background (15.4 cd/m2). Targets were capital Latin let-
ters that were selected from two sets that were distinct for T1 (i.e.,
C, H, M, S, T, or Z) and T2 (i.e., F, J, K, N, P, or U). The letters were
selected and grouped carefully according to the distinctiveness
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of their written letters and their spoken letter names. In addi-
tion, salient and meaningful letter combinations (e.g., T1 = P
and T2 = C ⇒ PC) were avoided. Distractors were meaning-
less symbols created by spatially shuffling the image segments of
the target letters to match the mean luminance of distractors and
targets.

To decrease training effects, six stimulus sets were created, each
containing the same target letters presented in a different font.

Auditory stimuli (sampling rate: 44,100 Hz, stereo, 16 bits,
presented at 66 dB SPL) were the spoken German letter names
corresponding to the visual target letters. Each auditory waveform
was contracted to 210 ms, which left the spoken letter names fully
recognizable, yet shortened their presentation time to the dura-
tion of three targets in the rapid serial visual presentation (RSVP).
To avoid auditory clicks, a linear ramp of 18 ms was added to the
beginning and end of the sound.

Design and procedure
In a visual attentional blink paradigm, subjects were presented
with two visual targets (i.e., target 1: T1, target 2: T2) in a
sequence of 13 rapidly presented distractor items. The visual tar-
gets were written letters selected from two non-overlapping sets of
Latin letters for T1 and T2 to avoid response interference between
T1 and T2 (see Stimuli section).

On each trial targets and distractors were presented at approx-
imately 14.3 Hz (i.e., presentation duration: 70 ms, presented at
visual angle 1◦) in a RSVP after an initial 2000 ms fixation period
(Figure 1B). T1 was presented equally often at positions 3, 4, 5,
and 6. T2 was presented either 3 positions after T1 (i.e., lag 3
session) or 7 positions after T1 (i.e., lag 7 session), in separate
sessions.

Concurrently with T1 and T2 onsets, a spoken letter name
was presented that was phonologically congruent or incongru-
ent to the visual target letter with an equal probability of 0.5.
For instance, for congruent T1, the visual target letter “C” was
presented together with the spoken letter name “Ce.” Conversely,
for incongruent T1, the visual target letter “C” was presented for
instance with the spoken letter name “Ha.” The auditory sound
in this paradigm is exactly 50% of the time congruent and 50% of
the time incongruent. Hence, if subjects responded consistently
according to the sound, they would obtain 50% accuracy when
averaging across all conditions. Hence, the 2 × 2 × 2 factorial
design manipulated (i) T1 AV-congruency (congruent, incongru-
ent), (ii) T2 AV-congruency (congruent, incongruent) and (3) lag
between T1 and T2 (lag 3, lag 7) (Figure 1A).

In a visual selective attention paradigm, participants were
instructed to attend to the visual stimuli and ignore the sounds.
After each trial, subjects responded to three questions as accu-
rately as possible in an unspeeded fashion: (1) What is the identity
of T1 (C, H, M, S, T, or Z)? (2) What is the identity of T2 (F, J, K,
N, P, or U)?, and (3) Rate the visibility of T2 (invisible, unsure,
visible). For the identification questions, subjects were instructed
to make a forced choice guess, even if they could not identify the
targets. They indicated their responses on a customized keyboard.
The keypress for the visibility response then triggered the next
trial. Thus, our experimental paradigm combined an objective
(= identification accuracy) and subjective (= visibility) criterion
of observer’s awareness.

Each session included 30 trials per condition amounting to
120 trials in total. Please note that all trials were of the same lag
in one session, so that each session included only 4 conditions,
either at lag 3 or the control condition lag 7 (Maclean and Arnell,
2012). We performed lag 3 and 7 in different sessions to make
our results comparable to other studies that included only one
lag, as otherwise the temporal expectancies would introduce addi-
tional variance. The order of conditions was pseudo-randomized
and the letter identity was randomized with each letter appear-
ing equally often in each condition. The assignment of lag 3
and 7 trials to separate sessions was counterbalanced. During
the post-experiment inquiry, only one subject reported noticing
time-differences between the two lags. In total, subjects per-
formed nine sessions, six with lag 3 resulting in 180 trials per lag
3 condition, and three sessions with lag 7 resulting in 90 trials per
lag 7 condition. This substantial number of trials was required
to ensure sufficient trials per condition and visibility rating. As
our study focused in particular on the lag 3 trials, we included
more trials for the short T1-T2 time window (lag 3) which was
our main focus. In each session, the target letters were presented
in a different font to minimize learning effects that reduce the
number of attentional blinks. Prior to each session, subjects were
familiarized with the stimuli in the particular font setting. The
familiarization procedure included four repetitions of the 12 tar-
get letters accompanied by their congruent sounds while subjects
pressed the keyboard-key corresponding to the visual letter. Prior
to the experiment, participants performed one practice session
which included two trials per condition.

Apparatus
The experiment was conducted in a dimly lit experimental room.
Visual stimuli were displayed on a CRT monitor (1600 × 1200
resolution, 100 Hz refresh rate, 21′′ Sony CPD-G520, Japan),
approximately 56 cm from the subjects’ eyes. Auditory stimuli
were presented at approximately 66 dB SPL, using headphones
(Sennheiser HD 555MR, Germany). Experimental sessions were
presented using the Cogent 2000 v1.25 (developed by the Cogent
2000 team at the FIL and the ICN and Cogent Graphics devel-
oped by John Romaya at the LON at the Wellcome Department
of Imaging Neuroscience, UCL, London, UK; http://www.vislab.

ucl.ac.uk/cogent.php) running under MATLAB (Mathworks Inc.,
Natick, MA, USA) on a Windows PC.

Data analysis
Operationally, awareness was defined based on subjects’ report at
the end of the trial. In experiment 1, we employed two different
reports: visual letter identification and visibility judgment. Data
analysis was limited to trials where subjects correctly identified
the T1 letter. In other words, all measures were contingent on T1
correctness.

We assessed observer’s awareness of the T2 using two cri-
teria (following recommendation by Dehaene and Changeux,
2011). First, in accordance with most attentional blink studies,
we employed subjects’ visual letter identification accuracy at T2
as an objective index of visual awareness. Critically, visual let-
ter identification at T2 was limited to only those trials where
participants correctly identified T1 (i.e., % correct T2 identifica-
tion contingent on correct T1 identification: %T2|T1). Second,
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we used subjects’ visibility judgment (i.e., the percentage judged
visible) as a subjective criterion again limited to only those tri-
als where T1 was correctly identified (Sergent and Dehaene, 2004;
Nieuwenhuis and De Kleijn, 2011). The objective index is thought
to be independent of subjects’ response criterion, yet may over-
estimate visual awareness, because subjects can perform better
than chance even for stimuli they are not aware of (e.g., correct
responses in blindsight; Weiskrantz et al., 1974; Persaud and Lau,
2008). Conversely, the subjective index depends on where subjects
set their internal visibility criterion, yet may be more inclusive.

RESULTS AND DISCUSSION
The overall mean T1 identification accuracy (±s.e.m.) was 82.7
± 2.3%. A 2 × 2 repeated measures ANOVA of % T1 identi-
fication accuracy with the within subject factors lag (3 vs. 7)
and T1 AV-congruency (congruent vs. incongruent) revealed a
T1 congruency main effect on T1 performance [F(1, 31) = 25.42,
p < 0.001, partial η2 = 0.451], with reduced accuracy for incon-
gruent (77.0 ± 3.0%) relative to congruent (88.4 ± 2.0%) AV
pairs. No other effects were significant.

Objective awareness criterion: T2 identification accuracy (given T1
is correct)
The 2 (lag: 3 vs. 7) × 2 (T1 congruency: congruent vs. incongru-
ent) × 2 (T2 congruency: congruent vs. incongruent) repeated
measures ANOVA of % T2 identification accuracy (given correct
identification of T1) revealed main effects of lag, T1 congruency
and T2 congruency. Consistent with the well-established time-
course of the attentional blink, T2 accuracy was increased for
lag 7 relative to lag 3 validating our attentional blink paradigm
(Raymond et al., 1992). Nevertheless, identification accuracy was
still reduced even for lag 7 trials, potentially because the audiovi-
sual T1 pairs (especially the incongruent target-sound pairs, Van
Der Burg et al., 2010) are more difficult to process than the stan-
dard purely visual T1 thereby protracting the attentional blink.
Further, T2 identification accuracy decreased both for incon-
gruent T1 and incongruent T2 pairs as indicated by the two
congruency main effects. In other words, fewer attentional blinks
were observed when the auditory sound matched T2 (79.8 ±
2.5% for congruent vs. 67.2 ± 3.1% for incongruent T2 pair)
(see Table 1). Yet, these main effects need to be interpreted with
caution as we also observed a 3 way interaction (see below).

We also observed a significant 2-way interaction between lag
x T2 congruency with greater T2 congruency effects for lag 3 vs.
lag 7 [post-hoc t-test for lag 3: t(31) = 6.01, p < 0.001, mean dif-
ference = 14.3%; post-hoc t-test for lag 7: t(31) = 5.35, p < 0.001,
mean difference = 10.9%]. Critically, there was a trend for T1
congruency × T2 congruency interaction and in particular a
significant 3-way interaction. To further evaluate this 3-way inter-
action, we tested for the T1 congruency × T2 congruency effects
separately for the two lags. These additional ANOVAs revealed
a significant T1 × T2 interaction only for lag 3 [F(1, 31) = 6.84,
p = 0.014, partial η2 = 0.181], but not for lag 7 [F(1, 31) = 0.1,
p = 0.755, partial η2 = 0.003]. Follow up post-hoc t-tests on the
interaction at lag 3 showed significant but stronger T2 congruency
effects when T1 is congruent [t(31) = 5.13, p < 0.001, mean dif-
ference = 17.3%] relative to when it is incongruent [t(31) = 6.98,

Table 1 | Statistical results of experiment 1.

Factor Objective reports Subjective reports

Statistical results from the three-way ANOVAs (df : 1,31)

Lag F = 28.24, p < 0.001*
partial η2 = 0.477

F = 15.38, p < 0.001*
partial η2 = 0.332

T1 congruency F = 34.85, p < 0.001*
partial η2 = 0.529

F = 38.57, p < 0.001*
partial η2 = 0.554

T2 congruency F = 35.61, p < 0.001*
partial η2 = 0.535

F = 18.15, p < 0.001*
partial η2 = 0.369

T1 congruency × lag F = 1.41, p = 0.244
partial η2 = 0.044

F = 0.001, p = 0.977
partial η2 < 0.001

T2 congruency × lag F = 6.37, p = 0.017*
partial η2 = 0.171

F = 0.48, p = 0.493
partial η2 = 0.015

T1 congruency × T2
congruency

F = 2.92, p = 0.097
partial η2 = 0.086

F = 6.14, p = 0.019*
partial η2 = 0.165

T1 congruency × T2
congruency × lag

F = 6.42, p = 0.017*
Partial η2 = 0.172

F = 0.64, p = 0.430
partial η2 = 0.020

Mean ± s.e.m. identification accuracy and visibility

judgment (given T1 correct) in the 8 conditions

T1 congruent & T2
congruent & lag 3

0.80 ± 0.03 0.49 ± 0.05

T1 congruent & T2
incongruent & lag 3

0.62 ± 0.04 0.42 ± 0.04

T1 incongruent & T2
congruent & lag 3

0.73 ± 0.03 0.43 ± 0.05

T1 incongruent & T2
incongruent & lag 3

0.62 ± 0.03 0.38 ± 0.05

T1 congruent & T2
congruent & lag 7

0.86 ± 0.02 0.57 ± 0.05

T1 congruent & T2
incongruent & lag 7

0.75 ± 0.03 0.51 ± 0.04

T1 incongruent & T2
congruent & lag 7

0.81 ± 0.03 0.50 ± 0.05

T1 incongruent & T2
incongruent & lag 7

0.70 ± 0.03 0.47 ± 0.04

*p < 0.05.

p < 0.001, mean difference = 11.2%]. These results demonstrate
that the audiovisual T2 congruency effect is amplified for audio-
visually congruent T1 pairs at lag 3 (Figure 2). This T1 × T2
interaction at lag 3 was hypothesized based on models of Bayesian
causal inference. Basically, as participants have some tendency
to integrate audiovisual signals that are close in time and space,
we observe higher identification accuracy when the auditory sig-
nal provide congruent (i.e., facilitatory) relative to incongruent
(i.e., interfering) information. Importantly, if T1 is congruent and
participants expect T2 audiovisual signals to be congruent, audio-
visual integration will be amplified at T2 leading to enhanced
audiovisual T2 congruency effects.

Critically, the interpretation of this interaction remains to
some extent ambiguous, as our experimental paradigm did not
include any “neutral” audiovisual condition that is neither con-
gruent nor incongruent. In fact, we would argue that a truly
neutral condition does not exist. One may suggest a unisensory
condition without any auditory T2 may be included as a neutral
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FIGURE 2 | Objective awareness criterion in experiment 1. T2 identification accuracy (% T2 correct conditional on T1 correct) (across subjects’ mean ±
s.e.m.) for the 8 different conditions.

condition. However, a previous study demonstrated that even a
simple beep changes the attentional processing at T2 (Olivers and
Van Der Burg, 2008). Likewise, a “beep” is not an ideal “neu-
tral” control condition, as it differs in sound complexity and
cognitive processing demands from the spoken syllables. Hence,
it seems difficult or even impossible to generate a neutral con-
dition that is neither congruent nor incongruent and yet tightly
matched to the spoken syllables in terms of processing demands
(e.g., phonemic recognition etc.). The absence of a neutral con-
dition makes the interpretation of participant’s response profile
ambiguous.

At first sight, the accuracy profile for lag 3 conditions in
Figure 2 may suggest that T1 congruency increases the accu-
racy on T2 congruent trials without reducing the accuracy on
T2 incongruent trials. In other words, T1 congruency only facili-
tates identification of congruent T2 without inducing interference
for incongruent T2 trials. This would be a surprising finding
because from the perspective of Bayesian causal inference, we
would expect T1 congruency to increase participants’ congruency
expectations and hence their tendency to integrate audiovisual
signals at T2 irrespective of T2 congruency. Enhanced audiovisual
integration at T2 should then lead to both an increase in accu-
racy for congruent T2 pairs (= AV facilitation) and a decrease in
accuracy for incongruent T2 pairs (= AV interference).

Yet, we may also explain this response profile by assuming
that incongruent T1 pairs exert two distinct effects. First, as pre-
viously suggested, incongruent T1 should place more demands
on processing and therefore generally decrease T2 accuracy for
both congruent and incongruent T2 signals (Van Der Burg
et al., 2010). Second, as described above incongruent T1 sig-
nals should also make subjects less likely to integrate AV sig-
nals at T2 again regardless of their congruency. This second
mechanisms should then lead to a decrease in accuracy for con-
gruent T2 signals and an increase in accuracy for incongruent
T2 signals (by reducing the interference from the incongruent
auditory signal at T2). Thus, T1 (in)congruency would have
opposite effects on processing incongruent T2 signals via those

to mechanisms; yet, T1 (in)congruency would have the same
effect on congruent T2 signals. Assuming that T1 (in)congruency
influences T2 processing concurrently via both mechanisms, the
T1 (in)congruency effect on incongruent T2 signals may be
canceled out.

In conclusion, a combination of a general main effect of T1
(in)congruency (i.e., incongruent relative to congruent T1 sig-
nals decrease accuracy for both T2 congruent and incongruent
trials) and an interaction between T1 × T2 congruency (i.e.,
incongruent relative to congruent T1 signals decrease accuracy
for congruent T2 and increase accuracy for incongruent T2 tri-
als) may then induce an accuracy profile where T1 congruency
apparently leads only to a facilitation for congruent T2, but no
interference for incongruent T2 trials (i.e., no decrease in accu-
racy for incongruent relative to congruent T1 on incongruent T2
trials).

To further investigate whether T1 congruency influences
the audiovisual binding of incongruent T2 pairs, we therefore
analyzed subjects’ error responses on T2 incongruent trials. The
basic hypothesis was that if audiovisual T1 congruency induces a
congruency prior that generally increases the binding of audio-
visual signals at T2, subjects should more frequently misidentify
T2 according to the spoken letter name, when T1 is congruent
relative to incongruent.

Hence, we computed the fraction of T2 incongruent trials
where subjects reported the identity of the spoken letter name
rather than an unrelated letter name. A 2 (lag: 3 vs. 7) × 2
(T1 congruency: congruent vs. incongruent) repeated measures
ANOVA on the fraction of trials in which the spoken letter name
was reported out of all incorrect trials revealed a significant main
effect of T1 congruency (Table 2). More specifically, the identity
of the spoken letter name was more frequently reported when
the trial started with a congruent T1 (42.6 ± 3.6%) relative
to an incongruent T1 (36.3 ± 2.4%). This is in line with the
prediction of Bayesian causal inference where prior congruency
expectations will increase audiovisual interference if the two
signals are incongruent.
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Table 2 | Reports according to sound in experiment 1: statistical

results from the Two-Way ANOVA.

Factor (df : 1, 31)

Lag F = 0.04, p = 0.841
partial η2 = 0.001

T1 congruency F = 5.64, p = 0.024*
partial η2 = 0.154

T1 congruency × Lag F = 0.63, p = 0.433
partial η2 = 0.020

*p < 0.05.

Subjective awareness criterion: visibility judgment (given T1
correct)
Percentage of T2 targets judged visibly was used as a comple-
mentary subjective measure of awareness. The 2 (lag: 3 vs. 7) ×
2 (T1 congruency: congruent vs. incongruent) × 2 (T2 congru-
ency: congruent vs. incongruent) repeated measures ANOVA of
% judged visible revealed a significant main effect of T1 con-
gruency, T2 congruency and lag. T2 visibility was increased for
congruent T1, congruent T2 and lag 7 (see Table 1). Furthermore,
there was a significant interaction between T1 and T2 congruency.
Follow up post-hoc t-tests on the T2 congruency effects for visi-
bility judgments showed significant but stronger T2 congruency
effects when T1 is congruent [t(31) = 4.01, p < 0.001, mean dif-
ference = 6.5%] relative to when it is incongruent [t(31) = 3.88,
p = 0.001, mean difference = 3.6%]. In other words, T2 target
visibility was enhanced for congruent relative to incongruent T2
pairs, and this T2 congruency effect was enhanced by congruent
T1 pairs (Figure 3). Importantly, even though the objective and
subjective awareness indices showed some small differences in
results pattern (e.g., 3-way interaction only for objective index),
they both converged in showing an interaction between T1 and
T2 congruency at least for short lag as expected under Bayesian
causal inference.

EXPERIMENT 2
MATERIAL AND METHODS
The second experiment investigated whether the congruency
effects that we observed in the first experiment for lag 3 were
dependent on audiovisual synchrony. Thus, the experimental
paradigm was basically identical to the first experiment apart
from the following modifications:

Subjects
16 healthy subjects participated in the second experiment (11
females, mean age 25.1 years, range 19–30 years). As experiment
2 was partly a replication of experiment 1 and we could therefore
use directed tests based on strong a priori hypotheses, we included
fewer subjects in this experiment. One subject was excluded due
to problems with the setup, resulting 15 subjects in the final anal-
ysis. All subjects were German native speakers, had normal or
corrected to normal vision and reported normal hearing.

Design and procedure
The 2 × 2 × 2 factorial design manipulated (i) T1 AV-congruency
(congruent, incongruent), (ii) T2 AV-congruency (congruent,

incongruent), and (iii) AV synchrony (synchronous,
auditory-leading) (Figure 1C).

In a visual attentional blink paradigm, subjects were presented
with T1 and T2 embedded in a sequence of 13 rapidly presented
distractor items. T1 was presented equally often at positions 5, 6,
7, and 8. In this way we avoided presenting the sounds in syn-
chrony with distractor one in the asynchronous auditory-leading
case. T2 was always presented at lag 3 where most attentional
blinks occur. As in experiment 1, a spoken letter name was played
together with T1 and T2 onset in synchronous trials. In the
auditory-leading condition, the sound onset was 210 ms prior
to the target presentation. Thus, in auditory-leading trials, the
T1 sound onset was synchronous with a distractor and the T2
sound onset was synchronous with the presentation of visual T1
(Figure 1D). If the effect of the sounds on visual identification
is strictly dependent on audiovisual synchrony, the presenta-
tion of the 2nd sound in synchrony with T1 should induce an
incongruency effect irrespective of T2 congruency. Hence, the
observation of a T1 × T2 congruency interaction despite this
design choice would point toward neural mechanisms that do
not strictly depend on audiovisual synchrony. However, the effect
of the spoken T2 syllables on T1 identification may be minimal,
because T1 and T2 were selected two distinct stimulus sets.

As the subjective and objective indices of awareness provided
basically equivalent results in experiment 1, experiment 2 focused
only on the objective awareness index that is traditionally used
in attentional blink paradigms. Thus, after each trial, participants
were asked only to report: (1) What is the identity of T1? (2) What
is the identity of T2?

Subjects performed four sessions for synchronous and four
sessions for asynchronous audiovisual presentations amounting
to 120 trials per condition. Audiovisual synchrony was manipu-
lated across sessions in order to control for temporal expectancies
and make the results comparable across our two experiments.
The order of the audiovisual synchrony sessions was pseudo-
randomized. Prior to the experiment, participants performed one
practice session which included two trials per condition.

Apparatus
The experiment was conducted in a dimly lit cubicle. Visual
stimuli were displayed on a LCD monitor (1600 × 12000 res-
olution, 60 Hz refresh rate, 20.1′′, DELL 2007FP, US), placed
approximately 56 cm from the subjects’ eyes.

RESULTS AND DISCUSSION
The overall mean T1 identification accuracy was 82.04 ± 3.7%.A
2 × 2 repeated measures ANOVA of % T1 identification accuracy
with the factors AV synchrony (synchronous vs. auditory-leading)
and T1 AV-congruency (congruent vs. incongruent) revealed a
main effect of T1 congruency [F(1, 14) = 8.03, p = 0.013, partial
η2 = 0.365], with deceased accuracy for incongruent relative to
congruent stimuli (88.5 ± 4.0% for congruent and, 75.6 ± 4.7%
accuracy for incongruent T1). No other effects were significant.

Objective awareness criterion: T2 identification accuracy (given T1
is correct)
The 2 (AV synchrony: synchronous vs. auditory-leading) × 2 (T1
congruency: congruent vs. incongruent) × 2 (T2 congruency:
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FIGURE 3 | Subjective awareness criterion in experiment 1 (visibility judgment). Percentage of visible targets given T1 correct (across subjects’ mean ±
s.e.m.) for the 8 different conditions.

Table 3 | Statistical results of experiment 2.

Factor Objective reports

Statistical results from the three-way ANOVA (df : 1,14)

Synchrony F = 0.19, p = 0.669
partial η2 = 0.013

T1 congruency F = 4.00, p = 0.065∧
partial η2 = 0.222

T2 congruency F = 16.16, p = 0.001*
partial η2 = 0.536

T1 congruency × synchrony F < 0.1, p = 1.000
partial η2 = 0.00

T2 congruency × synchrony F = 0.31, p = 0.587
partial η2 = 0.022

T1 congruency × T2 congruency F = 4.23, p = 0.059∧
partial η2 = 0.232

T1 congruency × T2 congruency × synchrony F = 0.55, p = 0.819
partial η2 = 0.004

Mean ± s.e.m. identification accuracy (given T1 correct)

in the 8 conditions

T1 congruent & T2 congruent & synchronous 0.82 ± 0.04

T1 congruent & T2 incongruent & synchronous 0.57 ± 0.06

T1 incongruent & T2 congruent & synchronous 0.75 ± 0.05

T1 incongruent & T2 incongruent & synchronous 0.59 ± 0.05

T1 congruent & T2 congruent & auditory-leading 0.82 ± 0.04

T1 congruent & T2 incongruent & auditory-leading 0.55 ± 0.07

T1 incongruent & T2 congruent & auditory-leading 0.75 ± 0.05

T1 incongruent & T2 incongruent & auditory-leading 0.57 ± 0.06

*p < 0.05, ∧p < 0.10.

congruent vs. incongruent) repeated measures ANOVA of % T2
accuracy indicated a significant main effect of T2 congruency and
a trend for main effect of T1 congruency (p = 0.065). In line with
experiment 1, T2 identification accuracy decreased for incongru-
ent T2 pairs (78.6 ± 4.2%, 57.1 ± 5.8% accuracy for congruent
and incongruent T2, respectively) (see Table 3).

Importantly, there was a trend for a two way T1 congruency
× T2 congruency interaction (p = 0.059). Experiment 1 demon-
strated an interaction between T1 × T2 congruency which serves
as a directed a priori hypothesis for experiment 2. Hence, based
on this a priori hypothesis, we could test for a directed interaction
resulting in a p-value = 0.03. As in experiment 1, T1 congru-
ency amplified the congruency effect of T2 for both synchronous
and asynchronous conditions (Figure 4). Post-hoc t-tests on the
T2 congruency effects showed significant but stronger T2 con-
gruency effects when T1 is congruent [t(14) = 4.05, p < 0.001,
mean difference = 26.3%] relative to when it is incongruent
[t(14) = 3.31, p = 0.005, mean difference = 16.8%].

In summary, experiment 2 replicated the effects we observed
in experiment 1 for both synchronous and asynchronous (i.e.,
auditory-leading) conditions. The slightly less significant effects
are most likely due to smaller number of subjects included in
experiment 2. Note, however, that the magnitude of the difference
between the congruent and the incongruent conditions was larger
compared to the one observed in experiment 1. Importantly,
we did not observe any interactions between synchrony and T1
or T2 congruency indicating that the congruency effects do not
always rely critically on the synchrony of the audiovisual signals.
Collectively, these results suggest that a sound can boost the visual
target into awareness also via mechanisms that do not critically
depend on audiovisual timing (e.g., audiovisual priming in the
asynchronous condition or interactions at the decisional level).

GENERAL DISCUSSION
In our natural environment our senses are constantly bombarded
by many different signals with only a small fraction of them enter-
ing our awareness (Raymond et al., 1992; Simons and Chabris,
1999; Sergent et al., 2005; Pourtois et al., 2006). This study
investigated how the brain selects visual signals for conscious
perception. Specifically, we examined whether the awareness of
visual signals is influenced by auditory signals. Using the atten-
tional blink paradigm, we demonstrate that spoken syllables boost
visual letters into subjects’ awareness depending on audiovisual
congruency and subjects’ prior congruency expectations. As the
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FIGURE 4 | Objective awareness criterion in experiment 2. T2 identification accuracy (% T2 correct conditional on T1 correct) (across subjects’ mean ±
s.e.m.) for the 8 different conditions.

audiovisual congruency effects did not always rely critically on
audiovisual synchrony, they may be mediated potentially via
multiple mechanisms such as audiovisual binding, crossmodal
priming or even interference/facilitation at the decisional level.

Our results suggest that audiovisual interactions play a criti-
cal role in shaping visual awareness as measured by participants’
accuracy in the letter identification task and subjective visibil-
ity judgments. Previous research into perceptual awareness has
focused primarily on signals from one sensory domain. Most
prominently, visual, auditory and tactile signals were shown to
evade conscious perception when presented in a rapid stream of
distractor items (Sergent and Dehaene, 2004; Dell’acqua et al.,
2006; Horvath and Burgyan, 2011). Yet, the question whether
sensory signals are selected for awareness independently for each
sensory modality or interactively across the senses remains open
(see related research on multistability and rivalry in a multisen-
sory context: van Ee et al., 2009; Conrad et al., 2010, 2012, 2013;
Lunghi et al., 2010, 2014). In the latter case, auditory signals
may influence subjects’ visual awareness via several multisensory
mechanisms.

To investigate whether and how auditory signals modulate
subjects’ visual awareness, we presented the written T1 and T2
letters together with spoken letter names in an attentional blink
paradigm (Raymond et al., 1992). The spoken letter names were
either congruent or incongruent with respect to the written
T1 and T2 letters. As congruent and incongruent spoken let-
ter names were presented with equal probability, subjects that
relied solely on the spoken letter names for making their deci-
sion should obtain 50% accuracy averaged across all conditions.
In the following, we will first discuss the main effects of T1 and T2
congruency on identification accuracy and then the critical inter-
action between T1 and T2 congruency within the framework of
Bayesian Causal Inference.

First, we demonstrate that incongruent T1 pairs decreased
both T1 identification accuracy and T2 identification accuracy
in particular for congruent audiovisual T2 signals (for related
findings see Van Der Burg et al., 2010). Thus, audiovisually
incongruent T1 pairs place greater processing demands at T1 and

thereby reduce the attentional resources available for T2 process-
ing resulting in decreased performance (Visser, 2007; Giesbrecht
et al., 2009; Burt et al., 2011).

Second and more importantly, we investigated the effect of
audiovisual congruency at T2 on visual awareness. From the
perspective of Bayesian causal inference, audiovisual congru-
ency is an important cue informing the brain whether visual
and auditory signals are generated by a common source and
should hence be combined for a perceptual decision or even
integrated into a unified percept (Roach et al., 2006; Shams
and Seitz, 2008). Hence, we expected audiovisual congruency
at T2 to facilitate audiovisual processing, which in turn should
enable recognition of visual signals. Indeed, subjects were more
likely to report the correct written T2 letter, when it was pre-
sented together with a congruent spoken letter name. Convergent
results were provided by the subjective criterion of awareness,
i.e. the visibility judgment of T2 letter. Critically, this sub-
jective criterion of awareness showed the same profile across
conditions with an increase in visibility for audiovisually con-
gruent relative to incongruent T2. This increase in stimulus
perceptibility for congruent relative to incongruent T2 targets
suggests that auditory signals influence visual awareness. Next,
we investigated whether audiovisual facilitation relies strictly on
audiovisual synchrony as would be expected for low level auto-
matic integration processes. Yet in contrast to this conjecture,
experiment 2 demonstrated that a prior sound that preceded
the visual target by 210 ms induced a similar increase in let-
ter identification. These results suggest that the facilitation of
T2 identification in the attentional blink paradigm does not
necessitate time-sensitive audiovisual integration mechanisms.
Instead, several mechanisms may be involved in mediating the
facilitation induced by a prior congruent relative to an incon-
gruent sound. Most prominently, a prior congruent sound (e.g.,
in the context of asynchronous presentation) may facilitate T2
identification via mechanisms of audiovisual (i.e., crossmodal)
priming. Alternatively, auditory and visual signals may interact
at higher processing levels that are less constrained by temporal
co-occurrence.
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In the next step, we examined whether audiovisual congru-
encies at T1 and T2 interact as predicted by Bayesian causal
inference where a top-down congruency prior is combined with
bottom-up congruency cues derived from new sensory signals to
infer whether two sensory signals should be integrated. Indeed,
a congruent T1 pair amplified the increase in visibility and per-
formance accuracy for congruent relative to incongruent T2 pairs
both for synchronous and auditory-leading presentation.

Conversely, subjects responded more frequently according to
the spoken letter name, when incongruent T2 pairs were pre-
ceded by a congruent T1 pair. In other words, subjects’ response
was more strongly influenced by the incongruent auditory let-
ter name in trials that started with a congruent T1. Thus, in
line with Bayesian causal inference, a congruent T1 pair induces
observers to form a congruency prior, i.e., the prior expectation
that subsequent auditory and visual signals pertain to the same
event and should hence be integrated. The congruency expecta-
tions then in turn enhance audiovisual interactions at T2 leading
to greater benefits for congruent T2 pairs (facilitation) and/or
audiovisual interference for incongruent T2 pairs. As our study
did not include any neutral condition, these two aspects (i.e.,
interference for incongruent or facilitation for congruent audio-
visual signals) cannot be distinguished. Collectively, our results
suggest that participants combine prior congruency expectations
(formed on the basis of T1) with incoming phonological congru-
ency cues (provided by T2) to determine whether auditory and
visual signals should be combined for perceptual decisions. In the
congruent case, audiovisual interactions boost visual signals into
awareness leading to higher identification accuracy and visibil-
ity. Conversely, in the incongruent case, they lead to audiovisual
interference. Importantly, these audiovisual congruency effects
were observed for both audiovisual synchronous and auditory-
leading presentations suggesting that the audiovisual interactions
emerge potentially via several mechanisms at least some of which
do not critically rely on temporal synchrony such as crossmodal
priming in the asynchronous conditions.

Yet, as a cautionary note we should add that awareness in
this and many other paradigms is operationally defined based
on whether or not participants are able to correctly report T2
letter identity at the end of the trial. Hence, as an alternative
explanatory mechanism audiovisual integration may not facili-
tate awareness per se, but stabilize memory representations such
that they are more reportable at the end of the trial. This alter-
native mechanism may be further investigated in paradigms that
also manipulate the delay between audiovisual stimulation and
report of target identity.

Collectively, our results demonstrate that audiovisual inter-
actions may affect perceptual awareness in attentional blink
paradigms at multiple levels. First, audiovisual integration or
priming (in the asynchronous case) mechanisms (Soto-Faraco
et al., 2004; Lewis and Noppeney, 2010; Talsma et al., 2010;
Werner and Noppeney, 2010a) may boost the bottom-up salience
of the visual stimulus thereby facilitating perceptual awareness.
As awareness in the attentional blink paradigm is closely related
to attentional selection, some of these mechanisms may act preat-
tentively. Second, audiovisual interactions may influence percep-
tual decision mechanisms as previously described in audiovisual

congruency manipulations (Adam and Noppeney, 2010; Conrad
et al., 2010; Noppeney et al., 2010; Werner and Noppeney, 2010a;
Hsiao et al., 2012), Stroop (Banich et al., 2000; MacDonald et al.,
2000; Kane and Engle, 2003; Egner and Hirsch, 2005; Egner,
2007) and flanker (Gratton et al., 1992; Botvinick et al., 1999;
Lavie et al., 2003; Egner, 2007; Yu et al., 2009) tasks. Audiovisual
interactions at all stages ranging from audiovisual integration or
priming in the absence of awareness to decisional processes may
be governed by Bayesian causal inference (Kording et al., 2007; Yu
et al., 2009) as normative computational principles that enable
optimal perception of the environment. Bayesian causal infer-
ence normatively describes the computational principles that the
brain should use to determine whether or not to combine infor-
mation from multiple sources in processes that range from low
level automatic audiovisual interactions to higher order percep-
tual decisions. The brain may determine whether sensory signals
should interact or be segregated by combining prior congruency
information (based on T1) and incoming sensory evidence (T2).

Future neuroimaging studies (e.g., fMRI, EEG, MEG) are
needed to track and dissociate the neural processes underly-
ing multisensory interactions at multiple levels of the processing
hierarchy throughout unaware and aware processing stages. For
instance, prior congruency expectations may affect multisensory
integration through modulatory activity in the left prefrontal
cortex that has previously been implicated in cognitive control
(Kerns et al., 2004; Rushworth et al., 2004; Brown and Braver,
2005; Carter and Van Veen, 2007; Orr and Weissman, 2009).
Thus, in the Stroop color-naming task (naming the ink-color of
a color word), prior incongruent trials increased inferior frontal
sulcus (IFS) activation and top-down modulation which in turn
reduced interference from irrelevant and incongruent informa-
tion on subsequent trials (Kerns et al., 2004). Conversely, different
types of incongruency relationships may be processed at distinct
levels of the cortical hierarchy including temporal congruency at
the primary cortical level (e.g., Noesselt et al., 2007; Lewis and
Noppeney, 2010; Lee and Noppeney, 2014) and phonological or
semantic congruency at higher order association areas (Ojanen
et al., 2005; Pekkola et al., 2006; Von Kriegstein and Giraud, 2006;
Hein et al., 2007; Van Atteveldt et al., 2007; Adam and Noppeney,
2010; Yoncheva et al., 2010).
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Crossmodal semantic congruence
can affect visuo-spatial processing
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Serena Mastroberardino1*, Valerio Santangelo1,2 and Emiliano Macaluso1

1 Neuroimaging Laboratory, Santa Lucia Foundation, Rome, Italy, 2 Department of Philosophy, Social Sciences & Education,
University of Perugia, Perugia, Italy

Previous studies have shown that multisensory stimuli can contribute to attention
control. Here we investigate whether irrelevant audio–visual stimuli can affect the
processing of subsequent visual targets, in the absence of any direct bottom–up signals
generated by low-level sensory changes and any goal-related associations between the
multisensory stimuli and the visual targets. Each trial included two pictures (cat/dog),
one in each visual hemifield, and a central sound that was semantically congruent
with one of the two pictures (i.e., either “meow” or “woof” sound). These irrelevant
audio–visual stimuli were followed by a visual target that appeared either where the
congruent or the incongruent picture had been presented (valid/invalid trials). The visual
target was a Gabor patch requiring an orientation discrimination judgment, allowing
us to uncouple the visual task from the audio–visual stimuli. Behaviourally we found
lower performance for invalid than valid trials, but only when the task demands were
high (Gabor target presented together with a Gabor distractor vs. Gabor target alone).
The fMRI analyses revealed greater activity for invalid than for valid trials in the dorsal
and the ventral fronto-parietal attention networks. The dorsal network was recruited
irrespective of task demands, while the ventral network was recruited only when task
demands were high and target discrimination required additional top–down control. We
propose that crossmodal semantic congruence generates a processing bias associated
with the location of congruent picture, and that the presentation of the visual target
on the opposite side required updating these processing priorities. We relate the
activation of the attention networks to these updating operations. We conclude that
the fronto-parietal networks mediate the influence of crossmodal semantic congruence
on visuo-spatial processing, even in the absence of any low-level sensory cue and any
goal-driven task associations.
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Introduction

Over the last 30 years, multisensory processing and the
integration of signals across sensory modalities has gained much
interest (for a review see Calvert, 2001; see also Stevenson
et al., 2014). An outstanding issue in this field concerns to
what extent crossmodal interactions occur in a fully automatic
manner or whether there are significant couplings between
multisensory processing and attention control. While traditional
views emphasized pre-attentive mechanisms of multisensory
integration, recent studies highlighted that attention and
multisensory processing can influence each other in many
different ways (McDonald et al., 2001; Koelewijn et al., 2010;
Talsma et al., 2010; Santangelo and Macaluso, 2012, for reviews).
Here we sought to contribute to this debate by asking whether
crossmodal semantic congruence between visual and auditory
signals presented at different locations can generate spatial
attention biases and affect the processing of subsequent visual
stimuli. Specifically, we made use of a paradigm where the audio–
visual signals were fully task-irrelevant and did not provide any
low-level spatial cues that might affect the processing of the visual
targets. Therefore, any crossmodal spatial influence on visual
processing can be attributed to crossmodal semantic processing
rather than other low-level/bottom–up or goal-related factors
directly linking the multisensory input to visual-spatial attention
control processes.

Previous studies have shown that auditory stimuli can
affect visual spatial processing, consistent with supramodal
mechanisms of attention control (e.g., Vecera and Farah, 1994).
Crossmodal spatial cueing studies have shown that a lateralised
auditory stimulus (non-predictive cue) can influence the
response to a subsequent visual target, with better performance
when the target is presented at the same location as the cue
(valid trials) than on the opposite side (invalid trials; Driver, 1996;
Spence and Driver, 1997, 1998; McDonald et al., 2000). These
crossmodal cueing effects suggest that a sudden auditory onset at
one location can attract visual attention toward that location, and
that processing targets on the opposite side requires additional
processes (e.g., disengaging from the cued location, shifting/re-
orienting, and re-engaging at the position of the visual target, see
Posner and Cohen, 1984; Brown and Denney, 2007; Chen, 2012).
Other studies have highlighted the influence of spatially non-
informative auditory cues on visual search tasks. One example of
this is the “pip-and-pop” effect, where the binaural presentation
of a sound synchronized with a color change of the visual target
can boost search performance (Van der Burg et al., 2008; van
den Brink et al., 2014). While cueing and search paradigms differ
in many ways (e.g., role of temporal vs. spatial correspondences
between the two modalities), they both rely on spatially localized
low-level changes in the sensory input. Indeed, one possible
mechanism generating these crossmodal interactions is that the
between-modalities (spatial and/or temporal) correspondence of
the physical change makes the target location more salient via
bottom–up, stimulus-driven attention control (e.g., Van der Burg
et al., 2008; see also Talsma et al., 2010, for review).

However, high-level factors can also contribute to crossmodal
influences on visuo-spatial processing. For example, semantic

congruence plays an important role during the processing of
complex audio–visual stimuli and has been found to influence
visual attention. Using a search task, Iordanescu et al. (2008)
presented pictures of natural objects/animals together with a
centrally presented non-informative sound. They found faster
target localization when the target object (e.g., a picture of
a cat) was presented together with a semantically congruent
sound (i.e., a meow), compared with an unrelated sound
or a sound associated with a distractor picture (see also
Iordanescu et al., 2010). These findings suggest that audio–
visual semantic congruence can bias visuo-spatial processing,
e.g., via enhanced representation of the visual target (Iordanescu
et al., 2008, 2010), even in the absence of any spatially localized
sensory change linking the central sound and the visual target.
However, in these visual search studies and the pip-and-pop
effect studies, the visual component of the “interacting” audio–
visual stimuli was always task-relevant (i.e., a visual target). An
exception to this is Experiment 5 in Van der Burg et al. (2008)
that revealed a marginal effect/cost for sounds coupled with
distractors. However, it should be considered that during serial
search, participants will voluntarily shift attention between the
various elements of the visual display, including the distractors.
Therefore, audio–visual interactions for sounds synchronized
with a distractor-change will sometimes involve visual stimuli
(i.e., the synchronized distractor) that might be attended to in a
goal-driven manner.

In the studies discussed above, goal-driven attention was
directed toward the multisensory stimuli (or – at least – the visual
component of these), which is likely to have a significant impact
on how/whether the two modalities interacted with each other
(see below; and Koelewijn et al., 2010, for a review). In the context
of cueing studies, one approach to assess whether crossmodal
spatial interactions also occur between task-irrelevant stimuli
consists in using bimodal non-predictive cues. For example,
Santangelo et al. (2006) presented audio–visual cues followed
by unimodal visual targets. They found that spatially congruent
bimodal cues on the same side of the visual target lead to faster
discriminations, but this effect was not larger than the cueing
effect elicited by unisensory auditory or visual cues. While this
null finding suggests that audio–visual stimuli do not interact
with each other when fully task-irrelevant, later studies showed
that bimodal cues can affect ERPs over and above any effect
of unimodal cues (Santangelo et al., 2008b) and that, unlike
unimodal cues, they influence visual target discrimination also
under high-load, dual-task conditions (Santangelo and Spence,
2007; Santangelo et al., 2008a; see, for a review, Santangelo and
Spence, 2008). Additional evidence for the influence of irrelevant
audio–visual stimuli on visuo-spatial processing comes from a
study by Matusz and Eimer (2011). In this study, each trial
included a first array of irrelevant visual stimuli coupled with a
centrally presented sound, followed by a visual search display.
The results showed improved search performance when the
sound was coupled with a color change in the first display, at the
same location of the subsequent visual target. This effect did not
depend on the relationship between the color of the cue and the
currently relevant target color (cf. contingent attentional capture,
Folk et al., 1992), consistent with pure bottom–up mechanisms
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of attentional capture. In a subsequent study, Matusz et al. (2015)
further investigated the possible influence of top–down signals
during the processing of irrelevant audio–visual stimuli, now
using semantic matching. Each trial required the discrimination
of a visual target that was either presented in isolation (low
top–down task demand) or embedded in visual distractors (high
demand). In the critical audio–visual distractor trials, a task-
irrelevant colored visual stimulus was presented together with
a voice saying the color (e.g., a red square shape coupled with
a spoken “red”). In adult participants, the results showed that
task-irrelevant audio–visual stimuli that included goal-relevant
information (e.g., the color “red” was also a relevant feature of the
target) interfered with target discrimination irrespective of task
demands. In summary, several studies have demonstrated the
influence of irrelevant audio–visual stimuli on visual attention,
but they have always involved either spatially localized “bottom–
up” physical changes in the sensory input (e.g., Santangelo and
Spence, 2007; Santangelo et al., 2008a; Matusz and Eimer, 2011);
or shared features between the audio–visual stimuli and the task-
relevant visual target (interfering distractors, in Matusz et al.,
2015).

Accordingly, the main aim of the current study was
to investigate crossmodal spatial influences of task-irrelevant
audio–visual stimuli on visual processing, in the absence of
any low-level spatial cue related to the onset of the stimuli, or
any goal-related signal linking the audio–visual stimuli with the
subject’s current task. For this, we presented sounds together with
semantically related/unrelated pictures (cf., Iordanescu et al.,
2008), which were completely irrelevant to participants’ task.
The task of the participants was to perform an orientation
discrimination of a Gabor patch presented after the audio–visual
stimuli. The target Gabor patch was presented either on the
same side (valid trails) or on the opposite side (invalid trials)
of the picture that was semantically congruent with the centrally
presented sound. We hypothesized that the semantic relationship
between the central sound and one picture would influence visuo-
spatial attention, which in turn would affect the processing of the
subsequent visual targets.

From the neuroimaging perspective, several previous studies
have investigated the neural substrate of crossmodal semantic
congruence by presenting in-/congruent pictures and sounds
(e.g., Taylor et al., 2006; Noppeney et al., 2007; see Doehrmann
and Naumer, 2008, for a review). These studies highlighted
that audio–visual semantic interactions can affect activity in
polysensory regions of the superior temporal sulcus, as well
as higher-order areas in the medial temporal cortex and the
left prefrontal cortex. In the current study, we might expect
the involvement of these brain areas, but note that our main
“valid/invalid” comparisons entailed trials with identical audio–
visual input, with one picture that is always congruent with
the sound and one that is incongruent. Because of this, areas
involved in audio–visual semantic matching are unlikely to show
any differential condition-specific effect. In contrast, because
we expected crossmodal interactions to influence visuo-spatial
processing, we would predict condition-specific effects in fronto-
parietal networks associated with visuo-spatial attention control
(Corbetta and Shulman, 2002). These networks have also been

found to activate in studies of attention control in modalities
other than vision (e.g., see Yantis et al., 2002; Macaluso et al.,
2003; Krumbholz et al., 2009; Hill and Miller, 2010, for the dorsal
network; and Downar et al., 2000; Macaluso et al., 2002, for the
ventral network), which makes them the ideal candidates for
mediating the influence of non-visual signals on visuo-spatial
attention control.

In the current paradigm, we aimed to uncouple the audio–
visual stimuli from any goal-related signals associated with the
subject’s task, and we eliminated any stimulus-driven spatial
cue by avoiding spatially localized sensory changes when
presenting the audio–visual stimuli (see above). Arguably, the
semantic matching of the sound with the semantically related
picture still entails endogenous processes such as internal object
representations required to combine visual and auditory signals
(Iordanescu et al., 2008; see also Fiebelkorn et al., 2010).
These endogenous effects should be distinguished from more
traditional goal-directed processes associated, for example, with
predictive cues that provide participants with task-relevant
information (i.e., signaling the most likely location of the up-
coming target) and can be used to strategically control spatial
attention in a goal-driven manner. Nonetheless, the involvement
of endogenous processes for crossmodal semantic matching and
our main expectation that these will affect processing of the task-
relevant visual targets lead us to hypothesize the involvement of
dorsal fronto-parietal regions associated with top–down control
(Corbetta and Shulman, 2002), as well as ventral regions where
top–down and stimulus-driven signals jointly contribute to
visuo-spatial orienting (Corbetta et al., 2008; Geng and Vossel,
2013;Macaluso andDoricchi, 2013; see alsoNatale et al., 2009, for
a fMRI study using non-predictive cues but involving top–down
control).

In order to gain further insights into the relative contributions
of top–down and stimulus-driven control in the current
paradigm, the design included several additional manipulations.
First, we varied the time between the offset of the irrelevant
audio–visual stimuli and the onset of the visual target (ISIs = 0
or 250 ms). We expected that if audio–visual semantic matching
generates spatial signals analogous to those typically associated
with non-predictive peripheral cues, maximal effects should
occur with the shortest ISI. In contrast, if semantic matching
generates a top–down signal analogous to goal-related signals
typically associated with predictive cues, the effects should be
largest with the longer ISI (e.g., Ruz and Lupiáñez, 2002; and
Rauschenberger, 2003, for reviews). Second, we manipulated
top–down task demands by varying the general difficulty of target
discrimination (i.e., easy vs. difficult tilt judgment, see Figure 1A)
and by varying the amount of spatial competition during the
visual judgment task (target Gabor only, in Experiment 1; target
plus one distractor Gabor in Experiment 2; see Figure 1A).
When two Gabor patches were presented, the participants had
to make use of internal information about the current task-set
(i.e., a relevant color defining the target Gabor), which implies
additional top–down control during the target phase of the
trial (see Indovina and Macaluso, 2007, who used an analogous
procedure to demonstrate the role of top–down control for
the activation of the inferior parietal cortex in a purely visual
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FIGURE 1 | (A) Schematic diagram showing the sequence of events
during one trial. Each trial began with the presentation of a fixation
point for 500 ms. Two pictures (cat and dog) were then presented
simultaneously with a centrally presented sound: a “meow” or a
“woof”. The stimuli in both modalities lasted for 400 ms. After a
variable inter-stimulus interval (ISI) of 0 or 250 ms, a single
(Experiment 1) or two (one in each visual hemifield; Experiment 2)
Gabor patches were presented for 400 ms. Subjects had 2500 ms to
respond to the orientation of the single Gabor in Experiment 1, or to
the target Gabor of the relevant color in Experiment 2. Visual targets
appeared either in the location of the picture that was semantically

congruent with the sound (“valid”) or on the other side (“invalid”). After
an inter-trial interval (ITI) of 1500 ms with a blank screen, a new trial
began. (B) Behavioral results (inverse efficiency scores, IES) showing a
Validity effect (invalid > valid) only for the difficult orientation
discrimination trials (“hard” conditions) of Experiment 2. Left panel:
mean IES plotted separately for each experimental condition; Right
panel: the Validity effect (invalid – valid) plotted separately for “easy”
and “hard” conditions, in the two experiments. The selective effect of
Validity in the “hard” condition of Experiment 2 (cf. rightmost bar in
this plot) highlights the 3-way interaction between Validity, Difficulty, and
Experiment.

task). Based on previous studies that used dual-task procedures
to engage processing resources away from multisensory stimuli
(e.g., Alsius et al., 2005; Santangelo and Spence, 2007; and
Koelewijn et al., 2010, for a review), here one might predict a

reduction of any crossmodal effect of semantic congruence in
conditions of high task-demands (see also Eimer and Kiss, 2008;
for a purely visual study showing that changes of target-related
task demands can influence effects associated with preceding
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non-predictive cues, albeit in the context of a contingent
capture paradigm). However, if the multisensory stimuli impact
top–down control mechanisms engaged only under high task
demands, one might expect crossmodal influences specifically in
conditions engaging these additional control processes.

In summary, we asked whether audio–visual semantic
congruence can bias the processing of subsequent visual targets,
specifically when the audio–visual stimuli are task-irrelevant
and do not generate any spatially localized sensory change. We
presented two pictures, one in the left and one in the right
hemifield, together with a central sound that was semantically
congruent with one of the two pictures. Shortly after, we
presented the visual target either on the side of the picture
congruent with the central sound (valid trials) or on the opposite
side (invalid trials). We hypothesized that the picture-sound
semantic congruence would affect visuo-spatial attention and,
thus, that the processing of the subsequent visual target would
change as a function of the trial in-/validity. We predicted that
these crossmodal effects would impact primarily on the activity
of the fronto-parietal attention networks, where any spatial
signal associated with semantic congruence may interact with
other task-related factors that regulate the functioning of these
attention control systems.

Materials and Methods

Participants
Nineteen volunteers participated in Experiment 1 and 20
in Experiment 2. None of the subjects participated in both
experiments. All participants were neurologically intact, were
not on psychotropic or vasoactive medication, and had no
history of psychiatric or neurological disease. They had normal
or corrected-to-normal vision (i.e., with contact lenses) and
reported normal hearing. Before scanning, all participants
were tested in a 20-min training session. The training session
comprised one block of 192 trials. The stimuli and the task
were identical to those presented during the imaging sessions
(see Stimuli and Procedure), with the exception that at the end
of each trial the participant received visual feedback of his/her
performance. Subjects who failed to reach 80% accuracy in the
training session did not participate in the imaging experiment
(n = 2 in Experiment 1, and n = 4 in Experiment 2). Four
subjects were excluded from data analysis of Experiment 2 for
excessive within-fMRI-run head movements (larger than 2 mm
or 2◦). Therefore, the final analyses included 17 participants
for Experiment 1 (7 males; mean age = 22.3 ± 3.3) and 12
participants for Experiment 2 (7 males; mean age = 24.3 ± 3.0).
All subjects gave written informed consent to participate in the
study, which was approved by the independent Ethics Committee
of the Santa Lucia Foundation (Scientific Institute for Research
Hospitalization and Health Care).

Stimuli and Procedure
Stimulus presentation was controlled with Matlab 7.1 (The
MathWorks Inc., Natick, MA, USA), using the Cogent2000
Toolbox (Wellcome laboratory of Neurobiology, University

College London). Visual stimuli were presented on a gray
background using a rear projection system. Participants were
instructed to maintain fixation on a central dot during the
scanning sessions. The auditory stimuli were presented using
MRI compatible headphones.

In both experiments, the participants were presented with
two pictures (cat or dog), one on each side of the central
fixation point, plus an auditory stimulus presented binaurally.
The pictures and the sound were presented for 400 ms, which
should be sufficient time to identify the audio–visual object before
the onset of the subsequent visual target (e.g., see De Lucia et al.,
2010, who showed neuro-physiological signatures of auditory
categorization of complex sounds at around 200ms post-stimulus
onset, even with a large pool of 160 stimuli rather than just 2–3
sounds used here). The pictures were displayed in black andwhite
(resolution 200 × 200 pixels), centerd 2.7◦ to the left and to right
of the central fixation and 2◦ below it, subtending a visual angle of
3.8◦ × 3.8◦ (see Figure 1A). The auditory stimulus consisted of a
cat’s meow or a dog’s bark, presented binaurally and perceived
centrally. Experiment 2 included a third sound type (a frog’s
croak) that was used for the “neutral” trials (see below).

After a variable delay (ISI = 0 or 250 ms), the participant was
presented with the visual target. In Experiment 1, the target was
a single Gabor patch (visual angle size 3.8◦ × 3.8◦) presented
in either the left or right hemifield, in place of the picture
of the cat or the dog. In the valid conditions, the target was
presented on the side where the picture was congruent with
the sound (e.g., Gabor on the left when preceded by a picture
of a cat on the left coupled with a “meow” sound). In the
invalid conditions, the target was presented on the opposite
side of the congruent picture (e.g., Gabor on the left when
preceded by a picture of a dog on the right and a “woof”
sound). The position of the congruent picture was not predictive
of the target position (i.e., 50% “cue validity”). Despite this,
participants might have sought to find a systematic relationship
between the position of the congruent picture and the visual
target, thus using the irrelevant audio–visual stimuli to direct
spatial attention in a goal-driven manner. While this cannot be
excluded, it should be emphasized that all participants underwent
a 20-min training session, and it is unlikely that they continued
looking for this inexistent relationship throughout the whole
fMRI experiment.

On each trial, the target Gabor patch had one out of eight
possible orientations. The task of the subject was to discriminate
whether the Gabor orientation was smaller or larger than 45◦
and to report this by pressing a button either with the index
finger (larger) or with the middle finger (smaller). In the easy
conditions, the target was oriented at either 30 or ±60◦; while
in the hard conditions the tilt was either ±40◦ or ±50◦. Subjects
had 2500 ms to provide a response. This was followed by
a variable inter-trial interval (1–3 s, uniformly distributed).
Overall, Experiment 1 comprised 384 trials, equally divided in
three fMRI runs. Each run of 128 trials comprised 16 repetitions
of each of the eight experimental conditions [2 (Validity) × 2
(ISI) × 2 (Difficulty)].

In Experiment 2, the target phase of the trial comprised
the presentation of two Gabor patches, flashed simultaneously
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in the left and right visual fields. One patch was colored in
red while the other was in blue (see Figure 1A, panels on
the right). Before starting the experiment, the participants were
instructed which color of the Gabor patch was task relevant
(counterbalanced across participants). This defined the location
of the visual target that required discrimination and response
and, thus, whether the trial was valid or invalid. Experiment 2
also included a neutral condition, where the cat/dog pictures
were coupled with the sound of a frog’s croak. This neutral
condition allowed us to address the additional question of
whether any effect of Validity (invalid vs. valid trials) resulted
from a cueing “benefit” on valid trails, a “cost” on invalid trials,
or both. Valid, invalid and neutral cues were equally likely
and not predictive of target location. Experiment 2 comprised
a total of 576 trials, equally divided into three fMRI runs. In
each run of 192 trials, each of the 12 experimental conditions
[3 (Validity) × 2 (ISI) × 2 (Difficulty)] was repeated 16
times.

Eye Movement Recording
To make sure that participants maintained central fixation
through the experimental sessions, eye position was monitored
using an infrared ASL eye-tracking system, adapted for use
in the scanner (Applied Science Laboratories, Bedford, MA,
USA; Model 504, sampling rate 60 Hz). Changes in horizontal
eye position greater than ±2◦ of visual angle in a time
window of 1550 ms (i.e., from trial onset to target offset,
inclusive of the longer ISI of 250 ms) were classified as
failure to maintain fixation. Overall, participants made few eye
movements away from central fixation (4% Experiment 1; 5%
Experiment 2).

Magnetic Resonance Imaging
A Siemens Allegra (Siemens Medical Systems, Erlangen,
Germany) operating at 3T and equipped for echo-planar imaging
(EPI) was used to acquire the functional magnetic resonance
images. A quadrature volume head coil was used for radio
frequency transmission and reception. Head movement was
minimized by mild restraint with cushions. Thirty-two slices of
functional MR images were acquired using blood oxygenation
level-dependent imaging (3 mm × 3 mm, 2.5 mm thick, 50%
distance factor, repetition time = 2.08 s, time echo = 30 ms),
covering the entirety of the cortex.

Image pre-processing and data analysis were performed
using SPM8 (Wellcome Department of Cognitive Neurology)
implemented in Matlab 7.1 (The MathWorks Inc., Natick, MA,
USA). In Experiment 1, we collected a total of 885 fMRI volumes
(295 × 3 runs); while in Experiment 2 we collected a total of
1275 fMRI volumes (425 × 3 runs). For each participant, after
having discarded the first four volumes of each run, all images
were corrected for head movements. All images were normalized
using the SPM8 standard EPI template, re-sampled to a 2-mm
isotropic voxel size and spatially smoothed using an isotropic
Gaussian kernel of 8 mm FWHM. The time series at each voxel
for each participant was high-pass filtered at 220 s and pre-
whitened by means of the autoregressive model AR (1) (Friston
et al., 2002).

For statistical inference, we used a random effects approach
(Penny and Holmes, 2004). This comprised two steps. First,
for each participant the time series at each voxel was best-
fitted by model parameters based on a linear combination of
effects of interest. These were delta functions representing: for
Experiment 1, the onsets of the eight conditions given by our
2 × 2 × 2 factorial design [Validity (valid, invalid); Difficulty
(easy, hard); ISI [0, 250)]; and for Experiment 2, the onsets of
the 12 conditions of our 3 × 2 × 3 factorial design [Validity
(valid, invalid, neutral); Difficulty (easy, hard); ISI (0, 250)]. All
onsets were convolved with the SPM8 hemodynamic response
function. The onset of the hemodynamic response function was
aligned with the onset of the multisensory cue, with duration = 0.
Onsets of trials in which an erroneous response occurred
were included in the general linear model as covariates of no
interest, and excluded from any further analysis of the imaging
data.

For statistical inference at the group level, we considered
the data of both experiments together, allowing us to formally
assess the effect of Validity (invalid vs. valid trials) as a function
of task-demands (high vs. low in Experiment 2 vs. Experiment
1, respectively)]. We tested for the main effect of Validity
(invalid vs. valid) and any interaction between this and the
factors associated with top–down control (i.e., ISI, Difficulty, and
Experiment) in ANOVAs. For each participant, we computed
the contrast “invalid minus valid trials” separately for the
two ISIs (0, 250 ms) and the two levels of discrimination
Difficulty (easy, hard). The resulting four conditions/effects per
subject were entered in the AVOVA that included the Validity
effects of both groups (Experiment 1 and 2) and enabled
us to test our main hypothesis of the effect of crossmodal
semantic congruence on visuo-spatial attention: i.e., the overall
effect of Validity (invalid > valid) and any modulation by
the three top–down factors (e.g., larger re-orienting effects
when the task required focused spatial selection: (invalid –
valid) Exp2 > (invalid – valid) Exp1; i.e., the interaction
“Validity × Experiment”).

In addition, we carried out two separate ANOVAs that tested
for the effects of ISIs and discrimination Difficulty, irrespective
of Validity. For each participant, we computed the contrast
ISI “0 − 250” (irrespective of Validity and Difficulty); and the
contrast “hard minus easy” (irrespective of Validity and ISI).
These were entered in two separate ANOVAs, where we tested
for the mean effect of ISI/Difficulty across Experiments, and the
interactions between ISI/Difficulty and Experiment.

Finally, for Experiment 2 only, we compared the overall effect
of “valid and invalid cues” against the “neutral cues” in a separate
group analysis. First, for each subject, we computed the contrast
“[(valid + invalid)/2] minus neutral” separately for the two
ISIs and the two levels of task Difficulty. We then ran another
ANOVA to test for the overall effect of “valid/invalid versus
neutral” trials and for any interaction between this and the other
two factors included in Experiment 2 (i.e., ISI and task Difficulty).

All ANOVAs were corrected for non-sphericity (Friston et al.,
2002) to account for possible differences in error variance across
conditions. Statistical thresholds were set to p-FWE-corrected
(family wise error) = 0.05 at cluster level (cluster size estimated
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at p-uncorrected, p-uncorrected = 0.005), considering the whole
brain as the volume of interest.

Results

Behavioral Data
To allow comparisons among conditions accounting for any
possible effect of speed-accuracy tradeoffs, we computed and
analyzed inverse efficiency scores (IES; Townsend and Ashby,
1983; see also Bruyer and Brysbaert, 2011). For completeness,
we also report the analyses of the reaction times and the
error rates (RTs and ER, see legend of Table 1).The behavioral
data were analyzed with SPSS (Statistical Package for Social
Science, version 13.0). The Greenhouse-Geisser procedure was
used to correct for any violations of sphericity. Analogous to the
imaging analyses, the main behavioral analysis considered the
two experiments together allowing us to test for condition-by-
experiment interactions (see also Magnetic Resonance Imaging,
above).

The IES are shown in Figure 1B and in Table 1. We carried
out a four-way mixed ANOVA with “Experiment” as a between-
subjects factor (1 vs. 2) and the following three within-subjects
factors: “Validity” (valid, invalid), “Difficulty” (easy, hard), and
“ISI” (0, 250 ms). The ANOVA revealed significant main effects
of “Experiment,” “Difficulty,” and “ISI.” Participants were more
accurate and faster in judging the target in Experiment 1 than
in Experiment 2 {IES means: 754 vs. 1057 ms; [F(1,27) = 31.7,
p < 0.001]}. Discrimination performance was better for easy
compared to hard trials {IES: 740 vs. 1071 ms, [F(1,27) = 166.3,
p < 0.001]}, and a decrease in discrimination performance was
found for short compared to long ISIs (IES means: 925 vs. 866ms;
[F(1,27) = 7.3, p = 0.012]). Analogous results were obtained for
the RT data (see Table 1).

While the main effect of “Validity” was not significant, the
ANOVA revealed a significant three-way interaction between
Validity, Experiment, and Difficulty [F(1,27) = 9.8, p < 0.004].
This complex interaction was driven by a Validity effect
(invalid > valid trials) only in the difficult discrimination
conditions of Experiment 2 [IES mean: 62 ms; t(11) = 2.4,
p = 0.036; see Figure 1B, right graph]. No other effect reached
significance.

We further explored the Validity effect in Experiment 2 by
evaluating costs vs. benefits for invalid/valid trials compared
to the neutral cues in separate t-tests. We considered only
the “hard” conditions of Experiment 2, averaging across ISIs.
We tested for cueing costs in invalid trials (invalid > neutral)
and for cueing benefits in valid trials (neutral > valid), using
one tailed t-tests. These showed the expected costs of invalid
trials [IES invalid − neutral: 122 ms, t(11) = 1.81; p < 0.049];
while the valid trials did not lead to any benefits and actually
showed numerically lower performance than the neutral trials
[IES neutral − valid: –60 ms, t(11) = –0.95; p > 0.8].

To summarize, the behavioral results demonstrated an
effect of crossmodal semantic congruence on the processing
of the subsequent visual targets and showed a role of the
current task demands on this behavioral effect. Specifically, TA
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we found a significant difference between invalid vs. valid
trials (IESinvalid > IESvalid) only when the primary visual task
had high demands (“hard” conditions of Experiment 2, see
Figure 1B).

fMRI Results
The main fMRI analysis compared “valid” and “invalid” trials
with the aim of revealing any spatial effect of crossmodal semantic
congruence on the processing of the subsequent visual targets;
and assessed this under different task constraints: i.e., 0/250 ms
ISI; easy/hard target discrimination; Experiment 1/2, with single
vs. two Gabor patches in the target phase of the trial. The
corresponding main effects and interactions were tested in a
ANOVA that for each subject considered the contrast “invalid
minus valid trials,” modeling the effects of ISI, Difficulty, and
Experiment at the group level (see Materials and Methods,
Magnetic Resonance Imaging).

Irrespective of task constraints, we found a main effect of
“invalid> valid” trials in dorsal fronto-parietal regions, including
the frontal eye-fields (FEF) bilaterally and the right superior
parietal lobule (SPL, see Figure 2A; Table 2). As shown in the
corresponding signal plots, these regions showed larger activity
for invalid than valid trials across trial types (see positive effect
sizes, on average, in these plots).

In contrast, in the ventral fronto-parietal cortex we found that
the Validity effect was significantly modulated by the current
task demands. Specifically, we found a 3-way interaction among
Validity, Experiment, and ISI in the right inferior frontal gyrus
(IFG) and in the right inferior parietal cortex, with a cluster
comprising the temporo-parietal junction and the angular gyrus
(TPJ and AngG, see Figure 2B; Table 2). The signal plots in
Figure 2B show primarily a Validity effect (invalid > valid) for
“ISI 0” trials of Experiment 2 (Bars 5 and 7, in these plots). In
Experiment 1 the sameValidity effect was larger for “ISI 250” than
“ISI 0”. The finding of opposite effects in the two experiments
may reflect that, in voxel-wise analyses, voxels with opposite
effects of one factor under the two levels of the other factor
will obtain high interaction-statistics and appear as peaks in
the corresponding whole-brain map [e.g., the interaction “(A1 –
A2) – (B1 – B2)” will be largest in voxels where: “A1 > A2” and
“B2 > B1”].

Aside these main results concerning the effect of Validity
and the interaction of this with the other experimental
factors, we also tested for the effects of target discrimination
Difficulty and cue-to-target ISI, irrespective of the in/-validity
of the multisensory cues. For this we used two separate
ANOVAs: one pooling Validity and ISI (testing for Difficulty
and Difficulty-by-Experiment interactions) and the other

FIGURE 2 | (A) Transversal section through a 3D rendering of the canonical MNI
template showing activations for the main effect of Validity (invalid minus valid
trials), revealing recruitment of the dorsal fronto-parietal attention network. The
corresponding signal plots show greater activity for invalid vs. valid trials for all
these regions, irrespective of the other experimental factors related to top–down
task demands. (B) Transversal section through a 3D rendering of a canonical
MNI template showing activations modulated by the interaction among Validity,

Experiment, and ISI, revealing that crossmodal semantic congruence interacted
with top–down task-related factors in the right ventral fronto-parietal attention
network. For display purposes, all activation maps are displayed at a threshold
of p-uncorrected < 0.005. Signal plots report “invalid minus valid” trials (error
bars represent 90% C.I.) in arbitrary units (a.u.). SPL, superior parietal lobule;
FEF, frontal eye-fields; IFG, inferior frontal gyrus; TPJ, temporo-parietal junction;
AngG, angular gyrus.
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TABLE 2 | Brain activations associated with the effect of Validity.

Contrast Area P-
corrected

Cluster
size

T-
value

x y z

Main effect of
Validity

R FEF <0.001 3082 5.53 36 –2 56

L FEF 4.39 −34 2 58

R SPL 0.025 613 3.96 18 −60 56

Interaction:
Validity ×ISI×
Experiment

R IFG 0.003 899 4.80 44 28 22

R TPJ 0.026 608 3.69 58 −46 20

R AngG 3.49 40 −54 40

MNI coordinates of the peak (x, y, z), cluster size (number of supra-threshold voxels,
estimated at p-uncorrected = 0.005), T-values, and p-FWE-corrected values are
shown for areas showing a significant main effect of Validity (invalid minus valid
trials, see Figure 2A) and for the interaction among Validity, ISI, and Experiment
(see Figure 2B). R/L, left/right hemisphere; FEF, frontal eye-fields; SPL, superior
parietal lobe; IFG, inferior frontal gyrus; TPJ, temporo-parietal junction; AngG,
angular gyrus.

pooling Validity and Difficulty (testing for ISI and ISI-by-
Experiment interactions; see also Materials and Methods,
Magnetic Resonance Imaging).

Across experiments, we found larger activation in dorsal
fronto-parietal areas in “hard” compared to “easy” trials (see
Figure 3A; panels on the left, including SPL and FEF), as
well as for “long” compared to “short” ISIs (see Figure 3B,
panel on the left; see also Tables 3 and 4). These comparisons

also activated medial areas of the pre-motor cortex (SMA), as
well as, the insula and the IFG, bilaterally (see Figures 3A,B,
right panel). The medial pre-motor cortex often co-activates
with other dorsal fronto-parietal areas and possibly plays a role
in top–down attention control (e.g., Kastner and Ungerleider,
2001).

The IFG cluster found for “hard > easy” overlapped
considerably with the IFG cluster for “ISI 250 > ISI 0”, but
this region of overlap was located more posteriorly than the
IFG cluster involved in the significant 3-way interaction among
Validity, Experiment, and ISI (see above, cf. Figure 2A). The
opposite contrasts (“easy > hard” and “ISI 0 > ISI 250”) also
revealed a common region in the angular gyrus bilaterally (see
Figures 3A,B, right panels, and Tables 3 and 4). Additionally,
the contrast comparing “easy > hard” trials showed significant
effects in medial frontal and medial parietal areas, traditionally
associated with the default-mode network (Raichle et al., 2001;
Greicius et al., 2003; see Table 3), plus the cerebellum that is
seldom reported in studies of attention but possibly plays a role
in visuo-spatial orienting (see Striemer et al., 2015).

Finally, for Experiment 2 we compared the two trial types
that included a picture congruent with the centrally presented
sound (i.e., valid and invalid trials) vs. the neutral trials, when
the sound was unrelated to either of the two pictures. The
corresponding ANOVA considered the average of “valid and

FIGURE 3 | (A) Effects of Difficulty. Left panel: Axial sections showing the effect
of Hard minus Easy trials, which recruited the dorsal fronto-parietal attention
network, plus the insula and the IFG, bilaterally. Right panel: Axial and sagittal
sections showing Easy trials, compared to Hard trials, recruited the default
mode network. (B) Effects of ISI. Left panel: Axial sections showing the effect of
long ISI250 minus short ISI0 trials, which recruited the dorsal fronto-parietal

attention network, plus the insula and the IFG, bilaterally. Right panel: Coronal
and axial sections showing the effect of ISI0 minus ISI250, which recruited the
left angular gyrus. For display purposes, all activation maps were displayed at a
threshold of p-uncorrected < 0.005. SPL, superior parietal lobule; FEF, frontal
eye-fields; SMA, supplementary motor cortex; IFG, inferior frontal gyrus;
PCC/ACC, posterior/anterior cingulate cortex; AngG, angular gyrus.
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TABLE 3 | Brain activations associated with the main effects of Difficulty.

Area P-corrected Cluster size T-value x y z

Hard > Easy

SMA <0.001 2792 9.97 8 18 52

R FEF 0.034 558 4.99 34 2 54

L FEF 0.224 328 5.32 −24 2 54

R SPL 0.007 766 4.25 24 −62 46

R aIPS 0.048 514 4.59 34 −32 36

L SPL 0.001 1066 4.63 −18 −64 46

L aIPS 4.38 −36 −38 36

R MFG 0.024 606 4.75 44 40 28

L Ins 0.002 935 7.45 −36 20 2

R Ins <0.001 2209 7.10 42 20 −2

R IFG 5.91 48 6 18

L IFG 0.079 454 3.48 −34 6 28

Easy > Hard

R AngG <0.001 2002 7.60 60 −52 24

L AngG <0.001 2511 7.19 −44 −54 20

PCC <0.001 4410 5.61 −12 −40 40

ACC <0.001 7251 7.02 8 56 24

L PHc <0.001 1680 5.64 −24 −24 −22

Cereb < 0.001 2821 5.99 28 −32 −36

MNI coordinates of the peak (x, y, z), cluster size (estimated at
p-uncorrected = 0.005), T-values, and p-FWE-corrected values for the
areas activated by the comparison between “Hard vs. Easy”. Peaks in italics did
not survive correction for multiple comparisons but are reported here if contralateral
region survived correction. L/R, left/right hemisphere; SMA, supplementary motor
area; FEF, frontal eye fields; SPL, superior parietal lobe; aIPS, anterior intra-parietal
sulcus; MFG, middle frontal gyrus; Ins, insula; IFG, inferior frontal gyrus; AngG,
angular gyrus; PCC, posterior cingulate cortex; ACC, anterior cingulate cortex;
PHc, parahippocampal cortex; Cereb, cerebellum.

invalid” trails minus the neutral condition and modeled the
effects of ISI and Difficulty at the group level (see also Materials
and Methods, Magnetic Resonance Imaging). Irrespective of ISI
and discrimination Difficulty, this revealed activity in Heschl’s
gyrus, corresponding to the primary auditory cortex (right
hemisphere: x y z = 60 −8 −2; cluster size = 935; t = 7.17;
p-corrected = 0.001; left hemisphere: x y z = −54 −18 0; cluster
size = 1214; t = 7.01; p-corrected < 0.001). An additional
activation was found in the right superior occipital gyrus (x y
z = 28−78 42; cluster size= 1073; t = 4.05; p-corrected < 0.001),
where the effect of the valid/invalid trials vs. neutral trials
was larger for the hard than the easy trials. Since the acoustic
characteristics of the sound in the valid and invalid trials were not
matched with the neutral condition (i.e., cat/dog’s “meow/woof”
vs. frog’s “croak”), here we will only underline the lack of
activation in dorsal and ventral fronto-parietal regions without
further discussing these effects in the auditory and occipital
cortices.

Discussion

The aim of the present study was to assess whether crossmodal
interactions between semantically related, but spatially separated,
audio–visual signals can affect the processing of subsequent visual

TABLE 4 | Brain activations associated with the main effects of ISI.

Area P-
corrected

Cluster
size

T-value x y z

ISI 250 > ISI 0

SMA <0.001 5426 6.16 −6 10 50

L FEF 6.85 −24 −2 56

R FEF 5.05 28 −4 50

L IFG 6.03 −56 4 40

R IFG 4.80 58 10 34

L OCC <0.001 4569 7.86 −24 −96 12

L SPL 5.80 −26 −58 54

L aIPS 4.05 −44 −28 42

R OCC <0.001 4097 6.61 22 −92 4

R SPL 4.82 24 −58 58

R aIPS 3.98 38 −28 40

R Ins 0.010 777 6.36 32 28 6

L Ins 0.081 486 5.41 −32 18 4

ISI 0 > ISI 250

L AngG 0.041 577 4.63 −50 −68 42

MNI coordinates of the peak (x, y, z), cluster size (estimated at
p-uncorrected = 0.005), T-values, and p-FWE-corrected values for areas
activated by the comparison between the two ISI conditions (0 vs 250 ms). Peaks
in italics did not survive correction for multiple comparisons but are reported
here if contralateral region survived correction. L/R, left/right hemisphere; SMA,
supplementary motor area; FEF, frontal eye fields; IFG, inferior frontal gyrus; OCC,
visual occipital cortex; SPL, superior parietal lobe; aIPS, anterior intra-parietal
sulcus; Ins, insula; AngG, angular gyrus.

targets. Specifically, we investigated these influences when the
audio–visual stimuli were task-irrelevant and did not produce
any low-level spatial cue for visuo-spatial orienting (e.g., physical
changes at the same/opposite location of the visual target).
Behavioral and imaging data showed that audio–visual semantic
congruence can influence the processing of visual targets,
modulating the activity in dorsal and ventral regions of the
parietal and the premotor cortices. The localization of these
effects most likely correspond to the dorsal (SPL and FEF, cf.
Figure 2A) and ventral (rTPJ and rIFG, cf. Figure 2B) attention
control networks (e.g., see Corbetta and Shulman, 2002).

At the behavioral level, we found that the subjects’
performance decreased when the visual targets were presented
away from the location of the picture congruent with the sound,
compared with targets presented at the same location (“invalid
vs. valid” trials). A possible account of this crossmodal effect
might be that the semantic relationship between the centrally
presented sound and the congruent picture lead to a shift of
visuo-spatial attention toward that picture. The presentation
of the target on the opposite side would then require the re-
orienting of visual attention from the location of the congruent
picture to the position of the visual target, with corresponding
behavioral costs (e.g., cueing costs for “invalid trials” in standard
spatial cueing paradigms, see Posner and Cohen, 1984). However,
the results of our study suggest that a more complex sequence
of processes is taking place here. First, the behavioral data of
Experiment 2 indicated that there was no cueing benefit for
the congruent/valid conditions, but rather, that both invalid and
valid trials lead to a reduction in performance compared to the
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“neutral” trials (central sound unrelated to either pictures). The
lack of cueing-benefits appears at odds with previous studies
that have demonstrated faster orienting toward the location of a
target-picture congruent with a central sound and no costs when
the sound was congruent with a distractor-picture (Iordanescu
et al., 2008, 2010).

However, in these previous studies, the pictures were
task-relevant, whereas in our study the pictures were fully
task-irrelevant. Therefore, in previous studies any effect
associated with crossmodal semantic congruence (e.g., enhanced
representation of the congruent picture, Iordanescu et al.,
2008) would match the current task set/target template: that
is, stimulus-related semantic congruence and task-related,
goal-driven attention work together to boost the processing
of the same picture (i.e., the search target; see also Iordanescu
et al., 2010). In contrast, in our study the objects displayed
in the pictures were irrelevant; the subject’s only task was to
judge the orientation of the Gabor patches presented after the
audio–visual objects. We suggest that in this situation, the
brain detected the semantic correspondence between the central
sound and one of the two the pictures, registering the position
of the congruent picture. However, because the task did not
involve any object discrimination or spatial orienting toward that
picture (cf. Iordanescu et al., 2008, 2010), goal-related attention
control generated inhibitory rather than boosting signals, thus
with opposite effects of semantic congruence and goal-directed
attention. In this view, even on “valid” trials (congruent-picture
on the same side as the Gabor-target), the pictures in our study
would be more comparable with the distractor pictures than the
target pictures used in previous search tasks that also combined
pictures with semantically in-/congruent central sounds. Thus,
the interplay between semantic congruency and task goal might
explain the overall decrease of performance when the trial
included a congruent picture (valid and invalid conditions)
compared with trials containing a sound unrelated to both
pictures (neutral condition). In the latter case, there would be no
need to ignore and suppress the crossmodally enhanced object
representation, making the discrimination of the subsequent
visual targets faster.

Despite the lack of relationship between the object/picture
associated with semantic congruence and the current task-
goal may have reduced the processing the irrelevant pictures,
our data showed that the presentation of the visual target in
the hemifield opposite to the congruent-picture lead to several
behavioral and imaging effects. Behaviourally, we found a further
reduction of performance for invalid vs. valid trials but only in
the “most difficult” conditions of Experiment 2 (finer orientation
discrimination and additional distractor Gabor). Similarly, we
found an effect of validity and task demand in our imaging
results: activity in the ventral fronto-parietal network was
modulated by the interaction between validity (invalid > valid)
and task demands (see Figure 2B) while in the dorsal fronto-
parietal network, the effect of validity was observed across all
conditions (Figure 2A).

The imaging findings in the dorsal system indicate that, in
spite of any object-related suppressive mechanism as discussed,
the brain did register the location for the task-irrelevant picture

coupled with the semantically congruent sound. Several recent
studies have reported activation of dorsal fronto-parietal regions
in response to salient visual stimuli, even when these were task-
irrelevant (e.g., Bogler et al., 2011; Nardo et al., 2011; see also
Schall and Hanes, 1993; Constantinidis and Steinmetz, 2001). In
the context of multisensory spatial processing, Nardo et al. (2014)
showed that the saliency of sounds in complex and naturalistic
audio–visual video clips modulated activity in the posterior
parietal cortex. This saliency-related modulation of activity in
the parietal cortex was found only when the auditory stimuli
were spatially congruent (i.e., on the same side) as the main
visual event in the scene. Analogous with that study, we propose
that here the semantic congruence between one picture and the
centrally presented sound generated a processing priority bias in
dorsal parietal regions (see Gottlieb et al., 1998; and Awh et al.,
2012; Ptak, 2012, for reviews), which required updating when
the task-relevant visual target was presented on the opposite side
to congruent audio–visual pairs (invalid trials). While inhibitory
interactions between object-related crossmodal processing and
goal-related attention did not result in any behavioral benefit on
valid trials, the spatial updating operations affected activity in the
dorsal attention network and were observed using fMRI in all
invalid conditions.

In contrast, the activation of the right ventral attention system
(rIFG and rTPJ, see Figure 2B) was observed only when the
visual discrimination task required top–down control to identify
the task-relevant Gabor patch in Experiment 2. Many previous
imaging studies have reported activation of the ventral attention
network comparing invalid versus valid trials following predictive
central cues (e.g., Arrington et al., 2000; Corbetta et al., 2000).
While these effects might be associated with stimulus-driven
shifts of spatial attention triggered by the onset of a stimulus
at an unattended location, recent evidence indicates that the
activation of the ventral system reflects a more complex interplay
between the stimulus-driven signals and other factors associated
with current task demands (e.g., Kincade et al., 2005; Indovina
and Macaluso, 2007; Natale et al., 2009; see Corbetta et al.,
2008, for a review). In the current study, the presence of a
bilateral stimulation in the target phase of Experiment 2 lead
to high demands on top–down control (see also overall low
performance in Experiment 2 vs. Experiment 1, Figure 1B).
Here, we suggest that the need of selecting one of the two
Gabor patches based on a priori internal information (i.e.,
task instructions) produced top–down demands that interacted
with any spatial priority bias associated with the congruent
picture, leading to the activation of the right ventral network.
This process might not strictly involve any shift of spatial
attention but possibly entails the update of spatial predictions
generated during the processing of the multisensory stimuli
(Geng and Vossel, 2013; Macaluso and Doricchi, 2013; see also
Shams and Beierholm, 2010, for a related and more formal
framework).

It should be noted that such an expectation/prediction
framework has been previously put forward in the context
of endogenous spatial cueing, while here we suggest that the
initial priority bias was generated by the irrelevant and non-
predictive (audio–visual) stimuli. This difference could explain
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the finding here that ventral network activity was observed only
at the short ISI (cf. interaction between Validity, Experiment,
and ISI; Figure 2B). Unlike endogenous cues that are typically
associated with long-lasting spatial effects, here we would expect
any bias generated by the irrelevant audio–visual stimuli to be
relatively short-lived, and therefore, any process triggered by
the interaction between these crossmodal effects and top–down
control signals (i.e., identification and selection of the target
Gabor) would take place only when the visual targets were
presented in close temporal proximity of the audio–visual stimuli,
i.e., at short ISIs. It should be noted that at the short ISI, we
also observed an overall reduction of behavioral performance (cf.
main effect of ISI). Because the visual targets were presented at the
same location as the irrelevant pictures, this suggests a possible
role of forward masking when ISI = 0. However, the behavioral
data also showed orientation discrimination accuracies up to
95% (see Table 1, “easy” conditions) demonstrating the targets
were well visible, incompatible with a major role of forward
masking.

Aside from the specific mechanisms and interpretations
that we proposed above, the current findings provide us with
novel insights about the interplay between top–down and
bottom–up signals in the context of multisensory processing.
Extensive research has highlighted the complex interplay between
these types of signals in multisensory integration (e.g., see
Talsma et al., 2010, for a review). In the current study, we
did not measure the crossmodal binding between the sound
and the congruent picture nor of perceived sound location
shift toward the congruent picture. However, we observed
changes in visuo-spatial processing (valid vs. invalid trials) that
provide us with an indirect measure that semantic crossmodal
interactions affect how attention is allocated in the visual
space. Most importantly, our experimental setup allowed us to
demonstrate these effects in the absence of any physical low-
level change or task-related association between the crossmodal
cues the subsequent visual target. In this setup, the results
cannot be attributed to any direct effect of purely stimulus-
driven or purely goal-driven attention. In contrast, previous
studies typically relied on physical changes of the sensory
input at peripheral locations (e.g., spatial cueing paradigms,
Santangelo et al., 2008a,b; see Spence and Santangelo, 2009;
and Spence, 2010 for a review; see also Van der Burg et al.,
2008; Matusz and Eimer, 2011); and/or on the existence of
some goal-related relationship between the audio–visual stimuli
and the to-be-judged visual stimuli (e.g., Matusz et al., 2015).
In the former case, stimulus-driven signals are likely to play
a direct role, with the spatial and/or temporal correspondence
of the sensory changes acting as the main cue triggering
associations across modalities (see Santangelo et al., 2008a,b;
Van der Burg et al., 2008). Here, the presentation of two
pictures and a centrally presented sound in all conditions
eliminates any such low-level cues and ensures that crossmodal
influences on visual attention could be specifically attributed to
the semantic correspondence between the auditory and visual
input.

Uncoupling the audio–visual stimuli (animal pictures
and sounds) from the sole visual task (Gabor orientation

discrimination) also enabled us to demonstrate crossmodal
semantic influences in the absence of any goal-related signal
linking the audio–visual stimuli with the task-relevant visual
target. Such task-based relationships characterized previous
studies where the crossmodally enhanced visual object was also
the target of the search task (Iordanescu et al., 2008, 2010) or
shared some task-relevant feature with the search target (Matusz
et al., 2015). We extend these previous results by demonstrating
that crossmodal semantic congruence affects visual attention
despite opposing top–down task constraints. These results
are in line with results from previous studies indicating that
crossmodal effects can occur in the absence of goal-directed
attention toward the audio–visual stimuli (Alsius et al., 2005;
see also Santangelo and Spence, 2007; but note that in these
studies physical changes, rather than semantic congruence,
might have contributed to associate the auditory and visual
signals; see also Van der Burg et al., 2012). Nonetheless, other
studies have found that increasing the demands of a primary
task, while presenting participants with multisensory stimuli,
can reduce the interaction between the multisensory input (e.g.,
Alsius et al., 2005; see also Talsma et al., 2010, for a review).
Contrary to these studies, we found several crossmodal effects
only when the demands of the primary visual task were high
(cf. behavioral results and the pattern of activation in the ventral
attention system in Experiment 2). A possible reason for these
differences is that here task demands specifically concerned
the target phase of the trial and not the resources available to
process the audio–visual stimuli. Thus, task demands can have
multifaceted consequences on the processing of multisensory
stimuli, including suppression (Alsius et al., 2005; using a
dual-task approach), no effect (Matusz et al., 2015; presence of
competing distractors in a crossmodal interference paradigm),
and selective influences only under high demands (the current
study, where crossmodal signals interact with attention control
operations under high demands only, as discussed above);
see also Koelewijn et al. (2010) and Talsma et al. (2010) for
reviews on the impact of task demands on multisensory
processing.

Conclusion

The present study demonstrated that crossmodal semantic
congruence between spatially separated audio–visual stimuli can
affect visual-spatial attention control. We found these crossmodal
effects in the absence of any physical change that might capture
visual attention in a direct bottom–up manner, and of any
goal-related relationship between the audio–visual stimuli and
the visual targets; that is, with fully task-irrelevant audio–
visual stimuli. We discussed these effects in relation to multiple
signals associated with the processing of irrelevant audio–visual
stimuli and the top–down task demands of the primary visual
task. We propose that the semantic congruence between the
task-irrelevant audio–visual stimuli generates processing biases
that require updating when a subsequent task-relevant visual
target is presented at a different location. We relate these
updating operations to saliency representations in the dorsal
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attention network and with the interplay between stimulus-
and task-related signals in the ventral attention network. We
conclude that crossmodal semantic congruence can affect visual-
spatial processing in the absence of any direct bottom–up or
goal-related influences, and highlight the role of the fronto-
parietal attention control networks in mediating the effect of
multisensory processing on visual attention.
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Both lower-level stimulus factors (e.g., temporal proximity) and higher-level cognitive
factors (e.g., content congruency) are known to influence multisensory integration. The
former can direct attention in a converging manner, and the latter can indicate whether
information from the two modalities belongs together. The present research investigated
whether and how these two factors interacted in the perception of rhythmic, audiovisual
(AV) streams derived from a human movement scenario. Congruency here was based
on sensorimotor correspondence pertaining to rhythm perception. Participants attended
to bimodal stimuli consisting of a humanlike figure moving regularly to a sequence of
auditory beat, and detected a possible auditory temporal deviant. The figure moved
either downwards (congruently) or upwards (incongruently) to the downbeat, while
in both situations the movement was either synchronous with the beat, or lagging
behind it. Greater cross-modal binding was expected to hinder deviant detection. Results
revealed poorer detection for congruent than for incongruent streams, suggesting stronger
integration in the former. False alarms increased in asynchronous stimuli only for
congruent streams, indicating greater tendency for deviant report due to visual capture of
asynchronous auditory events. In addition, a greater increase in perceived synchrony was
associated with a greater reduction in false alarms for congruent streams, while the pattern
was reversed for incongruent ones. These results demonstrate that content congruency as
a top-down factor not only promotes integration, but also modulates bottom-up effects of
synchrony. Results are also discussed regarding how theories of integration and attentional
entrainment may be combined in the context of rhythmic multisensory stimuli.

Keywords: multisensory integration, rhythm, content congruency, audiovisual synchrony, attention

INTRODUCTION
A key function of the perceptual system is its ability to
continuously track and integrate information originating from
different sensory modalities. Previous investigations of multi-
sensory integration, employing paradigms with relatively sim-
ple bimodal stimuli (Meredith and Stein, 1983; Alvarado et al.,
2007; Stein and Stanford, 2008; Stevenson et al., 2014a), have
identified several factors related to the stimulus features that
mediate the integration process. Amongst the most robust find-
ings is that temporal proximity between the bimodal events
promotes cross-modal integration (Chen and Vroomen, 2013).
Integration is typically shown as enhanced neuronal response
as well as behavioral advantages to concurrent multisensory
information, compared to those in the most effective unisen-
sory situation. Findings along this line suggest that temporally
convergent information directs (or “captures”) attention in a
stimulus-driven, bottom-up manner (Van der Burg et al., 2008),
which facilitates subsequent binding of the inter-sensory signals
(Fiebelkorn et al., 2010; Koelewijn et al., 2010; Talsma et al.,
2010).

Integration in more complex multisensory stimuli can also
be modulated by aspects of higher-level stimulus content. One
such factor that especially concerns the present research is
content congruency, i.e., the perceived content match between
the bimodal stimuli based on their semantic correspondence
or consistency (Doehrmann and Naumer, 2008). Stimuli that
are matched in content tend to be treated as originating from
the same source, and are thus more likely to be integrated by
the perceptual system—also referred to as the unity assump-
tion (Welch and Warren, 1980). This has been demonstrated
in audiovisual (AV) speech, in which integration is favored
when the spoken sound matches the gender of the talking face
(Vatakis and Spence, 2007), or when the spoken syllable matches
the facial articulatory movement (van Wassenhove et al., 2007;
Ten Oever et al., 2013), compared to when they mismatch. In
non-speech AV human actions, stronger integration has been
found for a drumming movement paired with congruent than
with incongruent impact sounds (Arrighi et al., 2006; Petrini
et al., 2009a). In a similar vein, effects of AV content congru-
ency have also been shown in biological motion perception. In
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those studies, visual detection of a walking humanlike point-light
figure, (“PLF”, Johansson, 1973; Blake and Shiffrar, 2007) embed-
ded in random dots is enhanced if the accompanying sounds
convey natural footstep information compared to artificial tones
(Thomas and Shiffrar, 2010, 2013), or when the direction of
the moving sounds matches that of the walking PLF (Brooks
et al., 2007; Schouten et al., 2011; Wuerger et al., 2012). In the
scenarios discussed thus far, perceived content congruency relies
on various learned associations between the bimodal stimuli.
Such prior knowledge represents a cognitive factor that mod-
ulates multisensory integration in a top-down manner, which
may also interact with lower-level stimulus factors (e.g., tem-
poral relation) in the perceptual decision (Ten Oever et al.,
2013; Stevenson et al., 2014b). Similarly, while temporal align-
ment drives attention in a bottom-up manner for cross-modal
binding (i.e., through attentional spread), highly learned associ-
ations between bimodal stimuli can additionally activate a top-
down attentional mechanism for integration (Fiebelkorn et al.,
2010).

Perhaps not surprisingly, both the speech and non-speech AV
stimuli mentioned above involve human movements, in which
the sounds are consequent upon the viewed actions. That is,
the auditory and the visual information is causally linked. Thus,
based on prior experiences, a perceiver will generate certain
expectations upon stimulus presentation, which can be used for
temporal prediction in the ongoing bimodal streams (Lee and
Noppeney, 2014; van Atteveldt et al., 2014). For example, in
natural AV speech, the lip movements and the spoken sounds
are temporally correlated, and the former typically precedes the
latter (Chandrasekaran et al., 2009). This makes it possible for
an observer to use the visual cues to predict when the sounds
should occur (van Wassenhove et al., 2005; Zion Golumbic et al.,
2013), by which attention can be directed to the expected points
in time to support auditory processing (Lakatos et al., 2008)
and, eventually, multisensory integration (van Atteveldt et al.,
2014). Similarly, in non-speech AV actions such as drumming, the
trajectory of the arm movement predicts the temporal occurrence
of the impact sounds. The availability of visual movement cues
for cross-modal prediction is also found to affect the strength
of integration in this scenario (Arrighi et al., 2006; Petrini et al.,
2009b). Notably, the predictive mechanism can be influenced by
cognitive factors such as content congruency. Streams matched
in content tend to be attributed to the same source of action,
which then increases the likelihood that a perceiver would use
cues in one modality to predict event occurrences in the other
modality.

Given the role of the stimulus (temporal) and the cognitive
factors, as well as the predictive mechanism in multisensory
integration, one question may arise from here. In the course
of AV action perception, besides the cross-modal prediction
that is perpetuated by the stimulus correlation and the content
match, there exists a possibility of temporal prediction within
each modality. This may be especially true for bimodal stimuli
that yield a perceivable periodicity in both sensory streams. The
most prominent examples are rhythmic human movements that
produce rhythmic sounds, e.g., drumming (Arrighi et al., 2006;
Petrini et al., 2009b), hand clapping (Sevdalis and Keller, 2010),

or walking (Thomas and Shiffrar, 2010, 2013). Speech, albeit with
temporal variations, is also rhythmic along various time scales
(Rothermich et al., 2012; Ghazanfar, 2013; Patel, 2014). For each
modality, the underlying periodicity in the rhythmic stimulus can
entrain attention accordingly, leading the perceiver to generate
expectations/predictions of event occurrences at regular points in
time (Dynamic Attending Theory, “DAT”, Large and Jones, 1999).
As a result, stimulus processing is enhanced at these expected
moments. This has been most frequently reported in the auditory
modality (Jones et al., 2002; Large and Snyder, 2009; Repp, 2010);
however, recent studies demonstrate that temporal entrainment
can occur cross-modally, such that attention entrained by audi-
tory rhythms can facilitate visual processing (Bolger et al., 2013,
2014), and the other way around (Su, 2014a). As such, in the
course of multisensory perception of rhythmic human move-
ments, both within-modal and cross-modal predictions may
occur, and both mechanisms can deploy attention to conver-
gent points in time that in turn promotes integration. Because
integration is often measured by tasks that require judging the
relation between both streams, i.e., synchrony judgment (SJ) or
temporal order judgment (TOJ; Vroomen and Keetels, 2010), it
is difficult to disentangle these two modes of prediction. It thus
remains unclear to what extent each prediction mode contributes
to the attentional deployment in multisensory perception, and
whether either or both interact with other stimulus and cognitive
factors.

Motivated by these issues, the present study set out to address
several questions in multisensory perception involving continu-
ous, rhythmic human movements. First, as opposed to causally
linked AV actions, would the top-down effect of content congru-
ency on integration be obtained in scenarios where the sounds
are not caused by the movement, but rather that the movement
is coordinated with extraneous sounds? The rationale behind was
that content congruency can be based on various forms of asso-
ciation, and its effect has also been found for stimuli exhibiting
abstract, synesthetic correspondences (Parise and Spence, 2009).
In terms of humans moving along with sounds, such as dancing to
music, a correspondence may exist as to which kind of movement
is typically performed with regard to the rhythm of continuous
sounds: For example, humans tend to move their body vertically
to a musical beat (Toiviainen et al., 2010), and they most often
move downwards rather than upwards to the beat (Miura et al.,
2011; Su, 2014b). As no study has examined congruency regard-
ing such action-perception association, this constituted the first
question of interest in the present research. The next question
asked whether, in this particular scenario, temporal proximity
(i.e., synchrony) between the auditory and visual streams would
also direct attention in a bottom-up manner to promote inte-
gration. More importantly, the focus was whether this stimulus-
driven, temporal factor would interact with the cognitive factor
of content congruency, which has recently been shown in AV
perception of speech syllables (Ten Oever et al., 2013) but has
not been investigated in a non-speech action domain. Finally, as
both the auditory and visual streams were rhythmic in this case, it
was of interest to examine whether within-modal or cross-modal
predictive mechanism plays a dominant role when the task probes
the perceptual outcome in one modality.
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To this end, the present study employed an AV paradigm
that resembled the scenario of observing a person moving to
music. Here, a humanlike figure performed a whole-body bounc-
ing movement vertically and periodically (as in Su, 2014a,c)
to a sequence of regular auditory beat. The movement could
be either congruent (moving down to the beat) or incongru-
ent (moving up to the beat) to the auditory rhythm, and in
both cases the movement could be either synchronous with the
beat, or lagging behind the beat. Instead of a SJ or TOJ task,
the present task required detection of a temporal deviant only
in the auditory stream. Because the auditory sequence had a
clear periodicity and the task was only auditory, there should
be no effect of any of the visual manipulations if auditory
prediction alone were adopted to perform the task. However,
if the visual information were obligatorily incorporated into
the auditory percept, i.e., if integration took place, then the
AV streams should become temporally bound as a whole in
perception. Consequently, one might become less sensitive to a
slight deviation in one stream, resembling the reserved version of
“temporal ventriloquism” (Fendrich and Corballis, 2001; Morein-
Zamir et al., 2003). That is, the stronger the integration, the
more the visual stream would temporally “capture” the auditory
deviant, making it less salient than otherwise. As such, fac-
tors contributing to AV integration—synchrony, congruency, or
both—should lead to decreased detection of the auditory deviant.
Of interest, then, was whether synchrony and congruency operate
independently, or whether they interact with each other in this
process.

METHODS
PARTICIPANTS
Fourteen paid volunteers (five male, mean age 27 years, SD = 6)
participated in this experiment. All reported normal or corrected-
to-normal vision and normal hearing. Participants were not
pre-screened for musical training and varied in the length of
training. The training duration ranged from 0–20 years (all
amateur musicians), with a mean duration of 8 years (SD = 6).
Amongst the amateur musicians (13), the learned instruments
included piano or keyboard (10), percussion (2), and guitar
(1). This study had been approved by the ethic commission of
Technical University of Munich, and was conducted in accordance
with the ethical standards of the 1964 Declaration of Helsinki.
All participants gave written informed consent prior to the
experiment.

STIMULI AND MATERIALS
Visual Stimuli. The visual stimuli consisted of a humanlike PLF
performing a repetitive whole-body bouncing movement (i.e.,
repetitive knee flexion and extension), without the feet leaving
the ground. The PLF was initially constructed by recording a
practiced actor performing this movement continuously using a
3D motion capture system (Qualisys Oqus, 8 cameras), with a
sampling rate of 200 Hz. 13 markers in total were attached to
the major joints (Johansson, 1973). The recorded motion data
were converted into a 2D (without depth information) point-light
display in Matlab rR2012b (Mathworks) using Psychophysics
Toolbox extensions version 3 (Brainard, 1997), and the animation

was down-sampled to 100 Hz to match the monitor’s frame
frequency. The PLF was represented by 13 white discs against
a black background, each of which subtended 0.4◦ of visual
angle (◦). In order to convey the human figure unambiguously,
white lines were added to connect the discs1. The whole PLF
subtended approximately 5◦ and 12◦ when viewed at 80 cm, and
was centered in the middle of the screen (See also Figure 1 in Su
(2014c)).

Each movement cycle consisted of a downward (knee flex-
ion) and an upward (knee extension) phase. The former cor-
responded to 345 ms and the latter 255 ms on average across
all the moving discs, as shown in the recorded motion data.
The PLF movement was presented at a tempo corresponding to
an inter-bounce interval of 600 ms, i.e., the temporal interval
between the lowest positions (the “bounce”) of two consecutive
cycles was 600 ms. Very similar visual stimuli were employed in
three recent studies (Su, 2014a,b,c), in which steps of motion
data processing and relevant parameters were described in detail.
In Su (2014b), detailed information regarding the motion pro-
file of the PLF movement can also be found. Here, as in Su
(2014a,c), the PLF movement was presented as iterations of a
single cycle. Slight temporal and spatial interpolations had been
applied to the motion data to ensure that there was no tem-
poral or spatial discrepancy when the movement was displayed
cyclically.

Auditory stimuli. The auditory stimuli consisted of repet-
itive cycles of alternating “downbeat” and “upbeat” tones as
employed in Su (2014b). The sounds were generated as wave files
by the music software Logic 8 Express (Apple Inc. California).
The downbeat tones had a synthesized sound of the instrument
“bongo” with 50 ms tone duration, and the upbeat tones had
a synthesized sound of the instrument “high hat” with 47 ms
tone duration. The inter-downbeat interval was 600 ms, corre-
sponding to a cycle of the PLF movement. To match the auditory
temporal structure to the uneven movement phases of the PLF,
the interval between a downbeat and its following upbeat was
255 ms/345 ms for stimuli in the AV congruent/incongruent
conditions (see Section Procedure and Design). The downbeat
tones had a lower timbre, and the upbeat tones were attenuated
by 10 dB relative to the downbeat tones. As such, regular accents
in the auditory sequence were unambiguously perceived at the
downbeat positions (Su, 2014b).

PROCEDURE AND DESIGN
The experimental program was controlled by a customized Mat-
lab script using Psychophysics Toolbox version 3 routines running
on a Mac OSX environment. The visual stimuli were displayed
on a 17-inch CRT monitor (Fujitsu X178 P117A) with a frame
frequency of 100 Hz at a spatial resolution of 1024 × 768 pixels.
Participants sat with a viewing distance of 80 cm. Sounds were
presented at a sampling rate of 44,100 Hz through closed studio
headphones (AKG K271 MKII).

1As noted in Su (2014a), this constituted a departure from the original
nature of a point-light display, where the figure motion is perceived from
unconnected moving discs (Blake and Shiffrar, 2007).
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Each trial started with a fixation cross in the center of the
screen for 1000 ms, followed by a presentation of five cycles of
concurrent visual and auditory sequences. The visual sequence
was a periodically bouncing PLF, and the auditory sequence
consisted of repetitive downbeats and upbeats in alternation. The
visual and auditory sequences were presented in four combi-
nations that varied in terms of content congruency and tem-
poral synchrony between the two streams. Content congruency
was based on the correspondence between the movement phase
and the auditory beat: In half of all the trials, the PLF was
bouncing downwards to the downbeat (congruent); in the other
half, the PLF was bouncing upwards to the downbeat (incon-
gruent). In terms of synchrony, in half of all the trials the PLF
moved synchronously to the auditory beat; namely, the low-
est/highest position of the movement coincided with the audi-
tory downbeat in the congruent/incongruent condition (as in
(Su (2014a), Exp 2)). In the other half of the trials, the visual
stream was phase shifted with a delay of 150 ms relative to the
auditory stream. This lag was chosen on the basis of it slightly
exceeding the temporal integration window for the same audi-
tory and visual streams as measured in a previous study (Su,
2014b).

In this task, participants were instructed to attend to both
the auditory and the visual sequences while focusing more on
the auditory one, as it was task relevant. In half of all the
trials, a temporal perturbation could occur in the auditory
sequence, such that one of the five auditory downbeats could
be delayed or advanced (with equal probability) by 6% of the
inter-downbeat interval (i.e., 36 ms). The perturbation could
occur either on the second, the third, or the fourth downbeat,
with equal probability. Participants were required to respond in
each trial whether or not there was any temporal irregularity
in the auditory sequence (Figure 1). They were informed that
the deviant could only occur in one of the downbeat tones (the
“heavier” tones), and never in the upbeat tones. Participants
gave their response by pressing one of the two predefined keys.
Participants were also informed that the PLF could be moving
either downwards or upwards to the downbeats on different
trials, and that this was irrelevant to the requested task. To
ensure visual attention, in each trial following the response of
auditory deviation detection, participants were also asked to
recall whether the auditory and visual streams were synchronous
or not by pressing one of the two predefined keys (different
keys from those for the detection task). They were instructed
to base their SJ solely on the subjective impression; it was also
stressed that auditory deviation detection was the more impor-
tant task that should be prioritized, whereas SJ was secondary.
This instruction was imposed to avoid compromising the per-
formance of the detection task, which was the primary task of
interest.

Each participant underwent five practice trials before starting
the experiment. The experiment followed a 2 (AV congruency) ×

2 (AV synchrony) × 2 (auditory perturbation) within-participant
design, each with 36 repetitions. The total trials were assigned to
three experimental blocks of 96 trials each. All the experimental
conditions, including the position of auditory perturbation and
the nature of perturbation, were balanced across blocks. Within

FIGURE 1 | Stimuli and trial procedure of the experiment. In each trial,
an auditory beat sequence (upper panel) consisted of five alternating
downbeats (blue vertical bars) and upbeats (tilted green bars), where
accents were perceived in the former. The beat sequence was combined
with either a congruently moving PLF (middle panel; moving down to the
downbeat) or an incongruently moving PLF (lowest panel; moving up to the
downbeat). Red bars depict a potential auditory deviant, which could be a
delayed or advanced downbeat relative to its original temporal position
(shown in opaque blue). The manipulation of synchrony between the
auditory and visual streams is not illustrated here.

each block the conditions were presented in a randomized order.
The entire experiment lasted around 1 h, completed in a single
session. A break was required after each block of around 15 min.

PILOT EXPERIMENT
It should be noted that the asynchronous AV condition in the
present task was implemented by delaying, but not advancing,
the visual stream relative to the auditory one. This manipulation
was based on the result of a pilot experiment, which examined
whether the relation between the visual movement phase and
the auditory beat was consistently perceived across all the AV
combinations. In the pilot experiment, AV synchronous, visual
leading (by 150 ms), and visual lagging (by 150 ms) conditions
were combined with AV congruent and incongruent presentations
as described above, with ten trial repetitions per condition pre-
sented in a random order. Ten observers responded in each trial
whether they perceived the PLF as moving downwards or moving
upwards to the auditory downbeat. It was found that perception
of movement phase relative to the downbeat was largely consistent
when the auditory and visual streams were synchronous: On
average 96% and 99% of the response indicated “downwards” and
“upwards” for the congruent and incongruent conditions, respec-
tively. The response was also consistent when the visual stream
lagged the auditory one, with 94% and 94% of the response on
average indicating “downwards” and “upwards” for the congruent
and incongruent conditions. By contrast, when the visual stream
led the auditory one, it became less clear to the participants
whether the PLF was moving downwards or upwards to the down-
beat (on average 51% and 62% of the response for the congruent
and incongruent conditions). As the present study intended to
manipulate the perceived content congruency with regard to how
the PLF moved to the beat, only conditions that yielded consis-
tent perception of such were selected for the main experiment,
i.e., synchronous auditory and visual streams, and asynchronous
streams in which the visual stream lagged the auditory one.
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RESULTS
PERCENTAGE OF DEVIANT DETECTION (HIT RATE)
Of primary interest was the effect of congruency and synchrony
on deviant detection. However, as the present task employed
streams of continuous rhythmic stimuli, analyses including the
auditory perturbation position as an additional factor may reveal
effects related to the predictive nature of the stimuli, as well
as its possible interplay with the two main factors. For this
purpose, the percentage of correctly detecting an auditory deviant
(i.e., the hit rate) for each experimental condition was cal-
culated individually as a first index of the task performance.
Individual hit rates were submitted to a 2 (AV congruency)
× 2 (AV synchrony) × 3 (auditory perturbation position)
within-subject ANOVA. A main effect of synchrony was found,
F(1,13) = 17.17, p < 0.002, η2 = 0.57, showing a greater hit
rate when the AV streams were asynchronous than when they
were synchronous. A main effect of position was also found,
F(2,26) = 26.53, p < 0.001, η2 = 0.67. Post-hoc tests (Tukey HSD)
revealed better detection when the perturbation occurred in the
third or fourth beat than in the second beat of the auditory
sequence, both ps < 0.001. The three-way interaction was not
significant, p > 0.7. The two-way interaction between congru-
ency and synchrony was significant, F(1,13) = 6.12, p < 0.03,
η2 = 0.32. As perturbation position did not yield an interac-
tion with any of the two other factors, within-subject means
were computed across all positions and submitted to the follow-
up one-way ANOVAs conducted for each congruency condition
separately. Hit rate was found higher for asynchronous than
for synchronous AV streams when they were congruent (i.e.,
PLF bounced downward to the beat), F(1,13) = 17.0, p < 0.002,
η2 = 0.57. By contrast, no effect of synchrony was observed when
the AV streams were incongruent (i.e., PLF bounced upward
to the beat), p > 0.2 (Figure 2). Thus, the effect of synchrony
on hit rate—i.e., more hits for asynchronous than for syn-
chronous streams—appeared mostly driven by the AV congruent
condition.

FIGURE 2 | Mean percentage of auditory deviant detection as a
function of the deviant position, for each AV congruency and AV
synchrony condition. The mean across deviant positions for each
condition is also plotted in the respective graph. Error bars represent
standard error of the means.

SENSITIVITY (D’)
To assess perceptual sensitivity to the auditory deviants, d’ was
calculated following signal detection theory analysis (“SDT”,
Stanislaw and Todorov, 1999) individually for each of the four
experimental conditions based on congruency and synchrony.
d’ was calculated as the z-score transformed hit rate minus
the z-score transformed false alarm rate. The within-subject d’s
were submitted to a 2 (AV congruency) × 2 (AV synchrony)
repeated-measures ANOVA. A main effect of congruency was
found, F(1,13) = 5.17, p < 0.05, η2 = 0.28, showing a greater d’
in the incongruent than in the congruent condition. The effect
of synchrony was marginally significant, p = 0.07, with a trend
of greater d’ in asynchronous than in synchronous conditions.
The interaction between congruency and synchrony was not
significant, p > 0.6 (Figure 3A). In short, participants were less
sensitive to a deviant auditory beat when the observed PLF moved
downwards than when it moved upwards to the beat. To some
extent, sensitivity to an auditory deviant also seemed lower when
the auditory and visual streams were synchronous than when they
were asynchronous.

RESPONSE CRITERION (C)
To examine whether synchrony and congruency also affected
processes in the decisional level, the response criterion (c) as
defined by SDT (averaging the z-score transformed hit rate and
the z-score transformed false alarm rate, then multiplied by minus
one) was calculated individually for each experimental condition,
and submitted to the 2 (AV congruency) × 2 (AV synchrony)
within-subject ANOVA. A significant main effect of synchrony
was found, F(1,13) = 8.21, p< 0.02, η2 = 0.39, showing that partic-
ipants were more liberal with their response in the asynchronous
than in the synchronous condition. The interaction between
congruency and synchrony was also significant, F(1,13) = 5.59,
p < 0.04, η2 = 0.30. Follow-up one-way ANOVAs revealed that
the difference in response criterion between synchronous and
asynchronous conditions was only evident when the AV streams
were congruent, F(1,13) = 9.19, p < 0.01, η2 = 0.41, whereas no
such difference was found for incongruent AV streams, p > 0.6
(Figure 3B). On average, the response criterion as indexed by

FIGURE 3 | Results of (A) mean d’ , (B) mean c, (C) mean hit rate, and
(D) mean false alarm rate, as a function of AV synchrony, for each AV
congruency condition. Error bars represent standard error of the means.
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c was positive in all the experimental conditions, showing that
participants in this task tended overall to be more conservative
than neutral. Participants were more liberal in the asynchronous
than in the synchronous condition, but only when observing the
PLF moving downwards to the auditory beat.

FALSE ALARM RATE
Following the main effect and interaction found in the response
criterion, false alarm rates were analyzed to reveal how synchrony
and congruency affected the error behavior. (See Section Percent-
age of Deviant Detection (Hit Rate) for results of hit rate analysis.
Results of hit rates were re-plotted here as Figure 3C for better
visualization.) Individual false alarm rates were submitted to a 2
(AV congruency) × 2 (AV synchrony) within-subject ANOVA.
Only a main effect of congruency was found, F(1,13) = 6.09,
p < 0.05, η2 = 0.32, showing a higher false alarm rate in the
congruent than in the incongruent condition. The interaction
between congruency and synchrony was marginally significant,
p = 0.08 (Figure 3D). As shown, there were generally more false
alarms when the PLF moved congruently to the auditory beat.
From the marginally significant interaction and the trend of the
mean data, it would seem as if participants tended to make
more false alarms in the asynchronous than in the synchronous
condition for congruent streams.

PERCEIVED SYNCHRONY
To explore whether response in the secondary task (SJ) differed
across congruency conditions, individual percentages of respond-
ing “synchronous” for each of the experimental conditions were
also submitted to a 2 (AV congruency) × 2 (AV synchrony)
within-subject ANOVA. A main effect of synchrony was found,
F(1,13) = 12.97, p< 0.01, η2 = 0.50, with on average 81% and 70%
of the response being “synchronous” for the experimental syn-
chronous and asynchronous condition, respectively. The interac-
tion between the two factors was close to significant, F(1,13) = 4.61,
p = 0.051, η2 = 0.26. A trend was observed of a greater difference
in perceived synchrony in the congruent condition (on average
80% and 63% of the response was “synchronous” for synchronous
and asynchronous stimuli, respectively) than in the incongruent
condition (on average 81% and 77%).

RELATION BETWEEN EACH INDEX AND THE PERCEIVED SYNCHRONY
Although there were only two objective levels of implemented
synchrony (i.e., synchronous or asynchronous), the degree of
subjectively perceived synchrony across these two levels may differ
amongst individuals (c.f. Su, 2014b). Thus, it was of interest
whether and how each dependent variable was related to the
extent of perceived synchrony, and whether this relation was
varied by AV congruency. To this end, correlational analyses
(Pearson’s correlation) were carried out on an individual level
(N = 14), for the AV congruent and AV incongruent conditions
separately, between the following two measures: (1) the difference
in the percentage of synchrony response (i.e., the response being
“synchronous”) between AV synchronous and AV asynchronous
conditions; and (2) the difference in each of the indexes reported
thus far (i.e., d’, c, hit rate, and false alarm rate) between AV
synchronous and AV asynchronous conditions.

Results revealed significant correlations only in c and in false
alarm rate, but not in d’ or hit rate (Figure 4). Regarding c, a
positive correlation was found in the AV congruent condition,
r = 0.61, p = 0.02, showing that a greater shift to conservative
response was associated with a greater increase in perceived
synchrony. In the AV incongruent condition, by contrast, the
correlation was negative, r = −0.53, p = 0.05, showing that a
greater shift to liberal response was associated with a greater
increase in perceived synchrony (Figure 4, 2nd column). As for
the false alarm rate, which accounted for the correlations found in
c, a negative correlation was found in the AV congruent condition,
r = −0.61, p = 0.02, showing that a greater reduction in false
alarms was associated with a greater increase in perceived syn-
chrony. In the AV incongruent condition, a positive correlation
was found, r = 0.58, p = 0.03, showing that a greater increase in
false alarms was associated with a greater increase in perceived
synchrony (Figure 4, 4th column)2. In sum, the difference in
response criterion and that in false alarm rate were each correlated
with the difference in subjectively perceived synchrony of the AV
streams. This correlation, critically, exhibited opposite patterns
between congruent and incongruent AV conditions.

DISCUSSION
The present study investigated how content congruency and
temporal synchrony between concurrent rhythmic auditory and
visual streams influenced AV integration, as indicated by auditory
deviant perception. Participants attended to AV stimuli consisting
of a PLF moving regularly to a sequence of auditory beat, and
detected a possible auditory temporal deviant. The PLF could
move congruently (downwards) or incongruently (upwards) to
the beat, while in both situations the movement could be either
synchronous with the beat, or lagging behind it. The main
results show that, as evidenced by d’ (Figure 3A), participants
were better at detecting an auditory deviant when the PLF
moved incongruently than congruently to the beat, suggesting
stronger integration—or greater visual temporal capture of the
auditory beat—in the latter. Similarly, a trend can be noted
of stronger visual capture (i.e., lower d’ for auditory deviant
detection) for synchronous than for asynchronous AV streams.
Thus, both content congruency and (to some extent) temporal
synchrony appeared to promote AV integration in the present
scenario.

Specific to the congruent AV stimuli, more hits as well
as more false alarms were observed with asynchronous than
with synchronous AV streams. This synchrony-dependent
difference was not seen when the PLF moved incongruently
to the beat (Figures 3C,D). Although the increased hit rate in
the asynchronous and congruent condition could have been
associated with better deviant detection due to lower cross-modal

2Although the correlations found in the AV congruent conditions might have
been driven by one extreme data point, there is no apparent reason (e.g.,
experimental errors) to consider this data point illegitimate for inclusion. In
the presence of a potential outlier, correlation analyses were performed again
on square root transformed data (Osborne, 2002). While the correlation found
in the AV congruent condition was not significant any more for c (r = 0.46,
p = 0.1), the negative correlation remained significant for the false alarm rate
(r = −0.56, p = 0.03).

Frontiers in Integrative Neuroscience www.frontiersin.org December 2014 | Volume 8 | Article 92 | 109

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Integrative_Neuroscience/archive


Su Congruency interacts with synchrony

FIGURE 4 | Relationship between the difference in perceived synchrony
and the difference in each parameter (calculated as the difference
between AV synchronous and asynchronous conditions), for AV

congruent (upper panel) and AV incongruent (lower panel) condition
separately. Columns from left to right: d’, c, hit rate, and false alarm rate.
Pairwise correlations are only significant for c and for false alarm rate.

binding, this explanation is challenged by the shift of response
criterion (to be more liberal) in this particular condition
(Figure 3B), as well as the lack of a corresponding interaction
between congruency and synchrony in d’. As such, and given
the corroborating pattern in false alarms (albeit only marginally
significant), this result may rather be explained by the error
behavior: namely, more false positives and an increased tendency
to report a deviant in asynchronous than in synchronous streams
for congruent stimuli. Moreover, congruency also modulated
how individual errors were associated with subjectively perceived
synchrony: When the PLF moved congruently/incongruently
to the beat, a greater increase in perceived synchrony was
associated with a greater reduction/increase in false alarms
(Figure 4). Thus, in the present task, errors of false alarm
were modulated by an interaction between congruency and
synchrony. Possible mechanisms underlying these errors will be
discussed in Section Content Congruency Modulates Synchrony
Effect.

CROSS-MODAL ATTENTION IS ASSOCIATED WITH INTEGRATION
Owing to the rhythmic nature of both sensory stimuli, the present
paradigm afforded the possibility of auditory temporal prediction
for the auditory task, which would have rendered the result
largely independent of the visual conditions. However, effects
of visual manipulation were evident, suggesting that concurrent
visual movement information was readily integrated with the
auditory rhythm in perception (Su, 2014c). This supports the idea
that when multisensory information is available and associated

with each other (Lee and Noppeney, 2014; van Atteveldt et al.,
2014), cross-modal rather than within-modal attention dom-
inates temporal prediction in each stream, even if the latter
alone would have sufficed for the task. Cross-modal prediction
has often been shown to underlie perception of AV stimuli
that are causally bound in an action, such as AV speech (Zion
Golumbic et al., 2013) or AV drumming movements (Petrini
et al., 2009b; see also Vroomen and Stekelenburg, 2010, for
similar results of artificial visual motion paired with an impact-
like sound). Importantly, here it shows that this prediction
mode also applies to AV stimuli that are related to each other
by means of action-perception coupling (Prinz, 1997), such as
observed movements coordinated with external sounds (as in
the example of observing dancers moving to music). In this
case, the visual movement information is associated with the
auditory stream due to the observer’s understanding, or internal
representation, of how humans move to rhythmic sounds. For
such bimodal rhythmic stimuli, the (possibly obligatory) visual
prediction of auditory stream may facilitate coupling between
cortical oscillations entrained to each stream, which in turn
supports AV integration (Senkowski et al., 2008; Schroeder and
Lakatos, 2009).

Depending on the temporal relation and the content match
between modalities, effects on AV integration were reflected in
how strongly the visual stream attracted an auditory deviant
temporally, making it less distinct in some conditions than in
others. Such temporal binding of cross-modal stimuli, typically
known as “temporal ventriloquism”, has mainly been reported as
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auditory event(s) shifting the perceived visual onset(s), and not
the other way around (Fendrich and Corballis, 2001; Morein-
Zamir et al., 2003; Recanzone, 2003). The same modality asym-
metry in temporal capture has also been shown in a rhythmic
context: Finger taps synchronized to an isochronous visual flashes
are considerably attracted to a concurrent but phase-shifted audi-
tory sequence, whereas taps synchronized to tones were rather
uninfluenced by concurrent visual distractors (Aschersleben and
Bertelson, 2003; Repp and Penel, 2004). The direction of this
capture is often taken as evidence of superior temporal processing
in the auditory compared to the visual modality (Welch and
Warren, 1980). However, recent studies demonstrate that visual
rhythm perception and synchronization is much improved when
the visual stimulus consists of spatiotemporal periodicity, such as
communicated by a moving object (Grahn, 2012a; Hove et al.,
2013a,b). Furthermore, previous works have revealed that the
same periodic PLF movement as a visual stimulus can modu-
late auditory rhythm perception (Su, 2014a) as well as improve
auditory synchronization (Su, 2014c), and the behavioral gain
in the latter study is suggestive of multisensory integration. In
this light, the present study presents a new case of visual capture
of auditory event in the temporal domain, using visual stimuli
derived from biological motion. The integration effect likely orig-
inates from perceptual binding of AV information, which occurs
when observing a rhythmic human movement while listening to
an auditory rhythm (Su, 2014c). Specifically, auditory rhythm
perception entails internal motor representation of the rhythm
in the listener (Repp and Su, 2013; see also Grahn (2012b), for
a review of cortical and sub-cortical motor areas involved in this
process). Likewise, observing a human movement elicits internal
motor representation (or simulation) of the action in the observer
(Jeannerod, 2001). An association between auditory rhythm and
rhythmic visual movement that leads to AV binding is proposed
to be based on such internal sensorimotor coupling (see Su, 2014c
for more relevant discussions).

CONTENT CONGRUENCY MODULATES AUDIOVISUAL INTEGRATION
The main findings of the present study are twofold: Multisen-
sory integration was modulated by AV content congruency, as
well as by an interaction between AV congruency and AV syn-
chrony. Congruency affected auditory deviant detection, whereas
the interaction between congruency and synchrony modulated
false alarms and response criterion. Given the effects on these
parameters, AV congruency and synchrony appear to modulate
integration in both the perceptual and the decisional processes
(Meyer and Wuerger, 2001; Wuerger et al., 2003; Sanabria et al.,
2007).

Perceptual effects as indexed by d’ are most consistently associ-
ated with congruency, i.e., lower sensitivity to a deviant (indicat-
ing greater AV integration) for congruent than for incongruent
stimuli. This result is straightforward, and it confirms that cogni-
tive factors such as perceived content match promote integration,
as previously shown in AV speech or drumming actions using a
SJ or TOJ task (Petrini et al., 2009a; van Wassenhove et al., 2007;
Vatakis and Spence, 2007). Notably, congruency can be derived
from various forms of AV correspondence (Parise and Spence,
2009; Spence, 2011), and stimuli of abstract correspondences are

shown to be processed cortically in a manner similar to multisen-
sory integration (Bien et al., 2012). In this light, the present result
reveals a new congruency effect based on whether an observed
movement matches an individual’s own motor repertoire coor-
dinated with an auditory beat, i.e., whether it matches how one
would naturally move to a beat (see also Su (2014b)). An observed
downward movement appears to be favored for integration with
an auditory downbeat, compared to an upward movement.

To some extent, synchronous AV streams seem to be associated
with stronger visual capture (as indicated by poorer detection)
of an auditor temporal deviant, compared to asynchronous ones.
This trend is consistent with a large body of literature on inter-
sensory binding (Chen and Vroomen, 2013), showing that tem-
poral alignment between the two streams may direct attention in
a converging manner to facilitate integration. This pattern is also
consistent with the role of cross-modal prediction in multisensory
integration (Zion Golumbic et al., 2013; Lee and Noppeney, 2014;
van Atteveldt et al., 2014), as visual information in the present
asynchronous condition (i.e., visual stream lagging the auditory
one) is of little predictive value for the auditory system, thus
leading to less integration than in the synchronous condition.
However, while some studies show that AV synchrony is critical
for auditory enhancement of visual biological motion detection
(Saygin et al., 2008; Arrighi et al., 2009), others fail to find
support for its importance (Thomas and Shiffrar, 2013). The
currently mixed findings may be associated with differences in
visual stimuli (e.g., a whole-body figure or only part of it) or the
required task (e.g., detection of a walker, other temporal aspects
of the movement, or of auditory patterns as presently probed). It
may also be that, in studies where temporal synchrony does not
modulate multisensory perception, the measured effect reflects
inter-sensory priming (Noppeney et al., 2008; Chen and Spence,
2010) rather than integration, which can occur without strict
temporal co-occurrence.

Regarding possible neural correlates, in the present task, the
observed higher-level, cognitive influence on sensory (here, audi-
tory) processes seems in line with neural findings of higher mul-
tisensory regions feedback-modulating lower sensory areas in the
course of AV integration (Driver and Noesselt, 2008; Musacchia
and Schroeder, 2009). Specifically, the effect of AV congruency
is consistent with evidence that neuronal processing in cortical
unisensory areas is enhanced by congruent multisensory stimuli,
but much less so by incongruent ones (Kayser et al., 2010).
Such top-down modulations may be achieved through cortical
oscillations between higher-level and lower-level areas (Senkowski
et al., 2008; Klemen and Chambers, 2012). In agreement with that,
cortical oscillations underlying multisensory integration is also
modulated by congruency between dynamic AV stimuli (Gleiss
and Kayser, 2014). Finally, semantically congruent and incon-
gruent AV stimuli are often found to engage different cortical
multisensory areas, i.e., temporal and inferior frontal regions,
respectively (Hein et al., 2007; Doehrmann and Naumer, 2008;
van Atteveldt et al., 2010). This pattern is proposed to reflect
well-learned associations, or multisensory objects, represented
in the temporal regions (e.g., superior temporal sulcus), and
conflict monitoring in the inferior frontal areas. It remains to
be tested whether the presently proposed top-down influence on
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lower sensory processes may originate from different multisen-
sory regions depending on content congruency.

CONTENT CONGRUENCY MODULATES SYNCHRONY EFFECT
Effects pertaining to post-perceptual, decisional processes were
reflected in false alarms and the shift of response criterion.
First, there were more false alarms with congruent than with
incongruent stimuli. Although it is not entirely clear why, one
speculation is that the perceived auditory timing might have
been shifted by a mixture of position and velocity cues in the
continuous PLF movement trajectory (Su, 2014b). This shift was
likely not stable or constant for all the auditory events, caus-
ing occasional fluctuation in the perceived auditory onsets and
thus erroneous judgment of a deviant. The observed effect was
greater for congruent than for incongruent stimuli, arguing for
stronger AV binding in the former. Next, in particular, a curious
pattern of increased false alarms and more liberal response was
seen in asynchronous streams, and the effect was mainly evident
when the observed movement was congruent with the auditory
rhythm. One plausible explanation for this pattern, paradoxically,
also rests upon visual temporal capture of auditory beats: In
an asynchronous AV situation, the auditory events might be
temporally shifted by the visual stream due to AV binding (i.e.,
temporal ventriloquism). If, as suspected, this shift is occasional
and not constant throughout the auditory sequence, the perceived
irregularity could be erroneously taken as a deviant, leading to
a false positive response. Notably, this effect is specific to the
congruent AV stimuli, suggesting that content congruency can
promote (potentially erroneous) integration of AV information
at greater temporal distance. As such, the effect of temporal
proximity as a low-level stimulus factor on integration seems
to be modulated by higher-level cognitive factors, such as the
perceived content match. One question, then, is whether this
result pattern might be associated with the observation that
the difference in perceived synchrony between synchronous and
asynchronous conditions (as measured in the secondary task)
seems greater in congruent than in incongruent stimuli. Put in
another word, is subjective AV asynchrony directly linked to the
auditory susceptibility to visual temporal capture? There seems
to be evidence against this speculation (Stevenson et al., 2012):
A narrower AV temporal integration window (i.e., lower tendency
to perceive asynchronous stimuli as synchronous) is correlated
with a lower tendency to integrate asynchronous stimuli, and
thus—in the present case—it should have led to fewer, and not
more, false alarms.

A similar interaction between stimulus timing and content
congruency has been described in a recent study of AV speech
(syllable) perception (Ten Oever et al., 2013), in which seman-
tically congruent AV stimuli compared to incongruent ones are
integrated at greater temporal disparity. This leads to the proposal
that, as opposed to lower-level stimulus features (e.g., timing)
and higher-level cognitive factors (e.g., semantic congruency)
operating serially and hierarchically, these two factors may in fact
work in parallel to reach a perceptual outcome (Stevenson et al.,
2014b). In line with this proposal, the present results extend the
principle to a non-speech action domain involving continuous
AV stimuli, whose congruency is derived from internal motor

simulation (Jeannerod, 2001). It may be argued that such top-
down cognitive mechanisms, based on sensorimotor coupling,
operate in parallel with bottom-up, synchrony-driven attention
(Van der Burg et al., 2008; Fiebelkorn et al., 2010) in the course of
multisensory integration of rhythmic stimuli.

Also regarding the interaction between the two factors, under
congruent conditions, a greater increase in perceived synchrony
was associated with a greater decrease in false alarms across
individuals. Under incongruent conditions, however, a greater
increase in perceived synchrony was associated with a greater
increase in false alarms. These patterns may be explained in terms
of individual differences in AV synchrony perception predisposing
the strength of AV binding (Stevenson et al., 2012), and this
tendency leads to different consequences of error, depending
on content congruency. With congruent content, the more an
individual is able to discern synchronous from asynchronous
streams, the more the streams may be unambiguously integrated
in the former and less in the latter, thus reducing the chance
of visual capture of asynchronous auditory stimuli and the
subsequent false alarms. By contrast, incongruent content may
increase uncertainty in synchronous situations, possibly due to
conflicting information regarding the unity of stimuli (Welch
and Warren, 1980), i.e., the incompatible movement relative to
the beat deters the perceptual system from integration, whereas
synchrony between the streams promotes it. As a result, individ-
uals who can better tell apart synchronous from asynchronous
situations are subject to greater perceptual conflict, leading to
more errors.

The interaction between content congruency and temporal
synchrony seems to occur later in the decisional stage (as reflected
in the response criterion) compared to its perceptual effect (as
reflected in sensitivity). From the literature, congruency seems
to modulate the time course of multisensory processing, with
a larger early response to congruent (compared to incongru-
ent) stimuli (Naci et al., 2012), followed by a later response to
incongruent (compared to congruent) ones (Meyer et al., 2013).
Although it remains speculative at present, it is possible that an
earlier feedback modulation through congruent AV stimuli (Naci
et al., 2012) would contribute to temporal capture or integra-
tion in the auditory cortices (Musacchia and Schroeder, 2009;
Marchant and Driver, 2013), whereas feedback from incongruent
stimuli may occur later and, rather than interacting with stimulus
timing for integration, it would be more involved in conflict
resolution.

Finally, it is worth mentioning that in the pilot experiment, an
asymmetry was evident regarding how AV temporal order influ-
enced the perceived movement direction relative to the beat: Judg-
ment of direction (implying congruency) was more ambiguous
when the visual stream led—compared to when it lagged—the
auditory one. Together with the observation in the main experi-
ment that congruency appeared to influence perceived synchrony,
it is possible that AV temporal relation and content congruency
in the present scenario interact with each other both-ways in
perception. Although a detailed discussion on this point is beyond
the scope of the present research, future investigations using
different paradigms are warranted to gather further evidence of
this interaction, and its implication in multisensory perception.
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MULTISENSORY INTEGRATION VS. ATTENTIONAL ENTRAINMENT IN
RHYTHMIC STIMULI
In the domain of multisensory integration, attention is often con-
sidered to be a mechanism that can facilitate cross-modal binding
(Fiebelkorn et al., 2010; Koelewijn et al., 2010; Talsma et al., 2010).
There is, however, a different framework pertaining to the role of
attention, namely that of the Dynamic Attending Theory (“DAT”,
Jones and Boltz, 1989; Large and Jones, 1999) as briefly mentioned
in the Introduction, which is also relevant in the context of
bimodal rhythmic stimuli. Discussions are thus warranted as to
possible overlaps and discrepancies between DAT and theories
of integration when explaining multisensory perception. DAT
proposes that attention can be seen as an oscillatory energy, and it
is temporally entrained by the periodicity of the external sensory
rhythms, leading to enhanced stimulus processing at the expected
points in time. Findings in support of this theory typically show
that a deviant is better detected when its expected occurrence
coincides with the entrained periodicity (Jones et al., 2002, 2006;
Repp, 2010; Su, 2014a). This model is further corroborated by
possible neural correlates, such as cortical oscillations in the beta
band being phase-locked to a regular auditory beat (Large and
Snyder, 2009; Iversen et al., 2009; Fujioka et al., 2012). Within
this framework, synchronous multisensory rhythms compared
to asynchronous ones are expected to facilitate such processing
by entraining attention to convergent points in time (Nozaradan
et al., 2012; Su, 2014c). As such, in the present case, DAT would
predict that synchronous AV streams should yield better audi-
tory deviation detection than asynchronous ones, while content
congruency should not play a critical role. These predictions run
contrary to those made with regard to AV integration and inter-
sensory capture. At first sight, the present results seem to support
the latter.

Can these two accounts—thus far situated in somewhat
different research domains and yet both tapping onto the
operation of attention—be reconciled in addressing multisensory
perception of rhythmic stimuli? Inspection of the present data
suggests that these two accounts may be combined to explain
the results. First, deviants were better detected in later temporal
positions, which appears to reflect the effect of attentional
entrainment, as expectation can be more strongly and precisely
generated with more repetitions of intervals preceding a possible
deviant (Haenschel et al., 2005). This effect was independent of
AV congruency and synchrony, i.e., the mechanism exists inde-
pendently of the concurrent visual information, suggesting that it
functions as a perceptual basis for rhythmic stimuli at least in the
task-relevant modality. On top of that, auditory deviant detection
varied according to AV congruency and to some extent synchrony,
and the effect was consistent with predictions of AV integration
rather than of bimodal entrainment alone. Based on these results,
the present research proposes the following: In the context
of multisensory rhythms, attention is temporally entrained
by the (especially task-relevant) stimulus rhythmicity, likely
in a bottom-up, automatic manner (Bolger et al., 2013). This
temporal orienting serves a general perceptual frame for stimulus
processing that is less sensitive to specificities of multisensory
information. Indeed, literature on attentional entrainment con-
sistently shows that enhanced attention can be flexibly transferred

across modalities and tasks (Escoffier et al., 2010; Bolger et al.,
2013; Brochard et al., 2013). However, owing to the heightened
attention entrained by the stimulus rhythmicity, multisensory
binding around these points in time is also enhanced, which is
then subject to modulations of variables critical for integration,
such as congruency and synchrony. Presently it would seem
as if the same attentional capacity is deployed for temporal
entrainment and multisensory integration in a hierarchical
manner, with the former serving the basis for the latter.

There seems to be a link between the DAT model and mul-
tisensory integration: With respect to attentional entrainment, a
body of neurophysiological research demonstrates that rhythmic
cortical oscillations can be entrained (i.e., the neuronal excitatory
phase being aligned) to the rhythmicity of external stimuli, such
that neuronal responses to the sensory input are amplified (e.g.,
Lakatos et al., 2008; Schroeder and Lakatos, 2009). This opera-
tion is especially instantiated by deploying attention to the task-
relevant stimulus stream amongst other phase-shifted streams in a
different modality (Lakatos et al., 2008, 2013). Most critical in the
context of multisensory stimuli are proposals that oscillations in
one lower sensory area can be phase-reset, in a predictive manner,
by concurrent input from another modality (Lakatos et al., 2007;
Schroeder et al., 2008), a mechanism that is argued to underlie
multisensory integration (van Atteveldt et al., 2014). These find-
ings seem to support the hypothesis proposed above. Namely,
the task-relevant rhythmic stream entrains internal processes (i.e.,
oscillations) in the temporal domain through attentional deploy-
ment, while input from another modality—dependent upon mul-
tisensory correspondence—modulates the processes on top of this
entrainment, thus enhancing or impeding integration. From here
on, other relevant hypotheses can be tested, e.g., in rhythmic stim-
uli comprising several hierarchical levels of periodicity, whether
the strength of integration would vary according to the saliency
(and thus potential for entrainment) of each periodicity.

In conclusion, the present study highlights the effect of the
cognitive factor (content congruency), as well as its interaction
with the stimulus factor (temporal synchrony), on integration of
continuous, rhythmic AV information related to human move-
ments and extraneous sounds. A new form of congruency is
demonstrated here, based on whether the observed movement
matches how humans typically move to an auditory beat (i.e.,
action-perception coupling). This content congruency influences
integration, as well as whether attention may be spread despite
inter-sensory asynchrony to support integration. Consistent with
previous findings in AV speech, perception of complex AV actions
may also entail parallel processing of lower-level stimulus param-
eters and higher-level content correspondence. As a multitude
of environmental and biological signals are multisensory and
rhythmic (Arnal and Giraud, 2012), possible interplays amongst
factors of integration and rhythm perception remain an interest-
ing scenario for further explorations.
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Previous studies have shown that the perception of facial and vocal affective expressions
interacts with each other. Facial expressions usually dominate vocal expressions when
we perceive the emotions of face–voice stimuli. In most of these studies, participants
were instructed to pay attention to the face or voice. Few studies compared the perceived
emotions with and without specific instructions regarding the modality to which attention
should be directed. Also, these studies used combinations of the face and voice which
expresses two opposing emotions, which limits the generalizability of the findings. The
purpose of this study is to examine whether the emotion perception is modulated by
instructions to pay attention to the face or voice using the six basic emotions. Also we
examine the modality dominance between the face and voice for each emotion category.
Before the experiment, we recorded faces and voices which expresses the six basic
emotions and orthogonally combined these faces and voices. Consequently, the emotional
valence of visual and auditory information was either congruent or incongruent. In the
experiment, there were unisensory and multisensory sessions. The multisensory session
was divided into three blocks according to whether an instruction was given to pay attention
to a given modality (face attention, voice attention, and no instruction). Participants judged
whether the speaker expressed happiness, sadness, anger, fear, disgust, or surprise.
Our results revealed that instructions to pay attention to one modality and congruency of
the emotions between modalities modulated the modality dominance, and the modality
dominance is differed for each emotion category. In particular, the modality dominance
for anger changed according to each instruction. Analyses also revealed that the modality
dominance suggested by the congruency effect can be explained in terms of the facilitation
effect and the interference effect.

Keywords: attentional instruction, audiovisual integration, unattended stimuli, modality dominance, congruency

effect, emotion perception

INTRODUCTION
Human beings must perceive other people’s emotions appro-
priately to facilitate successful social interactions. Emotions are
expressed using different sensory channels, such as a face and voice,
and are judged by integrating information from these channels
in natural settings. Previous studies have shown that the per-
ceptions of facial and vocal affective expressions are interactive.
For instance, emotional judgments based on one modality are
impaired by incongruent emotions and enhanced by congruent
emotions expressed in other modalities (de Gelder and Vroomen,
2000; Kreifelts et al., 2007; Collignon et al., 2008). These find-
ings have been confirmed by experiments using both static faces
(Massaro and Egan, 1996; de Gelder et al., 1999; de Gelder and
Vroomen, 2000) and dynamic faces (Collignon et al., 2008; Van
den stock et al., 2008; Tanaka et al., 2010). Furthermore, integra-
tion of emotional information from the face and voice has been
demonstrated in infants (Grossmann et al., 2006) and people with
pervasive developmental disorder (Magnèe et al., 2008). Results

from brain studies have shown that emotions from the face and
voice interact with each other (Pourtois et al., 2005; Ethofer et al.,
2006a,b; Kreifelts et al., 2007; Talsma et al., 2007, 2010). Specif-
ically, neuroimaging data using functional magnetic resonance
imaging (fMRI) on audiovisual integration of emotional infor-
mation highlights stronger activation in the left middle temporal
gyrus (Pourtois et al., 2005), left basolateral amygdala (Ethofer
et al., 2006a), right fusiform gyrus (Ethofer et al., 2006a), right
thalamus (Kreifelts et al., 2007), and posterior superior temporal
sulcus (Ethofer et al., 2006b; Kreifelts et al., 2007).

In most behavioral studies, participants were instructed to pay
attention to only one modality (i.e., face or voice) and judge the
emotion shown in that modality. This method allows us to inves-
tigate whether the emotional information from the face and voice
are integrated inevitably. This paradigm, the immediate cross-
modal paradigm (Bertelson and de Gelder, 2004), has been widely
used to examine the multisensory perception of the emotion (de
Gelder and Vroomen, 2000; Vroomen et al., 2001; Collignon et al.,
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2008). For instance, de Gelder and Vroomen (2000) asked par-
ticipants to judge the emotion of congruent and incongruent
face–voice stimuli expressing two opposing emotions (happiness
and sadness) by instructing participants to attend to a certain
modality. The results showed that accuracy of the emotion percep-
tion was higher for congruent stimuli than it was for incongruent
stimuli. That is, though participants understood that they should
pay attention to only one modality, the emotion perception was
impaired by the emotion of the other modality in the presence
of incongruent stimuli. Vroomen et al. (2001) examined whether
integration of emotional information from the face and voice
requires limited attentional resources using dual-task methodol-
ogy. The results showed that emotional judgment from the face
and voice was unconstrained by attentional resources. These find-
ings imply that audiovisual integration of emotional information
occurs as a mandatory process.

Is perceived emotion different according to whether partici-
pants are instructed to pay attention to either the face or voice
or not? Few studies have compared the emotion perceptions
with and without specific instructions regarding the modality
to which attention should be directed. Collignon et al. (2008)
conducted two experiments, one with instructions and one with-
out instructions. They used stimuli denoting expressions of fear
and disgust. Stimuli were faces and voices in which fear, disgust,
or combinations of both were expressed. Experiment 1 without
instructions used congruent multisensory stimuli and unisensory
stimuli, and Experiment 2 with instructions used incongruent
stimuli in addition to stimuli in Experiment 1. In both exper-
iments, participants were asked to categorize fear and disgust.
The results revealed that the performance on congruent multi-
sensory stimuli was higher than that on unisensory stimuli in
both experiments. That is, with regard to the emotion perception
for unisensory and congruent multisensory stimuli, the results
were consistent regardless of whether instructions as to atten-
tion were given. However, it is unclear whether the emotion
perception for incongruent stimuli is modulated by attentional
instructions.

Previous studies have also suggested that particular emotional
channels dominate other channels when comparing the accu-
racy of emotion judgments in the unisensory condition against
the multisensory condition. Collignon et al. (2008) suggest that
performance of emotion judgment was better when participants
attended to the face as opposed to the voice, at least for fear and
disgust. Similarly, other research has reported higher accuracy for
faces when compared to voices, even when only one of the two
was presented (e.g., Johnstone and Scherer, 2000; Pell, 2002; Hawk
et al., 2009).

Most studies investigating the audiovisual integration and
modality dominance in judging emotions have evaluated a lim-
ited number of emotions (sometimes as few as two). However,
recent studies have focused on more than two emotions and have
shown face dominance in general. Paulmann and Pell (2011) used
congruent face–voice pairs in which five emotions (anger, disgust,
sadness, happiness, and surprise) and neutral were expressed. They
investigated whether the emotion perception is more accurate for
multi-channel stimuli by presenting stimuli with different combi-
nations of the face and prosody of the voice. Participants were not

given specific instructions with regard to attention. The emotion
perception was better in response to multi-channel as opposed
to single-channel stimuli. When stimuli contained only one emo-
tional channel, perception tended to be higher for faces than for
vocal prosody. However, this tendency was not uniform across
emotion categories. Föcker et al. (2011) used both congruent and
incongruent face–voice pairs in which three emotions (happiness,
anger, and sadness) and neutral were expressed. They aimed to test
whether participants were able to categorize the stimuli based on
each emotion, expecting that the accuracy on incongruent stim-
uli would be lower than that on congruent stimuli. Participants
were instructed to pay attention to one modality. The accuracy on
congruent audiovisual stimuli was higher than that on unisensory
stimuli, and the accuracy on unisensory stimuli was higher than
that on incongruent audiovisual stimuli. However, the accuracies
varied across emotion categories. That is, both studies showed
that the emotion perception accuracy is not uniform across emo-
tion categories. Therefore, it is necessary to closely examine the
emotion perception for each emotion category.

As presented above, previous studies have revealed that emo-
tional information from the face and voice demonstrated manda-
tory interaction, and that facial cues generally dominate vocal cues
in judging emotions from the face and voice. However, it is unclear
whether the interaction of emotional information from the face
and voice is mandatory for any emotion categories. Also it remains
unclear whether the modality dominance is the same across emo-
tion categories. It is important to examine the emotion perception
in terms of the impact of instructions and the unattended modality
using the six basic emotions.

In the present study, we examined whether the emotion percep-
tion is modulated by instructions to pay attention to one of two
modalities. We used faces and voices expressing the six basic emo-
tions, and face–voice combinations in which the face and voice
showed the same or different emotion.

MATERIALS AND METHODS
PARTICIPANTS
Twenty-six Japanese university students residing in Japan (13 male,
13 female; average age 20.3 ± SD 1.4) participated in the exper-
iment. All participants provided written informed consent prior
to participation. The study was approved by the local ethics com-
mittee and all subjects gave their written informed consent prior
to inclusion in the study.

STIMULI SELECTION
Models
Twenty-one Japanese (10 male, 11 female) students demonstrated
the six basic emotions for audiovisual speech stimuli.

Creation of the audiovisual speech stimuli
For the models’ utterances, six short phrases with emotionally
neutral meanings were chosen. The models were asked to say
“Soonandesuka?” (Is that so?), “Korenani?” (What’s this?), “Say-
oonara” (Goodbye), “Hai, moshimoshi” (Hello), “Doonatteruno?”
(What’s going on?), and “Daijoobu?” (Are you okay?) in Japanese
with angry, disgusted, fearful, happy, sad, and surprised expres-
sions. While facially expressing each intended emotion, the models
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uttered the six meaning-neutral phrases, filling them with the
required emotion. Before starting the recording of each emotion,
each model was instructed on how to facially and vocally perform
the emotional expression. For facial expressions, instructions were
given based on the Action Units of Ekman and Friesen (1978). For
vocal expressions, samples by radio announcers were given and,
when necessary, emotional context was provided to induce each
emotion. After receiving these instructions, the models used a mir-
ror to practice their expressions. The recording began when the
model could adequately convey the emotion with simultaneous
facial and vocal expressions. For the recording, they were asked
to speak the phrases at three different speech rates—slow, nor-
mal, and fast—and to repeat them three times at each speech rate.
Thus, 324 samples (6 emotions × 6 utterances × 3 speech rates × 3
repetitions) were recorded from each model.

A recording studio was used with sufficient lighting equipment
on the ceiling. A digital video camera (SONY PVW−637 k) was
used for recording video and a microphone (SONY ECM-77B) was
used for recording audio. A gray background was used throughout
the recording. The recordings took place per emotion type. All
models wore a white cardigan and a pin microphone about 15 cm
away from their mouths on their chests for recording audio. They
sat about 2 m away from the camera and 30 cm in front of the
background.

The recorded video was edited using Avid Xpress (Avid Tech-
nology, Inc.). For each model’s performance, the onset and offset
of the utterance was identified. Then, we extracted the clip includ-
ing five frames before and five frames after the onset. From the
21 models, eight models were selected via agreement between two
evaluators who judged that the facial and vocal expressions suit-
ably expressed each emotion. The selection standards consisted
mainly of whether the differences among emotions were clearly
discriminated in facial expressions and whether there were mini-
mal head movements and blinking. Regarding vocal expressions,
models were selected according to whether differences among
emotions were clearly expressed and whether the utterance was
fluent and clear. Furthermore, for each combination of the emo-
tion and utterance, a total of nine video clips were recorded
from each model, having repeated each utterance three times
at three speech rates. From the nine video clips recorded, three
were selected that had approximately the same utterance dura-
tion, regardless of the instruction on speech rate. Two uttered
phrases were eliminated. One phrase (“Daijoobu?”) was elimi-
nated because some participants pointed out that it does not have
a neutral meaning. The other phrase (“Hai, moshimoshi”) was
eliminated because it has a pause between “Hai” and “moshimoshi”
that makes it difficult to create incongruent stimuli. Finally, the
uttered phrases were reduced to just four: “Soonandesuka?” (Is
that so?), “Korenani?” (What’s this?), “Sayoonara” (Goodbye), and
“Doonatteruno?” (What’s going on?).

Evaluation experiment
For the evaluation experiment, participants were 99 Japanese uni-
versity students (47 male, 52 female; average age 20.7 ± SD 2.07).
The experiment was divided into two rounds, with only facial
expressions in the first round and only vocal expressions in the sec-
ond round. The reason for keeping the order of rounds constant

was that it was likely to preclude biased evaluations of the facial
expressions due to lip-reading from the uttered phrase already
being known. Both rounds were conducted in groups (10–20 par-
ticipants), and participants were required to participate in both
rounds. The experiment consisted of a total of eight sessions, cor-
responding to each of the eight models, for a total of 72 trials.
The order of the sessions was counterbalanced. Images were pro-
jected onto a screen in the front of the classroom using a projector
attached to a PC, and sound was presented through a loudspeaker.
Participants were seated in a spot from which they could ade-
quately see the entire screen. They were instructed to choose which
the emotion was being expressed (or heard) from the six emotions
(anger, disgust, fear, happiness, sadness, and surprise) and write on
an answer form that was provided. Further, they were instructed
to judge intuitively rather than think deeply about their decision.

The rates of matches between participants’ responses and mod-
els’ intended emotions were calculated per model and uttered
phrase. Based on the results, the four models and two uttered
phrases, “Soonandesuka?” (Is that so?) and “Doonatteruno?”
(What’s going on?), that generated the most matches were used
in the main experiment. The mean accuracies of emotion judg-
ment from faces and voices for selected stimuli with respect to the
emotion category are shown in Table 1.

Based on the above result, faces and voices presented in the
evaluation experiment were edited and processed so that emo-
tions depicted by the facial expressions and vocal expressions were
paired in a congruent or incongruent fashion. The former were
congruent stimuli, and the latter were incongruent stimuli of the
main experiment. There were 36 combinations of facial expression
(6) and vocal expression (6) in total. In these combinations, six
combinations were congruent and 30 combinations (6 × 5) were
incongruent. Finally, there were 48 congruent stimuli (6 congru-
ent combinations × 2 phrases × 4 actors) and 240 incongruent
stimuli (30 incongruent combinations × 2 phrases × 4 actors).

PROCEDURE
The main experiment was conducted in a group setting. Visual
and audio stimuli were presented in the same way as the evaluation
experiment. Participants were seated such that they could see the
entire screen and listen to the auditory stimuli. In the main exper-
iment, there were unisensory and multisensory sessions. In the
unisensory session, only faces or voices were presented. The multi-
sensory session was divided into three blocks according to whether
an instruction was given to pay attention to a given modality. In

Table 1 | Mean accuracies (%) of emotion judgment from faces and

voices for selected stimuli with respect to the emotion category (SD

in parentheses).

Emotion category

Anger Disgust Fear Happiness Sadness Surprise

Face 80.3 73.0 21.3 98.6 69.7 83.7

(15.05) (9.88) (6.46) (1.98) (32.12) (8.53)

Voice 64.4 49.3 31.9 62.4 62.4 73.6

(24.28) (9.79) (20.22) (28.98) (33.33) (13.80)
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the no instruction (NI) block, participants were not instructed to
pay attention to either of the two modalities. In the visual instruc-
tion (VI) block, participants were instructed to pay attention to
the visual information (i.e., face). In the auditory instruction (AI)
block, participants were instructed to pay attention to the audio
information (i.e., voice). Participants were required to judge the
emotion perceived from both the face and voice, the face only, and
the voice only in NI, VI, and AI, respectively. They were required
to ignore the voice in VI and the face in AI. The main experiment
always began with the multisensory session. In the multisensory
session, the first block was NI, followed by VI and AI. The order
of VI and AI was counterbalanced. In the unisensory session,
the order of the face and voice blocks was also counterbalanced.
Participants answered the judged the emotion in handwriting by
choosing one of the six options on the answer sheet.

Each block of the multisensory session consisted of 288 trials
and each block of the unisensory session consisted of 192 trials (96
stimuli repeated two times). Stimuli were presented in random
order in all blocks of both sessions. The main experiment took
2 h per day for 2 days. Participants were allowed to take a 10 min
break every hour.

RESULTS
In this study, we examined whether the emotion perception is
modulated by instructions to pay attention to one of two modali-
ties. We used both congruent and incongruent stimuli expressing
the six basic emotions. The modality dominance between the face
and voice for each emotion was also examined. We describe the
results according to these purposes in the following sections.

EMOTION PERCEPTION WITH AND WITHOUT INSTRUCTIONS ON
INCONGRUENT TRIALS
Here, we focused on only incongruent trials in NI, VI, and AI.
To examine the emotion perception when NI to pay attention to
one modality were given, we performed a response modality (face
or voice responses) × emotion (anger, disgust, fear, happiness,
sadness, or surprise) two-way analysis of variance (ANOVA) on
participants’ responses on incongruent trials in NI. A significance
level of p < 0.05 was used for all ANOVA to evaluate all effects.
Face responses for each emotion were defined as the mean percent-
age of participants’ responses for a given emotion when the face
expressed that emotion. For example, when presented with stimuli
in which the face showed anger but the voice showed a different
emotion, we calculated the mean percentage of “anger” responses
as the face response for anger. In contrast, voice responses for
each emotion were defined as the mean percentage of responses
for a given emotion when the voice expressed that emotion. For
example, when presented with stimuli in which the voice expressed
anger but the face expressed a different emotion, we calculated the
mean percentage of “anger” responses as the voice response for
anger. We used the face and voice responses for each emotion as
the dependent variables.

Figure 1 shows the proportion of the face and voice responses
for each emotion in NI. The main effect of response modality
was significant [F(1,25) = 106.86, p < 0.001]. The proportion
of the face responses (43.2%) was higher than that of voice
responses (23.8%, p < 0.001), demonstrating that facial cues

FIGURE 1 | Proportion of facial and vocal response on incongruent

trials for each emotion category in the no instruction (NI) block. Error
bars represent SE. Asterisks indicate significant differences between
modalities (*p < 0.05, ***p < 0.001).

dominated vocal cues when MI was given to pay attention to
one modality. The main effect of emotion was also significant
[F(5,125) = 21.57, p < 0.001], and the proportion for fear was
the lowest (17.6%, ps < 0.05). In addition, the two-way inter-
action between response modality and emotion was significant
[F(5,125) = 156.50, p < 0.001]. Simple main effects analyses
showed that the proportion of the face responses was higher than
that of the voice responses for disgust (face 48.4%, voice 18.7%),
happiness (face 69.4%, voice 2.4%), and surprise (face 58.6%,
voice 28.7%; ps < 0.001). In contrast, the proportion of the voice
responses (20.4%) was higher than that of the face responses for
fear (14.8%, p < 0.05).

To examine the emotion perception when the instruction to
pay attention to one modality was given, a similar analysis was
applied to VI and AI. We performed an attended modality (VI or
AI) × emotion (anger, disgust, fear, happiness, sadness, or sur-
prise) two-way ANOVA on the accuracy on incongruent trials in
VI and AI. The accuracy for each emotion was calculated accord-
ing to the attended modality. For example, when presented with
stimuli in which the face showed anger but the voice showed a
different emotion in VI, we calculated the proportion of “anger”
responses as the accuracy for anger in VI. In contrast, for stimuli
in which the voice showed anger but the face showed a different
emotion in AI, we calculated the proportion of “anger” responses
as the accuracy for anger in AI. We used these accuracies for each
emotion as the dependent variables.

Figure 2 shows the accuracies for each emotion in VI and
AI. The main effect of the attended modality was significant
[F(1,25) = 48.16, p < 0.001]. The accuracy in VI (61.9%) was
higher than that in AI (46.3%, p < 0.001). This showed that facial
cues dominated vocal cues when the instruction to pay attention
to one modality was given. The main effect of emotion was also
significant [F(5,125) = 37.76, p < 0.001], and the accuracy for
fear was the lowest (27.1%, ps < 0.05). In addition, the two-
way interaction between the attended modality and emotion was
significant [F(5,125) = 44.71, p < 0.001]. Simple main effects
analyses showed that the accuracy in VI was higher than that in AI
for anger (VI 64.2%, AI 54.9%; p < 0.05), disgust (VI 66.7%, AI
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FIGURE 2 | Accuracy for each emotion category in visual instruction (VI) block and auditory instruction (AI) block. Error bars represent SE. Asterisks
indicate significant differences between modalities (*p < 0.05, ***p < 0.001).

28.4%), happiness (VI 93.3%, AI 41.2%), and surprise (VI 79.6%,
AI 60.5%) (ps < 0.001). In contrast, the accuracy for fear was
higher in AI (37.8%) than it was in VI (16.3%; ps < 0.001).

The comparison between Figures 1 and 2 based on the analyses
showed that facial cues generally dominate vocal cues, regardless
of the presence of instructions. For anger, face dominance was
shown only when paying attention to one modality.

IMPACT OF CONGRUENCY OF EMOTIONS BETWEEN FACES AND
VOICES
In the previous section, we focused on only incongruent trials
in NI, VI, and AI. Here, to examine the emotion perception in
terms of congruency between facial and vocal cues, we focused on
both congruent and incongruent trials when instructions to pay
attention to one modality were given. We also investigated whether
the channel being unisensory or multisensory had an effect. We
performed an attended modality (face or voice) × presentation
condition [multisensory_congruent (MC), unisensory (UNI), or
multisensory_incongruent (MI)] × emotion (anger, disgust, fear,
happiness, sadness, or surprise) three-way ANOVA on the accuracy
in each presentation condition.

Figure 3 shows accuracies on all presentation conditions for
each emotion category with respect to each modality. Results
revealed a significant three-way interaction [F(10,250) = 15.93,
p < 0.001]. There were significant simple interactions between
the attended modalities and presentation conditions for anger
[F(2,300) = 12.67, p < 0.001], disgust [F(2,300) = 13.23,
p < 0.001], fear [F(2,300) = 0.02, p < 0.05], happiness
[F(2,300) = 41.33, p < 0.001], and surprise [F(2,300) = 8.86,
p < 0.001]. The subsequent analysis revealed simple–simple main
effects of the presentation conditions for each attended modality
and emotion categories. The simple–simple main effect of the pre-
sentation conditions was significant for anger [F(2,600) = 17.06,

p < 0.001], fear [F(2,600) = 6.15, p < 0.001], sadness
[F(2,600) = 18.64, p < 0.001], and surprise [F(2,600) = 8.43,
p < 0.001] when the attended modality was the face. Also,
the simple–simple main effect of the presentation conditions
was significant for anger [F(2,600) = 7.07, p < 0.001], disgust
[F(2,600) = 26.65, p < 0.001], happiness [F(2,600) = 80.13,
p < 0.001], sadness [F(2,600) = 8.71, p < 0.001], and sur-
prise [F(2,600) = 28.18, p < 0.001] when the attended modality
was the voice. In the next sections, we describe the results of
multiple comparisons for a simple–simple main effect of the pre-
sentation conditions for each attended modality and emotion
category.

Besides three-way interaction, it should be noted that an
attended modality × presentation condition two-way interaction
was also significant [F(2,50) = 6.13, p < 0.005]. That is, the accura-
cies among presentation conditions were different by modalities.
Figure 4 shows accuracies on all presentation conditions for all
emotion categories included with respect to modality. The differ-
ence in the accuracies between MC (71.9%) and UNI (68.7%) was
not significant, while the accuracies in MC and UNI were higher
than that in MI (61.9%, ps < 0.05) when the attended modality
was the face. In contrast, the accuracy in MC (63.7%) was higher
than that in UNI (56.2%, p < 0.05), and the accuracy in UNI
was higher than that in MI (46.4%, p < 0.05) when the attended
modality was the voice.

Impact of presentation conditions
To examine the impact of presentation condition on the accu-
racy of the emotion perception for each attended modality and
emotion, we describe the results of the multiple comparisons
for simple–simple main effects of three-way interaction. For this
purpose, we define the congruency effect as the difference in the
accuracies between MC and MI. The congruency effect included
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FIGURE 3 | Accuracy on all presentation conditions for each emotion category with respect to attended modality. (A) anger, (B) disgust, (C) fear,
(D) happiness, (E) sadness, and (F) surprise. Error bars represent SE. Asterisk indicate significant differences between presentation conditions (*p < 0.05).

FIGURE 4 | Accuracy on all presentation conditions with respect to

attended modality for all emotion categories. Error bars represent SE
(*p < 0.05).

two dissociable effects. Then, we defined the facilitation effect
as the difference in the accuracies between MC and UNI and
the interference effect as the difference in the accuracies between
UNI and MI. Congruency effects, facilitation effects, and inter-
ference effects for each emotion category are shown as the results
of multiple comparisons for the simple–simple main effects of
presentation conditions for each attended modality and emotion
(Table 2).

Congruency effects are represented by the difference in the
accuracies between the blue and green columns in Figure 3. Mul-
tiple comparisons for simple–simple main effects of presentation
conditions revealed that there were congruency effects for anger,

fear, sadness, and surprise when the attended modality was the
face. The accuracies in MC were higher than those in MI for
these emotions (ps < 0.05). Furthermore, congruency effects were
observed for all emotions except for fear when the attended modal-
ity was the voice. The accuracies in MC were higher than those in
MI (ps < 0.05).

Facilitation effects are represented by the difference in the
accuracies between blue and red columns in Figure 3. Multi-
ple comparisons for simple–simple main effects of presentation
conditions revealed facilitation effects for sadness and surprise
when the attended modality was the face. The accuracies in MC
were higher than those in UNI for these emotions (ps < 0.05).
Furthermore, facilitation effects were shown for anger, disgust,
and happiness when the attended modality was the voice. The
accuracies in MC were higher than those in UNI (ps < 0.05).

Interference effects are reflected in the difference in the accu-
racies between the red and green columns in Figure 3. Multiple
comparisons for simple–simple main effects of presentation con-
ditions revealed that there were interference effects for anger and
sadness when the attended modality was the face. The accuracies in
UNI were higher than those in MI for these emotions (ps < 0.05).
Furthermore, interference effects were shown for happiness, sad-
ness, and surprise when the attended modality was the voice. The
accuracies in UNI were higher than those in MI (ps < 0.05).

Modality dominance in congruency effect, facilitation effect, and
interference effect
We examined the modality dominance for each emotion category
based on the congruency effect, facilitation effect, and interfer-
ence effect. Specifically, we performed an attended modality (face
or voice) × emotion (anger, disgust, fear, happiness, sadness, or
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Table 2 | Congruency, facilitation, and interference effects for each emotion category with respect to the attended modality.

Face Voice

Congruency effect Facilitation effect Interference effect Congruency effect Facilitation effect Interference effect

Anger © – © © © –

Disgust – – – © © –

Fear © – – – – –

Happiness – – – © © ©
Sadness © © © © – ©
Surprise © © – © – ©

©, means significant, and –, means non significant in multiple comparisons for simple–simple main effect (p < 0.05).

surprise) two-way ANOVA for the congruency, facilitation, and
interference effects. It was assumed that the modality in which
each effect was smaller dominated the other modality.

To examine the congruency effect, an attended modality
(face or voice) × emotion (anger, disgust, fear, happiness, sad-
ness, or surprise) two-way ANOVA was performed. Figure 5
shows congruency effects for each emotion category with respect
to the attended modality. Two-way ANOVA revealed signifi-
cant interaction between the attended modality and emotion
[F(5,125) = 21.91, p < 0.001]. The simple main effects revealed
face dominance for disgust and happiness (ps < 0.001). In contrast,
voice dominance was shown for fear (p < 0.05).

To examine the facilitation effect, an attended modality (face
or voice) × emotion (anger, disgust, fear, happiness, sad-
ness, or surprise) two-way ANOVA was performed. Figure 6
shows facilitation effects for each emotion category with respect
to the attended modality. Two-way ANOVA revealed signifi-
cant interaction between the attended modality and emotion
[F(5,125) = 10.07, p < 0.001]. The simple main effects revealed
face dominance for anger, disgust, and happiness (ps < 0.001).
In contrast, voice dominance was shown for fear and surprise
(ps < 0.05).

FIGURE 5 | Congruency effect for each emotion category with respect

to attended modality. Error bars represent SE. Asterisks indicate
significant differences between attended modalities (*p < 0.05,
***p < 0.001). “V > A” inTable 3 was the case that the bar length of the
face was shorter than that of the voice, and “A > V” inTable 3 was the case
that the bar length of the voice was shorter than that of the face.

FIGURE 6 | Facilitation effect for each emotion category with respect

to attended modality. Error bars represent SE. Asterisks indicate
significant differences between attended modalities (*p < 0.05,
***p < 0.001). “V > A” inTable 3 was the case that the bar length of the
face was shorter than that of the voice, and “A > V” inTable 3 was the case
that the bar length of the voice was shorter than that of the face.

To examine the interference effect, an attended modality
(face or voice) × emotion (anger, disgust, fear, happiness, sad-
ness, or surprise) two-way ANOVA was performed. Figure 7

FIGURE 7 | Interference effect for each emotion category with respect

to attended modality. Error bars represent SE. Asterisks indicate
significant differences between attended modalities (***p < 0.001).
“V > A” inTable 3 was the case that the bar length of the face was shorter
than that of the voice, and “A > V” inTable 3 was the case that the bar
length of the voice was shorter than that of the face.
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shows interference effects for each emotion category with respect
to the attended modality. Two-way ANOVA revealed signifi-
cant interaction between the attended modality and emotion
[F(5,125) = 17.88, p < 0.001]. The simple main effects revealed
face dominance for happiness and surprise (ps < 0.001). In
contrast, voice dominance was shown for anger (p < 0.001).

The modality dominances as shown by each effect for each
emotion category are summarized in Table 3.

DISCUSSION
The present study examined the impact of attention on the emo-
tion perception of facial and vocal stimuli. Our results revealed
that instructions to pay attention to one modality and congruency
of emotions between modalities modulated the modality dom-
inance, and the modality dominance differed by each emotion
category.

THE IMPACT OF ATTENTION ON EMOTION PERCEPTION OF FACES AND
VOICES
Our results revealed face dominance in the audiovisual emotion
perception. For most emotion categories, participants perceived
the emotion from the face rather than from the voice, regard-
less of the modality to which participants were instructed to
attend. This finding is in line with previous studies (Johnstone
and Scherer, 2000; Pell, 2002; Collignon et al., 2008; Hawk et al.,
2009). The emotion perception from faces is generally easier
than from voices (Ekman and Friesen, 1971; Ekman et al., 1982;
Russell et al., 1989; Russell, 1994; Scherer, 2003). In the previ-
ous studies examining the emotion perception from audiovisual
stimuli when the attended instruction was given, the accura-
cies of emotion judgment from faces were generally higher than
that from voices (Collignon et al., 2008; Föcker et al., 2011;
Paulmann and Pell, 2011). Stimuli used in the current study
showed similar tendency as shown in Table 1. Therefore, face
dominance as shown in our results might have reflected this
tendency.

More importantly, however, our results showed that the atten-
tional instruction modulated the modality dominance for each
emotion category. When the participants did not pay attention to
any one modality, face dominance was shown for disgust, happi-
ness, and surprise, while voice dominance was shown for fear. The
modality dominance was not observed for anger or sadness. On

Table 3 | Modality dominance as shown by congruency, facilitation,

and interference effects for each emotion category.

Congruency effect Facilitation effect Interference effect

Anger – V > A A > V

Disgust V > A V > A –

Fear A > V A > V –

Happiness V > A V > A V > A

Sadness – – –

Surprise – A > V V > A

V > A means face dominance. A > V means voice dominance.

the other hand, when participants paid attention to one modal-
ity, face dominance was shown for anger, disgust, happiness, and
surprise, while voice dominance was shown for fear. The modality
dominance was not observed for sadness. Therefore, the modal-
ity dominance for anger was modulated by the instruction. These
results suggest that modality dominance was not consistent across
emotion categories and that the modality dominance for anger
was modulated by the instruction.

We speculate that this finding may be linked to the fact that the
emotionally negative and threat information, especially anger and
fear, is likely to capture the attention (Hansen and Hansen, 1988;
Logan and Goetsch, 1993; Koster et al., 2004; Phelps et al., 2006;
Bishop, 2008). In our study, face dominance was shown for anger
when participants paid attention to one modality. This may simply
reflect the fact that the emotion perception from faces is generally
easier than that from voices (see Table 1). However, the modality
dominance was not observed for anger when NI was given even
though the same stimuli were presented. These findings might
suggest that when NI was given, attention was automatically paid
to one modality in which the threat information was expressed
irrespective of whether it is the face or voice.

THE IMPACT OF FACE–VOICE CONGRUENCY ON EMOTION PERCEPTION
The accuracy in congruent trials was higher than it was in incon-
gruent trials. These results are in line with previous studies
showing that the emotion perception improves when more than
one source of congruent information about the intended emotion
is available (Massaro and Egan, 1996; de Gelder and Vroomen,
2000; Pell, 2002; Collignon et al., 2008). In order to directly exam-
ine the modality dominance for each emotion category in terms
of the congruency effect, the size of congruency effects between
modalities was compared. The results showed face dominance for
disgust and happiness, and voice dominance for fear (Figure 5;
Table 3). The modality dominance was not observed for anger,
sadness, or surprise (Figure 5; Table 3).

The congruency effect includes two opposing effects. One is
the facilitation effect, which occurred when the same emotion as
the attended modality was expressed in the unattended modality.
The other is the interference effect, which occurred when a dif-
ferent emotion from that presented in the attended modality was
expressed in the unattended modality. By comparing the accuracy
in the unisensory condition with the accuracy in multisensory con-
gruent and incongruent conditions, we were able to examine more
precisely the modality dominance suggested by the congruency
effect in terms of the facilitation and interference effects.

Regarding the facilitation effect, with all emotions included,
the facilitation effect occurred only for the voice (Figure 4). Thus,
if the emotions in the attended and unattended modalities were
congruent, the vocal emotion perception was enhanced by the
emotion shown in the face, while the emotion perception of faces
was not enhanced by emotions portrayed in voices. Again, these
findings demonstrate that facial cues generally dominate vocal cues
in the emotion perception. For each emotion category, face domi-
nance was present for anger, disgust, and happiness, whereas voice
dominance was present for fear and surprise (Figure 6; Table 3).
No modality dominance was observed for sadness (Figure 6;
Table 3).
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Among all included emotions, the interference effect occurred
both for facial and vocal cues (Figure 4). Thus, if the emotion
expressed in the unattended modality was different from that in the
attended modality, the emotion shown in the unattended modality
interfered with the emotion perception. These findings confirmed
that emotional information from the face and voice are subject
to mandatory integration (Massaro and Egan, 1996; de Gelder
et al., 1999; de Gelder and Vroomen, 2000; Kreifelts et al., 2007).
For each emotion category, the results showed face dominance for
happiness and surprise, and voice dominance for anger (Figure 7;
Table 3). The modality dominance was not observed for disgust,
fear, or sadness (Figure 7; Table 3).

As mentioned above, the modality dominances present in the
congruency effect, facilitation effect, and interference effect did
not coincide. The relations between these modality dominances
will be discussed in the next section.

FACILITATION AND INTERFERENCE EFFECTS
As shown in the previous section and in Table 2, the modality dom-
inance for each emotion was modulated not only by the instruction
but also by congruency of emotions between modalities. Some
of the modality dominance findings for each emotion category
were in line with previous studies. Specifically, Paulmann and Pell
(2011) showed face dominance for anger, disgust, and happiness.
Collignon et al. (2008) also showed face dominance for disgust.
Our data are consistent with these studies in that face dominance
was suggested by the observed facilitation effects for anger, disgust,
and happiness (see middle column of Table 2).

It is important that our results revealed that the modality dom-
inance as reflected in the congruency effect can be classified into
two patterns in terms of the facilitation effect and the interference
effect. The first pattern is that the modality dominance suggested
by the congruency effect occurs by adding up the modality domi-
nances reflected by the facilitation effect and the interference effect.
For instance, face dominance for happiness was suggested by both
the facilitation effect and the interference effect. Face dominance
in the congruency effect was shown for happiness by summing the
modality dominances suggested by these effects. Another example
is the modality dominance for sadness. The modality dominance
for sadness was not suggested by both the facilitation and the inter-
ference effect. The modality dominance was not shown for sadness
by summing these together. The second pattern was that the
modality dominance suggested by the congruency effect did not
occur by canceling out the facilitation and interference effects. For
instance, for anger, face dominance was suggested by the facilita-
tion effect and voice dominance was suggested by the interference
effect. Consequently, the modality dominance in the congruency
effect was not shown for anger by canceling out these opposing
effects. Thus, the modality dominance for each emotion was elab-
orated by dividing the congruency effect into the facilitation and
interference effects.

CONCLUSION AND ISSUES FOR FUTURE RESEARCH
In conclusion, our results revealed that instructions to pay atten-
tion to one of two modalities modulated the modality dominance
for different emotion categories. In particular, the modality dom-
inance for anger changed according to instructions. This finding

was provided by comparing the emotion perception with and
without instructions directly. It is important to give the instruction
about the attention to set the participants’ attitude and control the
participants’ understanding towards the task. This paradigm, the
immediate cross-modal bias paradigm (Bertelson and de Gelder,
2004), has been widely used in the field of cross-modal perception.
However, NI was given in the emotion perception in a natural envi-
ronment. Therefore, the emotion perception when NI about the
attention is given has still to be investigated.

Importantly, emotion congruency between the face and voice
also modulated the modality dominance for each emotion cate-
gory. That is, the emotion expressed in the unattended modality
interacted with the emotion perception in a mandatory man-
ner. Regarding the modality dominance, our results show that
the modality dominance suggested by the congruency effect can
be explained in terms of the facilitation effect and the interfer-
ence effect. This methodology can provide additional perspective
to behavioral and neuroscience study. By focusing on the facil-
itation and interference effects as well as the congruency effect,
future research can examine the separable cognitive mechanisms
and neural substrates of facilitation and interference effects.

We analyzed the accuracy on both congruent and incongru-
ent trials when the instruction was given. The congruency effect
was calculated by subtracting the accuracy in incongruent trials
from that in congruent trials. Although it is possible to calculate
the accuracy in congruent trials in NI, the accuracy in incon-
gruent trials could not be calculated because it is impossible to
define whether participants’ responses were right or wrong in
these trials. Therefore, we could not examine the congruency
effect in NI. Instead, we analyzed the face responses and voice
responses in incongruent trials when NI was given. In some trials,
the reported emotion was neither the face nor voice. Although
we eliminated these responses, the proportion of such responses
was different among emotion categories. For example, the pro-
portion of such responses for fear (64.8%) was higher than that
for other emotions whereas the proportion of such responses for
surprise (12.7%) was lower than that for other emotions. This
difference might affect results on the face and voice responses par-
ticularly for those emotion characterized by a low hit rate (e.g.,
fear). Therefore, further research is required to examine such
responses.

It remains to be investigated whether the emotional intensity,
valence, and arousal of emotion expression affects the emotion
perception. In this study, we did not manipulate these features to
examine its effects on the emotion perception. If emotional inten-
sity or arousal is strong in either modality, then that emotion will
be perceived better from that modality. Therefore, it is possible that
these features affected the emotion perception and modality dom-
inance differently for each emotion category. Also the differences
in the accuracies for each emotion category might have affected the
results. Further study is necessary in which the emotional intensity,
valence, and arousal of these stimuli are controlled.

It also remains to be investigated whether there are cultural
differences with regard to the modality dominance for each emo-
tion category. Regarding the modality dominance, Paulmann
and Pell (2011) showed face dominance for fear, though our
results demonstrated voice dominance. Other studies may provide
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a potential answer to this issue. Tanaka et al. (2010) indicated
that Japanese individuals are more attuned to voice process-
ing than are Dutch individuals in the multisensory emotion
perception. These findings suggest the need to examine cul-
tural differences in the modality dominance for each emotion
category.
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Alterations in the processing of emotional stimuli (e.g., facial expressions, prosody, music)
have repeatedly been reported in patients with major depression. Such impairments
may result from the likewise prevalent executive deficits in these patients. However,
studies investigating this relationship are rare. Moreover, most studies to date have only
assessed impairments in unimodal emotional processing, whereas in real life, emotions are
primarily conveyed through more than just one sensory channel.The current study therefore
aimed at investigating multi-modal emotional processing in patients with depression and
to assess the relationship between emotional and neurocognitive impairments. Fourty
one patients suffering from major depression and 41 never-depressed healthy controls
participated in an audiovisual (faces-sounds) emotional integration paradigm as well as a
neurocognitive test battery. Our results showed that depressed patients were specifically
impaired in the processing of positive auditory stimuli as they rated faces significantly
more fearful when presented with happy than with neutral sounds. Such an effect
was absent in controls. Findings in emotional processing in patients did not correlate
with Beck’s depression inventory score. Furthermore, neurocognitive findings revealed
significant group differences for two of the tests.The effects found in audiovisual emotional
processing, however, did not correlate with performance in the neurocognitive tests. In
summary, our results underline the diversity of impairments going along with depression
and indicate that deficits found for unimodal emotional processing cannot trivially be
generalized to deficits in a multi-modal setting. The mechanisms of impairments therefore
might be far more complex than previously thought. Our findings furthermore contradict
the assumption that emotional processing deficits in major depression are associated with
impaired attention or inhibitory functioning.

Keywords: depression, emotional processing, neurocognitive functioning, audiovisual, executive deficits,

congruent, symptom severity

INTRODUCTION
Major depression is a psychiatric disorder that is thought to repre-
sent one of the leading causes of disability worldwide (Ferrari
et al., 2013). The disorder goes along with a range of symp-
toms including on the one hand emotional and social problems
like low mood and loss of self-esteem as well as on the other
hand cognitive impairments like poor concentration and inde-
cisiveness (WHO, 2010). With regard to the former symptoms
several theories have been postulated in order to gain a bet-
ter understanding of the origins of these social and emotional
problems in depression. The most influential theory suggests a
negative bias for emotional but also neutral material, manifest-
ing, for example, as more negative ratings of facial expressions
or selective attention on negative stimuli. This has been sup-
ported by numerous studies (Gur et al., 1992; Bouhuys et al.,
1999; Leppänen et al., 2004) reporting either a general negative
bias or a bias specifically for neutral or ambiguous stimuli. How-
ever, most of these studies primarily investigated photographs or
even schematic paintings of faces depicting emotions or neutral-
ity (for a review, see Bourke et al., 2010). More recent studies

now included on the one hand facial stimuli with varying inten-
sity levels (Schaefer et al., 2010), and on the other hand other
kinds of stimuli addressing different emotional channels such
as voices (Schlipf et al., 2013) or music (Naranjo et al., 2011).
Among these, fewer study outcomes indicated a clear negative
bias in depression, but also an absence of a “healthy” positive bias.
That is, while healthy non-depressed controls tend to interpret
stimuli as positive, patients with depression do not. Joormann
and Gotlib (2006) for example showed that when identifying
emotions from faces, depressed individuals compared to con-
trols needed significantly higher emotional intensity in order to
correctly identify happy but not sad facial expressions. In addi-
tion, Loi et al. (2013) also only found labeling problems for happy
body language depicted by photographs of body postures as well
as frozen movie scenes and short clips of “Point-Light Walkers.”
Although Schlipf et al. (2013) report a negative bias in reference
to judgments of neutral semantics, patients also rated positive
semantics and positive prosody as less positive than healthy con-
trols, thus also indicating an absence of a positive bias in the patient
group.
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To date, most previous studies have investigated emotional
processing using only unimodal stimuli. In daily life, though,
emotions are hardly ever conveyed through just one sensory
modality but rather in a multimodal fashion, i.e., seeing a happy
facial expression and concurrently hearing the sound of laugh-
ter. Thus, it is in question if findings from unimodal emotional
processing reflect deficits in real life. However, there are very few
studies, which used stimuli from more than just one modality.
Schneider et al. (2012) for example presented short video clips of
actors conveying emotions via facial expressions, semantics and
prosody and found patients to be impaired in recognizing emo-
tions, but did not find an overall negative bias. In addition, in
an earlier study (Müller et al., 2014), we investigated audiovi-
sual emotional integration in major depression using functional
magnetic resonance imaging. There we demonstrated that impair-
ments in emotional processing in patients with depression seem
to be far more complex than a simple bias as we found patients
to be impaired in the inhibition of auditory stimuli presented
with emotionally congruent facial expressions. However, owing
to the relatively low sample size in that imaging study, there were
only tendencies toward a behavioral effect. Therefore the current
study aims at complementing the previous study by investigating
multi-modal emotional processing (on the behavioral level) in an
extended sample of patients with depression.

Furthermore, besides the postulation of emotional biases, there
is also an ongoing discussion if alterations in emotional pro-
cessing result from the likewise prevalent executive deficits in
these patients. Executive functions, however, rather ill defined,
include amongst others inhibition, working memory as well
as cognitive flexibility (Diamond, 2013). Furthermore executive
skills as the basis for everyday life functioning also include cog-
nitive domains like attention (as a precondition for inhibitory
functions; DeBattista, 2005). Impairments in the mentioned cog-
nitive functions have been shown to be present in depression.
Airaksinen et al. (2004), for example, reported deficits in cog-
nitive flexibility in individuals with depression, and Rose and
Ebmeier (2006) described impairments in working memory. Fur-
thermore, attentional deficits have been found to be present
even in remitted states of depression (Paelecke-Habermann et al.,
2005). Interestingly, Hoffstaedter et al. (2012) reported signifi-
cantly worse performance on verbal vocabulary testing in patients
with depression compared to controls, and they related these
impairments to memory deficits. In addition, they found group
differences in attention, cognitive flexibility, (visuo-) motor coor-
dination, short-term and working memory, but not for basic
motor speed. Overall, psychomotor retardation, however, has
been described as a core feature of depression (Sobin and Sackeim,
1997) and Hoffstaedter et al. (2012) were able to show that patients
were impaired in specific cognitive aspects of psychomotor
functioning.

Regarding the treatment of cognitive aspects of depression,
Owens et al. (2013) were able to show that working memory train-
ing in dysphoric individuals can improve inhibition of irrelevant
information and thus lead to increased working memory capac-
ity. Since poor inhibitory control has been shown to be related
to problems in the interpretation of emotional information in
depression (Joormann, 2004; Goeleven et al., 2006), cognitive

functioning seems to be a valuable starting point in the therapy
of depressive symptoms. In line with this view, Marazziti et al.
(2010) hypothesized that decreased cognitive flexibility in patients
with depression possibly prevents those individuals from being
able to cope with life events which then leads to constant low
mood due to increased stress exposition. All in all, there is much
evidence that depression goes along with impaired cognitive per-
formance, and symptom severity seems to be related especially to
decreased episodic memory, executive functions, and processing
speed (McDermott and Ebmeier, 2009). Thus, it seems reason-
able that deficits in emotional and cognitive processing might be
closely interrelated. However, studies in depression investigating
the relationship between deficits in emotional perception of faces
and sounds and impairments in cognitive functions, measured
independently from emotional processing, are rather rare. Taken
together, even though findings clearly indicate an impairment in
emotional processing in major depression, authors do not agree
on whether depression is associated with a general bias (present
negative or absent positive bias), if it is possibly a result of cognitive
deficits, or both.

The aims of the current study were therefore to first assess uni-
and multi-modal emotional processing in patients with depres-
sion. Second, we explored executive functioning and related
cognitive domains to be able to investigate the potential relation-
ship of emotional and cognitive deficits. We chose a selection of
different neurocognitive tests where patients with depression have
been reported to be impaired (Hoffstaedter et al., 2012), i.e., that
challenged the participants’attention, cognitive flexibility, (visuo-)
motor speed and coordination, short-term as well as working
memory, and verbal vocabulary.

Based on the previous literature regarding emotional pro-
cessing in patients with depression, we hypothesized that for
unimodal conditions, we would find a mood-congruent emo-
tional bias in patients with depression (negative or absent positive),
whereas in the multi-modal setting, impairments would prob-
ably appear in a manner different from a generalized bias as
already described by Müller et al. (2014). Additionally we expected
patients to perform worse than healthy controls on neurocognitive
tests, especially those regarding cognitive flexibility and attention,
and that these deficits would be associated with impairments in
emotional processing, thus pointing in the direction that emo-
tional problems in depression are related to likewise prevalent
cognitive deficits.

MATERIALS AND METHODS
SUBJECTS
The current study is based on a previous study, which tested audio-
visual emotional processing in depression by using fMRI (Müller
et al., 2014). We now focus on the behavioral effects in an expanded
sample of patients and healthy controls.

In total, 41 patients diagnosed with major depression (19
females, 22 males) and 41 healthy controls (19 females, 22 males)
were now included. Data from 44 of these 82 subjects originated
from the previous fMRI study, while the remaining 38 sub-
jects conducted the paradigm outside the scanner. Both patients
and controls gave informed consent into the study, which was
approved by the ethics committee of the School of Medicine of
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the RWTH Aachen University. In addition to gender matching,
the two groups did not differ in their age or years of educa-
tion (age: T80 = −0.47, p = 0.64; EDU: T80 = 0.08, p = 0.80;
see Table 1 for means). All subjects were right-handed accord-
ing to the Edinburgh Handedness Questionnaire (Oldfield, 1971)
and had normal or corrected-to-normal vision. Patients were
recruited from the inpatient and outpatient units of the Depart-
ment of Psychiatry, Psychotherapy and Psychosomatics, RWTH
University Hospital. They were diagnosed by their treating psy-
chiatrist with a depressive episode or a recurrent depressive
disorder according to the criteria of the ICD-10 (WHO, 2010;
see Table 2 for the patients’ clinical profiles). To confirm their
diagnosis and to screen for possible psychiatric co-morbidities,
the structured clinical interview for DSM-IV (SCID; Wittchen
et al., 1997) was conducted. Furthermore, the Beck Depression
Inventory (BDI-II; Hautzinger et al., 2006) as well as the Hamil-
ton depression scale (Hamilton, 1960) were used to quantify
depression-related symptoms and thus the illness severity. We
only included patients without co-morbidities, i.e., without an
indication of any psychiatric or neurological disease other than
major depression, and without any kind of addiction or substance
abuse in at least 6 months. Control subjects did not report any
history of psychiatric or neurological disorders as well as any
addiction in their past. Sub-clinical depressive symptoms in the
control group were also assessed with the BDI-II (Hautzinger et al.,
2006).

STIMULI
For a detailed description of stimulus material and procedure see
Müller et al. (2011). In brief, the visual stimuli were color pic-
tures obtained from the FEBA inventory (Gur et al., 2002) showing
either a happy, neutral, or fearful facial expression. In total, 30
different faces were used, with five different female and five dif-
ferent male actors, each showing all three (happy/neutral/fearful)
expressions. As pre-tests revealed that happy and fearful facial
expressions were too clear in their emotionality to allow any
contextual framing effects (Müller et al., 2011), they were made
more ambiguous by merging them with the neutral mouths of
the same actors. As auditory stimuli 10 laughs, 10 yawns, and 10
screams, each produced by five females and five males and lasting
for 1500 ms, were used. Blurred versions of the neutral faces served
as masks during the initial 1000 ms of sound presentation before
the target faces were shown.

Table 1 | Demographic and clinical profile of patients and controls.

Patients Controls

Gender (female/male) 19/22 19/22

Age (SD) 36,49 (10,87) 37,61 (10,79)

EDU (SD) 12,41 (3,32) 12,59 (2,65)

BDI (SD) 23,07 (11,89) 1,90 (3,07)

HAMD (SD) 11,54 (5,98) –

SD, standard deviation; EDU, years of education; BDI, Beck’s depression
inventory score; HAMD, Hamilton depression scale score.

AUDIOVISUAL PARADIGM
In total, 180 stimulus pairs, each consisting of a visual and an audi-
tory stimulus, were used. Every face condition (happy/neutral/
fearful) was paired with every sound condition (happy/neutral/
fearful) resulting in a 3 × 3 design with nine different audio-
visual conditions (fearful/scream, fearful/yawn, fearful/laugh,
neutral/scream, neutral/yawn, neutral/laugh, happy/scream,
happy/yawn, happy/laugh) and 20 individual audiovisual stimu-
lus pairs per condition. The pairs were matched pseudo-randomly
with regard to gender so that a female (male) face was always paired
with a female (male) sound.

Figure 1 illustrates the experimental procedure. Every trial
started with the presentation of a sound in combination with a
blurred neutral face. After 1000 ms, the screen switched to a non-
blurred picture of an emotional or neutral face (the target face),
which was presented for another 500 ms with the ongoing sound.
Participants had the task to ignore the sound and rate the facial
expression on an eight-point rating scale (not including a neutral
option and ranging from extremely fearful to extremely happy) as
fast and as accurate as possible by pressing one of eight buttons on
a response pad. To avoid expectation-led effects on the outcome of
the experiment, the participants were told that the study focuses
on attention processes. Stimuli were presented with the software
Presentation 14.2 (http://www.neurobs.com/).

UNIMODAL VALENCE AND AROUSAL RATINGS OF FACES AND SOUNDS
After the audiovisual paradigm, patients and controls rated emo-
tional valence and arousal of all faces and sounds used in the
audiovisual paradigm individually. For that, two separate runs
were conducted, one for the unimodal facial expression rating and
one for the unimodal sound rating. Both valence and arousal of
the stimuli had to be rated on a 9-point rating scale, i.e., including
a neutral option and ranging from very fearful to very happy/not
at all arousing to very arousing.

NEUROPSYCHOLOGICAL TESTING
To measure neurocognitive and psychomotor skills of patients and
controls, diverse neurocognitive tests were conducted.

Visual attention/visuomotor speed
Trail making tests (versions A and B). The two trail making tests
[TMT-A and TMT-B; Army Individual Test Battery (AITB), 1944]
were used to assess attention and visuomotor speed. Participants
had the task to accurately connect as fast as possible (a) a con-
secutive sequence of numbers from 1 to 25 (TMT-A) and (b) a
sequence of numbers from 1 to 13 mixed with the first 12 let-
ters of the alphabet (TMT-B), respectively. The TMT-B, where
numbers and letters had to be connected alternately, also assessed
cognitive flexibility. Measurement for the test results was the time
it took the participants to accomplish the task. Additionally we
calculated difference scores between performance in TMT-A and
TMT-B (TMT-Diff).

Motor speed/coordination
Finger tapping test. The finger tapping test was used to determine
basic motor speed. Participants were asked to tap on the table as
fast as possible for 10 s with their left or right index finger. This
procedure was conducted three times for both (left and right)
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Table 2 | Patients’ demographic data and clinical profile.

Gender Age Diagnosis Medication Age of onset Duration of illness

Female 57 F 32.1 Reboxetine, Citalopram 33 24

Female 54 F 33.1 Venlafaxine 50 5

Female 33 F 33.2 Venlafaxine 30 3

Female 34 F 32.1 Citalopram 24 10

Female 49 F 33.2 Venlafaxine, Quetiapine, Lithium carbonate 25 24

Female 33 F 33.3 Venlafaxine, Quetiapine 12 21

Female 33 F 32.1 Fluoxetine 33 1

Female 51 F 33.1 Agomelatine, Duloxetine 46 5

Female 27 F 32.2 Venlafaxine, Mirtazapine 21 6

Female 22 F 32.1 Venlafaxine 13 9

Female 26 F 32.1 Duloxetine 23 3

Female 31 F 33.1 Citalopram 11 20

Female 50 F 33.2 Duloxetine, Quetiapine 47 3

Female 38 F 33.1 Reboxetine 34 4

Female 30 F 32.1 “none” 30 1

Female 51 F 33.1 Escitalopram 31 20

Female 41 F 32.1 Venlafaxine 33 8

Female 29 F 32.2 Citalopram 29 1

Female 42 F 33.1 Mirtazapine 26 16

Male 45 F 32.1 Venlafaxine, Trimipramine 43 2

Male 55 F 33.2 Mirtazapine, Quetiapine, Duloxetine, Pipamperone 49 6

Male 37 F 33.1 Venlafaxine 35 2

Male 46 F 32.1 Venlafaxine, Opipramol 40 6

Male 52 F 32.1 Venlafaxine 44 8

Male 43 F 32.1 Mirtazapine 19 24

Male 27 F 32.1 Reboxetine 24 3

Male 25 F 32.1 Sertraline 21 4

Male 40 F 32.1 Venlafaxine 38 2

Male 30 F 33.1 Citalopram, Lithium 21 9

Male 38 F 32.1 Venlafaxine 35 3

Male 29 F 32.1 Lithium carbonate 24 5

Male 19 F 32.1 Citalopram 16 3

Male 28 F 33.2 Venlafaxine 27 1

Male 30 F 33.1 Opipramol, Sertraline, Mirtazapine 29 1

Male 53 F 33.2 Venlafaxine, Mirtazapine 44 9

Male 34 F 33.2 Venlafaxine, Quetiapine 25 9

Male 22 F 32.1 Venlafaxine 18 4

Male 41 F 33.1 Venlafaxine 36 5

Male 29 F 33.1 Bupropion, Quetiapine 20 9

Male 18 F 32.2 Remergil, Venlafaxine 17 1

Male 24 F 33.1 Citalopram 16 8

Data for age of onset of depression and duration of illness is taken from self-reported information by the patients. Age, age of onset, and duration of illness are
specified in years.
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FIGURE 1 | Experimental procedure of the audiovisual paradigm. Every trial started with a sound in combination with a blurred neutral face, after 1000 ms
the screen switched to the target face, which was presented with the ongoing sound for another 500 ms.

index fingers with short pauses in between to increase reliability
but avoid muscular fatigue. For all six tapping runs, the number
of taps was counted and the mean of all runs from both hands
calculated (Halstead, 1947; Behrwind et al., 2011).

Pointing movements. To assess basic motor coordination, the
participants were asked to perform pointing movements with
their left or right index finger (Defer et al., 1999). On the
table in front of the subject, a 30 cm long horizontal line was
marked and the task was to point on the two ends 10 times
alternately as fast and as precise as possible. The time the par-
ticipants needed to accomplish the task was measured. Again,
this test was conducted three times for left and right index fin-
ger and the mean time of all six runs from both hands was
calculated.

Crystalline intelligence
Multiple choice vocabulary intelligence test (MWT). The mul-
tiple choice vocabulary intelligence test, version B (Lehrl, 1989),
measured the participants’ crystalline intelligence. There were 37
rows of five words from which the participant had to choose the
only actual word by ruling out four pseudo-words. The number
of correctly detected words provided the test result.

Short-term and working memory
Digit span subtest of the Wechsler Adult Intelligence Scale (Tewes,
1991). This test, in which verbally presented digit spans had to be
repeated by the participant, consisted of two parts. In the first,
used to measure short-term verbal memory and attention, the
participant had to repeat the digit span in the same order as it was
read to him (DS-F). For part two which assessed manipulation
within working memory, the participant had to repeat the num-
bers backward (DS-B). For both test parts the number of correctly
reproduced digit sequences was used as the test result.

Due to technical problems, the neuropsychological test results
of one control subject could not be used and one patient did
not take part in the TMT-A and TMT-B, while another one did
not take part in the TAP10s and TAP10x30. The MWT was only
conducted with native German speaking participants, and thus
results from one of the patients and two control subjects are not
available.

STATISTICAL ANALYSIS
We analyzed our data using SPSS Statistics 21 (IBM). Most data
except for those of the multimodal emotional processing task
were not normally distributed and tests were individually cho-
sen, adapted to the particular conditions. The threshold for
significance was set at p < 0.05, Bonferroni-corrected for mul-
tiple comparisons if appropriate. Data from unimodal valence
and arousal ratings of sounds and faces were analyzed with
Mann–Whitney-U tests for group comparison and Wilcoxon-
tests for comparisons between conditions (corrected for multiple
comparisons). Data from the audiovisual paradigm were ana-
lyzed calculating a MANOVA (due to violation of sphericity)
with the factors face, sound and group and the dependent vari-
able emotional valence rating of faces. Significant main effects
and interactions were furthermore analyzed with post hoc t-tests
(corrected for multiple comparisons). To test for possible incon-
gruence effects, two additional ANOVAS (for happy and fearful
faces) with the factors congruence and group and the dependent
variable emotional valence rating of faces were calculated. Signif-
icant findings were again further analyzed with post hoc t-tests
(corrected for multiple comparisons). Furthermore, we calculated
Spearman-rank-correlations between findings in emotional pro-
cessing and Beck’s depression inventory score (BDI-scores) for the
patient group.

Group differences in neurocognitive performance were tested
with Mann–Whitney-U tests. Within the domains visual
attention/visuomotor speed, motor speed/coordination and
short-term/working memory, results were corrected for multiple
comparisons (Bonferroni).

To investigate the relationship of emotional processing and
neurocognitive functioning, we again calculated Spearman-rank-
correlations.

RESULTS
UNIMODAL VALENCE AND AROUSAL RATING OF SOUNDS AND FACES
In total 12 Mann–Whitney-U tests were calculated (all results are
Bonferroni-corrected for multiple comparisons). No significant
group differences were found in the unimodal ratings of valence
and arousal of faces and sounds (see Table 3).

Comparisons between conditions across groups demonstrated
that happy and fearful faces were rated as more arousing than
neutral ones and that all types of faces as well as all types of sounds
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Table 3 | Group comparisons of unimodal valence and arousal ratings

of sounds and faces – findings of Mann–Whitney-U tests.

Arousal Valence

U p U p

Sounds Positive −2.018 0.044 −0.046 0.963

Neutral −0.191 0.848 −0.254 0.799

Negative −1.049 0.294 −0.599 0.549

Faces Positive −1.499 0.134 −0.803 0.422

Neutral −0.772 0.440 −1.545 0.122

Negative −0.603 0.546 −0.390 0.697

No significant group differences were found (Bonferroni-corrected cut-off
p < 0.017).

Table 4 | Mean values and SD for emotional valence and arousal

ratings of faces and sounds.

Happy (SD) Neutral (SD) Fearful (SD)

Patients

Emotional valence rating

of faces

7.049 (0.672) 4.661 (0.536) 3.437 (0.830)

Emotional valence rating

of sounds

7.742 (0.764) 5.117 (0.483) 1.649 (0.793)

Arousal rating of faces 4.027 (1.521) 3.698 (1.513) 4.789 (1.635)

Arousal rating of sounds 3.815 (1.640) 3.129 (1.597) 6.366 (2.095)

Controls

Emotional valence rating

of faces

6.917 (0.816) 4.481 (0.583) 3.527 (0.658)

Emotional valence rating

of sounds

7.707 (0.847) 5.117 (0.785) 1.576 (0.806)

Arousal rating of faces 4.539 (1.865) 3.963 (1.507) 5.034 (1.417)

Arousal rating of sounds 4.642 (2.022) 3.061 (1.646) 6.868 (1.837)

There are no significant differences between patients and controls (Bonferroni-
corrected cut-off p < 0.017).

differed from each other in their emotional valence rating (for
mean values and SD see Table 4, all p < 0.017). In particular,
fearful stimuli got the lowest ratings, followed by neutral faces
and sounds, while the most positive ratings were given for happy
stimuli.

AUDIOVISUAL PARADIGM
Valence ratings of faces in audiovisual setting
A MANOVA with the factors face (happy/neutral/fearful), sound
(happy/neutral/fearful) and group (controls/patients), and the
dependent variable emotional valence rating was calculated. Mul-
tivariate testing was chosen due to violation of sphericity of
sounds [χ2(2) = 6.267, p = 0.044] and faces [χ2(2) = 57.726,
p < 0.001]. Assumptions of equality of error variances and equal-
ity of covariance matrices were met, indicated by non-significant
Box’s M test and Levene’s tests. Results revealed significant main

effects of sound (F2,79 = 12.89, p < 0.001, effect size: partial
η2 = 0.25) and face (F2,79 = 401.81, p < 0.001, effect size: partial
η2 = 0.91), but no main effect of group (F1,80 = 0.23, p = 0.63).
Furthermore an interaction between sound × group could be
found (F2,79 = 4.20, p = 0.018, effect size: partial η2 = 0.10),
but no interactions of face × group (F2,79 = 1.91, p = 0.155),
sound × face (F4,77 = 2.40, p = 0.058) or sound × face × group
(F4,77 = 0.96, p = 0.437). To further analyze the significant inter-
action between sound × group post hoc t-tests were calculated (all
results are Bonferroni-corrected for multiple comparisons). We
found no significant global differences (across all types of con-
currently presented faces) between groups, neither in the happy,
nor neutral, nor fearful sound condition (faces paired with happy
sounds: T80 = −0.065, p = 0.948; faces paired with neutral
sounds: T80 = 0.861, p = 0.392; faces paired with fearful sounds:
T80 = 0.602, p = 0.549). However, the post hoc tests demonstrated
that while in healthy controls there was no difference in the rating
of faces when concurrently hearing happy compared to neutral
sounds (T40 = −0.08, p = 0.939), patients with depression rated
faces as more fearful when presented with happy compared to neu-
tral sounds (T40 = 4.61, p < 0.001). Furthermore, in controls the
ratings of faces differed between the happy and fearful sound con-
dition (T40 = −3.36, p = 0.002), whereas there was no difference
between these two conditions in the patient group (T40 = −1.28,
p = 0.209). Additionally, in both groups presentation of fear-
ful compared to neutral sounds led to more fearful ratings of
faces (controls: T40 = −3.09, p = 0.004; patients: T40 = −4.22,
p < 0.001). These differences in the impact of sounds on the emo-
tional valence ratings of faces between patients and controls are
illustrated in Figure 2. For a more detailed analysis of the interac-
tion, we further calculated difference scores in emotional valence
ratings of faces between sound conditions, i.e., happy–neutral,
happy–fearful, fearful–neutral. These difference scores were then
compared between patients and controls using independent sam-
ples t-tests. The t-tests revealed a significant difference between
patients and controls in the difference scores between the happy
and neutral sound condition (T80 = −2.723, p = 0.008, effect
size: Cohen’s d = 0.60). For patients, the mean value of the dif-
ference scores happy minus neutral was −0.068, indicating more
fearful ratings of faces when presented with happy compared to
neutral sounds. In contrast, the mean value of the respective differ-
ence scores in controls was 0.002, indicating only slightly happier
ratings of faces when presented with happy sounds compared to
neutral sounds. In contrast, neither the difference score of the
happy minus fearful (mean values: patients 0.024; controls 0.077)
nor the one of the fearful minus neutral sound condition (mean
values: patients −0.092; controls −0.076) revealed any signifi-
cant group differences (happy–fearful: T80 = −1.818, p = 0.073;
fearful–neutral: T80 = −0.496, p = 0.621).

In summary, the main difference in face ratings between
patients and controls was that patients rated faces in combina-
tion with happy sounds as more fearful than in combination with
neutral sounds while controls did not.

Spearman-rank-correlations of difference scores between the
happy and neutral sound conditions with BDI-scores were calcu-
lated for the patient group. Results did not reveal any significant
associations (r = –0.087, p = 0.590).
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FIGURE 2 | Mean ratings of faces in the audiovisual setting. Error bars
indicate the SD of mean. Significant interaction group × sound. (A) Mean
ratings for each sound condition across all face conditions. Asterisks indicate
significant differences revealed by post hoc tests at p < 0.05,
Bonferroni-corrected for multiple comparisons. Patients rated faces
significantly more fearful when presented with fearful or happy sounds than

when presented with neutral sounds, while controls rated faces significantly
more fearful when presented with fearful sounds than when presented with
neutral sounds, but ratings did not differ between the neutral and the happy
sound conditions. (B) Mean values of the ratings of fearful, neutral, and happy
faces separately. No interaction sound × face × group was found in the
MANOVA, therefore no further post hoc tests were calculated.

Incongruence effect
To investigate the interaction sound × group described above,
we analyzed the audiovisual data more in detail. That is, we
focused on the impact of emotional congruence/incongruence
between concurrently presented sounds and faces on the valence
ratings separately for happy and fearful faces. Therefore, we
calculated two ANOVAs, one for happy faces and one for fear-
ful faces. Both contained the factors congruence (congruent
sound/incongruent sound) and group (controls/patients). In
Figure 3 the results are illustrated. For happy faces, we found a sig-
nificant main effect of congruence (F1,80 = 5.40, p = 0.023, effect
size: partial η2 = 0.06) and an interaction congruence × group
(F1,80 = 6.15, p = 0.015, effect size: partial η2 = 0.07), but
no main effect of group (F1,80 = 1.59, p = 0.211). In con-
trast, the ANOVA of fearful faces only revealed a significant
main effect of congruence (F1,80 = 11.81, p = 0.001, effect size:
partial η2 = 0.13) but neither a significant interaction congru-
ence × group (F1,80 = 0.04, p = 0.834) nor a main effect of
group (F1,80 = 1.23, p = 0.271). To further analyze the significant

interaction between congruence × group for happy faces, we
calculated post hoc t-tests (all results are Bonferroni-corrected
for multiple comparisons). Those did not reveal any significant
differences in emotional valence rating of faces between patients
and controls, neither for the congruent nor for the incongru-
ent condition (congruent: T80 = 0.76, p = 0.452; incongruent:
T80 = 1.76, p = 0.083; see Figure 3). However, patients did not rate
happy faces significantly different when paired with happy sounds
(congruent condition) compared to fearful sounds (incongruent
condition, T40 = −0.11, p = 0.910). In contrast, controls rated
happy faces significantly happier when paired with happy sounds
compared to fearful sounds (T40 = 3.29, p = 0.002; mean value
happy sound: 6.35/mean value fearful sound: 6.24; see Figure 3).

NEUROCOGNITIVE TESTS
Group comparisons
Mann–Whitney-U tests were calculated to compare the
scores of the neurocognitive tests between the two groups
(controls/patients). All results are Bonferroni-corrected for the

FIGURE 3 | Incongruence effect for (A) happy faces, revealing a significant interaction congruence × group and (B) fearful faces showing no group

differences. Error bars indicate the SD of mean. Asterisks indicate significant differences revealed by post hoc tests at p < 0.05, Bonferroni-corrected for
multiple comparisons.
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number of tests within each test category. Significant differences
between controls and patients were found for the TMT-A and
TMT-B (TMT-A: U = −2.723, p = 0.006, effect size: r = 0.30;
TMT-B: U = −2.492, p = 0.013, effect size: r = 0.29). In con-
trast, the other tests did not reveal any significant differences
between groups (TMT-Diff: U = −0.385, p = 0.700; TAP10x30:
U = −1.304, p = 0.192; TAP10s: U = −1.411, p = 0.158; DS-
F:U = −1.215, p = 0.224; DS-B: U = −0.739, p = 0.460; MWT:
U = −1.542, p = 0.123). Table 5 shows the mean values and SD
of all tests in patients and controls.

Correlations of findings in audiovisual emotional processing and
neurocognitive functioning
To investigate the relationship between findings in audiovi-
sual emotional processing and neurocognitive functioning in
the patient group, Spearman-rank-correlations were calculated
between neurocognitive test scores and the difference scores of the
happy and neutral sound condition. All results are Bonferroni-
corrected for the number of tests within each test category. No
significant correlations between the difference scores and neu-
rocognitive test scores were found (difference score between
happy-neutral with: TMT-A: r = 0.326, p = 0.040; TMT-B:
r = 0.235, p = 0.145; TMT-Diff: r = −0.096, p = 0.554; TAP10s:
r = −0.30, p = 0.856; TAP10x30: r = −0.263, p = 0.101; DS-
F: r = 0.076, p = 0.637; DS-B: r = −0.015, p = 0.928; MWT:
r = 0.044, p = 0.787).

DISCUSSION
The aim of the current study was to investigate emotional process-
ing in a more naturalistic setting by adding an auditory context to
visual stimuli, and furthermore the relationship between emo-
tional and neurocognitive deficits in patients with depression.
For that purpose, an audiovisual paradigm was conducted, where
happy, fearful, and neutral faces had to be rated whilst ignoring

Table 5 | Mean values and SD of the neuropsychological tests of all

participants.

Patients: mean

value (SD)

Controls: mean

value (SD)

Visual attention/visuomotor speed

TMT-A**

TMT-B**

TMT-Diff

26.38 (15.61)

47.32 (19.94)

20.94 (14.47)

19.55 (5.68)

37.54 (11.48)

18.00 (9.43)

Motor speed/coordination

TAP10s

TAP10x30

101.66 (15.97)

16.76 (4.01)

107.01 (11.65)

15.63 (4.66)

Short-term and working memory

DS-F

DS-B

7.68 (1.93)

6.80 (1.79)

8.35 (1.98)

7.18 (1.82)

Crystalline intelligence

MWT 27.68 (4.45) 29.50 (3.80)

**significant (p < 0.05, Bonferroni-corrected).

concurrently presented emotional or neutral sounds. In addi-
tion, patients and controls completed diverse neurocognitive tests
challenging attention, working memory, (visuo-)motor speed,
coordination, and crystalline intelligence. Results in audiovisual
emotional processing revealed an aberrant integration of happy
sounds in major depression as patients rated faces significantly
more fearful when combined with happy as compared to neu-
tral sounds. Conversely, controls showed no significant differences
between these two conditions. Findings in audiovisual emotional
processing in patients did not correlate significantly with depres-
sive symptom severity as indicated by BDI-scores. We only found
significant group differences for two of the neurocognitive tests.
Despite the fact that patients with depression were impaired both
in audiovisual emotional processing and neurocognitive perfor-
mance, we found no significant correlations between these two
fields.

UNIMODAL VALENCE AND AROUSAL RATINGS OF FACES AND SOUNDS
Several studies investigating unimodal emotional processing in
patients with depression reported that patients showed a gen-
eral bias toward more negative ratings of emotional and neutral
stimuli such as faces, prosody, and music (Leppänen et al., 2004;
Douglas and Porter, 2010; Naranjo et al., 2011) as well as an atten-
tional bias toward negative emotional material (Leung et al., 2009;
Milders et al., 2010). In the current study, however, we found
no group differences with regard to valence and arousal ratings,
neither for faces, nor for sounds. Apart from a general negative
bias, these findings also contradict previous studies in depres-
sion, which reported respective group differences for unimodal
stimuli (Csukly et al., 2009; Schlipf et al., 2013). They are rather in
line with findings showing no group differences in unimodal emo-
tional processing (Kan et al., 2004; Bourke et al., 2012; Müller et al.,
2014). Müller et al. (2014) already suggested that such discrep-
ancies might arise from differences in methodology like varying
stimulus presentation times (Surguladze et al., 2004) or different
emotions (fear vs. sadness) used as negative stimuli (Hu et al.,
2012).

Thus, we would argue that the current findings suggest that,
contradictory to our hypothesis, patients did neither show a
general negative bias nor an emotional blunting with regard to
unimodal ratings of emotional and neutral stimuli. This result,
however, has to be taken with caution since differences in method-
ology (as mentioned above) clearly have an impact on the outcome
of investigations regarding emotional processing.

AUDIOVISUAL PROCESSING OF EMOTIONS IN PATIENTS WITH
DEPRESSION
General group differences in multi-modal emotional processing
To date, only a few studies investigated audiovisual emotional
processing in patients with depression. In our previous study
(Müller et al., 2014), in which the same audiovisual task as in
the current study was used, behavioral results revealed signif-
icant main effects of sounds and faces, but no main effect of
group nor interactions. However, the further analysis in that
paper indicated a deficit in patients when congruent emotional
sound information had to be ignored. Since that previous sam-
ple was rather small and some of the reported behavioral findings
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only showed a trend toward significance, we here aimed to fur-
ther investigate these effects within an extended sample. Overall,
our results across groups are similar to that in the previous
smaller sample, but now we found a significant sound × group
interaction. This indicates that the impact of sounds on the per-
ception (and therefore ratings) of faces was different in patients
compared to controls. In particular, post hoc calculations in the
current study showed that while controls rated faces quite sim-
ilar in combination with neutral and happy sounds, patients
rated faces significantly more fearful when combined with happy
rather than neutral sounds. Further t-tests support this result
by showing that the difference scores between the happy and
neutral sound conditions differed significantly between patients
and controls. These results thus highlight the aberrant integra-
tion and inhibition of irrelevant and especially positive auditory
information in patients with depression. Correlational analy-
ses, however, indicate that this effect is not related to symptom
severity.

With regard to existing theories of emotional processing in
depression, the current findings can be explained in different
ways.

On the one hand, the sound × group interaction could be inter-
preted as a missing influence of concurrently presented positive
auditory stimuli on the ratings of facial expressions in patients
with depression. In line with this view, Surguladze et al. (2004)
reported that patients exhibited a decreased tendency to inter-
pret happy (but also neutral) faces as happy. Likewise Douglas
and Porter (2010) described patients with depression as being less
likely to interpret neutral faces as happy, while Loi et al. (2013)
reported a reduced ability of patients to appraise positive stim-
uli of emotional body language. Importantly, however, our post
hoc tests did not reveal group differences for any stimulus com-
bination and rather indicated that patients differed in the ratings
of faces paired with a positive sound compared to a neutral one
while controls did not. Furthermore we only found this effect for
the audiovisual processing task but not in the unimodal setting.
Thus, the current results cannot support the view of an absent
positive bias in patients with depression.

On the other hand, our results could also be explained in terms
of a negative bias. In particular, for patients with depression, the
current results show that any emotional sound (positive or nega-
tive) led to more negative ratings of concurrently seen emotional
or neutral faces. This suggests that in depressed patients increased
emotional input and higher arousal (cf. see Unimodal Valence and
Arousal Rating of Sounds and Faces, emotional stimuli were rated
as more arousing than neutral stimuli) received from two different
channels generally leads to a more negative perception. Neverthe-
less, although fitting into the view of a more negative perception of
emotions going along with depression (Gur et al., 1992; Bouhuys
et al., 1999; Leppänen et al., 2004; Naranjo et al., 2011; Kaletsch
et al., 2014), it has to be noted that this negative bias is limited to
processing of emotions in an audiovisual setting (not for unimodal
ratings of faces and sounds). Furthermore it only appears when
facial stimuli are paired with happy sounds as healthy individuals
are likewise negatively influenced by fearful sounds as patients are.
Therefore the negative bias theory also does not explain the results
sufficiently.

Yet our results can also be related to another more recent
bias theory: Everaert et al. (2014) investigated the combined cog-
nitive bias theory that has been reported for individuals with
social phobia (Hirsch et al., 2006) in depression. They found
that emotional biases in attention, interpretation, and memory
in subclinical depression are strongly interrelated which poten-
tially influences how daily life events are perceived. In particular,
participants with higher depression scores paid more attention to
negative emotional stimuli, made more negative interpretations
and remembered negative material more frequently. When relat-
ing these findings to our results, it can be argued that patients
paid special attention to fearful sounds and therefore held them
in memory during the whole paradigm. Subsequently, their rat-
ings of faces during concurrent presentation of laughter were then
influenced by negatively biased memory of previous stimuli which
led to a more fearful interpretation of faces. Although fitting with
the impaired integration of happy sounds, this interpretation can,
however, also not completely explain our findings. If the more fear-
ful rating of faces during laughter had been due to maintenance
of screams in memory, neutral sound presentation should have
been influenced by this effect as well. However, our patients rated
faces in combination with laughter significantly more fearful than
in combination with yawning, and this was the only difference
compared to controls.

In summary, none of the three presented bias theories can fully
explain the current findings in patients with depression. Thus,
our results suggest that in a multi-modal setting, impairments in
emotional processing in depression cannot be reduced to a specific
bias but are far more complex than previously thought.

Incongruence effects for happy and fearful faces
With reference to Müller et al. (2014) and in order to investigate
the general effects found for audiovisual emotional processing in
patients with depression more in detail, we specifically analyzed
incongruence effects in emotional valence separately for happy
and fearful faces. In particular, Müller et al. (2014) described
a trend toward significance for the congruence × group inter-
action when analyzing the happy face condition, whereas they
did not find any significant effect for the fearful face condition.
Furthermore, their neuroimaging data revealed that for the con-
gruent happy condition (happy face paired with happy sound),
controls showed stronger deactivation in both left inferior pari-
etal cortex (IPC) and left inferior frontal gyrus (IFG) compared
to the patient group. Our current findings confirm the behav-
ioral findings in a larger sample, thus providing increased power
of results: patients with depression did not rate happy faces
significantly different when paired with congruent (= happy)
sounds in contrast to incongruent (= fearful) sounds, while con-
trols rated happy faces significantly happier when paired with
happy sounds than paired with fearful sounds. These behav-
ioral findings fit well with the dysregulation of left IPC and
IFG, which was found especially for the congruent happy con-
dition (Müller et al., 2014). Thus, a failure to deactivate those
two regions during processing of congruent positive audiovisual
information in patients with depression might be associated with
the missing behavioral incongruence effect found in the current
study.
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Our results regarding incongruence in emotional valence also
shed further light on the effect found in the overall calculations
described above (sound × group interaction) by showing that the
effect of impaired integration of happy sounds is strongly con-
nected to the happy face condition. Ratings of happy faces indeed
became more negative in both patients and controls by incongru-
ent (= fearful) sounds. However, when happy faces were paired
with congruent (= happy) sounds, it seems that controls were able
to inhibit or were positively influenced by these, while this was not
the case in patients. Our findings hence suggest that patients are
impaired in the inhibition of positive information in an additional
sensory channel, especially when the target information is also
positive. This additional presentation of positive information then
has a negative impact on the ratings of the positive target emo-
tion, what might reflect a tendency to perceive actually positive
emotional input as threat.

Apart from the study by Müller et al. (2014), findings of multi-
modal emotional processing in patients with depression are rare,
but some studies exist, which investigate the impact of irrelevant
(congruent/incongruent) emotional information on the percep-
tion and processing of emotional stimuli. Uekermann et al. (2008),
for example, conducted several tests on identification and match-
ing skills in depressed and healthy individuals, e.g., matching
emotional/neutral prosody to semantics and faces. They reported
deficits for all of these tests, except for conditions where infor-
mation was congruent or in which sad stimuli were presented.
These findings at first glance contradict the effect of impaired
integration of congruent happy sounds in depression as found
in the current study. However, this discrepancy may arise from
the fact that the task in the current study was to rate the emo-
tion of the faces on an intensity scale, while Uekermann et al.
(2008) did not directly measure the influence of distracting infor-
mation on perception. Rather they investigated differences in
accuracy when matching/labeling concurrently presented infor-
mation. Obviously patients are able to identify information from
different channels as congruent, even when positive, but this does
not necessarily mean that they perceive stimuli as equally positive
as controls do.

Findings in the emotional Stroop task in depression shed fur-
ther light on how irrelevant emotional information is processed
by these patients. However, existing findings are quite inconsis-
tent (Mogg and Bradley, 2005). A recent meta-analysis (Epp et al.,
2012) thus quantified findings from behavioral studies investi-
gating the (emotional) Stroop task and showed that depressed
individuals exhibited a general attentional bias for emotional con-
tent, i.e., negative but importantly also positive words. With regard
to positive stimuli, these findings are in line with the current
results. The fact that we did not find an effect for the negative
sound condition might again be due to the use of fearful rather
than sad sounds as negative distractors (cf. see Unimodal Valence
and Arousal Ratings of Faces and Sounds).

In summary, our results indicate that when confronted with
audiovisual emotional information, patients with depression show
in particular impairments when distracted by positive auditory
information, especially when the visual information is also posi-
tive. This may – in line with studies showing that depression goes
along with decreased responsiveness to reward (Henriques and

Davidson, 2000) – suggest that depressed individuals are less likely
to accept positive feedback as a kind of social reward from their
environment, resulting in a more negative view on life and low
mood.

NEUROCOGNITIVE PERFORMANCE
Deficits in neurocognitive functioning in depression have been
reported by numerous studies (e.g., Breslow et al., 1980; Fisher
et al., 1986; Veiel, 1997; Zakzanis et al., 1998; Stordal et al., 2004).
It is suggested that these deficits account for or at least substan-
tially contribute to problems in everyday life like occupational
functioning deficits, which are experienced by individuals with
depression (Evans et al., 2013). However, findings on the pat-
tern, extent and specificity of cognitive deficits in depression are
quite heterogeneous (Ottowitz et al., 2002; Naismith et al., 2003;
Marazziti et al., 2010; Lee et al., 2012; Quinn et al., 2012). For
example, there is no agreement whether impairments are lim-
ited to executive functioning (Baune et al., 2012) or also relate
to other domains like attention (Godard et al., 2012), psychomo-
tor speed, visual learning/memory, and others (Lee et al., 2012).
The current study revealed significant differences between patients
and controls only in (both versions of) the trail making test.
Conversely, there were no significant differences in any other neu-
rocognitive test, contradicting the findings by Hoffstaedter et al.
(2012) who conducted the same tests and reported group dif-
ferences for most of them. Since motor speed was also assessed
by TAP10s and Tap10x30, which both did not reveal group dif-
ferences, our results indicate relatively specific deficits of visual
attention and cognitive flexibility. Also, group differences in TMT-
B in particular may point in the direction of a deficit in dealing
with distracting information in patients with depression. These
results highlight the importance of the specificity of assessment
instruments for neurocognitive performance in depression (cf.
Trivedi and Greer, 2014). Executive functioning, for example,
may be operationalized and then measured by a large number
of different tests and study designs. The ensuing results, how-
ever, would all be interpreted under the domain of executive
functioning. This might explain heterogeneity in study findings.
In addition, findings are also influenced by the patient sample
investigated. The patient status (inpatient/outpatient) has, for
example, an impact on the severity of impairments (Burt et al.,
1995), possibly due to the fact that inpatients exhibit generally
worse symptomatology (or rather, patients with worse symp-
toms are more likely to receive inpatient treatment). Furthermore,
subtypes of depression also have to be considered when inves-
tigating neurocognitive performance (Naismith et al., 2003; Lee
et al., 2012), as co-morbidities like anxiety disorder or bipolar
disorder might have crucial impact on the outcome of neurocog-
nitive test batteries. Thus, the fact that the patient group tested in
the current study consisted exclusively of patients with unipolar
depression who were free of co-morbidities may explain incon-
sistencies to some previous findings where patient groups were
variably mixed. At last, antidepressant medication also plays a
role, since medicated patients have been reported to perform bet-
ter on neurocognitive tests than unmedicated ones (Gualtieri et al.,
2006). Wagner et al. (2012) investigated changes in neurocogni-
tive functioning during antidepressant treatment and found that
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performance of patients only improves in certain domains but
not all. Especially test performance in TMT-B was excluded from
improvement. This might provide an explanation for our results,
as all but one patient of the current study were receiving antide-
pressant medication. However, subgroup analysis with regard to
type of antidepressant medication was not possible due to the
large variety in medication composition from patient to patient
(see Table 2). Thus, future studies should deal with detailed anal-
ysis of the impact of certain antidepressant medication types on
neurocognitive performance to be able to identify crucial factors
on test results.

In summary, our findings show that when comparing patients
with controls, differences are only found for attention and cog-
nitive flexibility. This supports but also contradicts findings of
other studies on neurocognitive functioning in depression and
underlines the heterogeneity of depression.

RELATIONSHIP BETWEEN AUDIOVISUAL EMOTIONAL PROCESSING
AND NEUROCOGNITIVE FUNCTIONING
Emotional and neurocognitive aberrations have already been
reported for depressed patients in numerous studies. However,
only few have yet investigated how deficits in these two domains
are related to each other. We thus correlated the effects found in
the emotional processing task and the performance in the differ-
ent neurocognitive tests and found that the effects revealed for
audiovisual emotional processing, i.e., the difference of valence
ratings of faces paired with happy compared to neutral sounds,
were not related to performance in the neurocognitive tests. How-
ever, when not correcting for multiple comparisons, correlational
analysis of the TMT-A test findings with impairments in emotional
processing would reach significance. This is interesting, because
the only two tests that revealed group differences were the two
trail making tests. One could hence argue that impairments in
the processing of interpersonal stimuli are possibly related to gen-
eral deficits in visual attention. This would expand the findings
of studies reporting selective visual attention for negative emo-
tional material in depressed individuals (Eizenman et al., 2003;
Kellough et al., 2008), indicating that attentional biases toward
negative emotions alone cannot sufficiently explain impairments
in emotional processing in depression. Rather, general atten-
tional deficits might also lead to problems in concentrating on
visual emotional material. This would fit with our finding that
patients with depression are distracted more easily than healthy
controls by additional irrelevant (especially positive) auditory
stimuli. All in all, however, as this result did not survive cor-
rection for multiple comparisons, our findings nevertheless argue
against a (direct) relationship between emotional processing and
neurocognitive functioning. This contradicts findings of one
previous study (Uekermann et al., 2008) reporting correlations
between perception of affective prosody with inhibition abilities,
set shifting, and working memory. On the other hand, another
study (Langenecker et al., 2005) reported no correlations between
impairments in emotional perception and neurocognitive perfor-
mance and is hence well in line with our findings. Discussing
their results, the authors mentioned that executive impairments
are a feature of several different disorders, indicating that cog-
nitive disturbances may not necessarily account for emotional

impairments in depression. Likewise, Bourke et al. (2012) found
that patients with depression perform significantly worse on verbal
memory and spatial working memory tasks, but they did not
find differences to healthy controls on unimodal emotional face
recognition tasks (going in line with our findings in unimodal
emotional processing). Even though they did not directly corre-
late emotional with cognitive performance, their results indicate
that neurocognitive impairments are largely independent from
emotional deficits.

Other studies (Everaert et al., 2014), however, reported associa-
tions of emotion perception and cognition in the sense of cognitive
biases for negative emotions. In particular, they could show that
emotionally biased cognitive processes like attention, interpreta-
tion and memory are highly interrelated with each other. Under
this aspect, it has to be pointed out that it seems to make a huge dif-
ference if, on the one hand, general cognitive functions in absence
of emotional material are examined or if, on the other hand, cog-
nitive processing of emotional material is assessed. Thus, with
regard to our findings, we can only infer that there is no relation-
ship between general cognitive performance and impairments in
emotional processing.

In summary, our results thus indicate that deficits in audio-
visual emotional processing in depression seem to be widely
independent from general neurocognitive functioning. Thus they
do not support the assumption that deficits in emotional process-
ing in patients with major depression are the results of impaired
general attention or inhibitory functioning. Nevertheless we can-
not completely rule out a bias component especially toward
emotional material.

SUMMARY
Our findings suggest that audiovisual integration of especially
happy sounds is altered in patients with depression and that these
alterations cannot be related directly to impairments in cogni-
tive skills. Group differences in neurocognitive test performance
were only revealed for measures of attention and cognitive flexi-
bility. These results indicate that in real life, when emotions are
processed in a multimodal fashion, deficits in depression cannot
be reduced to an overall negative attitude toward emotional and
neutral stimuli or a general absence of a positive bias. Rather, it
is the influence of irrelevant positive stimuli, which plays a key
role in emotion perception in depression. Though, impairments
in audiovisual emotional processing do not change as a function
of depressive symptom severity in patients. Furthermore there
is no clear connection between emotional and neurocognitive
impairments.

Although the current study did not directly investigate the role
of attention in multisensory integration, our study adds further
knowledge to this topic by investigating the relationship between
both aspects in major depression and indicates that alterations
in multi-modal emotional processing are not directly related to
impaired attention.
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