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Editorial on the Research Topic
 Emotion regulation and cognitive processes




Emotion regulation is crucial in individuals' cognitive ability to manage and express their emotions effectively. This Research Topic delves into the neural processes and reactions associated with emotion regulation using various neurophysiological techniques, including electroencephalogram (EEG), event-related potentials (ERPs), functional magnetic resonance imaging (fMRI), and transcranial electrical stimulation (tES). Furthermore, it investigates the impact of different stimulus types, aesthetic preferences, and mindfulness practices on emotion regulation. The findings contribute to a comprehensive understanding of emotion regulation strategies and provide insights for potential therapeutic interventions.

Within this context, EEG and event-related potentials are valuable tools for investigating the neural processes and reactions related to emotion regulation. A piece of research (Yang et al.) has proposed distinct roles for the P100, N170, and P250 neural generators. These generators are involved in encoding comprehensive frames of reference, maintaining structural cohesion, and adapting to internal representations of emotional expressions.

In a study by Chen et al., the amplitude of the N100 (N1) component was examined using the mismatch negativity (MMN) in a group of young and middle-aged adults. They employed a modified oddball paradigm to compare responses to standard tones under fearful and neutral facial expressions. The results demonstrated that when exposed to fearful facial expressions, the amplitude of the N1 in response to classic techniques was smaller than in neutral facial expressions.

Additionally, the amplitude was more negative in young adults than middle-aged adults. These findings suggest that the perception of negative emotions visually facilitates the processing of auditory features and enhances acoustic change detection in middle-aged adults. However, this effect cannot compensate for the age-related decline in MMN amplitude.

Emotions are interconnected with our social interactions as we navigate the social realm by interpreting and choosing between conflicting emotional cues. The effective face-word Stroop (AFWS) is an experimental method that can help uncover the fundamental neural processes that support crucial social and emotional abilities. Regarding the timing, location, and sequence of control processes involved in responding to emotional conflicts during the AFWS, a study determined that conflict control processes occur within the components of Visually evoked potentials (Jamieson et al.).

On the other hand, the role of other internal variables has also been addressed. A study utilizing electromyography (Åsli and Øvervoll) discovered that the interaction between emotional expressions and model gender influences the magnitude of startle responses. Specifically, greater startle responses were observed when participants viewed angry faces displayed by male models and happy expressions displayed by female models. Another study investigating emotional stimuli in individuals with spinal cord injury (Pecchinenda et al.) proposed an integrated explanation for emotional conflict resolution during response activation tasks. This study emphasized the influence of emotional arousal and primed approach or avoidance motivation. Furthermore, they discussed the role of arousal in individuals with spinal cord lesions, providing insights into the typical mechanisms involved in emotional conflict control. Understanding emotional conflict control is crucial for adaptive behavior and may have implications for therapeutic interventions.

Fusina et al. conducted a study examining the Default Mode Network and Ventral Attention Network in individuals with high and low emotion dysregulation to explore the neurophysiological correlates of emotion dysregulation. The findings indicated high emotion dysregulation is associated with increased connectivity between the Ventral Attention Network and other networks, highlighting an intensified automatic attentional focus on internal states and emotionally intense thoughts in individuals prone to emotion dysregulation.

Using fMRI, a study by Fujiwara et al. demonstrated that individuals with a strong desire for praise exhibit lower activation in the inferior parietal sulcus during sincere praise, particularly after experiencing poor task performance. This finding suggests that negative feedback is suppressed to protect self-esteem. The study highlighted distinct neural patterns underlying the rewarding and socio-emotional effects of sincere praise compared to flattery.

The tES has gained popularity in modulating cognitive brain functions to improve neuropsychiatric conditions. A pilot study by Ghodratitoostani et al. collected data that informed the design of a well-controlled adaptive seamless Bayesian dose-response analysis. This study showed significant differences in self-reported tinnitus loudness before and during positive emotion induction.

Regarding other methodologies, Hu et al. suggested that the negative effect of emotional dissonance is influenced by work-family conflict. They conducted a moderated mediation model to explain the relationship between emotional leadership, emotional dissonance, and helping behavior. In another study, Lai et al. found that attachment style dimensions are associated with neural activation during the projection of mental states. Furthermore, Caprara et al. suggested that self-efficacy in managing positive emotions is associated with higher levels of chronic positive affect, lower negative affect, and greater life satisfaction, even after considering factors such as gender and age. The study also revealed that younger participants exhibit a stronger link between self-efficacy in using humor and life satisfaction compared to older individuals.

Focusing on the clinical population, results from a study suggested that individuals with Authentic pride (AP) demonstrated greater success in down-regulating negative emotions through cognitive reappraisal, both in daily life and experimental settings, compared to individuals with hubristic pride (Lin et al.). Moreover, a study conducted with patients suffering from mild traumatic brain injury examined negative frontal alpha asymmetry using EEG data and found greater right-sided frontal activity than healthy controls (Kuusinen et al.).

Regarding the type of stimuli used, Romeo et al. study reported that movies are more effective than slides in evoking emotions. The study also revealed that different brain regions are involved in processing emotions depending on the type of stimuli employed. Additionally, investigating the relationship between aesthetic preferences and neural responses contributes to establishing objective indicators for assessing aesthetic judgment and understanding the process of aesthetic cognition. Chen and Cheng conducted a study that provides valuable insights for quantitatively assessing aesthetics in various fields, such as environmental design, interior design, and marketing, mainly related to ceramic tiles. Differences in N100 and P200 amplitudes indicated that participants formed aesthetic perceptions of the tiles during the early and middle stages of vision, leading to varying levels of attention allocation. In the mid and late stages of visual processing, the disparity in LPP amplitude suggested that participants' impressions of the tiles were further deepened, forming a top-down emotion-driven evaluation.

Cognitive appraisal and associated emotional processes were also examined in motivational interviewing (Hui et al.). The amplitudes of the N400 brain wave component were correlated with participants' level of negative affect during the pre-contemplation stage. Another study revealed that post-error adjustments varied depending on the specific task context.

Mindfulness is another topic covered in this context. Despite the known benefits of mindfulness for mental health, drop-out rates among mindfulness practitioners can occur due to factors such as chronic stress, cognitive reactivity, and pathology. To address this issue, Sars proposes a framework called physical exercise (PE) augmented mindfulness, suggesting that regular physical exercise before meditation can enhance early-stage mindfulness. Neurocognitive research indicates that physical exercise (such as aerobic exercises or yoga) and mindfulness impact similar pathways involved in stress regulation and cognitive control, supporting the idea of synergistic effects between physical exercise and mindfulness. Studies focusing on the psychophysiological impact of physical exercise have shown that it can lead to short-term neurocognitive changes that facilitate cognitive control and the attainment of mindful awareness.

Lastly, in a review conducted by Küçüktaş and St. Jacques, the influence of visual perspective on the emotional aspects of autobiographical memory (AM) retrieval was examined. The review concluded that the impact of visual perspective depends on the emotional nature connected to the event.

By investigating the neural correlates and strategies associated with emotion regulation, this research paper aims to advance our understanding of how individuals skillfully handle and display their emotions in various contexts. The multimodal approach provides valuable insights into the underlying processes involved in emotion regulation and informs potential interventions for improving emotional wellbeing and adaptive behavior.
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The human brain is tuned to recognize emotional facial expressions in faces having a natural upright orientation. The relative contributions of featural, configural, and holistic processing to decision-making are as yet poorly understood. This study used a diffusion decision model (DDM) of decision-making to investigate the contribution of early face-sensitive processes to emotion recognition from physiognomic features (the eyes, nose, and mouth) by determining how experimental conditions tapping those processes affect early face-sensitive neuroelectric reflections (P100, N170, and P250) of processes determining evidence accumulation at the behavioral level. We first examined the effects of both stimulus orientation (upright vs. inverted) and stimulus type (photographs vs. sketches) on behavior and neuroelectric components (amplitude and latency). Then, we explored the sources of variance common to the experimental effects on event-related potentials (ERPs) and the DDM parameters. Several results suggest that the N170 indicates core visual processing for emotion recognition decision-making: (a) the additive effect of stimulus inversion and impoverishment on N170 latency; and (b) multivariate analysis suggesting that N170 neuroelectric activity must be increased to counteract the detrimental effects of face inversion on drift rate and of stimulus impoverishment on the stimulus encoding component of non-decision times. Overall, our results show that emotion recognition is still possible even with degraded stimulation, but at a neurocognitive cost, reflecting the extent to which our brain struggles to accumulate sensory evidence of a given emotion. Accordingly, we theorize that: (a) the P100 neural generator would provide a holistic frame of reference to the face percept through categorical encoding; (b) the N170 neural generator would maintain the structural cohesiveness of the subtle configural variations in facial expressions across our experimental manipulations through coordinate encoding of the facial features; and (c) building on the previous configural processing, the neurons generating the P250 would be responsible for a normalization process adapting to the facial features to match the stimulus to internal representations of emotional expressions.

Keywords: P100, N170, P250, physiognomic features, diffusion decision model, emotional facial expression


INTRODUCTION

The ability to recognize and distinguish between emotions conveyed by facial expressions is crucial for social cognition (Adolphs, 2002; Smith et al., 2005). The human brain is able to detect facial micro-expressions lasting about 500 ms (Yan et al., 2013), and even from a brief subliminal sample visual input (Vukusic et al., 2017). Within this time window, several visual pathways based on featural, configural, or holistic information cooperate to process faces (Tanaka and Gordon, 2011). Featural processing refers to the extraction of individual parts of the face, such as the eyes, nose, and mouth. These physiognomic features are crucial for emotion recognition (Scheller et al., 2012; Wegrzyn et al., 2017). Configural processing considers the spatial distances and relative positioning of local facial features, whereas holistic processing focuses on the integration of several features into a “Gestalt” or “all-in-one-piece” representation (Tanaka and Gordon, 2011; Piepers and Robbins, 2012). It is unclear how and when these different processes contribute to emotional face perception.

Investigating event-related potentials (ERPs) in electroencephalographic (EEG) signals is one of the most widely used methods for examining early face processing (Eimer and Holmes, 2002; Tanaka et al., 2006; Rossion and Caharel, 2011). Three major face-sensitive ERP components have been identified in the literature: the P100, N170, and P250. Although the P100 component is not always examined in face perception studies, it is sensitive to both bottom-up low-level features (e.g., color or contrast) and top-down attentional processes (Schweinberger, 2011). The P100 emerges on occipital channels at around 100 ms after face stimulus onset and exhibits larger responses to faces than to buildings and scrambled faces (Herrmann et al., 2005a), suggesting face sensitivity. Different facial expressions of emotion can be separated visually within 100 ms after stimulus onset (Liu and Ioannides, 2010). The face-sensitive N170 component, peaking at around 170 ms after stimulus onset, is maximal in occipital–temporal channels and is thought to reflect configural processing (Rossion et al., 1999; Bentin and Deouell, 2000; Eimer, 2000; Itier and Taylor, 2004). Although initially a matter of debate (Pessoa and Adolphs, 2010), there is growing evidence that subcortical regions like the amygdala are involved in differential responses to neutral vs. emotional facial expressions (especially threatening expressions) in both the P100 (Rotshtein et al., 2009; Méndez-Bértolo et al., 2016; Müller-Bardorff et al., 2018) and N170 (Conty et al., 2012). These results are consistent with the reciprocal modulatory effects between the amygdala and cortical regions involved in face processing (Luo et al., 2007; Garvert et al., 2014; Meaux and Vuilleumier, 2016; Sato et al., 2017). During face processing, the P250 emerges after the N170 over parietal sites between 200 and 300 ms post-stimulus and responds to emotional expression information (Eimer and Holmes, 2007; daSilva et al., 2016).

Studies have examined the modulation of the P100, N170, and P250 by manipulations tapping featural, configural, and holistic characteristics in order to understand the contribution of the corresponding processes during emotional facial recognition. While low-level features (e.g., color or contrast) and the configural relationship between facial features remain unchanged, turning faces upside down disrupts configural processing. This so-called face inversion effect (FIE) evokes larger and delayed P100 (Itier and Taylor, 2004) and N170 components (Itier and Taylor, 2004; Honda et al., 2007; Jacques and Rossion, 2007) than do upright faces. This modulation caused by the FIE suggests that both the P100 and N170 index an early stage of configural processing of facial features (Halit et al., 2000; Itier and Taylor, 2004; Herrmann et al., 2005b). In contrast, distorting configural information modulates the N170, but not the P100, suggesting that the N170 is particularly sensitive to the spatial processing of physiognomic features (Bentin and Deouell, 2000; Eimer, 2000).

Another way to investigate early face-sensitive processes is to degrade stimulus quality as much as possible while providing sufficient emotional information for the perceptual system to activate face-specific processing. Some studies have used this strategy to investigate brain response to sketched face stimuli. Sagiv and Bentin (2001) found that N170 latency and amplitude for upright schematic faces are similar to photographed faces, suggesting that “a face specific visual mechanism is triggered whenever a stimulus contains sufficient information to generate the concept of a face” (p. 942). In their experiment 1, the authors also investigated the N170 response to sketched faces. They found reduced amplitude and delayed latency for the N170 in response to faces sketched with richer details compared to simple schematic ones, supposedly due to the nature of their sketched face stimuli requiring more analytic visual processing. Indeed, the combination of the basic physiognomic features of sketched faces may be sufficient to evoke the formation of a face concept. Zhao et al. (2016) used composite faces (their experiment 3) to demonstrate that participants performed worse with misaligned photographed face stimuli than with correspondingly sketched rendered faces when they were instructed to judge whether the top halves of two sequentially presented faces were the same while ignoring the irrelevant bottom halves. These results suggest that, although sketched faces contain sufficient information to evoke the concept of a face, the removal of three-dimensional shape information from faces (brought by texture, shading, etc.) reduces holistic face processing.

Distorting the face stimulus also affects early face-sensitive ERPs. Burkhardt et al. (2010) showed that peak amplitude of the P250 decreased as the amount of perceived distortion of a compressed or expanded face increased. However, if the participants adapt to distorted faces, the P250 becomes increased again because the face appears more normal. In contrast, adaptation conditions that increase the perceived distortion of faces decreased the P250 amplitude. However, these authors only found small and inconsistent effects of adaptation on the N170, theorizing that “assuming that the neural generator of the P250 component lies downstream of the generator of the N170 component, these data imply that the neurons generating the P250 are adapting to facial features at the configural level” (p. 3755). The literature provides additional evidence suggesting that the P250 may reflect a normalization process in order to match the visual input to canonical (upright and typical) stored representations of faces (Marzi and Viggiano, 2007). The purpose of this normalization process is to compensate for transformations in the stimulus with respect to canonical representations by adjusting the percept (scale, orientation, etc.) in order to match it with stored representations (Ullman, 1989). In short, the P100, N170, and P250 appear to be relevant neuroelectric markers in order to investigate early-stage visual processes involved in the encoding of the emotional content of faces. Some authors even consider that they somehow assemble together in a “positive-negative-positive (P100-N170-P250) ERP complex” (Puce et al., 2013).

Using the high temporal resolution of EEG, we were also able to investigate the chronometric characteristics of the neural response, which could be predictive of psychophysical performance. A growing literature links brain imaging with behavioral data using mathematical models of decision-making in forced-choice tasks (Philiastides et al., 2006; Ratcliff and McKoon, 2008). Sequential sampling models assume that decision-making is founded on samples of a stream of information from sensory signals. In the present study, we used the diffusion decision model (DDM; see Ratcliff and McKoon, 2008), illustrated in Figure 1. Two parameters were of particular interest in this study: non-decision time (t0) and drift rate (v). Non-decision time is an additive constant in the reaction time (RT) that includes both a perceptual (the time it takes to encode the stimulus) and a motor component (movement preparation and execution). Drift rate (the slope of evidence accumulation) reflects the quality of evidence accumulation from the sensory information provided by the stimulus. Evidence supposedly accumulates at a constant rate despite moment-by-moment noise of external (at stimulus level) or internal (its cognitive representation) origin. Easier-to-process stimuli lead to faster initial encoding (i.e., shorter non-decision time, t0) and faster evidence accumulation (i.e., greater drift rate). The study of Bushmakin and James (2013) showed that large inversion effects on faces were mediated by a slower rate of perceptual evidence accumulation. Previous EEG studies of visual recognition using single-trial analysis have demonstrated that both early (N170) and later (arising around 220 ms post-stimulus onset) components correlate with decision difficulty in a face vs. car categorization task (Philiastides et al., 2006).


[image: image]

FIGURE 1. An illustration of several parameters of the diffusion decision model (DDM). Perceptual decision-making supposedly relies on the accumulation of noisy sensory evidence from an initial state (z) to a response threshold (a). A response is made when the level of sensory evidence exceeds the threshold of the response corresponding to a given percept. The initial evidence value at which accumulation starts is the starting point parameter (z), which reflects participants’ (a priori) response bias toward a given response. If the participant is unbiased, then z = a/2. The drift rate (v) at which the evidence accumulates in the diffusion process corresponds to the average distance traveled vertically per time unit according to a normal distribution. Finally, the non-decision time t0 is an additive constant in the reaction time (RT) that includes both stimulus encoding and the motor components (response preparation and execution).




Purpose of the Study

The aim of the present study was to investigate the relationships between early face-sensitive ERP components and sensory evidence accumulation during emotion recognition. This perceptual categorization activity requires quick but complex analysis of local physiognomic features and of their spatial configuration on a face. To achieve this, several experimental factors were manipulated to impose constraints on perceptual systems and to elicit specific sources of variance: (i) quality was varied while providing sufficient emotional information with the use of sketched vs. photographed face stimuli (Stimulus Type factor); and (ii) configural processing was emphasized using the classical face inversion paradigm (Orientation factor). Several methodological choices characterize this study. First, unlike photographed face stimuli, the sketched face stimuli are stylized and appear under quite diverse forms across the literature, which do not always allow for strict condition matching or replication (e.g., Benson and Perrett, 1991; Leder, 1996; Meinhardt-Injac et al., 2013; Zhao et al., 2016). Thus, in order to compare conditions and to avoid potential confounding effects of stylized stimuli, the sketched face stimuli were computer-generated from validated photographed stimuli of the Radboud Faces Database (RaFD; Langner et al., 2010) Second, both the amplitudes and latencies of the P100-N170-P250 ERP complex were measured in order to be introduced into the analyses of the DDM variables.

The main goals of the study were: (1) to test whether both upright photographed and sketched faces provide similar behavioral performance outcomes, demonstrating that both stimulus sets are well matched and convey sufficient information to make an emotion recognition decision; (2) to demonstrate that photographs elicit the FIE as reflected in behavioral and ERP measures (P100, N170, and P250); (3) to replicate the findings by Sagiv and Bentin (2001) that the ERP FIE differs between sketches and photographs; (4) to verify that upright photographed faces match our internal representations of emotional expressions by testing that these easier-to-process stimuli lead to faster initial encoding (i.e., shorter non-decision time) and faster sensory evidence accumulation (i.e., greater drift rate); and (5) to study how P100-N170-P250 complex characteristics are related to decision processes as measured by DDM variables when specific sources of variance are induced by manipulating either the Orientation or Stimulus Type.




EXPERIMENT


Materials and Methods


Participants

Twenty-five healthy volunteers (six females and 19 males, mean age = 26.4 ± 6.5 years, range = 20–40 years) were recruited through advertisements on campus and at the Sport Sciences faculty of Université Paris-Saclay and reported normal or corrected-to-normal vision. Twenty subjects were right-handed according to a translated version of the Edinburgh Handedness Inventory (Oldfield, 1971). The present study involving human participants was reviewed and approved by EA 4532 institutional review board at Université Paris-Sud/Saclay. The participants provided written informed consent to participate in this study, including for publication of the results.



Stimulus Presentation

Two sets of facial expression stimuli were used in the experiment: sketched facial stimuli and their photographed face counterparts chosen from the RaFD (Langner et al., 2010). We applied a sketch filter in OpenCV to the photographed facial stimuli to create a set of sketched stimuli retaining the eyes, eyebrows, nose, and mouth (physiognomic features) and excluding insignificant features such as hair, spots, et cetera (see Figure 2). These two subsets were validated and selected from previous behavioral and eye-tracking experiments on emotion recognition using reaction times and unbiased hit rate as the criteria and fixation measures (Yang, 2018). Each stimulus set contained five facial expressions: fearful, angry, sad, happy, and neutral. Each emotion category included five upright and five inverted facial stimuli, and gender identity was randomized and counterbalanced across the emotions. All of the images were cropped and resized to 400 × 400 pixels. The facial stimuli subtended a 10° × 10° visual angle and were presented centrally on a 17-inch computer monitor (resolution, 1,280 × 1,024 pixels) with a 60-Hz refresh rate. The value of the visual angle conformed to the one observed in normal face-to-face interaction (Henderson et al., 2005). We used E-prime 2.0 software to conduct the experiment.
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FIGURE 2. (A) Illustration of the image processing steps from the Radboud Faces Database (RaFD) photographed facial stimulus to sketched stimulus using the sketch filter in OpenCV. (B) Upright and inverted photographed and sketched stimuli for a happy facial expression.





Procedure

The task was forced-choice facial emotion recognition in which the participants were required to select the emotion displayed by a facial expression stimulus from five possible responses: neutrality, anger, fear, happiness, and sadness. The experiment consisted of two successive parts: (1) practice session (see Appendix A in Supplementary Material for details); and (2) experimental session.

The experimental session comprised two blocks (one for sketched faces and the other for photographed faces) of 150 trials each. The procedure was similar to the practice session, with participants pressing the key corresponding to the displayed emotion, except that no feedback on performance was provided. There were 50 stimuli per block: 10 expressors (five upright and five inverted) × five emotions, and each was repeated randomly three times within the blocks. Each block was separated by a pause, and the block order was counterbalanced across all participants. Each trial began with a 600-ms fixation cross, then a 300-ms blank screen (used as a baseline period for EEG analysis), followed by the facial stimulus displayed against a white background remaining on the screen until the participants responded. Although the response time was self-paced with no time limit, the participants were instructed to respond as quickly and accurately as possible and to avoid blinking while the stimulus was being displayed.



EEG Acquisition

EEG recordings were performed using the BrainAmp system with active 32 Ag–AgCl electrodes (ActiCap; Brain Products, Munich, Germany; map of all electrode positions: https://www.brainproducts.com/files/public/downloads/actiCAP-64-channel-Standard-2_1201.pdf). Electrode impedances were below 20 kΩ. The FCz electrode was used as a reference and AFz was used as a ground electrode. Vertical eye movements such as blinks were derived from the differential signal between Fp2 (on the EEG head cap) and Fp1, relabeled as vertical electrooculography (VEOG), positioned on the right infraorbital ridge, with both electrodes aligned vertically (see Sullivan, 1993). EEG signals were measured continuously at a sampling rate of 1,000 Hz and a 50-Hz notch filter was applied. BrainVision Analyzer was used to process the EEG data offline. The data were bandpass-filtered between 0.1 and 40 Hz (zero-phase shift Butterworth filter, 24 dB/octave). Nonspecific electrical artifacts were semi-automatically detected and then removed with a 200-ms margin from all channels except Fp2 and VEOG (criteria: differences between the maximal and minimal voltage superior to 100 μV, voltage steps superior to 50 μV/ms, and low electrical activity inferior to 0.5 μV in a 200-ms interval). Ocular artifacts were then processed using ocular correction with independent component analysis (ICA; Delorme et al., 2007). Infomax restricted ICA was performed on the whole data and channels except VEOG and Fp2. Between one and two independent components (ICs, mean = 1.5) were rejected (set to zero) across participants, on average. One IC was rejected among 14 participants, two ICs among 10 participants, and three ICs for one participant. The data were then segmented into 1,100-ms epochs, applying a baseline correction (100 ms before stimulus onset and 1,000 ms interval after stimulus onset). Those epochs were checked again for nonspecific abnormalities potentially induced by successive corrections (adding the following criterion to the above-described criteria: absolute amplitudes above 200 μV were rejected as artifacts). Last, they were averaged for each condition and participant. Note that only correct response trials were used to investigate the EEG signals concerning behavioral performance.


Data Analysis


Behavior

Accuracy was calculated as an unbiased hit rate (Hu) for each emotional state category to control for potential response biases (Biehl et al., 1997; Goeleven et al., 2008; Langner et al., 2010). Indeed, accuracy is usually estimated by the proportion of correctly identified target face stimuli (i.e., simple hit rate) and does not consider participant’s response biases (e.g., false alarms, et cetera). The Hu for each emotion category was calculated on a choice matrix with targeted and chosen expressions as rows and columns, respectively. Then, the number of responses in each cell were squared and divided by the product of the marginal values of the corresponding row and column. Hu varies between 0 and 1 (1 = correctly identified target) and has to be arcsine transformed before analysis (Wagner, 1993).

Instead of running statistical analysis on RTs per se, we computed variables of interest resulting from a DDM analysis of RTs, as described in “Introduction” section. These DDM parameters were computed on RTs for correct and incorrect answers using Fast-dm software (Voss et al., 2004; Voss and Voss, 2007) after excluding RTs greater than mean + 3 SD on an intra-individual basis for each condition separately, along the same lines as other authors aiming to investigate the electrophysiological correlates of decision-making with diffusion models (e.g., Mueller et al., 2017). DDM is typically applied to two alternative decision tasks, whereas in our case we used a five (emotional expressions) forced-choice task. However, DDM can be used on multiple-choice data if no decision bias criterion is met (Voss et al., 2013). Fast-dm estimates z with zr = z/a (relative starting point) scaled from 0 to 1, with zr = a/2 = 0.5 indicating the absence of a decisional bias. Therefore, we let “zr” be a free parameter (Voss and Voss, 2007) in order to verify that our data complied with the no decision bias requirement in the Stimulus Type (photographs vs. sketches) × Orientation (upright vs. inverted) conditions. Statistical analysis of the DDM variable zr showed that diffusion modeling could be applied to our data since none of our four conditions of interest differed significantly from 0.5 (see “Behavioral Data” section). Finally, the diffusion model fitting of our data was excellent, with all ps > 0.95, across the four conditions (N.B.: significant p-values are indicative of model misfit; see Voss and Voss, 2007). Further analysis of the quality of individual DDM fits is available in Supplementary Material, Appendix B.

Hu, RTs, and diffusion model variables were then compared across Stimulus Type and Orientation as within-subject factors using repeated-measures ANOVAs. Bonferroni correction post hoc comparisons were used to examine significant effects of interest involving more than two means. However, unless otherwise stated, if the Stimulus Type × Orientation interaction was significant, we only report the impoverishment effect for each level of the Orientation factor as well as the inversion effect for each level of Stimulus Type. We also provide 95% confidence intervals and Cohen’s d values as measures of effect size.



Electrophysiology

As pre-processing, we first excluded trials with RTs >3,357 ms from the ERP analysis. This value corresponded to 3 SD (3 × 1,119 ms) of the entire RT dataset, i.e., approximately mean RT (1,171 ms) + 1.6 SD, leading to the exclusion of 5.3% of the correctly answered trials. With the incorrectly answered trials also excluded from the ERP analysis, this yielded an average of 63 out of 75 trials per condition (range = 53–67) across 25 participants. The epochs were averaged separately for each Stimulus Type (photographs and sketches) and Orientation (upright and inverted). Three clear visual ERP components were identified and analyzed: the P100, N170, and P250. Peak latencies of the P100, N170, and P250 were extracted at their maximum absolute amplitudes within different time windows: 100–180 ms for the P100, 163–240 ms for the N170, and 217–280 ms for the P250. The peak amplitudes of P100, N170, and P250 were quantified as the maximum absolute voltage amplitude whether in terms of positive values at the P100 and P250 or negative values at the N170 time window. Different pairs of electrodes were analyzed depending on the ERP of interest: the P100 at occipital electrodes (O1 and O2), the N170 at occipito-temporal electrodes (P7 and P8), and the P250 at parietal electrodes (P3 and P4). These electrode sites have been used previously in the face perception literature for the P100 (Herrmann et al., 2005a,b), the N170 (Itier et al., 2006; Eimer, 2011; Rossion and Caharel, 2011), and the P250 (Feng et al., 2009). Along the lines of Sagiv and Bentin (2001), who used experimental manipulations similar to ours, we examined the N170 only at P7/P8 channels. The peak amplitude and latency of the P100, N170, and P250 were analyzed separately using repeated-measures ANOVAs with Stimulus Type (photographs and sketches), Orientation (upright and inverted), and Hemisphere (left and right) as the within-subject factors. Bonferroni-corrected post hoc pairwise comparisons were followed up for significant effects involving more than two means and Cohen’s d estimated the effect sizes. The data were analyzed using Brain Analyzer (Brain Products, Munich, Germany) and JASP software (version 0.11.1). We set the reference significance threshold at 0.05 for both the behavioral and EEG data analyses.



Multivariate Analyses

Of the different more or less sophisticated methods employed to link EEG with behavioral data in decision-making (O’Connell et al., 2012; Kelly and O’Connell, 2013; Bridwell et al., 2018), we chose to adopt a multivariate approach to investigate the common sources of variance shared by those variables (e.g., Schubert et al., 2015). We first computed the inversion effect (mean values for the inverted faces minus mean values for the upright faces) and the Stimulus Type effect (mean values for the sketch faces minus mean values for the photo faces) for each participant and each variable of interest. Then, we conducted a correlation analysis followed by a principal component analysis (PCA) if the Kaiser–Meyer–Olkin (KMO) measure of sampling adequacy was greater than 0.50 and Bartlett’s test for sphericity was significant. Correlation matrices were computed using both Pearson’s r coefficient and Spearman’s ρ coefficient (the r value of the rank-transformed data). Reporting Spearman’s correlation coefficients has two advantages, namely: ρ is less affected by outliers and it does not make the assumption (contrary to the Pearson’s r) that intervals on the different variable scales measure the same psychological/neurocognitive unit (see Howitt and Cramer, 2017, p. 102). Indeed, we cannot assume that a change in one unit of drift rate (v scale) is equivalent to a change in one unit of an ERP variable. For the sake of simplicity, the correlation matrices (together with bilateral significance) are provided in the Supplementary Material, so here, we will focus on the PCA results when the above-mentioned criteria were met. PCAs were performed on the Pearson’s r correlation matrix, followed by a varimax rotation. Each PCA included five variables of interest: v, t0, P100, N170, and P250. The observations were the mean values of each of the 25 participants for the inversion effect in each stimulus type condition (resulting in 50 values per variable of interest) and for the impoverishment effect in each stimulus orientation condition (idem). Due to the small number of observations, we ran separate PCAs to examine the link between ERPs and DDM variables, depending on the effect under study and whether it concerned ERPs peak amplitude or peak latency. Along the lines of Jolliffe (2002), we retained factorial solutions that accounted for at least 70% of cumulative variance, with an eigenvalue cut-off at 0.80 rather than 1 (Jolliffe, 2002, pp. 113–115). Loadings greater than 0.50 (i.e., when a factor accounts for more than 25% of the variable variance) will be highlighted.







RESULTS


Behavioral Data

Although the Hu values were arcsine transformed before running the ANOVA as required (Wagner, 1993), we provide untransformed mean values in the text and figures for the sake of readability (because when Hu > 0.85, arcsine-transformed values will exceed 1). The ANOVA revealed significantly greater accuracy (Hu) for the photographed facial stimuli than for the sketched faces (F(1,24) = 75.24, p < 0.001, [image: image] = 0.76). Hu deteriorated with stimulus inversion (F(1,24) = 80.85, p < 0.001, [image: image] = 0.77). Stimulus Type × Orientation interaction was significant (F(1,24) = 28.82, p < 0.001, [image: image] = 0.55). Post hoc analysis indicated that the accuracy for upright faces did not differ significantly (p = 1). The stimulus inversion effect was found for both the photographed (p < 0.001, Cohen’s d = 0.88) and sketched faces (p < 0.001, d = 2.09), although the inversion effect affected more sketched faces (Meffect = 0.28) than photographs (Meffect = 0.10; see Figure 3A).
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FIGURE 3. Stimulus Type × Orientation interaction on unbiased response accuracy Hu (A), mean correct answer reaction times (RTs; B), as well as on the diffusion decision model (DDM) variables such as relative starting point (zr) with non-decision bias at 0.5 (C), drift (v) (D), threshold separation (a; E), and the non-decision time (t0, in seconds; F). Stars indicate Bonferroni-corrected p < 0.05. Error bars indicate the standard error of the mean.



The ANOVA showed significantly greater RTs in response to the inverted facial stimuli than for upright faces (F(1,24) = 67.22, p < 0.001, [image: image] = 0.74). However, the mean RTs did not differ between the photographed and sketched stimuli (F(1,24) < 1, n.s.), nor did the Stimulus Type × Orientation interaction reach significance (F(1,24) = 3.00, p > 0.09, [image: image] = 0.11; see Figure 3B).

As a prerequisite for DDM analysis, we examined the zr (relative starting point) parameter in order to verify that our data complied with the no decision bias requirement corresponding to zr = a/2 = 0.5 (see “Behavior” section) in each cell of the Stimulus Type (photographs vs. sketches) × Orientation (upright vs. inverted) conditions. The ANOVA on zr showed no significant main effect or any interaction for the two factors (all ps > 0.05). Moreover, Bonferroni-corrected post hoc tests (ps > 0.05/4) showed that diffusion modeling could be applied to our data since none of our four conditions of interest significantly differed from 0.5 (see Figure 3C).

The ANOVA on drift (v) showed better performance for the photographed than for the sketched faces (F(1,24) = 24.97, p < 0.001, [image: image] = 0.51) and for the upright than for the inverted stimuli (F(1,24) = 50.71, p < 0.001, [image: image] = 0.68). In addition, there was a significant Stimulus Type × Orientation interaction (F(1,24) = 9.29, p = 0.006, [image: image] = 0.28). Post hoc analysis indicated a decrease in v with the inversion effect for both photographed (p = 0.02, d = 0.61) and sketched faces (p < 0.001, d = 1.45), together with a greater decrease for inverted sketched as compared to inverted photographed faces (p < 0.001, d = 1.10). Interestingly, this interaction is very consistent with the interaction pattern on Hu (see Figures 3A,D).

The ANOVA on the threshold separation showed that more information is processed for photo faces compared to sketched faces (F(1,24) = 5.28, p = 0.03, [image: image] = 0.18) and for upright faces with respect to inverted faces (F(1,24) = 7.21, p = 0.01, [image: image] = 0.23). A significant Stimulus Type × Orientation interaction was observed (F(1,24) = 4.42, p < 0.05, [image: image] = 0.16). Subsequent post hoc analysis revealed that a significantly smaller amount of information was processed for inverted sketches compared to each other condition (all ps < 0.02; see Figure 3E).

The ANOVA on non-decision time (t0) indicated that t0 did not significantly differ between photos and sketches (F(1,24) = 2.67, p = 0.12, [image: image] = 0.1). However, non-decision times were significantly longer for inverted faces than for upright faces (F(1,24) = 5.26, p = 0.03, [image: image] = 0.18). Furthermore, there was a significant Stimulus Type × Orientation interaction (F(1,24) = 16.60, p < 0.001, [image: image] = 0.41). Post hoc analysis revealed that t0 was significantly greater (by about 120 ms) for inverted sketched faces compared to upright sketched faces (p < 0.001) and to inverted photo faces (p = 0.007) and more marginally compared to upright photos (p = 0.057; see Figure 3F).



ERP Results


P100 Component

As illustrated in Figures 4A,B, the amplitudes of P100 were larger for the photographed face stimuli (in gray) than for the sketched face stimuli (in black) over occipital channels. The ANOVA showed greater P100 amplitude in response to the photographed faces compared to the sketched faces (F(1,24) = 73.81, p < 0.001, [image: image] = 0.76) and in response to the inverted stimuli compared to the upright stimuli (F(1,24) = 11.05, p = 0.003, [image: image] = 0.32; see Figure 5B). There was a non-significant Stimulus Type × Orientation interaction (F(1,24) = 2.35, p = 0.14, [image: image] = 0.09), with a parallelism pattern suggestive of an additive effect of Stimulus Type and Orientation on the P100 amplitude (see Figure 5A). It is interesting to note that the size of the impoverishment effect (95% CI = 3.84–6.26 μV, d = 1.72) was much greater (in terms of mean effect) and robust (as measured by Cohen’s d) than the moderate inversion effect (95% CI = 0.46–1.96 μV, d = 0.66). Finally, there was no effect of Hemisphere on the P100 amplitude, nor any other significant interaction between factors (all p > 0.21).


[image: image]

FIGURE 4. Grand average event-related potential (ERP) waveforms elicited by photographed and sketched faces in the upright (left column) and inverted (right column) orientations at the left and right occipital electrodes (O1 and O2, respectively) for the P100 component (A,B), the left and right occipito-temporal electrode sites (P7 and P8) for the N170 component (C,D), and the left and right parietal electrode sites (P3 and P4) and the left and right at parietal electrodes (P3 and P4) for P250 component (E,F).



The ANOVA on P100 peak latency showed no main effects (all ps > 0.45), nor any significant interaction between the experimental factors (all ps > 0.065; see Figure 5B).
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FIGURE 5. Mean event-related potential (ERP) peak latency and amplitude for the Stimulus Type × Orientation interaction for the P100 (A,B), N170 (C,D), and P250 (E,F). Error bars indicate standard error of the mean. Stars indicate Bonferroni-corrected p < 0.05.





N170 Component

Visual examination of the grand average ERP waveforms indicates larger N170 components for the sketched faces in the upright condition (see Figure 4C) over occipito-temporal electrodes. The ANOVA showed greater N170 amplitude in response to inverted faces than for the upright stimuli (F(1,24) = 9.08, p < 0.01, [image: image] = 0.27). The only other significant effect was the Stimulus Type × Orientation interaction (F(1,24) = 67.73, p < 0.001, [image: image] = 0.74; see Figure 5C). Post hoc analyses of the sketched stimuli revealed greater amplitude for the upright stimuli compared to the inverted stimuli (p = 0.019). In contrast, for the photographed stimuli, the amplitude was greater for the inverted than for the upright stimuli (p < 0.001; see Figure 5D). The effect size of the absolute inversion effect for the sketched faces (95% CI = 0.15–2.49 μV, d = 0.62) was moderate compared to the photographed faces (95% CI = 2.09–4.42 μV, d = 1.53), for which the inversion effect was greater and more robust. Finally, post hoc comparisons showed smaller negativity for the upright photographed faces compared to the upright sketched and inverted photographed faces (all ps < 0.04).

The ANOVA showed greater N170 peak latency for the sketches than for the photographs (F(1,24) = 19.32, p < 0.001, [image: image] = 0.45) and for the inverted stimuli than for the upright stimuli (F(1,24) = 42.85, p < 0.001, [image: image] = 0.65). The non-significant Stimulus Type × Orientation interaction (F(1,24) < 1, n.s.) suggests an additive effect of Stimulus Type (8 ms increase for the sketched faces) and Orientation (7 ms increase for the inverted facial stimuli) on the N170 peak latency (see Figure 5D). The effect sizes of the inversion effect (95% CI = 5–10 ms, d = 1.31) and of the Stimulus Type effect (95% CI = 5–12 ms, d = 0.89) were of comparable magnitude. Finally, there was no main effect of Hemisphere, nor did Hemisphere interact with the other factors (all ps > 0.09).



P250 Component

As illustrated in Figures 5E,F, the P250 waveforms were greater over the parieto-occipital region for the photographed face stimuli than for the sketched face stimuli in both the upright and inverted conditions. Likewise, the ANOVA showed only significantly greater P250 amplitude in response to the photos compared to the sketched faces (F(1,24) = 79.63, p < 0.001, [image: image] = 0.77). No other main effect or interaction was observed (all ps > 0.11).

The ANOVA on the P250 peak latency showed a significant increase for the inverted faces compared to the upright faces (F(1,24) = 6.4, p = 0.02, [image: image] = 0.21). There was no other significant main effect (all ps > 0.65). However, the effect of Orientation varied significantly with Stimulus Type (F(1,24) = 4.51, p = 0.04, [image: image] = 0.16), providing additional information. Post hoc analyses showed a significant inversion effect for the photos (p = 0.01, d = 0.66), but not for the sketched faces (p = 1). The only other significant effect was an interaction between Hemisphere and Stimulus Type (F(1,24) = 5.85, p = 0.02, [image: image] = 0.20). However, post hoc analysis revealed no significant pairwise comparisons (all ps > 0.74).


Multivariate Analyses Results

A first analysis was conducted on the inversion effect with the DDM and ERP amplitude variables on the data for the photographed (n = 25) and sketched (n = 25) stimuli together. The characteristics of the Pearson’s r matrix (KMO = 0.52, Bartlett’s test p = 0.02) were used to conduct a PCA, summarized in Table 1, after varimax rotation. Factor 1 accounted mainly for the inversion effect on t0 and N170 amplitude, sharing respectively 76% (t0) and 50% (N170) of their variance with factor 1. The positive correlation between both variables (Pearson’s r = 0.33, p = 0.018; Spearman’s ρ = 0.37, p = 0.009) reflects the fact that the FIE on t0 decreases with increasing N170 deflection in response to FIE (see Supplementary Figure S4). In contrast, the additional variance explained by factor 2 accounted mainly for the inversion effect on the P100 and P250. In addition, the inversion effect on the P100 amplitude was shared between factors 2 and 3, the latter reflecting a common source of variance of the inversion effect with v. This is consistent with the positive (although marginal) correlation (see Supplementary Table S2) between both variables, whereby the greater the face inversion on the P100 amplitude the less the evidence accumulation (v) will be impaired (see Supplementary Figure S5).

TABLE 1. Principal component analysis (PCA) solution on the inversion effects after a varimax rotation.
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The following analysis was conducted on the inversion effect on both the DDM and ERP latency variables. The characteristics of the correlation matrices (KMO = 0.48, Bartlett’s test p = 0.43) precluded further investigation using PCA. Apart from a significant negative correlation between the inversion effects on v and t0 (Spearman’s ρ = −0.287, p = 0.044; illustrated in Supplementary Figure S6), there was a significant positive correlation between the inversion effects on the N170 and P250 latencies (Pearson’s r = 0.298, p = 0.036; Spearman’s ρ = 0.290, p = 0.041; see Supplementary Table S3). The former effect reflects the fact that the more the inversion effect degrades drift (the “v for inverted faces” minus “v for upright faces” difference becomes more negative), the more it will increase t0 (the “t0 for inverted faces” minus “t0 for upright faces” difference becomes more positive). Similarly, the positive correlation between the inversion effects on ERPs suggests that the greater the inversion effect on the N170 latency, the greater the inversion effect on the P250 latency. According to Vovk–Sellke maximum p ratio (VS-MPR; see Sellke et al., 2001), the odds in favor of these correlations over H0 were greater than 2.68.

Another analysis was conducted on the impoverishment effect on the DDM and ERP amplitude variables on the data for the upright (n = 25) and inverted (n = 25) stimuli together. The characteristics of Pearson’s r matrix (KMO = 0.53, Bartlett’s test p = 0.04) were used to conduct a PCA, summarized in Table 2. Factor 1 accounted mainly for the Stimulus Type effect on P100 and P250, sharing 69% (P100) and 64% (P250), respectively, with factor 1. Factor 2 reflected a common source of variance for the Stimulus Type effect on v and on the N170 amplitude. This is consistent with the negative correlation (about −0.27, VS-MPR > 2.19; see Supplementary Table S4) between both variables, whereby stimulus impoverishment tends to increase the N170 negative deflection and degrade evidence accumulation. Finally, factor 3 reflected the Stimulus Type effect on t0 amplitude including a slightly shared variance with v.

TABLE 2. PCA solution on the impoverishment effects after a varimax rotation.
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The next analysis was conducted on the impoverishment effect on the DDM and ERP latency variables. The characteristics of the Pearson’s r matrix (KMO = 0.51, Bartlett’s test p = 0.003) were used to conduct a PCA, summarized in Table 3. Factor 1 accounted mainly for the Stimulus Type effect on the N170 and P250 latencies. In addition, the effect of Stimulus Type on the DDM variables fell under factor 2, with which none of the ERP latencies shared noticeable variance. Moreover, the effect on the P100 latency was explained by a separate source of variance (factor 3).

TABLE 3. PCA solution on the impoverishment effects after a varimax rotation.
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DISCUSSION

We studied how neural responses (particularly the P100, N170, and P250 neurocognitive markers) and decision-making parameters (from DDM) varied when local and configural information of the faces was manipulated by means of the stimulus type (photographs vs. sketches) and orientation (upright vs. inverted) during an emotion recognition task. Despite the established importance of physiognomic features in the processing of upright and inverted faces, the essential relationship between the neural correlates of early visual processing and behavioral performance during emotional face recognition remains relatively unexplored. Therefore, we used a multivariate approach (correlation analyses possibly followed by PCA) to further explore the common sources of variance between the experimental effects on ERPs and the DDM parameters.

Upright photographs induced close-to-optimal performance, as reflected by a high level of accuracy (Hu) and fast drift rate (v) with short non-decision time (t0), together with shorter N170 latency and decreased N170 amplitude, compared to the other conditions. Modifying stimulus quality by a change in orientation (FIE) or with sketched faces (impoverishment effect) had different neurocognitive consequences. Face inversion undoubtedly degraded the performance at the behavioral level, although emotion recognition remained well above the chance level. Moreover, the impact of the FIE on performance was even greater for impoverished stimuli (sketched faces). More precisely, not only was the drift rate degraded but non-decision times also increased in parallel, as documented by the effect of our experimental manipulations, both in terms of mean values and multivariate analysis. Assuming that the motor component of t0 (i.e., response preparation and motor response) was constant across conditions, we may reasonably interpret that the detrimental effect on t0 of combining stimulus inversion and impoverishment reflects an increase in the stimulus encoding component of t0 in RTs. Interestingly, our experimental manipulations, which aimed to challenge configural processing of emotional faces, had different consequences on the ERP and DDM parameters, suggesting distinct functional roles for each component of the P100-N170-P250 complex.

Face processing literature suggests that the P100 reflects an initial holistic gist of a face (Tanaka and Xu, 2018), supposedly providing a rough initial frame of reference (i.e., eyes-above-nose-above-mouth) to interpret the stimulus. It facilitates the identification of the physiognomic features that are processed subsequently at the configural level (as indexed by the N170). The much greater P100 amplitude in response to photographed faces (as compared to sketched faces) reflects the default adaptive tuning of its underlying neural generator to close-to-natural stimuli. Accordingly, the increased P100 amplitude due to face inversion may reflect a bottom-up attentional effect triggered by subcortical regions such as the pulvinar (Ward et al., 2007; Nguyen et al., 2013) in response to a natural face in an atypical orientation. The fact that the FIE on drift rate (v) and on the P100 amplitude share common variance (the greater the P100 amplitude, the less evidence accumulation will be impaired; see Supplementary Figure S5) suggests that the P100 neural generator provides a crucial support to the decision-making process in order to overcome the challenge posed by face inversion. This support may correspond to a holistic frame of reference specifying the natural eyes-above-nose-above-mouth face structure, whereas configural processing analyses in greater detail the relational and distance metrics between the physiognomic features. This distinction would correspond to the difference between the categorical (first-order relations) and coordinate (second-order relations) encoding of spatial relations in visual cognition (Kosslyn et al., 1992; Maurer et al., 2002), respectively.

N170 is a neuroelectric component indexing facial structure encoding at the crossroads of our experimental manipulations tapping configural processing of facial expressions. Indeed, the mean additive effects of stimulus inversion and stimulus impoverishment on the N170 latency, together with the fact that each condition except upright faces increased the N170 amplitude, are key findings along those lines. Furthermore, the FIE on non-decision times decreased with FIE increasing N170 amplitude (see Supplementary Figure S4). Assuming that the variation in non-decision times reflects the variation in stimulus encoding times, this suggests that the activity of the neural generator of the N170 must be increased in order to counteract the FIE. This is consistent with Sagiv and Bentin (2001), suggesting difficulty in encoding face structural content during emotion recognition. Since upright and inverted emotional photographed faces essentially share the same physical signals, the inversion effect is more likely to reflect a modulation of both the holistic (Itier and Taylor, 2002; Herrmann et al., 2005a; Joyce and Rossion, 2005) and configural processes (Piepers and Robbins, 2012), as indexed by the P100 and N170, respectively. Here, we theorize that the purpose of the underlying neural activity would be to maintain the structural cohesiveness of the facial expression (N170 neural generator), building on the initial holistic frame of reference of the face (P100 neural generator). Conjointly, this structural binding process may contribute to extract information on the subtle configural changes associated with different facial emotions. However, if key elements are missing, such as the head contour in our sketch stimuli, encoding the face within a holistic frame of reference will be hampered, thereby dramatically increasing t0 and reducing the rate of accumulation of evidence. Indeed, external features such as the hair and chin are represented holistically (Andrews et al., 2010) and thereby facilitate the localization of internal features such as the eyes and mouth. Furthermore, face inversion disrupts the categorical relations of the facial features (e.g., the mouth situated above eyes) within a viewer-centered frame of reference, while the coordinate relations remain unchanged (Niebauer, 2001). Consequently, as coordinate encoding relies on categorical information, fine-grained configural processing would equally be impaired (Maurer et al., 2002).

In order to decide which emotional expression is displayed despite our experimental manipulations, a normalization process is needed to match the visual input to typical upright representations of faces stored in long-term memory. Several findings are consistent with the hypothesis that the neurons generating the P250 adapt to the facial features processed at the configural level by the neural generator of the N170 (Burkhardt et al., 2010). On the one hand, FIE on the N170 and P250 latencies shared common variance (about 9%) that was even much greater (>25%) regarding the effect of stimulus impoverishment on these ERP latencies. Assuming that mental representations of facial expressions are stored in close-to-natural format, these results suggest that the matching process indexed by the P250 was much more challenging when applied to stimuli such as sketches (atypical faces) than when applying the normalization process to inverted stimuli (to match them to our upright mental representations of typical faces). On the other hand, FIE on the P250 dramatically increased the mean peak latency in response to photographed faces, whereas FIE had no effect on the P250 latency to sketched faces that remained at an intermediate level. The latter result suggests a more feature-based matching process for sketched faces. Furthermore, our data provide evidence of a shared variance between the P100 and P250 amplitudes regarding face inversion and stimulus impoverishment effects, which may suggest that the holistic frame of reference supported by the neural generator of the P100 contributes to the normalization process indexed by the P250.

Regarding the effect of stimulus impoverishment, the different behavioral parameters (whether from Hu or the DDM analysis of RT) showed no performance difference between upright face stimuli. This suggests that the physiognomic features of our sketched faces supplied sufficient expressive information for emotion recognition and that additional visual information provided by photographed faces (e.g., hair, face contour, wrinkles, etc.) may be less crucial for the task. However, this equivalent level of performance came at a neurocognitive cost. For example, neuroelectric correlates showed delayed latency and increased N170 amplitude for the upright sketched faces in comparison to the upright photographed faces, suggesting an increased difficulty in decoding the structural aspect of configural information from sketched faces. A recent behavioral study showed that participants do not perform as well for photographed faces compared to sketched faces in a face identification task when the top and bottom halves of a face were not aligned (i.e., a gap between them, known as the composite effect; Zhao et al., 2016). These results support the importance of configural processing of the structural integrity of the face as in upright photographed faces. This integrity is disrupted in sketched faces, leading to enhanced processing of featural information (i.e., eyes, nose, and mouth), which can be advantageous when the presentation is distorted, for example by misaligning facial parts. In the present study, this processing of physiognomic features for sketched faces was realized through the prism of configural processing, as indexed by the additive effect of our experimental manipulations on the N170 latency as well as by the increased encoding subcomponent of the non-decision times for inverted sketches. When compared to the results for upright faces, our upright sketch data seem consistent with the fact that the rate of sensory evidence accumulation is positively associated with the efficacy of information processing, which depends on the strength of the sensory information (Ratcliff, 1978). Similarly, in a face vs. car categorization task using single-trial EEG analysis of stimuli varying in visual noise, Philiastides et al. (2006) showed that the drift rate is greater for face images containing more sensory information than for the degraded face stimuli.

One interpretation of these findings is that the poorer the bottom-up feed-forward stimulus information is, the more the brain needs to exert top-down recurrent feedback in order to interpret the sensory input. Depending on the stimulus quality (whether in terms of details or orientation difference with respect to the canonical upright orientation), the brain would engage different face representations (either stored face templates or rule-based information) of given emotions that compete for the final decision (Palmeri and Cottrell, 2010; Palmeri et al., 2015). Both featural and holistic processing would run in parallel in response to the visual input. The P100 would reflect initial bottom-up holistic processing to activate relevant representations in order to understand the stimulus content (either a photographed or sketched face). In our experiment, prototypes of facial expressions close to the depicted facial expressions (e.g., anger and disgust) would be instantiated. However, when the stimulus quality is rich and sufficiently close to the representation characteristics (e.g., upright close-to-natural faces), sensory evidence quickly accumulates in favor of a given emotion. In contrast, if the stimulus is degraded (e.g., sketched faces with no head contour), additional recurrent processing is required to support the configural processing of the emotional content (conveyed by physiognomic features) of the face (via the N170 neural generator) and match the stimulus to stored representations (via the P250 neural generator). If necessary, rule-based processing of face content (e.g., in order to check emotional compatibility between the upper and lower face content) would assist the processing of the physiognomic content and facilitate decision-making. This additional processing is supposedly subsequent to the activity underlying the P100-N170-P250 complex. Certainly, the latter ERP complex is but a small piece of the big picture. Although it corresponds to just 25% of the neurocognitive processing time ending with the observable response from overt behavior, its contribution to the decision-making process is crucial, as supported by our findings. Still, in view of the remaining 75% of neurocognitive processing time that remains to be explored, the amount of variance in the decision-making process explained by this ERP complex is certainly appreciable.

The present study suffers from several limitations. First, our DDM analysis assumed that our experimental effects of interest (FIE and stimulus impoverishment) would not vary with the emotion displayed in the face stimuli. This was not completely the case, as detailed in Supplementary Material, Appendix D. However, although the response times and accuracy varied with the different facial expressions, the proportion of variance for the Stimulus Type × Orientation interaction was two to three times greater than for the higher-order interaction after including the Emotion factor. The fact remains that our trial number per facial emotion per participant and per condition was not high enough to properly study the relation between ERPs and the DDM variables for each emotion separately. Another related shortcoming is our participant sample size that limited our multivariate analysis. The PCA factorial solutions, retained on the basis of standard criteria (in terms of accounted cumulative variance and eigenvalue cutoff; see Jolliffe, 2002), indicated a link between several ERPs (P100 and N170) and two DDM variables (t0 and v). However, the underlying correlations mainly supported a link between N170 and the DDM variables. Nevertheless, a much larger sample size would be necessary to achieve stable estimates for the correlations that we evidenced (Schönbrodt and Perugini, 2013). Despite this, we were able to provide consistent and complementary findings across our different statistical approaches, which only future replication will be able to confirm or refute.

The aim of our study was to understand better the contribution of the P100-N170-P250 complex to decision-making when recognizing the emotional content of facial expressions. This ERP complex supposedly indexes early-stage visual processes involved in the encoding of the emotional content of faces. The mean duration of the non-decision times corresponding to our upright stimuli (about 525 ms) leading to the greatest recognition accuracy clearly supported this hypothesis. We may reasonably consider that the motor component of non-decision times did not vary across conditions and was constant at about 300 ms (minimum intercept value of choice RTs as a function set size (see Teichner and Krebs, 1974; Luce, 1991). Accordingly, the duration of the P100-N170-P250 complex fits well within the duration of the stimulus encoding component of the non-decision times. The fact that our experimental effects on the N170, non-decision time, and drift rate shared common variance points to the crucial role of this ERP complex for emotion recognition decision-making. In short, our study is original because it investigated the effect of experimental manipulations challenging these processes within the framework of DDM. Twenty years after the publication of the seminal article by Perrett et al. (1998) demonstrating that the rate of accumulation of neuronal activity increases with the departure of the faces from the canonical upright orientation, “accumulation of evidence” appears to be a relevant concept to understand the functional links between neuroelectric activity and decision-making.



CONCLUSION AND PERSPECTIVES

To our knowledge, our findings are the first to suggest that physiognomic features provided by sketched faces may convey sufficient information for emotion recognition, but at the expense of a neurocognitive adaptation during which the brain struggles to accumulate sensory evidence in favor of a given emotion. Although this conclusion holds because our stimuli were selected to be as unambiguous as possible, even upright photographed faces of so-called basic emotions (Ekman and Friesen, 1976) can be ambiguous [e.g., disgust may be confused with anger, fear with surprise; see Susskind et al. (2007)]. Therefore, the context in which the facial expression is incorporated (such as body posture; see Aviezer et al., 2008) proves crucial for interpreting the physiognomic features. Interestingly, the ERP components later than the ones we examined are sensitive to the compatibility between the facial expression and a situational context, such as the late positive potential (LPP; see Dozolme et al., 2018 for the effect of sentences preceding the faces) and the N400 (see Calbi et al., 2017 for the effect of body posture on the facial emotion). The role of these components in emotion recognition decision-making should be investigated further in order to test and extend the model we have proposed. This opens exciting avenues for future research investigating the neurofunctional reorganization of both early and late processes in populations suffering from a social cognition deficit, such as schizophrenia or autism, known for their atypical face processing (see Watson, 2013).
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Several studies have implied gender differences in startle reaction to emotional facial expressions. However, few studies have been designed to investigate the difference between responding to emotional female vs. male faces, nor gender differences in responses. The present experiment investigated startle EMG responses to a startle probe while viewing pictures of neutral, happy, angry, fearful, and sad facial expressions presented by female and male models. Participants were divided into female and male groups. Results showed that emotional facial expressions interact with model gender to produce startle potentiation to a probe: greater responses were found while viewing angry expressions by male models, and while viewing happy faces by female models. There were no differences in responses between male and female participants. We argue that these findings underline theimportance of controlling for model gender in research using facial expressions as stimuli.
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INTRODUCTION

Visual stimuli are one of the most potent sources of information regarding our immediate environment. Emotional visual stimuli give us the information necessary for our well-being, and reactions to these stimuli have been investigated in numerous studies. In research, pictures containing emotional stimuli have been widely used to induce affect. The typical finding is that negative emotional pictures result in stronger reactions compared to neutral and positive images (Vrana et al., 1988; Cuthbert et al., 1996; Lang et al., 1998). Furthermore, emotional facial stimuli have often been included in the category of emotional scenes (Lang and Greenwald, 1988). However, the effects of emotional facial expressions are less consistent (Alpers et al., 2011; Paulus et al., 2014).

A relatively simple, but effective, tool for indexing emotional reactions is the startle eyeblink reflex. The startle reflex is a basic defensive reaction to sudden and intense stimuli (e.g., a loud noise). In humans, this involves, and is indexed by, the closure of the eyelids. It has been well documented that the amplitude of the startle eyeblink changes with the emotional stimuli viewed at the same time (Lang et al., 1990), and it seems to be caused by the priming of the startle circuitry by the amygdala (Davis, 1992). The typical emotional modulation is increased startle to (a startle probe while viewing) negative pictures and, to a lesser extent, inhibited responses to positive images (Vrana et al., 1988; Cuthbert et al., 1996; Lang et al., 1998; see also Bradley et al., 2006 on attentional modulation). However, research on startle while viewing emotional facial expressions has not revealed a clear pattern (Alpers et al., 2011; Paulus et al., 2014). Exposure of a startle probe while watching facial expression of anger seems to consistently potentiate the startle reaction (Balaban, 1995; Springer et al., 2007; Alpers et al., 2011; Åsli et al., 2017), but except from that, the question about which facial stimuli potentiates startle is still undetermined.

Several studies have found the mentioned effect of potentiated startle while watching angry facial expressions. Springer et al. (2007) found increased startle to angry faces compared to fearful, neutral, and happy faces. Similarly, Alpers et al. (2011) found increased startle to angry facial expressions compared to neutral. Also, Åsli et al. (2017) found potentiated startle to angry expressions compared to fearful and neutral expressions. Dunning et al. (2010) morphed pictures of faces and found potentiated startle to angry faces compared to neutral ones, but only for maximally angry expressions. Studying infants, Balaban (1995) found potentiated startle to angry faces. However, Waters et al. (2008) did not find modulated startles to angry facial expressions compared to neutral in 4- to 8-year-old children.

For the expression of fear, the results are less clear. Anokhin and Golosheykin (2010) found increased startle to fearful facial expressions compared to neutral and positive expressions. However, the fearful expressions were incorporated in the negative facial expressions category along with angry expressions. A tendency toward greater startle to fearful expressions compared to happy was reported by Springer et al. (2007). Also, Grillon and Charney (2011) found enhanced startle responses to fearful faces but only in a threat situation. For averted faces, increased startle has been found for fearful faces compared to angry and happy (Åsli et al., 2017). Potentiated startle to viewer directed angry faces and not to directed fearful faces could be explained by the fact that directed anger represent an unambiguous threat, whereas directed fear is more ambiguous and less immediately relevant (Springer et al., 2007).

For happy expressions, the results have been even more scarce. Alpers et al. (2011) reported a trend for potentiated startle to happy facial expressions compared to neutral. Both Alpers et al. (2011) and Åsli et al. (2017) found no difference between startle responses to happy and angry expressions. Interestingly, Alpers et al. (2011) used only female models, while Åsli et al. (2017) had both male and female models. Hess et al. (2007) found potentiated startle to female compared to male happy expressions. In a study, comparing facial expressions by in-group vs. outgroup members, Paulus et al. (2019) found increased startle to outgroup members showing smiles compared to in-group members showing the same emotion. In sum, it seems clear that other factors than emotional expressions, such as model gender, may play a decisive role in producing startle reactions.

A few studies have controlled for gender effects about startle reactions to emotional facial expressions. However, the ones which have included gender as a factor has generally found some effects. Hess et al. (2007) assessed startle eyeblink to happy, neutral, and angry expressions by men and women. They reported potentiated startle to angry male expressions, compared to neutral and happy, but no difference to female expressions. Similarly, Paulus et al. (2014) compared anger, fearful and neutral expressions by male and female models, and found startle potentiation to male angry, emotional faces compared to male fearful and neutral expressions. For female expressers, there were no differences in startle responding to the different expressions. It has been speculated that angry male expressions are more effective in signaling threat as they are socially dominant and therefore more legitimate (Hess et al., 2007).

Anokhin and Golosheykin (2010) examined the effect of participant gender. They found startle potentiation to negative facial expressions compared to neutral and happy expressions. However, when they analyzed the data separately by gender, the differences were only significant for female viewers. The results indicate that females may be more sensitive to emotional facial expressions compared to men and underlines the importance of analyzing the effect of participant gender. Based on the literature presented above, it seems vital to factor in both model and participant gender, to ensure that these factors do not cancel out the effect of the displayed emotion.

In the present study, we investigated the startle reflex during presentations of pictures displaying neutral, fearful, angry, happy, and sad facial expressions. Also, we assessed the effect of model gender and participant gender. Based on previous studies, we expected increased startle to anger, but possibly only male expressions of anger. For female expressions, we expected greater responses to happy faces compared to male faces with the same emotion. Besides, we controlled for any effects of participant gender by adding observer gender as a factor. In an exploratory part of the experiment, we included the facial expression of sadness. As we are not aware of any previous studies presenting this emotion, we had no specific hypothesis in that regard.



MATERIALS AND METHODS


Participants

Forty-three individuals (21 men, 22 women, age range 19–35, mean age 23, 5 years) participated in the study. Subjective data were missing for eight participants. Data from two participants were excluded from startle analysis due to small responses. This left 35 participants for the subjective data analysis (18 men and 17 women), and 41 for the startle analysis (20 men and 21 women). All participants reported good health and did not report any consequential hearing problems, previous severe disease, or injury. The participants were instructed not to drink caffeinated beverages or use nicotine-containing substances for three hours before the experiment. They were also told that they could withdraw from the study at any time without giving any reason. Written informed consent was obtained from all participants, who were given two lottery tickets (equivalent to 50 NOK) for their participation or course credit for an introductory psychology class. The education level of the participants was not obtained.



Apparatus and Stimuli

The experiment took place in an electrically and acoustically shielded chamber where the temperature was kept at about 20°C. A Bruel and Kjær 2235 Sound Level Precision Meter was used to measure the intensity of auditory stimuli. Programs for experimental control were written by the first author in Coulbourn Human Startle System HSW v. 7.500-00 and run on a Microsoft Windows XP based Dell PC that controlled presentation of experimental stimuli and data acquisition. The same software was used for scoring of startle responses.

Pictures of faces were randomly selected from the Radboud Faces Database (Langner et al., 2010) showing five emotions: neutral, fearful, angry, happy, and sad. Five females (model number: 1, 4, 57, 58, and 61) and five males (model number: 5, 20, 23, 38, and 71) expressers showed each facial expression, giving a total of five pictures of each facial expression-model gender combination. Pictures were presented for 5 s and in a random order (randomized for each participant). The intertrial interval (ITI) was between 17 and 23 s (mean 20 s). Color pictures were presented on a 17 in. monitor, subtended 17 and 11.3 degrees of visual angle vertically and horizontally.

Startle-eliciting noise had an intensity of 95 dB (SPL), instantaneous rise time, and a duration of 50 ms. The stimuli were delivered through Sennheiser HD 250 headphones. The startle-eliciting noise was presented between 4,000 and 5,000 ms after picture onset (random for every trial). The startle-eliciting stimulus was presented at every trial (once per picture). Before the presentation of any pictures, five trials of startle-eliciting noise was presented to minimize the effect of habituation in picture trials.

Startle eyeblink electromyographic (EMG) responses were recorded from the right orbicularis oculi (for practical reasons) with two sintered-pellet silver chloride AgCl miniature electrodes (4 mm diameter) filled with Microlyte electrolyte gel (Coulbourn Instruments). Inter-electrode distance was 1.5–2 cm. The ground electrode was placed centrally on the forehead. A factor of 50,000 amplified the EMG signal and filtered (passing 13–1,000 Hz) by a Coulbourn V75-04 bioamplifier. The signal was rectified and integrated with a Coulbourn V76-24 contour-following integrator with a 10-ms time constant, and the output was sent to the PC via a LabLinc V interface. A 12 bits A/D board was used. Sampling on each trial began 100 ms before the onset of the startle stimulus and continued for 200 ms after the onset of the stimulus. The sampling rate was 1,000 Hz.

For the subjective data, participants used the mouse pointer to indicate the level of valence, arousal, and domination elicited by each picture using a visual analog scale (VAS) on a computer screen. Each participant viewed each picture for as long as they wanted before rating. The instruction read (for valence): “Please mark on the line below how positive or negative you feel after seeing the face;” for arousal, the endpoints were labeled “relaxed,” and “agitated,” and for domination, the endpoints were “submissive” and “dominant.” The response range for both was from 0–100 mm. The program for the VAS was written in, and controlled by, MATLAB version 8.3 with Psychophysics Toolbox (Brainard, 1997).



Procedure

After arrival at the laboratory, the participants sat down in a desk chair, read and signed the Informed Consent Form. After that, the participants were lead into the experimental chamber and seated in a reclining chair. The subjects were informed of the general purpose of the study and about the stimuli and procedure. They were also told that they could withdraw from the study without giving any reason at any time. The skin below the participants’ right eye was cleaned with a swab containing alcohol and pumice, and the electrodes for measurement of the startle blink electromyography (EMG) were attached. The headphones were attached, and the experimental procedure was initiated as described in the “Apparatus and Stimuli” section. The door to the experimental chamber was closed during all stimulus presentation.

After the startle session, the participants rated the pictures (valence, arousal, and domination) on a computer in the room adjacent to the experimental chamber (more details in the “Apparatus and Stimuli” section). After the subjective test, the experiment was over, the participants received the lottery tickets and left.



Response Scoring and Data Reduction

Startle blink reflexes were scored as the difference between the maximum amplitude of the EMG response in the window from 0–200 ms after noise onset, compared to the mean EMG level for the last 100 ms before the onset of the startle-eliciting noise on that trial. Startle amplitude values were T-transformed (Z-scores multiplied by 10 and add 50). The startle baseline on each trial was calculated as the mean EMG activity in the last 100 ms before the startle-eliciting stimulus. Values below 20 A/D-units were scored as a non-response. The average for each picture type excluded values of zeroes (nonresponse trials). Less than 7% of startle responses were scored as nonresponses. Following these criteria, two participants were excluded from startle analysis. One because of nonresponses on more than 50% of the trials and one because of nonresponses on four of five trials to one picture type.



Design and Analysis

The design was a two model gender (male, female) by five emotion (neutral, fearful, angry, happy, sad) by two participant gender (men, women) mixed design, where the two first factors were within factors and the last was a between factor. Results were considered significant if p < 0.05. Significant main effects or interactions related to the hypothesis were followed-up by contrast analyses.




RESULTS


Startle

There was a significant interaction of Model Gender by Emotion (F(4,156) = 3.02, p = 0.02, [image: image] = 0.07; Figure 1). The interaction of Participant Gender by Emotion was not significant (F(4,156) = 1.14, p = 0.34, [image: image] = 0.0004). Neither was any other main effect or interactions.


[image: image]

FIGURE 1. Startle response elicited during the viewing of pictures of different facial expressions showed by male and female models. Error bars represent +1 standard error of the mean.



Following up the interaction, contrast analysis revealed the following differences: There was greater startle to male angry facial expressions compared to male happy faces (F(1,39) = 5.51, p = 0.02, [image: image] = 0.12). The difference between male angry faces and male neutral expressions was not significant (F(1,39) = 3.64, p = 0.06, [image: image] = 0.09).

Planned comparisons showed greater startle to female happy facial expressions compared to female neutral faces (F(1,39) = 11.13, p = 0.002, [image: image] = 0.22), female angry expressions (F(1,39) = 6.16, p = 0.02, [image: image] = 0.14), and female sad faces (F(1,39) = 4.16, p = 0.05, [image: image] = 0.10).

Regarding the difference between male and female expressions the following interesting differences was revealed: Greater startle to female happy expressions compared to male happy (F(1,39) = 5.21, p = 0.03, [image: image] = 0.12). Greater startle to male angry faces compared to female angry (F(1,39) = 4.92, p = 0.03, [image: image] = 0.11).



Self-reported Ratings


Valence

There was a significant main effect of Emotion (F(4,132) = 158.87, p < 0.001, [image: image] = 0.82; Figure 2). Planned comparisons contrast analysis revealed that participants reported feeling more positive to happy faces, compared to neutral (F(1,33) = 280.23, p < 0.001, [image: image] = 0.89), fearful (F(1,33) = 158.16, p < 0.001, [image: image] = 0.83), angry (F(1,33) = 224.68, p < 0.001, [image: image] = 0.87) and sad faces (F(1,33) = 214.56, p < 0.001, [image: image] = 0.87). In addition, they reported feeling more positive to neutral faces than fearful (F(1,33) = 26.43, p < 0.001, [image: image] = 0.44), angry (F(1,33) = 90.81, p < 0.001, [image: image] = 0.73) and sad (F(1,33) = 71.76, p < 0.001, [image: image] = 0.69) faces. Participants also reported more positive valence to fearful faces compared to angry (F(1,33) = 28.08, p < 0.001, [image: image] = 0.46) and sad faces (F(1,33) = 8.60, p < 0.001, [image: image] = 0.21). Finally, they reported feeling more positive to sad faces than angry (F(1,33) = 7.53, p = 0.009, [image: image] = 0.19).


[image: image]

FIGURE 2. Valence ratings to pictures of different facial expressions showed by male and female models. Error bars represent +1 standard error of the mean.



There were no other significant main effects or interactions.



Arousal

There was a significant main effect of Model Gender (F(1,33) = 7.14, p = 0.01, [image: image] = 0.17; Figure 3), as participants reported feeling more arousal to pictures of female models compared to pictures of male models.


[image: image]

FIGURE 3. Arousal ratings to pictures of different facial expressions showed by male and female models. Error bars represent +1 standard error of the mean.



In addition, there was a significant main effect of Emotion (F(4,132) = 30.41, p < 0.001, [image: image] = 0.46). Planned comparisons contrast analysis revealed that participants reported feeling more aroused to fearful faces, compared to neutral (F(1,33) = 63.36, p < 0.001, [image: image] = 0.66), angry (F(1,33) = 22.35, p < 0.001, [image: image] = 0.40), happy (F(1,33) = 46.22, p < 0.001, [image: image] = 0.58) and sad (F(1,33) = 51.51, p < 0.001, [image: image] = 0.61) faces. In addition, they reported feeling more aroused to angry faces compared to neutral (F(1,33) = 55, 43, p < 0.001, [image: image] = 0.63), happy (F(1,33) = 24.01, p < 0.001, [image: image] = 0.42) and sad (F(1,33) = 39.73, p < 0.001, [image: image] = 0.55) faces.

There was a significant interaction of Emotion by Participant Gender (F(4,132) = 2.97, p = 0.02, [image: image] = 0.04). Following up the interaction contrast analysis revealed no difference between Participant Gender on any of the facial expressions, however there was a trend toward larger arousal by females compared to males to sad faces (F(1,33) = 3.23, p = 0.08, [image: image] = 0.09).

In addition, there was a significant interaction of Model Gender by Emotion by Participant Gender (F(4,132) = 2.45, p = 0.05, [image: image] = 0.07). Contrast analysis revealed no difference between Participant Gender or Model Gender concerning any of the facial expressions.

There were no other significant main effects or interactions.



Dominance

There was a significant main effect of Participant Gender (F(1,33) = 5.26, p = 0.03, [image: image] = 0.14), as male participants reported feeling more dominant compared to female participants. There were no other significant main effects or interactions.





DISCUSSION

Two main findings emerged in the present study: Startle was potentiated to angry male faces and happy female faces. Angry male faces produced significantly increased startle compared to happy male faces, and angry female faces. Happy female faces significantly increased startle compared to female neutral, angry, and sad faces. Also, happy female faces produced greater startle compared to happy male faces. This is one of the first studies, to systematically investigate both participant gender and model gender concerning emotional expression in startle responding.

Increased reactions to angry facial expressions are the typical finding in research utilizing startle as the outcome variable (Balaban, 1995; Springer et al., 2007; Alpers et al., 2011; Åsli et al., 2017). However, some studies have found this modulation only with male models (Hess et al., 2007; Paulus et al., 2014), and Anokhin and Golosheykin (2010) found it only for female viewers. Regardless, potentiated startle to angry facial expressions stands out as the most reliable finding in research employing startle responding to measure reactions to emotional facial expressions. It is, however, worth noting that the difference in stimuli utilized in the different studies may account for the different results. As humans are experts at reading faces, small differences in stimuli material may account for pronounced differences in results.

Potentiated startle to angry male faces, but not to the same expressions shown by females, is an interesting finding. The same results were reported by Paulus et al. (2014). They argued that the reason for this was that an emotional face holds more social information than solely the emotional expression. More specifically, men are typically perceived as more dominant than women, and anger expressions showed by men should, therefore, more strongly activate the defensive motivational system. However, the data for dominance was collected based on a question about “how dominant the participant felt” while viewing the different pictures. As such, we cannot tell if the startle was potentiated to angry male faces because these pictures were perceived as more dominant. Besides, as happy female faces also potentiated startle, this explanation cannot be the only one for the present startle results.

Another possible explanation for the finding that only angry male faces potentiate startle is that angry male faces are perceived as angrier than angry female expressions. That is, maybe only angry male expressions are extreme enough to produce startle potentiation. If so, this would be in line with Dunning et al. (2010) who reported potentiated startle to morphed angry expressions but only with maximally angry faces. However, as there was no difference in valence ratings for female and male expressions, in the present study, this explanation is not likely.

Startle potentiation to happy faces has been less investigated (Hess et al., 2007; Springer et al., 2007; Anokhin and Golosheykin, 2010; Alpers et al., 2011; Duval et al., 2013; Åsli et al., 2017). Of these, only two studies have looked at the effect of happy faces displayed by female models per se (Hess et al., 2007; Alpers et al., 2011). Alpers et al. (2011) revealed, in a study using only female models, a trend for potentiated startle to happy facial expressions compared to neutral. Also, Hess et al. (2007) found potentiated startle to female compared to male happy expressions. Although, for female models, there were no differences between the different emotional expressions. In other words, previous research on startle responding to happy female faces shows varying results, however, the results from the present study seem to confirm a previously shown tendency of potentiated startle to happy female faces.

Facial stimuli also convey social meaning. Hence, it is important to remember that, for the participants, the models are both strangers, and showing fake smiles. Fake smiles in the regard that they are told to smile, and are, probably, not experiencing the joy that merits the facial expression. As such, the participants are reacting to pictures of unknown women who are directing fake smiles their way. However, this would be true for both female and male models, so strangers, showing fake smiles cannot be the whole explanation. Nevertheless, in a study investigating the perceived genuineness of pictures of emotional facial expressions, Dawel et al. (2017) found that expressions portraying happiness were generally perceived as genuine, or at least not fake. However, two of the pictures used in the present study in the happy female category was in the top 10 list of fake happy female stimuli (Dawel et al., 2017). Hence, possibly the present results with an enhanced startle to female happy expressions were driven by these fake expressions.

Another possibility is that there are some differences between male and female smiles in general. What are these differences? For one, females tend to smile more than males (Briton and Hall, 1995) and are found to be more facially expressive for positive emotions (Dimberg and Lundquist, 1990). This could lead to the perception that female smiles are less informative and therefore less sincere. As indicated by the early report of Bugental et al. (1971), who claimed that female smiles are perceived as falsely positive, and more recently by Krumhuber et al. (2007) reporting that smiles shown by females models were judged as less authentic than those displayed by men. A finding was also reported by Hutson-Comeaux and Kelly (2002). Accordingly, it may be that female smiles, who also is from strangers, is a cause for vigilance. That is if it is unclear if the smile is a sign of happiness or something else, it may be best to be alert. In that regard, it is not unlikely that this vigilance could manifest as a potentiated startle response given the link between the amygdala and the startle response (Davis, 1992; Angrilli et al., 1996). However, vigilance is typically not considered a part of the defensive system underlying startle responding.

Research in other domains has also singled out reactions to angry male faces and happy female faces. In reaction time studies participants are faster and more accurate detecting angry expressions on male faces and at detecting happy expressions on female faces (e.g., Becker et al., 2007). However, even though these results are commonly explained by the notion that the male faces look angrier and the female faces look happier, other explanations may be worth pursuing. Future studies should look more closely at the special effects of angry male and happy female faces, keeping in mind that it seems to produce unique reactions in multiple domains. In general, more research is needed on the interactions between the gender of the observer and the observed in various emotion paradigms, as pointed out by Kret and De Gelder (2012).

The difference between male angry faces and male neutral expressions was not significant, although there was a tendency for greater responses to angry male faces compared to neutral (p = 0.06). This tendency is in line with the typical finding (Balaban, 1995; Springer et al., 2007; Alpers et al., 2011). However, there are a few possible reasons why this effect did not reach significance in the present study. First, neutral facial expressions (or resting faces) are often perceived to show some emotion, and more often than not, a negative emotion (Hester, 2019). Second, and not necessarily unrelated, the difference in stimulus material may play a critical role here, as there seem to be individual differences in what emotion your neutral face emanate (Hester, 2019).

This discrepancy concerning model gender and emotional expressions underlines the importance of having expressers gender as a factor. Having both men and women as models, and treat them as identical stimuli, may severely distort the results in research on startle responding to facial stimuli. This may also explain the different results from previous studies. For instance, using an equal number of male and female stimuli would probably cancel out some of the effects seen in the present study, and using unequal numbers would possibly skew the data in the direction of the most typical findings of the overrepresented gender. Model gender should always be controlled for in future studies in this field: A conclusion that was also drawn by Duval et al. (2013).

As mentioned, the different results from the present study compared to earlier studies may be caused by the different pictures utilized. In the present study, pictures were chosen from the Radboud Faces Database (Langner et al., 2010), while the other studies mentioned used other picture sets. The Radboud Faces Database was created using the Directed Facial Action Task, in which the models are instructed to pose particular facial muscle configurations (Dawel et al., 2017). Facial expressions generated using this method are often perceived as fake, and Dawel et al. (2017) found that the categories of fear, anger, and sadness were perceived as fake overall. This points to the need for more research using genuine facial expression stimuli.

One other difference between earlier studies and the present is that the present study had more power, as it was designed to analyze the male and female groups separately. However, as there was no difference in startle reactions between male and female participants, the analysis profited from a large number of participants in the other analysis. Of course, this is also a strong point of the present study, as a larger sample increases the validity of the data.

Potentiated startle to smiling female faces compared to male happy, and angry male faces compared to female angry, stands in contrast to the subjective data. In the subjective data, there were no differences between ratings of valence, arousal, or dominance to these pictures. The reason behind this is not obvious, but it may that subjective data and startle data reflects different levels of processing (Sander et al., 2005). Previous research has shown that the startle response is modulated by negative stimuli even if participants are unable to consciously perceive their valence (Reagh and Knight, 2013). Paulus et al. (2014) reported similar results in that they found potentiated startle to angry male faces, but at the same time, these were not rated as more negative, arousing, or dominant than angry female faces. As suggested by Paulus et al. (2014), it may be that the startle response is sensitive and reflects processes unaware to the participants.

We did not find any effect of participant gender in the present study, in contrast to Anokhin and Golosheykin (2010). There were some differences between the two studies. First and foremost, Anokhin and Golosheykin (2010) used picture stimuli from Ekman’s and Friesen’s Pictures of Facial effect set (Ekman and Friesen, 1976), while the present study used the Radboud Faces Database (Langner et al., 2010). Also, in Anokhin and Golosheykin (2010) the startle probe was administered on two of three picture trials, whereas in the present study probes were presented on every trial. This could be a weakness to the present study; however, the predictability caused by this procedure would be the same for every trial and every picture type. Hence, it is unclear why it should affect the results.

Another limitation of the present study was the use of only startle eyeblink as a psychophysiological measure. Including other measures could have proven valuable in terms of explaining the results. Asking the participants to rate the genuineness of the stimuli would also have been beneficial. In future research using pictures of emotional facial expressions, this is recommended, as there may very well be a difference in how we react to genuine and fake expressions.

As an exploratory part of the study, we included the facial expression of sadness. Sadness is a negative emotion that is different from fear and anger in that it is much less arousing. It seems that there are stronger responses to male sad faces, compared to females, but this difference is not significant. However, it may be an idea to investigate this further in future studies with other stimuli materials.

In conclusion, the present study revealed that startle potentiation to emotional facial expressions depends on the gender of the model, while there was no effect of participant gender. Moreover, angry male faces potentiated startle responses, while angry female faces did not. For happy faces, the situation was reversed, as female happy faces potentiated startle, while happy male faces did not. These results underline the importance of controlling for model gender in research utilizing facial expressions of emotions as stimuli.
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Objective findings of brain injury or dysfunction are typically lacking in mild traumatic brain injury (MTBI) despite prolonged post-concussion symptoms in some patients. Thus, there is a need for objective biomarkers of MTBI that reflect altered brain physiology underlying subjective symptoms. We have previously reported increased attention to threat-related stimuli in subjects with MTBI, suggesting a physiological vulnerability to depression. Vulnerability to depression has been linked with relatively greater activity of the right than left frontal cortex reflected in inverse pattern in frontal alpha with greater power on the left than right. We investigated whether patients with previous MTBI show this pattern of frontal activity reflected in more negative frontal alpha asymmetry (FAA) scores. Furthermore, in search for potential biomarkers of MTBI, we created a novel index, emotional modulation of FAA (eFAA) and investigated whether it correlates with subjective symptoms. EEG was recorded while subjects with previous MTBI and controls performed a computer-based reaction time task integrating different cognitive executive functions and containing either threat-related or emotionally neutral visual stimuli. Post-concussion symptoms and depression were assessed using the Rivermead Post-Concussion Symptoms Questionnaire (RPQ) and Beck’s depression inventory (BDI). Task-induced FAA was assessed and eFAA calculated by subtracting FAA in the context of neutral stimuli from FAA in the context of emotional stimuli. The MTBI group showed FAA scores reflecting relatively greater right-sided frontal activity compared to healthy controls. eFAA differentiated the symptomatic MTBI from non-symptomatic MTBI group and from healthy controls. eFAA also correlated with RPQ and BDI scores. In conclusion, FAA pattern previously linked with vulnerability to depression, was observed in patients with previous MTBI. Furthermore, eFAA has potential as a biomarker of altered affective brain functions in MTBI.

Keywords: mild traumatic brain injury (MTBI), frontal alpha asymmetry (FAA), emotion, threat, EEG, depression, post-concussion symptoms, biomarker


INTRODUCTION

Mild traumatic brain injury (MTBI) is a common neurological injury with a worldwide incidence ranging from 100 to more than 600 per 100 000 people (Cassidy et al., 2004). While MTBI is usually associated with full recovery within 1 - 3 months (Belanger et al., 2005; McCrea et al., 2009), there is an estimated 10-20% minority who suffer from prolonged post-concussion symptoms (Ruff, 2005). Prolonged post-concussion symptoms include a variety of cognitive and emotional symptoms such as problems with concentration and memory, irritability, increased reactivity to emotional events, anxiety and depression. Despite several subjective symptoms that may significantly impair an individual’s daily functioning and quality of life, objective findings of brain injury or dysfunction are typically lacking, thus impeding access to appropriate rehabilitation and benefits. To that end, there is a need for objective biomarkers that reflect altered brain physiology underlying subjective symptoms after MTBI.

Prolonged post-concussion symptoms most likely reflect a multifactorial etiology (Ruff, 2005; Silverberg and Iverson, 2011), with psychosocial factors frequently emphasized in adverse outcomes. However, while biological processes are sometimes downplayed in the outcome of MTBI, they likely play an important role in recovery as well. Previous studies report changes in brain structure and function after MTBI, such as altered white matter integrity (Arfanakis et al., 2002; Kraus et al., 2007; Hartikainen et al., 2010b), connectivity (Lipton et al., 2009; Dean et al., 2015), cerebral perfusion (Barlow et al., 2017) and brain metabolism (Dean et al., 2015). There are also cellular level microscopic changes after MTBI that escape current clinical imaging techniques and are only visible in post-mortem studies. Post-mortem analysis of brains of four subjects dying within four months of acquiring MTBI showed multiple cell-level pathologies such as astrocytosis, axonal damage, perivascular injury and tau-protein accumulation (Tagge et al., 2018). At the level of higher brain functions, alterations in emotion-attention interaction (Mäki-Marttunen et al., 2015), working memory (Gosselin et al., 2011, 2012) and executive functions (Hartikainen et al., 2010b) have been reported after MTBI.

Electroencephalography (EEG) allows for investigating fine alterations in brain physiology underlying altered mental functions. Its millisecond temporal resolution corresponds to the timescale of rapid mental events. Event-related potentials (ERP) derived from EEG segments time-locked to specific cognitive processes and tasks allow investigation of cognitive and affective brain processes and their alterations due to neuromodulation, focal brain injury or MTBI (Hartikainen et al., 2012a; Mäki-Marttunen et al., 2015, 2017; Sun et al., 2015; Kuusinen et al., 2018). In addition to ERPs, different EEG frequency bands during cognitive or affective tasks may reflect alterations in thalamo-cortical activity due to neuromodulation (Sun et al., 2017a,b) or as a result of a brain disorder or head injury such as MTBI.

Frontal alpha asymmetry (FAA), i.e. asymmetry of alpha power between the left and right frontal region, has been linked with emotional processing (Davidson et al., 1990), emotional control (Sun et al., 2017a; Wang et al., 2018) and vulnerability to depression (Gotlib et al., 1998). However, in a recent review resting-state FAA was found to have a limited diagnostic value in depression partly due to the high degree of heterogeneity across studies (van der Vinne et al., 2017). Nevertheless, task-evoked FAA has been shown to reflect alterations in functioning of a key node of the limbic circuit, the anterior nucleus of the thalamus (ANT) (Sun et al., 2017a). Consequently, task-evoked FAA was suggested as a potential biomarker for the impact of neuromodulation on affective brain circuits (Sun et al., 2017a). FAA was also shown to be modulated by threat-related emotional stimuli and this emotional modulation was correlated with emotional modulation of reaction times (Sun et al., 2017a,b).

As alpha frequency is linked with idle or inhibited cortex (Klimesch et al., 2007; Händel et al., 2011), alpha power is thought to have an inverse relationship with cortical activity, with greater alpha power corresponding to less activity and vice versa. Therefore, relatively increased alpha power on the left frontal region in comparison to the right frontal region reflects decreased cortical activity on the left or increased activity on the right frontal region, or both (Coan and Allen, 2004). As FAA is a subtraction score where alpha power on the left is subtracted from alpha power on the right, lower or more negative score reflects relatively increased cortical activity on the right frontal region and/or relatively decreased cortical activity on the left frontal region. Lower or negative FAA values indicating relatively greater right frontal activity or left frontal hypoactivity have been associated with both current and previous episodes of depression (Henriques and Davidson, 1991; Gotlib et al., 1998; Thibodeau et al., 2006) as well as cognitive vulnerability to depression in never-depressed individuals (Nusslock et al., 2011). Cognitive vulnerability to depression along with left frontal hypoactivity on the other hand predicts future development of depression (Nusslock et al., 2011). As well as being linked to a predisposition to depressive behaviors or symptoms (Henriques and Davidson, 1991) FAA has been suggested as an objective marker of depression or vulnerability to it.

In addition to hemispheric lateralization of emotion, where the right hemisphere is thought to be predominant in emotion (Gainotti, 2019), especially negative emotion, and the left involved in positive emotion, there is hemispheric asymmetry in approach and withdrawal behaviors (Davidson, 1998). The left hemisphere is thought to be involved in approach behaviors while the right hemisphere involved in withdrawal behaviors. The approach-withdrawal model has been used as another theoretical framework for frontal alpha asymmetry, with asymmetry thought to reflect behavioral responses to emotionally valenced events (Coan and Allen, 2003; Harmon-Jones et al., 2010). Negative emotion and withdrawal behaviors are characteristic of depression and both are thought to lateralize to right hemisphere. Individuals who suffer from depression tend to withdraw from situations and stimuli, especially unpleasant ones (Davidson, 1998; Jesulola et al., 2015), whereas euthymic individuals express more approach-related behaviors (Davidson, 1998). Withdrawal-related behaviors and negative emotions are associated with increased activity in the right frontal region, while approach-related behaviors and positive emotions are linked with greater activity in the left frontal region with lower values and higher values of FAA correspondingly (Demaree et al., 2005).

We have previously used event-related potentials to detect brain injury–related changes in neural circuitries and dynamics (Kuusinen et al., 2018) and alterations in emotion-attention interaction due to MTBI (Mäki-Marttunen et al., 2015). In our study (Mäki-Marttunen et al., 2015), patients with MTBI allocated increased attentional resources to emotional stimuli as reflected in larger N2-P3 ERP peak-to-peak amplitude in the context of threat-related emotional stimuli compared to emotionally neutral stimuli. We hypothesized this excess attention allocation to threat might reflect impaired top-down control mechanisms that normally limit the impact of emotional stimuli on ongoing tasks. Excessive attention allocation to negative stimuli may eventually predispose individuals to emotional symptoms like depression. This effect, the so-called “negativity bias”, is seen especially in patients with depression whose attention is biased towards negatively-valenced stimuli (Gotlib et al., 2004), i.e. they may allocate more attentional resources to negative emotional stimuli for a prolonged period of time with difficulty in disengaging attention away from negative information (Gotlib and Joormann, 2010; Keller et al., 2019). Furthermore, depression is linked with impaired ability to control the impact of negative stimuli (Joormann, 2010) as well as problems with higher-level processing of emotion such as memory and interpretation (Foland-Ross and Gotlib, 2012).

Frontal alpha asymmetry has been used to study healthy populations and patients diagnosed with mood disorders, but it has not been frequently used to study neurological or neurosurgical patient populations like patients with MTBI who also exhibit alterations in affective brain processes, mood-related symptoms and vulnerability to depression. Our group has studied FAA in patients with refractory epilepsy treated with deep brain stimulation (DBS) (Sun et al., 2017a) and vagus nerve stimulation (VNS) (Sun et al., 2017b). These studies suggested that FAA could be used as a biomarker for alterations in functioning of affective brain circuits due to neuromodulation (Sun et al., 2017a,b). Turning on and off the anterior nucleus of the thalamus, a key node in the limbic circuitry, with high frequency electrical stimulation had a significant impact on FAA suggesting FAA reflects the functioning of limbic circuits and thus could be used as a biomarker not only for the impact of neuromodulation but also for the impact of brain disorder or injury on affective processes.

FAA seems to be a promising tool for objective assessment of alterations in affective brain functions due to MTBI possibly linked with emotion-related post-concussion complaints. It has been suggested that problems arising after brain trauma are associated with injury to connections between frontal and subcortical brain structures (McDonald et al., 2002; Hartikainen et al., 2010b; McAllister, 2011). Thus, it seems feasible that subtle damage to frontal-subcortical connections could influence FAA and expose individuals to depressive symptoms and behaviors. To expand our previous knowledge concerning alterations in emotion-attention interaction in patients with traumatic brain injury from ERP studies (Mäki-Marttunen et al., 2015, 2017; Kuusinen et al., 2018), we investigated whether there are alterations in FAA after MTBI. According to our knowledge, only one study by Moore and colleagues (Moore et al., 2016) has studied FAA in MTBI patients. They reported resting-state frontal alpha asymmetry indicative of greater activity in the right frontal region in patients with sports-related MTBI, albeit in completely symptom-free states at the time of testing (more than 9 months from the injury). Moreover, FAA correlated with self-reports of depressive/anxious symptoms, suggesting that alterations in FAA may reflect altered brain circuits associated with affective processes due to brain injury (Moore et al., 2016).

Alterations in the brain’s affective processes are most likely better reflected in FAA when measured during an emotionally engaging task (Coan et al., 2006; Allen and Reznik, 2015; Sun et al., 2017a,b). It is likely that for detecting alterations in affective circuits and functions they need to be engaged. Task-based recordings on the other hand require cognitive control and reduce mind wandering in contrast to resting-state recordings. In the current study, we used a behavioral task engaging several executive functions along with presentation of threat-related emotional stimuli. Threat-related emotional stimuli compete for the same attentional and cognitive control resources as the task and task-related stimuli. We compared FAA measures of healthy control subjects and subjects with previous MTBI. FAA was measured during a task which is reported to be more reliable than resting-state FAA measures in detecting differences in FAA on both individual- and group levels (Coan et al., 2006; Stewart et al., 2011, 2014).

We divided the MTBI group into two subgroups, those still reporting post-concussion symptoms and those being completely symptom free at the time of testing. We also created a novel emotional FAA index (eFAA) where FAA in the context of neutral stimuli was subtracted from that in the context of threat-related emotional stimuli, to isolate the sole impact of emotion on FAA. Our aim was to assess whether eFAA could serve as a biomarker to differentiate between symptomatic and non-symptomatic MTBI patients. Correlation analyses were conducted for eFAA and self-reports of depression and post-concussion symptoms. To our knowledge, this is the first study to assess task-related FAA and, specifically, the novel eFAA index in subjects with previous MTBI and whether it reflects the presence of post-concussion symptoms.

We hypothesized that patients with previous MTBI would have lower FAA values than healthy controls indicating relatively less alpha power on the right than left frontal region i.e. relatively greater right than left frontal cortical activity during the task in MTBI group. We also hypothesized that this effect would be pronounced in symptomatic MTBI patients differentiating them from non-symptomatic MTBI patients and that the eFAA index could be used as a biomarker to distinguish between symptomatic and non-symptomatic MTBI patients. We further hypothesized that removing depressed subjects from the analysis would reduce, but not remove, between-group differences. We postulated that eFAA would correlate with the amount of reported depressive symptoms and post-concussion symptoms.



MATERIALS AND METHODS


Subjects

We studied 27 patients with previously acquired mild traumatic brain injury [15 males, 12 females, mean age 41.1 years (SD = 11.1 years, range 21-59 years), average time from injury to EEG recording 20.4 months (SD = 6.9 months, range 9-37 months), mean years of education 16.1 years]. Mild traumatic brain injury was classified according to the World Health Organization criteria for MTBI (Carroll et al., 2004). According to these criteria there is a biomechanical force to the head resulting in confusion, alteration of mental status, post-traumatic amnesia (PTA) or loss of consciousness (LOC) with PTA less than 24-h and LOC less than 30 min. Additionally, 30 min after the injury the Glasgow Coma Scale (GCS) should be at least 13. These patients were admitted to Tampere University Hospital emergency room between January 2010 and May 2012. Our control group consisted of 18 participants with no head injury who had been admitted to Tampere University Hospital emergency room due to an orthopedic injury, specifically ankle injury with no head injury [7 males, 11 females, mean age 40.7 years (SD = 12.1 years, range 23-60 years), mean years of education 15.9 years]. Event-related potential and behavioral data have been reported in our previous work showing that MTBI group allocated more attention to threat-related stimuli than the control group (Mäki-Marttunen et al., 2015).

Based on Rivermead Post Concussion Symptoms Questionnaire (RPQ) (King et al., 1995) the MTBI group was divided into those reporting any post-concussion symptoms (MTBI Symptomatic, n = 15) and those reporting no post-concussion symptoms (MTBI Non-symptomatic, n = 12) at the time of testing. Exclusion criteria for both groups were substance abuse and neurological or psychiatric conditions diagnosed prior to the injury, previous MTBI in orthopedic patients and history of more than one MTBI in the MTBI group, previous neurosurgical procedures and markedly impaired vision/hearing. A written informed consent was provided by all participants and the study followed Declaration of Helsinki guidelines for use of human subjects. The Ethical Committee of Tampere University Hospital provided their approval for the study.



The Executive Reaction Time Test

The Executive Reaction Time test (The Executive RT test) is a computer-based Go/NoGo test integrating assessment of different executive functions and impact of threat-related stimuli on cognitive performance and brain responses (Erkkilä et al., 2018; Hartikainen et al., 2010b). In this study a slightly modified version of the Executive RT test was used, where the threat-related stimuli were not only task-irrelevant distractors but also task-relevant stimuli depending on the rule for responding (Mäki-Marttunen et al., 2015). Task performance and dealing with potential threat are thought to compete for the same attentional and cognitive control resources and this resource competition and the extent of it is reflected in both electrophysiological data and performance (Kuusinen et al., 2018; Mäki-Marttunen et al., 2015). The test requires the engagement of different executive functions (working memory, selective attention, response inhibition, shifting and emotional control) and has previously been shown to detect mild executive dysfunction in MTBI patients with post-concussion symptoms (Hartikainen et al., 2010b). A schematic picture of the Executive RT test and task description are presented in Figure 1.
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FIGURE 1. The Executive RT Test (Hartikainen et al., 2010b). Participants were seated in front of a computer screen at one meter in a sound-attenuated room. Subjects were required to respond as fast and accurately as possible to the orientation of a triangle using their middle or index finger in a Go-trial indicating the triangle was pointing up or it was pointing down, respectively. In a NoGo-trial, subjects were supposed to withhold from responding. A trial started with an upright or inverted white triangle presented in the middle of the screen for 150 ms. After the onset of the triangle, a fixation dot appeared for 150 ms. This was followed by a black square with a colored circle and an emotional figure inside it. The colored circle and the emotional figure were response cues. There were two possible response sets: the participants were either asked to pay attention to the color (red or green) and ignore the emotional figures (flower or spider) as task-irrelevant distractors or pay attention to the emotional figures and ignore the colors. The stimuli (color or emotional figure) attended to indicated the rule for responding, e.g., when color was attended to the red-color indicated a Go-trial and the green-color a Nogo-trial or vice versa. When the emotional figure was attended to the spider figure indicated a Go-trial and the flower a Nogo-trial or vice versa. In case of a Go-trial, participants indicated the orientation of the previously presented triangle by pressing a button on a response pad. The emotional stimuli were black-line drawings of a spider (threat-related emotional stimulus) and a flower (emotionally neutral stimulus) constructed the exact same line elements as the spider but in a different configuration. This allowed control for the impact of low-level properties of visual stimuli, like color, contrast, and complexity.


Each block of the task consisted of 64 trials and the same response rule continued throughout the whole block. When subjects completed one block of trials the response rule changed. Altogether, 16 blocks were completed in the study, resulting in each response rule repeated four times. All in all, participants had to hold the orientation of the triangle and the current response rule in their working memory. They had to flexibly shift between changing task rules, maintain their attention at task-relevant stimuli and ignore task-irrelevant stimuli, react to the Go response cue and withhold their response when seeing the NoGo cue according to the current rule.



EEG Recording and Processing

We used 64 Ag/AgCl active electrodes and the QuickAmp Amplifier (Gilching, Germany) to record EEG. Impedance was kept below 5 kOhms and the sampling rate used was 500 Hz. After recording, EEG analysis was performed offline using BrainVision Analyzer 2 software (Brain Products, GmbH, Germany). To improve processing speed, sampling rate of the data was reduced to 250 Hz. Data was first filtered to 0.01–70 Hz and ocular movements removed with semi-automatic independent component analysis–based ocular correction algorithm. Data was then re-referenced to the Cz electrode and further filtered to 0.1-30 Hz using bandpass filters. Data was segmented according to the emotional stimuli presented (emotional, neutral), relevance of the emotional stimuli to the task (relevant, irrelevant) and Go- vs. NoGo condition. Segments created were two seconds long starting at the presentation of the triangle at 0 ms and baseline corrected to the first 200 ms of the segment. Another artifact removal was conducted excluding amplitudes larger than 80 μV and smaller than −80 μV. Alpha power (μV2/Hz) for the segments was calculated using the Fast Fourier Transformation and thereafter averaged for each subject, electrode and condition. Thus, task-induced eyes-open alpha power was obtained during the active task for each different trial condition.

Alpha power in the defined alpha frequency of 8-12 Hz was exported for statistical analysis as area under the curve. We used the F3 and F4 electrodes for calculating FAA: first, alpha power in these electrodes was log-transformed and then the values in F3 were subtracted from values in F4 (FAA = ln(F4) – ln(F3)).



Questionnaires

To assess post-concussive, depressive and executive function-related symptoms, questionnaire data was acquired from both the MTBI and the Control groups. The RPQ (King et al., 1995) is a self-report questionnaire listing common post-concussion related symptoms. Results of this questionnaire were used to define whether participants were symptomatic or not at the time of testing and symptom scores were also used in correlation analysis. We also separated symptoms listed in the questionnaire that were associated with alterations in emotional processing (irritability, depression or tendency to cry, lack of patience, restlessness) creating a separate category “RPQ Emotional” and used the scores in this category in correlation analysis. Both MTBI and control groups also completed Becks Depression Inventory (Beck et al., 1996) (BDI) to assess whether they experienced depressive symptoms.

Behavior Rating Inventory for Executive Functions – Adult version (BRIEF-A) questionnaire is a standardized measure of executive functions and self-regulation in daily life based on self-report (Roth et al., 2005). There are different categories in the BRIEF-A questionnaire that reflect different aspects of executive functions. In this study only the Global Executive Composite (GEC), i.e. the total score of the questionnaire and the Emotional Control category assessing challenges in emotional control were used for further analysis.



Statistical Analysis

Statistical analysis was conducted with R version 3.6.1 (R Core Team, 2015). Normal distribution of the data was assessed with histograms and Q-Q plots and checking for normality of the residuals (for data analyzed with ANOVA). FAA data was strongly skewed. Applying the natural logarithm when calculating FAA (see above) reduced this to some extent, however, not totally correcting for left-skewed distribution of the data. Finally, data was normalized removing two outliers that clearly created the left skew in the data based on average FAA values of the groups. Outliers were defined as ± 2.5 x SD + the mean. In the current data outlier values were ± 2.5 x 0.41 −0.14, i.e. below −1.165 and above 0.885. One subject from the MTBI group and one from the Control group were left out from the analysis, leaving 26 patients and 17 control subjects in the final sample. Equal variances were confirmed with Levene’s test using package car (Fox and Weisberg, 2019). Psych (Revelle, 2019) and ggplot2 (Wickham, 2016) packages were used for describing and visualizing the data.

FAA data was analyzed using mixed model ANOVA (repeated and between group measures) with the R ez package (Lawrence, 2016). We used Group (MTBI, Control) as a between-subjects factor and Emotion (Emotional, Neutral) and Relevance (Relevant, Irrelevant) as within-subjects factors. Significant interactions were further analyzed with post-hoc ANOVAs or independent-sample t-tests. We used the Holm correction for multiple comparisons. As the FAA data based on analysis of the residuals was still not completely normal after transformations and outlier removal, we confirmed the significant results with non-parametric tests on the original data (with the outliers not excluded) using Wilcoxon Rank Sum test and Kruskal-Wallis test. Similar analysis of variance on the FAA data was also run to compare alpha asymmetry between three groups. In this analysis Group factor had three levels (MTBI Symptomatic, MTBI Non-symptomatic, Control) instead of two (MTBI, Control).

We also did an analysis where we excluded patients who reported depressive symptoms in the BDI questionnaire (10 or more points in the BDI corresponding mild clinical depression), as depression could affect the results of alpha asymmetry analysis. There were 4 subjects in the MTBI group and 1 in the Control group with 10 or more points, thus they were removed from this analysis.

To see whether alpha asymmetry in the context of threatening stimuli could serve as a biomarker distinguishing between symptomatic and non-symptomatic MTBI patients and healthy controls, we created a novel emotional FAA index (eFAA). This was done by calculating a subtraction score that isolated the sole impact of threat on FAA by removing FAA value in context of emotionally neutral stimuli from FAA value in context of threat-related emotional stimuli. This subtraction score was calculated for each patient, and it was used to run another ANOVA with Group (MTBI Symptomatic, MTBI Non-symptomatic, Control) as a between-subjects factor and Relevance (Relevant, Irrelevant) as a within-subjects factor. One subject from the control group was removed from this analysis as an outlier based on above described criteria.

To evaluate whether self-reports of depressive symptoms and post-concussion symptoms are associated with the novel index reflecting emotional modulation of FAA (eFAA), we correlated eFAA with the selected summary questionnaire scores (BDI, RPQ, RPQ Emotional, BRIEF GEC, BRIEF Emotional Control). In addition, we correlated eFAA with age, time post-injury (from injury to the EEG recording) and PTA to assess the influence of age and head injury related factors. While all of the subjects were classified as mild TBI, PTA is a clinical measure thought to reflect the severity of the injury at the acute phase. Analysis was conducted for all three groups (MTBI Symptomatic, MTBI Non-symptomatic, Controls) together, except for correlation between eFAA and time-post injury and PTA, as this data was only available for the MTBI group. As the questionnaire data was strongly skewed, we used Spearman’s correlation. One subject in eFAA-BDI correlation and one in eFAA-PTA correlation were removed as outliers. Other analysis of the questionnaire data is reported more thoroughly in our previous work (Mäki-Marttunen et al., 2015).



RESULTS


Frontal Alpha Asymmetry (FAA)

When MTBI and Control groups were compared, the MTBI group showed more negative FAA scores than the Control group, indicative of relatively less alpha power on the right than left frontal region in MTBI (Figure 2) reflecting greater right than left frontal cortical activity (Main effect of Group, F(1, 41) = 6.36, p = 0.016, η2G = 0.13; MTBI vs. Controls, −0.17 ± 0.32 vs. 0.06 ± 0.25), see Figure 2 and Table 1. This difference in FAA remained significant after removing subjects reporting more than 10 points in the BDI questionnaire (MTBI = 4 subjects, Control = 1 subject, Main effect of Group, F(1, 36) = 4.78, p = 0.035, η2G = 0.11; MTBI vs. Controls, −0.12 ± 0.28 vs. 0.07 ± 0.25). No other significant main effects or interactions were detected when analyzing data between two groups.


[image: image]

FIGURE 2. A topographic plot illustrating the average alpha power (μV2/Hz) for the MTBI group (on the left) and the Control group (on the right) in the frontal electrodes. The MTBI group had relatively more negative FAA (lnF4-lnF3) than the Control group, i.e., relatively less alpha power on the right (F4) than left frontal (F3) electrodes. This is thought to indicate greater cortical activity on the right compared to the left frontal region.



TABLE 1. Average FAA, eFAA and alpha power (μV2/Hz) at F3 and F4 electrodes, the corresponding logarithms (ln) and standard deviation (SD) for each group and condition (neutral, threat). FAA differentiated MTBI group from the Control Group while eFAA differentiated the Symptomatic MTBI group from both the Non-symptomatic MTBI group and the Control Group. Non-Symp = Non-symptomatic MTBI group, Symp = Symptomatic MTBI group.

[image: Table 1]When the MTBI group was divided into Symptomatic and Non-symptomatic groups and the analysis was conducted as a three-group comparison (MTBI Symptomatic, MTBI Non-symptomatic, Control), Main effect of Group was detected (F(2, 40) = 3.26, p = 0.049, η2G = 0.14), however, post-hoc analysis remained nonsignificant. Difference between Non-symptomatic MTBI group and Controls was approaching significance (p = 0.07). Non-symptomatic and Symptomatic MTBI did not differ (p = 0.61). An interaction effect of Group × Emotion was also detected (F(2, 40) = 4.46, p = 0.018, η2G = 0.0007). Data was divided by Emotion and groups were compared in Neutral and Emotional conditions. In Neutral condition, Main effect of Group reached significance (F(2, 40) = 3.41, p = 0.043, η2G = 0.15) but post-hoc test did not result in significant results. In the Emotional condition, Main effect of Group was close to reaching significance (F(2, 40) = 3.12, p = 0.055, η2G = 0.13).



Emotional Modulation of Frontal Alpha Asymmetry (eFAA Index)

To be able to extract the sole impact of threat-related stimulus on FAA and to assess whether alpha asymmetry in the context of threat has potential as an objective biomarker of brain dysfunction reflecting post-concussion symptoms, we conducted an additional ANOVA using the eFAA index, where FAA in context of emotionally neutral stimuli was subtracted from FAA in context of threat-related stimuli. There was a Main effect of Group (F(2, 39) = 5.69, p = 0.007, η2G = 0.23) and when groups were compared, eFAA in the Symptomatic MTBI group differed significantly from both eFAA in the Non-Symptomatic MTBI group (t = 2.87, df = 23.717, p = 0.009; Symptomatic vs. Non-symptomatic −0.019 ± 0.04 vs. 0.02 ± 0.03) and the Control group (t = 2.46, df = 21.562, p = 0.022; Control Group 0.003 ± 0.03), see Figure 3 and Table 1. No other significant main effects or interactions were detected. Post-hoc p-values were corrected for multiple comparison using the Holm method.
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FIGURE 3. Novel eFAA index differentiates MTBI subjects with symptoms from those without. eFAA, a subtraction score isolating the impact of threat on FAA differed significantly between Symptomatic MTBI and Non-symptomatic MTBI groups and between Symptomatic MTBI group and healthy controls. Symptomatic MTBI group had more negative eFAA index compared to Non-symptomatic MTBI group and healthy controls, indicating altered modulation of FAA by threat in symptomatic MTBI group.




Questionnaires and Correlation Analysis

To investigate whether the novel index eFAA correlates with self-reports of depressive symptoms, post-concussion symptoms and executive function problems as well as brain injury related factors, we ran a Spearman’s correlation analysis of the data. All three groups were included in the analysis (MTBI Symptomatic, MTBI Non-symptomatic, Control) except for the correlation for eFAA and time post-injury and PTA, as this data was only available for the MTBI group.

There was a significant negative correlation between eFAA index and BDI results (ρ = −0.52, p < 0.001), showing that subjects with higher score in BDI questionnaire had more negative eFAA index, see Figure 4. More negative eFAA index reflects smaller FAA in context of threat-related stimuli than neutral stimuli. There was also a significant negative correlation between eFAA index and currently reported post-concussion symptoms (RPQ) (ρ = −0.34, p = 0.025), with subjects reporting more post-concussion symptoms having more negative eFAA index. There was a tendency for negative correlation between emotional control category in the BRIEF-A questionnaire and eFAA index (ρ = −0.26, p = 0.089). There was also a positive correlation between eFAA and PTA, showing that MTBI patients with longer PTA had more positive eFAA index (ρ = 0.41, p = 0.044). BRIEF general score, emotion-related post-concussion symptoms, age and time post-injury did not significantly correlate with eFAA index.
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FIGURE 4. Objective eFAA index correlates with subjective depression symptoms. There was a significant negative correlation between BDI score and eFAA (threat modulation of FAA). When BDI score was higher, eFAA was more negative. All three groups (MTBI Symptomatic, MTBI Non-symptomatic, Control) are included in the analysis and in the scatter plot.




DISCUSSION

According to our hypothesis, we detected more negative FAA indicative of greater right frontal activity in the MTBI group compared to the control group. Subjects with previous MTBI had FAA pattern typically seen in individuals vulnerable to depression (Henriques and Davidson, 1991; Gotlib et al., 1998; Thibodeau et al., 2006; Nusslock et al., 2011). While the overall FAA did not distinguish symptomatic and non-symptomatic MTBI groups, the novel index eFAA did. eFAA reflects modulation of FAA by threat, with the emotionally neutral but otherwise identical condition subtracted, thus isolating the sole impact of threat on FAA. eFAA correlated negatively with both current post-concussion symptoms and BDI scores, linking this objectively derived brain physiology-based index with subjectively experienced symptoms. eFAA showed potential as an objective biomarker of brain dysfunction reflecting post-concussion symptoms as well as depression symptoms. In addition to providing a biomarker for the impact of brain injury on affective brain functions, eFAA suggests an organic basis for the subjectively experienced symptoms. eFAA may be used in future studies to further illuminate neural mechanisms underlying susceptibility to prolonged post-concussion as well as mood-related symptoms after MTBI. FAA without engagement of affective brain circuits seems to lack the sensitivity to differentiate subjects with symptomatic and non-symptomatic MTBI and the ability to reflect the subjective post-concussion or depression symptoms.

To detect alterations in affective circuits responsible for emotion-related behaviors, symptoms and their control, it may be essential to assess brain functions in the context of fear-related stimuli such as the biologically relevant threat-related spider stimuli used in the current study. Threat-related stimuli have prioritized access to attention networks (Vuilleumier and Schwartz, 2001) and tend to compete for attentional and cognitive control resources with other task-related stimuli and processes (Hartikainen et al., 2000, 2007, 2010a, 2012b). Alterations in the brain’s affective functions may remain uncovered when brain physiology is measured in emotionally neutral conditions such as is the case in most studies using resting state or task-induced FAA. The difference in FAA between symptomatic and non-symptomatic patients was detected only with the novel index that isolated the impact of threat-related stimuli on FAA, suggesting there might be differences in fear-related emotional processing between subjects that have fully recovered from MTBI and subjects who remain having some post-concussion symptoms. While the MTBI group in general differed from the control group in the overall FAA, the eFAA differentiated MTBI subjects with symptoms from those without symptoms. To our knowledge, no previous study has used task-induced, threat-related FAA to differentiate non-symptomatic and symptomatic MTBI groups. In addition to controlling for the impact of physical properties of the visual stimuli, the novel eFAA index controls for the individual variations in baseline FAA.

Subjects reporting more post-concussion symptoms and subjects with higher BDI-score at the time of testing had a more negative eFAA index. eFAA was negatively correlated with self-reported scores assessed by the BDI questionnaire and the current amount of reported post-concussion symptoms assessed by the RPQ. The BDI is used for screening of depression while the RPQ (King et al., 1995) screens for cognitive, emotional and somatic post-concussion symptoms, with higher score in the BDI reflecting more depression symptoms or more severe depression and more post-concussion symptoms in the RPQ, respectively. While a subcategory of emotion-related post-concussion symptoms did not correlate with eFAA there was a slight tendency for negative correlation between emotional control category in the BRIEF-A questionnaire and eFAA index.

Depressive symptoms are thought to be associated with post-concussion symptoms (Yrondi et al., 2017) and risk of major depression after MTBI is almost two times higher compared to risk after non-head orthopedic trauma (Stein et al., 2019). While post-concussion symptoms are sometimes seen in non-head trauma populations as well, the symptom pattern differs from that of MTBI, which correlates highly with depression and anxiety (de Koning et al., 2016). Pre-injury anxiety and depression are linked with greater post-concussion symptom severity, however controlling for pre-injury symptoms, the change in symptoms due to MTBI did not differ between those with pre-injury anxiety and depression and those without in a study assessing post-concussion symptom reporting (Karr et al., 2020). Interestingly, we found a positive correlation between eFAA and PTA, showing that patients with longer PTA had more positive eFAA, in contrast to negative correlation between eFAA and RPQ and BDI scores. Longer PTA does not predict depression or post-concussion syndrome (PCS) and it still remains a challenge to predict outcome from any acute phase clinical measures including PTA in MTBI. On the contrary, long PTA or having no memory of the traumatic event might even protect one from intrusive memories at the acute stage (Bryant et al., 2009) and the development of PCS (Gil et al., 2005). Furthermore, with lack of objective evidence for brain injury or dysfunction in uncomplicated MTBI it is difficult to predict functional recovery and impairment. As depression and anxiety after MTBI have been shown to be important precursors of functional impairment, it is essential to assess mental health and emotion-related symptoms after MTBI (Zahniser et al., 2019). To that end, the novel biomarker of MTBI, eFAA, based on emotion-related brain functions, i.e. the difference in brain response to emotionally threatening and neutral stimuli, correlates with both measures reflecting the acute severity of the injury as well as the outcome measures including mood and subjective post-concussion symptoms.

Threat or fear-related stimuli or events are frequently used to study anxious or depressed populations to assess alterations in fear-processing. Anxiety and depression are intricately intertwined as post-concussion symptoms. Rodents with MTBI show fear- and anxiety-related behaviors, increased fear-learning and generalization of fear when compared to control animals, along with molecular changes in regions involved in fear-related behaviors such as the amygdala and in regions involved in emotional control, such as the prefrontal cortex (Statz et al., 2019). These behavioral and molecular changes after MTBI linked with fear and anxiety observed in animal studies suggest biological factors contribute to anxiety after MTBI. Further evidence comes from human studies reporting increased anxiety and depression after MTBI as well as evidence of structural changes contributing to these symptoms, e.g. a thinning of the right orbitofrontal cortex involved in downplaying negative emotions (Epstein et al., 2016). Focal injury to OFC is a frequent consequence of traumatic brain injury (TBI) and known to be involved in dysregulation of attention to emotion, possibly contributing to the challenges in emotional and social behaviors experienced by patients with OFC injury (Hartikainen and Knight, 2003; Hartikainen et al., 2012a; Kuusinen et al., 2018; Mäki-Marttunen et al., 2017). The internal structural configuration of the skull, such as surrounding sharp bony ridges of the skull which hold the brain in place, make the orbitofrontal cortex especially vulnerable to head injury. Because of this, it may well be that this area is involved in some of the subjectively experienced emotional symptoms in MTBI.

While the current study does not address the specific neural mechanisms contributing to altered FAA nor to the altered emotional modulation of FAA (eFAA) after MTBI, we can infer that MTBI results in altered activity of fronto-thalamic networks, distinctly and dynamically affecting the left and right hemispheres leading to alterations in typical emotion regulation. This was seen in eFAA correlating negatively with BDI and current post concussion symptoms and positively with PTA. Thus, eFAA can be thought of as a biomarker of MTBI reflecting both acute severity of the injury as measured with PTA as well as long-term outcomes as measured by BDI and RPQ. Previous studies have reported alterations in frontal white matter integrity (Strain et al., 2013) and generally reduced functional connectivity of emotion processing areas (McCuddy et al., 2018) in patients with depressive symptoms after MTBI. Altered balance between right and left frontal cortical activity may reflect alterations in the brain’s affective and emotional control functions. For example, decreased left frontal activity is linked with more emotion regulation difficulties (Zhang et al., 2020). Such alterations may be one of the underlying mechanisms of depression symptoms and vulnerability to depression after MTBI. Our results showing task-induced FAA indicative of greater right frontal activity in subjects with previous MTBI resemble those of Moore and colleagues who obtained similar results in a resting-state experiment (Moore et al., 2016). Depressed subjects with previous MTBI show altered functional connectivity (Banks et al., 2016; McCuddy et al., 2018) similar to that seen in depressed subjects without previous MTBI (Alhilali et al., 2015; Chen et al., 2008). While only a few of our subjects had BDI scores indicating mild depression and none had major depressive disorder, it may well be the altered FAA observed in the current study in subjects with previous MTBI reflect similar changes in functional connectivity as previously reported due to depression.

In comparison to healthy controls, FAA indicative of greater right frontal activity in the current study was seen in the MTBI group, including patients who did not complain of any post-concussion symptoms. We speculate that organic dysfunction could contribute to altered FAA after MTBI with psychosocial and cognitive factors likely contributing to whether this brain injury-based vulnerability develops into post-concussion symptoms or clinical depression. It seems that both symptomatic and non-symptomatic MTBI groups have the same underlying brain physiology-based vulnerability reflected in FAA, but the MTBI group without symptoms is more efficient in rapid emotional control in the face of unexpected threat. It may well be that it is a matter of efficiency of the rapid emotional control circuits reflected in eFAA index that distinguish MTBI without symptoms from those with prolonged symptoms.

We have previously suggested that FAA could be used as a potential biomarker for the effect of neuromodulation on brain’s affective circuits (Sun et al., 2017a). We showed FAA reflected the functioning of a key node of the limbic circuit, i.e. anterior nucleus of the thalamus (ANT). With high-frequency electric stimulation used in deep brain stimulation (DBS) we were able to basically turn on and off ANT and observe online the impact of ANT on FAA. DBS at ANT resulted in altered FAA indicative of greater right frontal activation along with greater impact of threat on reaction times (RTs). Thus, alteration in FAA was linked with alteration in emotion modulated behavior. In that study we also calculated a subtraction score similar to eFAA that isolated the impact of threat-related stimuli on FAA and found this index to correlate with a subtraction score obtained in a similar manner to isolate the impact of threat on RTs. To that end, while we did not call it eFAA yet, nevertheless this index was linked with emotion modulated behavior. DBS at ANT is used to treat refractory epilepsy and while it is an effective treatment, depression symptoms have been mentioned as a side effect (Fisher et al., 2010). Another treatment of refractory epilepsy and depression, vagus nerve stimulation (VNS), resulted in FAA values indicative of greater right frontal activation as well (Sun et al., 2017b). It is of interest we found a similar pattern of FAA in the current study of MTBI patients as observed in patients with refractory epilepsy undergoing ANT-DBS and VNS in contrast to conditions when these neuromodulation treatments were turned off.

What links these very different clinical populations is alterations in activity of fronto-thalamic cognitive and emotional control circuits (Hartikainen et al., 2010b, 2014). Thus, the potential of task-induced FAA in threatening context or eFAA as a biomarker is not limited to MTBI or neuromodulation, but rather encompasses all clinical populations that have altered functioning of fronto-thalamic control circuits. Such clinical populations include neurodevelopmental disorders such as attention deficit/hyperactivity disorder (ADHD) with many of the cognitive and affective symptoms overlapping with those of MTBI. This is evident from the BRIEF questionnaire, that captures many of the typical symptoms of TBI even though it was originally designed to assess executive dysfunction in ADHD. A link between ADHD symptoms and alpha asymmetry has been previously reported by Keune et al. (2015) suggesting altered asymmetry of frontal circuits and further pointing to potential in biomarkers based on measurement of this asymmetric activation in this clinical population as well (Keune et al., 2015). While future studies are needed before final conclusions of clinical applicability of eFAA can be made the prospects of an objective biomarker of alterations of emotional brain processes are vast and emphasized by the current lack thereof.

Intact fronto-thalamic cognitive control circuits are essential for efficient emotion regulation as some of the resources used for both cognitive and emotional control are shared (Ochsner and Gross, 2005; Langner et al., 2018). Adaptive emotion regulation strategies rely heavily on cognitive control, also called executive functions, and impaired executive functions increase the risk of depression (Letkiewicz et al., 2014). Fronto-thalamic networks responsible for executive functions are vulnerable to injury and dysfunction due to head trauma (Hartikainen et al., 2010b). Dysfunction of these networks result in impaired cognitive (Peräkylä et al., 2017) and/or emotional control (Hartikainen et al., 2014; Sun et al., 2015), making patients susceptible to depression symptoms (Fisher et al., 2010). We have previously shown that subjects with persistent symptoms after MTBI have compromised executive functions potentially linked with alterations in integrity of fronto-subcortical circuits (Hartikainen et al., 2010b) and that subjects with previous MTBI allocate more attention to threat-related emotional stimuli than control subjects (Mäki-Marttunen et al., 2015). Prolonged attention to negative emotional stimuli is frequently seen in depression and in a well-known phenomenon called negativity bias (Gotlib and Joormann, 2010; Keller et al., 2019). Such negativity bias after MTBI may reflect dysfunction in frontal control systems leading to similar phenomena that are observed in depressed subjects, such as an inability to inhibit attention to negative emotional stimuli or limit their impact, thus predisposing one to depressive symptoms (Joormann and Gotlib, 2008; Koster et al., 2011; Bistricky et al., 2014). We suggest this may be one of the mechanisms contributing to the high prevalence of depression after MTBI.

Despite several strengths, there are some limitations to our study. Even though we found a difference in threat-related eFAA between symptomatic and non-symptomatic MTBI groups and between symptomatic MTBI group and healthy controls, the clinical applicability of these results remains to be confirmed in future studies. As the groups, and especially the subgroups of MTBI patients were small, the results should be considered as preliminary and conclusions made with caution. None of the patients were diagnosed with PCS, but rather they reported to have some ongoing post-concussion symptoms as measured by the RPQ. Further studies with patients diagnosed with PCS using FAA are needed to validate the usefulness of FAA in this clinical population. Neither were our subjects diagnosed with clinical depression, but rather there was an association with eFAA and depression-related symptoms. This is in line with lower FAA scores indicative of greater right frontal activity reflecting vulnerability to depression (Henriques and Davidson, 1991; Nusslock et al., 2011). Furthermore, it may well be that FAA evoked in threat-related context could be even more tightly linked with anxiety than depression as anxiety is thought to be more directly linked with altered fear processing than depression which is a common concomitant of anxiety and intertwined with it. It may be that both depression-related symptoms, as well as other post-concussion symptoms, are more prevalent in those subjects who suffer from anxiety. To that end, in future studies we recommend using anxiety inventories along with depression and other post-concussion symptoms inventories to address the role of anxiety and its correlation with FAA and threat-modulation of FAA. Finally, before task-induced FAA and eFAA could be utilized as clinical biomarkers, more research on different factors impacting these indices is required. Such factors that could impact FAA are, for example, hormonal status, gender, age, developmental disorders, medications and other conditions impacting affective brain functions.

In conclusion, we found MTBI to be associated with lower FAA scores indicative of greater right frontal activity independent of symptom status. Moreover, the current study presented a novel brain activity based biomarker of emotional control circuits. Emotional modulation of FAA, eFAA, distinguished symptomatic MTBI patients from non-symptomatic ones and reflected subjective post-concussion and depression symptoms after MTBI. eFAA depicts altered neural activity in response to emotional events that likely underlie subjective symptoms and vulnerability to depression after MTBI. To that end, eFAA has potential as a biomarker of altered affective brain functions with applicability in both clinical and research fields.
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The counseling process involves attention, emotional perception, cognitive appraisal, and decision-making. This study aimed to investigate cognitive appraisal and the associated emotional processes when reading short therapists' statements of motivational interviewing (MI). Thirty participants with work injuries were classified into the pre-contemplation (PC, n = 15) or readiness stage of the change group (RD, n = 15). The participants viewed MI congruent (MI-C), MI incongruent (MI-INC), or control phrases during which their electroencephalograms were captured. The results indicated significant Group × Condition effects in the frontally oriented late positive complex (P600/LPC). The P600/LPC's amplitudes were more positive-going in the PC than in the RD group for the MI congruent statements. Within the PC group, the amplitudes of the N400 were significantly correlated (r = 0.607–0.649) with the participants' level of negative affect. Our findings suggest that the brief contents of MI statements alone can elicit late cognitive and emotional appraisal processes beyond semantic processing.

Keywords: motivational interviewing, linguistics, readiness, return to work, ERP, P200, N400, LPC


INTRODUCTION

The goal of counseling is to help clients learn new ways of being and to develop new memories and connections, ultimately facilitating the change to desirable behavior (Ivey et al., 2017). There are four different components in counseling, namely: attention, emotion perception, cognitive evaluation, and decision-making. Attention is regarded as a prerequisite, enabling the client to focus on interacting with the therapist (Field et al., 2015) and is also essential in driving the effect of the counseling process, enhancing learning, memory, and change (Ivey et al., 2017). Emotion perception and cognitive evaluation are separate processes but may be sequential or concurrent (Hundrieser and Stahl, 2016). Emotion perception is bottom-up when evoked by incoming visual or auditory stimuli (Ivey et al., 2017) or by information or events relating to previous experiences (Field et al., 2015, 2019). Cognitive evaluation commonly occurs when clients form an “insight” into the beliefs or views of self, others, and the world (Miller and Taylor, 2016), or form a “thought” of change in dysfunctional beliefs (Bruijniks et al., 2018). Decision-making is the process before the actual change takes place in counseling. Clients may need to access their long-term memory and make conscious decisions to feel, think, and act differently (Miller and Taylor, 2016).

Most neuroscience-related studies on counseling are based on functional brain imaging, and only a few studies have used event-related potential (ERP). The event-related potential has a good temporal resolution, which is useful for disentangling the complex neural processes associated with counseling processes. However, all the ERP studies reviewed aimed to assess pre-post treatment outcomes such as whether intervention can normalize hyperactive ERPs due to psychological disorders or to predict the level of treatment effectiveness (e.g., Ladouceur et al., 2018; Hajcak et al., 2019). The findings of these studies do not seem to have improved understanding of the mechanisms underlying the counseling processes. This study aims to understand the potential processes related to the way individuals perceive and respond to verbal contents in counseling. Going beyond the outcome of the study, we have designed a linguistic paradigm and employed an event-related potential method for elucidating these processes.

Motivational interviewing (MI) is a goal-oriented counseling technique designed primarily to promote health behavior change (Miller and Rollnick, 2013). The two primary MI features found to contribute to behavioral change are the change agent's (i.e., therapist) empathy and the verbal contents in the interaction with a client (Miller and Rose, 2009; Copeland et al., 2015). The neural processes associated with the change talks are inhibiting reward-related processes (Feldstein Ewing and Houck, 2015), arousing self-awareness and introspection (Feldstein Ewing et al., 2014). This study is the first in MI to focus on the neural processes associated with participants' exposure to MI change talk contents. We employed a customized linguistic task and ERP to disentangle the possible perception and evaluation processes associated with the contents of the MI statements.

Previous studies reported distinctive psychophysiological markers reflecting both early and late neural processes related to linguistic stimuli in decision making. The early neural process is the instant perceptual response to the incoming stimuli reflects by the frontal P200. Sarlo et al. (2012) used contrasted scenarios which aroused moral dilemmas among the participants. More positive-going frontally oriented P200 was found to relate to the instant affective response to the presenting stimuli. The amplitudes of P200 were found to be modulated by the positive vs. negative-context adjectives (Li et al., 2016) and emotion-loaded stimuli (Carretié et al., 2001; Huang and Luo, 2006). P200 was also associated with enhanced attention to stimuli with emotional valence (Proverbio et al., 2020). Another ERP related to linguistic stimuli is the frontally oriented N400, which reflects the evaluation of the stimulus contents (Kutas and Federmeier, 2000). In moral decision making, the evaluation was found to compare with an individual's prior knowledge and experience. Hundrieser and Stahl (2016) reported that the value-inconsistent trials elicited more negative-going N400 than the value-consistent trials. Another study suggested that N400 was related to the cognitive evaluation of semantic information (Peng et al., 2020). The evaluation process was further explained to involve cognitive integration of the incoming semantics with those stored in the lexical long-term memory (Bechtold et al., 2019). The third ERP of interest is the extended centro-frontal P300 forming the P600 or late positive component (LPC). The P600 and LPC will be used interchangeably. The LPC reflected emotional appraisal of semantic contents (Delogu et al., 2019). More positive-going LPC was associated with emotionally-loaded words or pictures in contrast to neutral stimuli (Hajcak et al., 2010). In moral decision making, increased in the LPC amplitudes were found in stimuli containing dilemma conflicts and negative emotions (Zhan et al., 2018). It was postulated that the more positive LPC would represent the emotional appraisal process in conflict resolution (McKay et al., 2017). Taken together, the psychophysiological markers adopted in this study are the P200 and LPC which reflects emotional perception and evaluation processes, while the N400 would reflect cognitive appraisal of the semantic MI contents.

Participants in this study were adults who had been injured at work and were receiving a return-to-work rehabilitation service. They were further classified into two groups according to Prochaska et al.'s (1985) readiness for change model: contemplation to action groups (RD, higher readiness) and pre-contemplation groups (PC, lower readiness). We hypothesized that the PC group would have a more positive-going P200 and a more negative-going N400 than those in the RD when reading the MI-congruent statements. It was also hypothesized that the PC group would show a more positive-going LPC than the RD group, suggesting the former group would find the MI-congruent content more consistent in their evaluation than the latter group.



MATERIALS AND METHODS


Participants

We recruited forty adults affected by work injuries and receiving return-to-work rehabilitation. They were service users of hospital out-patient clinics or community rehabilitation centers. The inclusion criteria were: (1) an age range of 18–60; (2) a secondary school education or above; (3) a history of work-related injuries within the last 3 years; (4) either in the pre-contemplation (PC) or contemplation to action stages of readiness of return-to-work (RD) as defined by the Chinese version of Lam assessment of employment readiness (C-LASER) (Chan et al., 2006). The exclusion criteria were: (1) illiterate or unable to read traditional Chinese characters; (2) reported a diagnosis of other significant medical or psychiatric illness. The participants were informed of the purposes of the study and gave voluntary consent. Each participant received HK$500 for covering the transportation costs. Ethics approval was granted from the university's ethics committee, where the study was carried out.

Among the total sample (N = 40), five from each group were excluded after the data collection due to excessive artifacts or alpha waves found in the data. The final sample size entered into the data analyses was 15 in each of the PC and RD groups. For these 30 participants, 11 (36.7%) were male and 19 (63.3%) were female, with a mean age of 46.8 (SD: 7.7). Nineteen of them (63.3%) had a secondary school education and 11 (36.7%) had a University education or above. For the PC group, 7 (46.7%) were male and 8 (53.3%) were female, with a mean age of 47.5 (SD: 6.4). For the RD group, 4 (26.7%) were male and 11 (73.3%) were female, with a mean age of 46.1 (SD: 8.9). No significant between-group differences were found in the age, gender composition, and education level (Table 1).


Table 1. Demographic characteristics and test results of participants.
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Study Design

Participants in this study were injured workers classified into two readiness groups, i.e., PC and RD. The work disability prevention model stipulated that injured workers would make the return to work decisions based on the person, workplace, compensation, and health care system (Nowrouzi-Kia et al., 2021). Injured workers were revealed to have higher risks in developing psychological issues such as anxiety, depression, and posttraumatic stress disorder (Giummarra et al., 2018). Because of these unique circumstances faced by the injured workers, this study did not adopt a non-injured worker control group. Instead, the testing of the hypotheses was between the two injured worker groups. Each participant was to complete three instruments that measure change, mental state, and general health. The participant then received a short mindfulness training before completing an experimental task.



Experimental Task
 
Construction MI Statements

There were three types of statements: MI-congruent, MI-incongruent, and a control. The statement stimuli were made up of: (1) seven Chinese characters; (2) the same syntactic structure; (3) the last three characters critical to the behavioral responses (three-critical-characters; Li et al., 2016). There are three types of 120 statements. The MI-congruent statements (MI-C) convey positive values consistent with the MI approach. The MI-incongruent statements (MI-INC) convey negative values unsupportive of return-to-work. The control statements (MI-CON) had the three-critical-characters of fruit names. Examples of the statements are: MI-C [尋找工作好重要 (Seeking job is important)], MI-INC [尋找工作很困難 (Seeking job is difficult)], and MI-CON 富士蘋果有四個 (There is four Fuji apple)]. The noun vs. verb syntax of the statements is comparable among the three conditions (see Supplementary Material). The nouns and verbs of these statements are identified below:

Noun Noun Verb

MI-C: 尋找(Seeking) |工作(job) |好重要(is important)

MI-INC: 尋找(Seeking) |工作(job) |很困難(is difficult)

MI-CON: 富士(Fuij) |蘋果(apple) |有四個(There is four).



The Task

The delivery of the statements and the type of response adopted the rapid serial visual presentation (RSVP) method commonly used in psycholinguistic studies (Chen et al., 2013; Hundrieser and Stahl, 2016). The design of the statement trial is presented in Figure 1. The participants read an MI-C statement presented on the computer screen in the form of three consecutive texts and then gave a response to the question: “Would it enhance your motivation for return to work?” (for RTW readiness) by pressing on the 1–5 keys on the number pad. The same question was repeated in all the MI-C and MI-INC statements. The responses to the MI-CON statements were to indicate the number of fruits conveyed in the text. After completing the task, the participants rated the statements according to their relevance to their return-to-work situation on a 5-point rating scale. The 360 statement trials were organized in random order into 24 blocks. The composition and presentation of the task used STIM2 software (Compumedics Neuroscan, USA). The duration of the task was around 4.5 min.


[image: Figure 1]
FIGURE 1. Design of the trials in the Ml-congruent, Ml-incongruent, and Ml-control conditions.




Procedures

The participant provided personal information and completed there clinical instruments. They are the Chinese version Lam Assessment of Employment Readiness (C-LASER; Lam et al., 2010), the Positive and Negative Affect Schedule (PANAS; Watson et al., 1988), and the state-anxiety subscale of the Chinese version of the State-Trait Anxiety Inventory (C-STAI; Shek, 1993).

The flow of the experiment is presented in Figure 2. Before engaging in the experimental task, the participant completed 15 min of mindfulness training provided by the first author. The purpose of the training was to minimize excessive emotional responses to the statements throughout the experiment. Previous studies have reported the 15-min mindfulness induction session as an effective emotional regulation strategy (Eddy et al., 2015). Participants completed PANAS for the second time after the training session. The RD group showed significant decreases in the PANAS negative affect scores (t = −3.966, p = 0.001), which was not the case for the PC group (Table 1). Both groups did not show significant changes in the positive affect PANAS scores.


[image: Figure 2]
FIGURE 2. The flow of the experiment.


The EEG experiment was carried out in a soundproof chamber. The participant sat at a table facing a 15-inch computer monitor at a distance of 60 cm. Each participant completed 20 statement practice trials. All the texts were at the center of the screen, and were white against a dark background and in KaiTi 24-point size font. Standardized instructions were given to the participant on the task procedure, such as minimizing eye blinks and keeping eye fixation at the center of the screen.



EEG Acquisition and Pre-processing

During the task, electrical signals were recorded with a 32-channel cap using NuAmps Digital EEG Amplifier and CURRY 7 (Compumedics Neuroscan, USA). The reference electrode was mounted on the right mastoid, and the ground electrode was placed on the forehead. Impedances were maintained at 5 kΩ or below. Pre-processing was performed with EEGLAB (version 2019.1; Delorme and Makeig, 2004). Data were high pass filtered at 0.1 Hz. Independent Component Analysis (ICA) decomposition was performed using AMICA (Palmer et al., 2012). Noise components were detected using ICLabel (Pion-Tonachini et al., 2019) and then checked manually and removed from the data. The processed data were then epoched with a window of 200 ms prior to and 1500 ms following the target stimulus (i.e., three-critical-characters on the 5th screen) using ERPLab (version 8.0, Lopez-Calderon and Luck, 2014). Grand averages for each participant were calculated and exported. Participants who did not reach a minimum of 60 passed trials in each of the three conditions were also excluded from the analyses (Huffmeijer et al., 2014).




Data Analysis

The reaction time (RT) and the return-to-work readiness (RTW-R) rating of participants' behavioral data were collected using STIM2. The content relevance ratings (C-REL) were collected using a questionnaire once the participants had completed the EEG task. Repeated measure ANOVAs were conducted on the RTs, and the RTW-R and C-REL to test the between-group (PC and RC) and between-condition (MI-C and MI-INC) differences. All analyses were performed using the IBM SPSS for Windows version 25.0.

The processed and validated data of the EEG were imported to the ERP-PCA toolbox (version 289; Dien, 2010). A Temporal Principal Component Analysis (PCA) decomposition was conducted with Promax rotation for identifying the P200, N400, and LPC components The amplitude of each identified component at the peak channel was extracted and analyzed with a linear mixed-effect model using R (v3.6.2), R-package lmer (v1.1-21), and lmerTest (v3.1-1). The Group (PC and RD), Condition (MI-C, MI-INC, and MI-CON), and their interactions were entered as fixed effects, while the participants were entered as random effects. For models with significant Group × Condition effects, post-hoc pairwise analyses were conducted on between-group differences for each condition and between-condition differences for each group. Pearson's correlation was used to explore the relationships between the identified ERPs' amplitudes and the behavioral and clinical assessment and test results. To control for a potential type I error, the significance level for the correlation coefficients was corrected with Bonferroni adjustment of p < 0.017 (three ERPs). To test whether gender composition would confound the results, the ANOVA models were rerun by replacing the independent variable Group with the Gender of the participants. We presumed that gender was not associated with the potentials of the ERP components. Additionally, we could incorporate Gender as an extra independent variable to statistically adjust for the effect of Gender. However, due to the small sample size and collinearity with the Group variable, we considered that statistical correction was not appropriate. Alternatively, in a supplementary analysis, we also tested if adding Gender as an independent variable into the model would improve the model evidence (Burnham and Anderson, 2002, Supplementary Table 1). The goodness of fit tests Akaike information criterion (AIC, Akaike, 1974) and Bayesian information criterion (BIC, Schwarz, 1978) were adopted for reflecting the influence of the gender effect on the models. Include both the AIC and BIC would increase the robustness of the results as they have different requirements on the number of predictors. We conjectured that incorporating gender into the models would not improve the model evidence. The goodness-of-fit tests were performed with the R/lmerTest.




RESULTS


Behavioral

No significant between-group differences were found in the scores of the PANAS and C-STAI. For the C-LASER, as expected, the PC group had a significantly higher mean score in the “Pre-contemplation” subscale than the RD group while the RD group had a significantly higher score in the “Contemplation” subscale than the PC group (Table 1). The Condition effect on the reaction times was statistically significant, F(1, 28) = 33.66, p < 0.005 (Table 2). However, the Group, [F(1, 28) = 0.11, p = 0.741], and Group × Condition effects, [F(1, 28) = 0.16, p = 0.688], were not significant. The mean RT of the MI-C trials (Mean = 932.31 ± 72.59 ms) was significantly shorter than that of the MI-INC trials (Mean = 1115.53 ± 83.46 ms), t = −5.887, p < 0.005.


Table 2. Comparisons of the response times (RTs), return to work readiness (RTW-R) ratings, and content relevance (C-REL) ratings for the MI-congruent and incongruent statements between participants in the pre-contemplation (PC) and readiness (RD) groups.

[image: Table 2]


RTW Readiness Ratings

The Condition effect on the RTW-R ratings was statistically significant, [F(1, 28) = 66.61, p < 0.005]. However, the Group [F(1, 28) = 0.01, p = 0.922] and Group × Condition effects, [F(1, 28) = 3.72, p = 0.64] were not statistically significant. The mean RTW-R rating for the MI-C trials (Mean = 3.86 ± 0.10) was significantly higher than that for the MI-INC trials (Mean = 2.79 ± 0.10), t = 7.804, p = p < 0.005.



Statement Content Relevance Rating

The Group × Condition effects on the C-REL were statistically significant, [F(1, 28) = 5.38, p = 0.028]. The Condition effect was significant, [F(1, 28) = 11.78, p = 0.002], but the Group effect was not significant, [F(1, 28) = 0.05, p = 0.825]. In the RD group, the C-REL ratings of the MI-C trials were higher than those of the MI-INC trials, t = 3.81, p = 0.002, which was not the case for the PC group, t = 0.85, p = 0.41. No significant differences were found in the C-REL ratings of the MI-C statements between the two groups, t = −1.353 p = 0.187. The relationships between the C-REL ratings and RTW readiness ratings in the MI-C statements were moderate in the RD group, r = 0.658, p = 0.008 but not in the PC group, r = 0.416, p = 0.123.




Event-Related Potential

The scree plot suggested a 7-factor temporal and 3-factor spatial solution. The components were TF4SF1 (i.e., temporal factor 4, spatial factor 1), TF1SF1, and TF5SF1 (Figures 3, 4). They were identified as the P200, N400, and LPC with the peak latencies and channels as 172 ms at FCz, 368 ms at FP2, and 705 ms at Fz, respectively.


[image: Figure 3]
FIGURE 3. ERP waveforms and temporal factors identified based on the temporal principal component analysis. After temporal PCA, three out of the seven temporal components conformed to P200, N400, and LPC. TF denoted temporal factor.



[image: Figure 4]
FIGURE 4. The topography and latency of the P200, N400, and LPC components. The first spatial component of each of the temporal components were then identified. Grand average of the selected temporal-spatial components for each of the conditions were calculated and showed.


The centro-frontally oriented P200 showed significant Group, [F(1, 30) = 4.89, p = 0.035] and Condition effects on the amplitudes, [F(2, 60) = 15.07, p < 0.001], but non-significant interaction effects, [F(2, 60) = 0.78, p = 0.465]. The RD group had less positive amplitudes than the PC group, t(30) = 2.21, p = 0.035. The MI-C condition had less positive amplitudes than the MI-CON condition, t(60) = 5.03, p < 0.001.

The N400 showed significant Condition effect on the amplitudes, [F(2, 60) = 8.67, p < 0.001]. The Group, [F(1, 30) = 1.59, p = 0.217] and interaction effects were not significant, [F(2, 60) = 0.12, p = 0.889]. The MI-C condition showed significantly more negative amplitudes than the MI-CON, t(60) = 4.11, p < 0.001.

The frontal LPC showed significant Group, [F(1, 30) = 4.93, p = 0.034], and Condition effects on the amplitudes, [F(2, 60) = 4.31, p = 0.018]; the Group × Condition effect was also significant, [F(2, 60) = 3.18, p = 0.049]. The MI-C and MI-INC conditions of the PC group had significantly more positive amplitudes than the RD group (MI-C: t(54.3) = −2.23, p = 0.03; MI-INC: t(54.3) = −2.82, p = 0.007). Within the PC group, the MI-INC showed significantly more positive amplitudes than the MI-C, t(60) = −2.01, p = 0.049. Within the RD group, all the comparisons of the LPC amplitudes were statistically not significant: MI-C vs. MI-INC, t(60) = −1.1, p = 0.274; MI-C vs. Control, t(60) = −0.85, p = 0.397. Between-condition contrasts of amplitudes for P200, N400, and LPC are presented in Figure 5.
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FIGURE 5. Between-condition contrasts of amplitudes for P200, N400, and LPC for the pre-contemplation (PC) and readiness stage of change group (RD). There was significant main effect of group and condition for P200 potentials, and post-hoc test indicated there was significant differences between Ml-CON and Ml-C. There was significant main effect of condition for N400 potentials, and post-hoc test showed that there was significant differences between Ml-CON and Ml-C. There was significant group-condition interaction effect for LPC. For PC, Ml-INC was more positive than Ml-C. Between PC and RD, Ml-C and Ml-INC were more positive in PC than that of RD. *p < 0.05, **p < 0.01, ***p < 0.001.


The main effect of Gender, and Gender × Condition effects were found non-significant on the amplitudes of the P200 {Gender: [F(1, 30) = 1.568, p = 0.22], Condition: [F(2, 60) = 17.53, p < 0.001], Interaction: [F(2, 60) = 1.963, p = 0.15]}, N400 {Gender: [F(1, 30) = 0.122, p = 0.73], Condition: [F(2, 60) = 8.45, p < 0.001], Interaction: [F(2, 60) = 0.07, p = 0.93]}, and LPC {Gender: [F(1, 30) = 2.28, p = 0.14], Condition: [F(2, 60) = 3.881, p = 0.03], Interaction: [F(2, 60) = 0.12, p = 0.89]}. The goodness of fit tests AIC and BIC appeared to converge, suggesting that adding the Gender effect did not significantly modify the results obtained from the original model (Supplementary Table 1). Hence, the rest of the results and their discussions will base on those obtained from the original models.

The correlations between the participants' amplitudes and the linguistic task's reaction times were all not significant. There were between-group differences in the correlational patterns between the ERP's amplitudes and clinical measures scores. In the PC group, the participants' scores on the negative affect subscale of PANAS moderately correlated with the amplitudes of N400 for both the MI-C statements (r = 0.607, p = 0.016) and the MI-INC statements (r = 0.649, p = 0.009), which was not the case for the RD group.




DISCUSSIONS

This study employed a linguistic method to understand the neural processes associated with reading MI-related content. The main findings are that the MI-related contents appear to elicit emotional perception, cognitive appraisal, and emotional appraisal processes. More importantly, the emotional appraisal process, unique to this study's task design, suggests a possible conflict between the MI-related content and the participants' internal values. The emotional perception and cognitive appraisal processes are based on the significant between-condition contrasts in the frontally oriented P200 and N400. The emotional appraisal process is evident in the significant interaction effects on the frontal LPC. Among all the behavioral variables, only the negative affect in the pre-contemplation participants and the state-trait anxiety in the readiness participants significantly correlated with the captured neural activities, which are interesting findings.

The results suggest differences in emotional states when participants in the two sample groups appraised the MI-related content. Participants in the pre-contemplation stage appear to differ in their emotional appraisal of the MI-related contents from those in the other readiness stages. The more positive-going LPC suggests that the pre-contemplation group participants would have evaluated the MI-related contents more deviated from their values in return-to-work than the readiness group participants. The observation of the pre-contemplation participants' incongruent values is substantiated by the more positive LPC for the MI consistent than for the MI inconsistent contents. In contrast, the readiness group participants would have had similar subjective values (or ambivalence) in evaluating the MI-related contents as no significant differences in the LPC amplitudes were revealed across all types of statements.


LPC

The most significant results are in the between-group differences in the frontal LPC, which supported the hypothesis of this study. The peak of the amplitude of the LPC was identified as 705 ms around the centro-frontal area. It is comparable to the frontal P600 reported in a linguistic study by Delogu et al. (2019). The frontal LPC is a marker in other studies on processing the emotional contents of words (Wang et al., 2019) and their evaluation (Yang et al., 2018). A recent review of the semantic P600 indicates its role in syntactic manipulation response to semantic anomalies (Leckey and Federmeier, 2020). The more positive going P600 was found to associate with the reprocessing of syntactic after semantic integration (Delogu et al., 2019). In moral studies, more positive-going LPC was found to relate to the processing of value-inconsistent statements when compared with value-consistent statements (Kunkel et al., 2018). Taken together, the more positive-going LPC would reflect appraisal of the syntactic content of the statements which to the injured workers have a salient emotion component. The pre-contemplation group showed more positive-going LPC than the readiness group. It is noteworthy that the differences in the emotional appraisal processes were observed in both the MI consistent and inconsistent contents among the pre-contemplation participants. This is contrary to the readiness participants who showed no significant between-condition differences in the LPC amplitudes. In the MI theory, this indicates ambivalent values (Leffingwell, 2020) among the readiness participants in relating to the semantic contents of return-to-work. Ambivalence, referring to the stage of change model, has been reported as characterizing the values and feelings of those in the contemplation stage (Aasdahl et al., 2018). This matches the sample composition of the readiness group participants of whom eight were classified under contemplation dominance. The heterogeneity in the readiness group may also explain the inconsistency between the within-group LPC amplitude differences and the participants' statement content relevance ratings. Participants in the readiness group found the MI consistent contents more relevant to them than the MI inconsistent contents, which would have been expected to show differences in the LPC amplitudes between the two types of statement contents. Future studies are to consider comparing the potential differences in the LPC between these two readiness groups.

There are two implications of the findings. First, the content effects of both the MI consistent and inconsistent statements were significant during the emotional appraisal process. Differential effects were observed among participants in different stages of change, with the largest effect among those in a pre-contemplation stage. Second, the lack of difference in the elicitation of the LPC between the MI consistent and inconsistent statements provides further support to the ambivalence of value characterizing those in the contemplation stage.



P200 and N400

The hypothesis on the between-group differences in the amplitudes of P200 was supported, but that on the amplitudes of the N400 was not. Regarding the P200, the centro-frontal positive component peaked at 172 ms. The results of a linguistic study related the frontal P200 to the increases in attention on the targeted words (Yang et al., 2019); while in moral decision-making study, the more positive-going P260 was found to reflect an early affective reaction to dilemma conflict (Sarlo et al., 2012). In this study, both groups showed more positive-going P200 in response to the MI-CON than MI-C trials. This finding suggests that the MI consistent words would have attracted less attention and lower dilemma conflict than the control words among the participants, regardless of their readiness stages. On the other hand, the more positive-going P200 found in the readiness than pre-contemplation group suggests that the MI consistent words would have attracted more attention and higher dilemma conflict in the former than the latter group. These results are in line with those reported in a study conducted by Biau et al. (2018) that the P200 amplitudes reflected the increased attention in processing the relevant information. Thus, for injured workers in a readiness stage, their engagements in the return to work process would have prepared them to perceive the semantic contents as more consistent than the pre-contemplating counterpart.

In contrast to the P200, there was no significant between-group difference in the amplitudes of the frontally oriented N400. Instead, both groups showed more negative-going N400 in response to the MI-C than MI-CON trials. The topography and latency of the N400 revealed in this study are consistent with those reported in Hundrieser and Stahl (2016). As N400 reflects cognitive evaluation of the stimulus contents, the results suggest that participants, regardless of their readiness stages, would have regarded the MI consistent words as value-inconsistent than the control words. Our interpretations of the results are in line with those reported in other studies. For instance, the frontal N400 was associated with the cognitive evaluation of semantically incongruent words (Yang et al., 2018). The more negative-going N400 is associated with value inconsistent statements and expectation-violation information (Peng et al., 2020). In cognitive evaluation, the participants would have accessed the long-term memory and compared their prior knowledge and experience with the MI consistent words (e.g., Bechtold et al., 2019). It is noteworthy that significant correlations between the N400 amplitudes and the level of negative affect existed only among participants in the pre-contemplation group. As more negative N400 amplitudes relate to incongruent value, it is plausible that participants who found the MI consistent contents more incongruent with their values would have a higher level of negative affect. However, this phenomenon did not seem to apply to those who were in the readiness stages.

It is noteworthy that in both P200 and N400, no significant differences were found between the MI-C and MI-INC conditions, which is counterintuitive. It is plausible that the non-significant results would have been attributed to the relatively low salience of the inconsistent words used in the MI-INC trials. Despite the significant between-condition differences, the means of the return to work relevance ratings (RTW-R) ratings were 3.86 vs. 2.79 out of 5.0 for the MI-C and MI-INC, respectively. The low salient effect may be due to only three words were used to convey the inconsistent content. Future study is recommended to address the impact on stimuli's salience on influencing the results.

The significant findings of the P200 and N400 revealed that early processing of the MI consistent content involved emotional perception and cognitive appraisal. In comparison with the late emotional appraisal, these two early processes seem to be independent of the top-down readiness status of the participants. The salience of the MI consistent contents, in the form of a few words, is also demonstrated in this study, highlighting the usefulness of the MI change talks as a medium in counseling.

There are a few limitations to this study. First, the results did not reveal a significant P300 component that has been commonly reported in other studies. This perhaps was due to the design of the MI-C vs. MI-INC and MI-C vs. MI-CON that may have eliminated the P300 common to all conditions. Second, the sample size of the pre-contemplation and readiness groups was relatively small and may have reduced the power of the analyses conducted. The readiness group was composed of participants who were classified under the contemplation, and preparation and action work readiness, which increased within-group heterogeneity and hence further reduced the power. Readers should therefore be cautious when interpreting the results. Future study would be to use a larger size and more homogeneous samples in replicating the study. Other studies could incorporate the EEG components into testing the outcomes of motivational interviewing as an intervention to facilitate behavioral change. Third, this study did not have a non-injured worker control group. The unique characteristics of the injured worker participants, such as their physical impairments and psychological responses to the injuries, could have confounded the between-group results. Fourth, although no significant effects were found, the possibility of the influences, such as emotional processing (Wager et al., 2003; Weisenbach et al., 2014), cannot be eliminated due to the unequal gender composition between the two groups. Future research can consider increasing the sample sizes and incorporating a similar gender composition and non-injured workers as controls to replicate the study.




CONCLUSIONS

This study aimed to construct the neural processes in counseling through the way participants process therapists' statements, including emotional perception (P200), cognitive appraisal (N400), and semantic integration in late emotional appraisal (LPC). The study used abstracted therapists' statements in motivational intervention interventions by focusing on the skills of reflections and affirmations. The results illustrated that the participants had values congruent in processing the motivational interviewing consistent statements. This may provide evidence to support the efficacy of the semantic contents of MI statements as the technical component in a MI mechanism. The LPC interaction effect confirms the differentiation of participants in various stages of change in counseling, and that they are likely to have different subjective values in processing the therapists' statements.
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Iman Ghodratitoostani1*, Oilson A. Gonzatto Jr2, Zahra Vaziri3, Alexandre C. B. Delbem1, Bahador Makkiabadi4,5, Abhishek Datta6, Chris Thomas6, Miguel A. Hyppolito7, Antonio C. D. Santos3, Francisco Louzada2 and João Pereira Leite3*


1Neurocognitive Engineering Laboratory, Center for Engineering Applied to Health, Institute of Mathematics and Computer Science, University of São Paulo, São Carlos, Brazil

2Institute of Mathematics and Computer Science, University of São Paulo, São Carlos, Brazil

3Department of Neuroscience and Behavior, Faculty of Medicine of Ribeirão Preto, University of São Paulo, Ribeirao Preto, Brazil

4Research Center for Biomedical Technologies and Robotics, Institute for Advanced Medical Technologies, Tehran, Iran

5Department of Medical Physics and Biomedical Engineering, School of Medicine, Tehran University of Medical Sciences, Tehran, Iran

6Soterix Medical, New York, NY, United States

7Department of Ophthalmology, Otorhinolaryngology, Head and Neck Surgery, Ribeirão Preto Medical School, University of São Paulo, Ribeirao Preto, Brazil

Edited by:
Carmen Moret-Tatay, Catholic University of Valencia San Vicente Mártir, Spain

Reviewed by:
Ghazaleh Soleimani, Amirkabir University of Technology, Iran
 Shubhajit Roy Chowdhury, Indian Institute of Technology Mandi, India

*Correspondence: Iman Ghodratitoostani, iman.ghodrati@usp.br
 João Pereira Leite, jpleite@fmrp.usp.br

Specialty section: This article was submitted to Cognitive Neuroscience, a section of the journal Frontiers in Human Neuroscience

Received: 09 November 2021
 Accepted: 23 March 2022
 Published: 12 May 2022

Citation: Ghodratitoostani I, Gonzatto OA Jr, Vaziri Z, Delbem ACB, Makkiabadi B, Datta A, Thomas C, Hyppolito MA, Santos ACD, Louzada F and Leite JP (2022) Dose-Response Transcranial Electrical Stimulation Study Design: A Well-Controlled Adaptive Seamless Bayesian Method to Illuminate Negative Valence Role in Tinnitus Perception. Front. Hum. Neurosci. 16:811550. doi: 10.3389/fnhum.2022.811550



The use of transcranial Electrical Stimulation (tES) in the modulation of cognitive brain functions to improve neuropsychiatric conditions has extensively increased over the decades. tES techniques have also raised new challenges associated with study design, stimulation protocol, functional specificity, and dose-response relationship. In this paper, we addressed challenges through the emerging methodology to investigate the dose-response relationship of High Definition-transcranial Direct Current Stimulation (HD tDCS), identifying the role of negative valence in tinnitus perception. In light of the neurofunctional testable framework and tES application, hypotheses were formulated to measure clinical and surrogate endpoints. We posited that conscious pairing adequately pleasant stimuli with tinnitus perception results in correction of the loudness misperception and would be reinforced by concurrent active HD-tDCS on the left Dorsolateral Prefrontal Cortex (dlPFC). The dose-response relationship between HD-tDCS specificity and the loudness perception is also modeled. We conducted a double-blind, randomized crossover pilot study with six recruited tinnitus patients. Accrued data was utilized to design a well-controlled adaptive seamless Bayesian dose-response study. The sample size (n = 47, for 90% power and 95% confidence) and optimum interims were anticipated for adaptive decision-making about efficacy, safety, and single session dose parameters. Furthermore, preliminary pilot study results were sufficient to show a significant difference (90% power, 99% confidence) within the longitudinally detected self-report tinnitus loudness between before and under positive emotion induction. This study demonstrated a research methodology used to improve emotion regulation in tinnitus patients. In the projected method, positive emotion induction is essential for promoting functional targeting under HD-tDCS anatomical specificity to indicate the efficacy and facilitate the dose-finding process. The continuous updating of prior knowledge about efficacy and dose during the exploratory stage adapts the anticipated dose-response model. Consequently, the effective dose range to make superiority neuromodulation in correcting loudness misperception of tinnitus will be redefined. Highly effective dose adapts the study to a standard randomized trial and transforms it into the confirmatory stage in which active HD-tDCS protocol is compared with a sham trial (placebo-like). Establishing the HD-tDCS intervention protocols relying on this novel method provides reliable evidence for regulatory agencies to approve or reject the efficacy and safety. Furthermore, this paper supports a technical report for designing multimodality data-driven complementary investigations in emotion regulation, including EEG-driven neuro markers, Stroop-driven attention biases, and neuroimaging-driven brain network dynamics.

Keywords: evaluative conditional learning, neurofunctional tinnitus model, positive emotion induction, high definition-transcranial direct current stimulation, loudness misperception correction, adaptive seamless study design, bayesian method, dose-response relationship


1. INTRODUCTION

Tinnitus is a Conscious Attended-Awareness Perception (CAAP) of sourceless sound. Several studies have reported that auditory phantom perception affects 30% of the general population worldwide (Mills et al., 1986; Heller, 2003; Coelho et al., 2007; Savastano, 2007). It remains unclear why only 17% of the affected subjects experience bothersome when perceiving tinnitus (Axelsson and Ringdahl, 1989). Several cognitive and behavioral theoretical models have attempted to unravel the impact of psychological factors and associated mechanisms in triggering or mitigating tinnitus distress (Jastreboff, 1990; Hallam et al., 2004; Zenner and Zalaman, 2004; Andersson and McKenna, 2006; Zenner et al., 2006; McKenna et al., 2014; Ghodratitoostani et al., 2016a,b). Hallam et al. (2004) proposed that failure in habituation to tinnitus causes increased awareness because of negative appraisal and emotional significance. Subsequently, classical conditioning was proposed as the principal mechanism behind the aversive emotional states of tinnitus (Jastreboff, 1990). Later, Zenner et al. (2006) postulated that tinnitus sensitization develops when perceiving sound is classified as noxious, fear-inducing, unpredictable, and might cause a sense of deficiency in coping, and helplessness (Zenner and Zalaman, 2004; Zenner et al., 2006). McKenna et al. (2014), in their study, documented that cognitive misinterpretation of the tinnitus results in distress and physiological arousal, leading to distorted perception from sensory input.

Different attentional paradigms have revealed significant impairments in selective attention among tinnitus patients (Jastreboff, 1990; Baguley et al., 2013; Roberts et al., 2013; McKenna et al., 2014; Li et al., 2015). Trevis et al. (2016) reported that patients with chronic tinnitus had weaker performance in cognitive tasks in a silent room with repetitive background noise than the healthy controls. Emotional Stroop Task (EST) is one of the earliest methods developed for assessing attentional bias to emotional or concern-relevant information Gross (2013) and Davidson et al. (2000). Recently, Ghodratitoostani et al. (2016b) proposed the Neurofunctional Tinnitus Model (NfTM) and highlighted that the CAAP of tinnitus is essential for causing bothersome. NfTM classifies tinnitus patients into two stages: A) “Neutral stage”: perceiving tinnitus without distress reaction and B) “Clinical distress stage”: experiencing distress reaction because of the corresponding negative valence when the tinnitus is perceived (Ghodratitoostani et al., 2016a,b). Valence represents emotional states varying along a continuum from positive to negative feelings with a neutral midpoint (Bradley and Lang, 1994). Tinnitus-related valence progressively becomes negative through the Evaluative Conditional Learning (ECL) mechanism wherein repeated pairing of neutral tinnitus conditioned with similar or different negative stimuli unconditioned develops negative valence (De Houwer et al., 2001; Ghodratitoostani et al., 2016b). On the other hand, negative appraisals such as “The noise makes my life unbearable,” “it will drive me crazy,” or “it will overwhelm me” (Handscomb et al., 2017) intermittently reinforce the cognitive value of tinnitus. Appraisal and ECL mechanisms drive tinnitus-related cognitive-emotional value and lead to preferential attention allocation to the sound and prolonged tinnitus perception [13]. Contrarily, NfTM has postulated that the CAAP of tinnitus concurrently presenting positively-valenced stimuli might improve negative valence and might lead to perceiving tinnitus less frequently and with a lower level of distress (Ghodratitoostani et al., 2016b). Cognitive functions suggested in NfTM can also be embodied in the emotion regulation process model (Gross, 1998, 2013) of tinnitus, which predicts that the tinnitus loudness misperception may be associated with the negative valence and selective attention. NfTM also postulates that continuous evaluation of tinnitus valence, comparing this valence with those of other sensory and auditory inputs, and monitoring persistent perception occurs in the prefrontal cortex (Ghodratitoostani et al., 2016b). More specifically, the dlPFC revealed associations between auditory attention (Breit et al., 2004) and the processing of emotional information (Steele and Lawrie, 2004; Jacob et al., 2014). Neuroimaging studies on emotion have shown enhanced activity in dlPFC, especially on the left hemisphere. An association between positive mood orientation and positive-stimuli processing was also noticed (Davidson et al., 2000). NfTM proposed that anodal tDCS modulatory effect at the left dlPFC reinforces the induced positive emotional stimulation and reduces tinnitus-related negative valence. Using tDCS for relieving tinnitus-related negative valence (Ghodratitoostani et al., 2016b) depends on the effect of electrical stimulation on the active brain networks, that reinforce or decline the excitability underneath the anode or cathode, respectively (Rahman et al., 2013). The impact of down-regulating negative emotional processing was documented with the application of anodal tDCS on dlPFC, but not with the cathodal stimulation in some studies (Nitsche and Paulus, 2000; Fregni et al., 2005; Lang et al., 2005). tDCS specificity generally depends on functional and anatomical targeting mechanisms. Targeting refers to subthreshold modulatory-effects on particular functionally-active brain regions regarding stimulation (anodal or cathodal) montages. Functional targeting in tDCS applications may occur through preferentially modulating persistent function on an active brain network (Jackson et al., 2016). Functional targeting may also occur due to applied bias to different synaptic inputs (Bikson and Rahman, 2013). Anatomical targeting is the focal neuromodulation on specific brain regions by delivering the desired electrical dose achieved only by regulating the tDCS parameters (Peterchev et al., 2012). The dose-response relationship can be measured after assessing the response of the associated functionally-active networks affected via induced current circuitry, even though the brain targeted region is involved in multiple tasks during tDCS stimulation (Bikson and Rahman, 2013). HD-tDCS employs multielectrode montages to improve the anatomical targeting by enhancing the focality of current flow (Dmochowski et al., 2011; Bikson and Rahman, 2013). The electrical-dose of tDCS emerges from stimulation device settings that affect the electrical field generated in the targeted brain areas. Dose parameters include stimulation waveform (direct current-DC), intensity, duration, polarity, montage, number of sessions; number, type, and shape of electrodes (Peterchev et al., 2012). The dose can be calculated by multiplying current-intensity by time (duration of stimulation) formulated in Equation (1) below
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while electrode type, waveform, polarity, applied intensity, and montage remain constant (Jamil et al., 2017). Individual anatomical variations in head size, skull, skin thickness, and color have been shown to affect Dose to the targeted area (Thomas et al., 2019). The mechanism of current-intensity, duration, electrode size, and montage affecting tDCS-related responses remains inconsistent (Monte-Silva et al., 2013; Esmaeilpour et al., 2018; Agboada et al., 2019; Jamil et al., 2020). Moreover, determining sufficient stimulating sessions and intervals pose potential challenges associated with clinical treatment planning while considering the individual diversity in brain anatomy, connectivity, and emerging functions (Goldsworthy and Hordacre, 2017; Jamil et al., 2017; Thomas et al., 2019). In this study, we employed the self-assessment Tinnitus Loudness Questionnaire (TLQ) scale as a surrogate endpoint to verify the correction of loudness misperception in correlation with ongoing modulations of tinnitus negative-valence. TLQ was regularly collected under applying HD-tDCS concurrent with positive emotion induction (through presenting positively-valenced pictures) against only positive emotion induction. Moreover, ongoing recording variations of TLQ rating concurrent with HD-tDCS helped investigate the dose-response relationship. We primarily hypothesized that the conscious pairing of adequate pleasant visual stimuli concurrent with tinnitus perception results in correction of loudness misperception. Second, Active HD-tDCS on the left dlPFC facilitates the correction of loudness misperception. So, the dose-response relationship between HD-tDCS specificity and the correction of loudness misperception is proposed. We designed a well-controlled, two-stage, seamless, adaptive double-blind, and randomized crossover trial, and conducted a pilot study on six tinnitus patients for sample size calculation, clinical endpoint (minimally clinical efficacy) optimization, and dose selection in a single-session stimulation. We applied conventional and adaptive approaches for seamless statistical Bayesian design for analytical comparison. Meanwhile, the designed protocol promotes data-driven investigation on EEG-driven neuro markers, Stroop-driven attentional bias, and neuroimaging-driven brain network connectivity-dynamics. These are explained in the latter part of this paper.



2. MATERIALS AND METHODS


2.1. Inclusion/Exclusion Criteria

A total of six patients, referred to the Specialized Center of Otorhinolaryngology and Speech Therapy, Medical Complex Hospital of Ribeirão Preto, Medical School-University of São Paulo, (HCRP- FMRP-USP), Brazil (HCRP No. 55716616.1.1001.5440), were recruited for the pilot study. Literate patients with constant bilateral subjective tinnitus, normal hearing, or utmost moderate sensorineural hearing loss, normal color vision, and no history of psychoactive medication were included. Patients with pulsatile tinnitus, Meniere's disease, otosclerosis, chronic headache, and other neurological disorders such as brain tumors, and those treated for mental or central nervous system disorders were excluded. All recruited patients signed written informed consent.



2.2. Audiological and Tinnitus Psychoacoustic Evaluation

All the recruited participants underwent Pure Tone Audiometry (125–16,000 Hz) for hearing assessment at recruiting time. Psychoacoustic evaluation of tinnitus was performed at recruiting time and before and after each session, including, Laterality, Similarity, Pitch Matching test (PMT), Hearing Threshold Level (HTL), Loudness Match Test (LMT), Minimal Masking Level (MML), and loudness discomfort level (LDL). We explored Complete procedures in Supplementary Materials.



2.3. Baseline Assessment and Instruction

In the screening session, patients filled in Tinnitus Sample Case Tinnitus Sample Case History Questionnaire (TSCHQ), Tinnitus Handicap Inventory (THI), Tinnitus Impairment Questionnaire (TBF-12), Tinnitus Severity (TS), Major Depression Inventory (MDI), the Portuguese Short version of the State Trait Anxiety Inventroy Small Questions (STAI-S6), and the WHO-Quality of Life instrument (WHO-QoL). All the patients were adequately trained for adhering to proper instructions about the given tasks of the experiment. The tasks were as under.

1. Not moving their head and body,

2. Focusing on their tinnitus sound while enjoying the pictures,

3. Answering TLQ, which was frequently presented on LCD as “scale your tinnitus loudness”, by pressing a key from F1 to F10 on the modified keyboard, and

4. Accurately adjusting fingers on the corresponding colored keys during the EST, ignoring the meaning of the words and responding to their color as fast as possible. Additionally, they were asked to avoid drinking coffee, alcoholic beverages, and cigarette smoking at least 24 h before the experimental sessions.




3. STUDY DESIGN

An adaptive seamless observational crossover, randomized, double-blind study was designed in the following three sessions:

1. Active-Control or positive emotion induction (PEI) via the presentation of a set of validated positively-valenced pictures,

2. Anodal HD-tDCS4×1 (20 min, 2 mA with 30 s Ramp-up/ ramp-down) concurrent with PEI, and

3. placebo-like effect i.e., sham stimulation concurrent with PEI (Figure 5D).

An audiologist assisted and accompanied the patients through the experiment. The audiologist instantly before and after each session was responsible for the evaluation of the clinical tinnitus to measure tinnitus type, side, and pitch to specify its psychoacoustic parameters. The patients were tested to identify the best match to the perceived frequency of their tinnitus, followed by assessments of tinnitus-related parameters. Such parameters included the hearing HTL, LMT, MML, and LDL, which took 5–15 min only. The patients sat on a fixed pneumatic-armchair in a dark and quiet experiment room in front of a 40-inch LCD at 185 cm distance. Chair height was calibrated individually to ensure that the patients' eyes were at the same altitude from the LCD center. Clinical space was depicted as a 3-Dimensional simulation in Figures 3A–F.


3.1. Main Experiment Questionnaires Battery

Patients were requested to fill up questionnaires, including THI, TBF-12, MDI, STAI-S6, Clinical Global Impression, Mini Sleep Questionnaire (MSQ), and TS questionnaires. The latter was obtained both before and after each session.


3.1.1. Patient Preparation

Before each session, the EEG Cap-HydroCel EGI-Net was soaked in a solution of 12 mg potassium chloride (KCL) and 10 mL baby shampoo in 1-liter water for 5 min. The maximum circumference was measured for selecting the correct EGI-Net size; the vertex (CZ) was marked on the patient's head. HD-tDCS4X1 electrode holders were mounted between the EGI-Net elastomers at appropriate places as defined by the head model (Figure 5A). The channel gains were measured to confirm whether all impedances of all the sensors were low enough (<50 KΩ in EGI-Net machine). After data acquisition, EGI-Net was washed with tap water to clean the conductive solution and gel used for EEG and HD-tDCS4×1.




3.2. Functional Targeting: The Region of Interest Left-Dorsolateral Prefrontal Cortex

dlPFC is believed to be associated with auditory attention (Breit et al., 2004), auditory processing (Ostrem and Starr, 2008), and emotional processing (Davidson et al., 2000). Neuroimaging investigations revealed the key role of dlPFC in the positive mood (Davidson et al., 2000), emotional processing (Herrington et al., 2005; Rosa et al., 2017), and attentional processing of emotional information (Steele and Lawrie, 2004; Jacob et al., 2014). Furthermore, according to the brain asymmetry model in emotional processing, the left hemisphere prevails over positive emotions; whereas the right hemisphere dominates negative ones (Canli et al., 1998; Alves et al., 2008; Mondino et al., 2015). In line with the Valence Theory within the side-lateralized activity, Vanderhasselt et al. (2013) proposed that the anodal tDCS of left-dlPFC increases neural activity in the left hemisphere and leads to preferential cognitive control for positive information (Vanderhasselt et al., 2013). Non-invasive Brain Stimulation (NIBS) on the left-dlPFC of healthy individuals unveiled modulatory effects on emotional processing. The patients perceived adverse stimuli less negative (Pena-Gomez et al., 2011), enhanced positive stimuli (Nitsche et al., 2012), weakened perception and attention toward negative stimuli (d'Alfonso et al., 2000; De Raedt et al., 2010), and increased positive information retrieval (Mondino et al., 2015) as compared to sham stimulation groups. In contrast, NIBS over right dlPFC showed more identification and attention to negative stimuli and less cognitive control upon negative stimuli (d'Alfonso et al., 2000; De Raedt et al., 2010), though no effect on mood change was expressed (Mondino et al., 2015). Herrington et al. (2005) observed that pleasant words triggered higher activity on the left side dlPFC than on the right one. Furthermore, EEG and functional Magnetic Resonance Imaging (fMRI) studies illustrated that high levels of baseline activity on the left prefrontal cortex had brightened the prospects of suppressing negative emotions (Jackson et al., 2000, 2003; Weissman and Hirsch, 2000; Ochsner et al., 2002).



3.3. High Definition- Transcranial Direct Current Stimulation

A battery-driven current source 1 × 1 DC-Stimulator (Soterix Medical, NY, USA) and a 4 × 1 distributor (Soterix Medical, NY, USA) were administered to deliver 2 mA, HD-tDCS for 20 min with a 30 s ramp up and 30 s ramp down. High-definition gel-based electrodes were used to increase anatomical focality in comparison to conventional electrode pads (Nitsche et al., 2007). According to the head model designed for anodal stimulation of the left-dlPFC (As illustrated in Figure 1) and also the international 10-10 EEG system (Jurcak et al., 2007), the center electrode was placed on F3 with a 2 mA current set. The four cathode-electrodes were placed over F1, F5, AF3, and FC3 and the circuit was closed uniformly dividing total current among the four cathodes placed approximately 3.5 cm away from the anode (Figure 1A4). Such stimulation electrodes were mounted on a 256-channel EEG-Net.
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FIGURE 1. Current Distribution Model, (A) 2D Brain Cross-sections, and MNI position = [ −42, 36, 35 ] (A1) Coronal Slice [56], (A2) Sagital Slice [49], (A3) Axial Slice [75], and (A4) Electrodes layout, “EEG 10-10 system”| Anode: F3, Cathodes: F1, AF3, AC3, and F5; (B) 3D Brain Cross-sections, (B1) Full Brain, (B2) Top Brain sections, plane-cut: angle by Y[−34.4], angle by X[3.6], and distance from center[7.7]; (B3) Bottom Brain section, plane-cut: angle by Y[97.1], angle by X[5.2], and distance from center[−22.6]; and (B4) Electrodes layout, “MNI Atlas 93-electrodes head model,” Anode: F3, Cathodes: F1, AF3, AC3, and F5.


The sham stimulation was performed for 20-min with the same electrodes montage to generate the placebo-like effect. It started and finished with a 30s ramp-up instantly followed by a 30s ramp-down, but insignificant current delivery in between was documented. In this way, the patients experienced the same sensations as that by active HD-tDCS and were kept blind to the intervention (placebo-like effect).



3.4. Head Model for HD-tDCS

The brain anatomy (different folding patterns in the cortex, the volume of cerebrospinal fluid, and skull thickness) can considerably influence the current distribution within the head between the electrodes. This variability in current flow among subjects needs personalized head models to ensure anatomical focality in transcranial stimulation (Thomas et al., 2019)s. HD-Targets software (Soterix Medical, New York, USA) was employed to find the optimal electrode placement for the anodal stimulation of the left-dlPFC. We adapted a previously developed finite element (FE) model to further analyze the effect of HD-tDCS4×1 electrode montage on the cortical current flow (Datta, 2012). The head model was derived from the classical average brain atlas (ICBM-152; Montreal Neurological Institute, Canada) using a combination of probabilistic segmentation routine, tissue probability map, and a custom segmentation correction script. The template was initially segmented into six tissue categories (scalp, skull, cerebrospinal fluid, gray matter, white matter, and air cavities) (Huang et al., 2013, 2016). Areas representing Brodmann areas (BA) 9 and 46 were manually demarcated in Scan IP (Simpleware Ltd, Exeter, UK) through structures implicated in the tinnitus pathophysiology to analyze current flow patterns. Finally, any outstanding errors in tissue masked continuity were corrected manually. The Gel-based electrodes (12 mm diameter) were imported as computer-aided design (CAD) models and incorporated onto the segmented data to mimic the clinically used montage, anode electrode at F3, and the cathode electrodes at AF3, F1, FC3, and F5. From this segmented dataset, a volumetric mesh was generated and exported to a FE solver (COMSOL Multiphysics 4.3, COMSOL Inc., MA, USA). The following isotropic electrical conductivities (in S/m) were assigned: Scalp − 0.465; skull − 0.01; cerebrospinal fluid − 1.65; gray matter 0 0.276; white matter − 0.126; air 01e − 15; gel 0 0.3; electrode 0 5.8e7 (Datta, 2012). Since BA 9 and 46 regions are derived from the cerebral cortex, they were assigned the gray matter's tissue conductivity.



3.5. Finite Elements Model of the HD-tDCS Montage

The Laplace equation was solved, and the current density corresponding to 2 mA total current was applied. The induced surface electric field electric field (EF) magnitude was determined for the brain and Brodmann regions (BA 9 and 46, explored in Figure 2) separately. The HD montage was characterized by focal or restricted current flow to the region defined by the centered anode electrode extending to the outer cathode electrodes. TwomA current injection resulted in the EF peak value of 0.34V/m located directly underneath the active anode electrode. This peak region corresponding to the left BA-9 region overlapping the region underneath the F3 electrode induces current flow. The induced EF peak drops to 0.19V/m in the left BA 46 region. Minimal current flow in regions other than the left frontal cortex was noticed.
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FIGURE 2. Finite element Model of the HD-tDCS Montage based on the representative MNI 152 template, Top row: Top row: Electrode Montage considered with anode depicted in red and the cathodes depicted in black (left). The underlying brain tissue mask with the individual Brodmann areas regions is depicted in the middle: left BA 9 (purple), left BA 46 (light green), right BA 9 (blue), and right BA 46 (light blue). The HD-tDCS montage in relation to the underlying gray matter and BA masks are shown on the right. Rows 2 − 4: Induced electric field magnitude plots (left side, right side, and top views). We plotted the whole brain in the first column, BA 9 in the middle, and BA 46 in the right.




3.6. Electrophysiology Section of the Experiment
 
3.6.1. High-Density Electroencephalography

The EEG signal accrued for 45 min per session using an EGI-Net (256-channel HydroCel Geodesic Sensor Net) and covered the whole head with less than 20 mm inter-electrode distances (Figure 5A). The 10 − 10 EEG Montage was applied with a reference on Vertex (Cz), recording 1,000 samples per second in a 22-bit analog-to-digital converter (Gajos and Wójcik, 2016) using NetStation 5.4.2 software (EGI, Eugene, OR, USA). Clinical setup was illustrated as a 3-Dimensional simulation in Figure 3.
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FIGURE 3. Clinical space and setup 3-Dimensional simulation for educational approach Exam Room; selected rendered-picture from Panoramic View with Camera at 200 cm Attitude: (A) 0° degree angle (B) 30° degree angle (C) 60° degree angle (D) 90° degree angle. (E) The perspective of the exam room was showed from the LCD's top. Control Room; selected rendered-picture from Panoramic View with Camera at 200 cm Attitude: (F) Exam room view was simulated from the clinician's perspective. (G) The perspective of both exam and control rooms. (H) Overview of the control room and setup.




3.6.2. Universal Marker Interface

A Stimtracker (Cedrus Corporation, San Pedro, CA, USA) was employed to collect and register onset and end time points of different events, including picture presentation, TLQ, tDCS, and Stroop words on EEG signals. Additionally, responses to the Stroop task and TLQ self-assessment were collected via a mechanical keyboard (color programmable, SteelSeries, Apex-M800). Thus, we could analyze event-related potential (ERP) in the Time-Frequency domains. Clinical setup was depicted as a 3-Dimensional simulation in Figure 3H.



3.6.3. Tinnitus Loudness Questionnaire (TLQ-Scale)

During sessions at the beginning and at the end of protocol blocks, patients responded twenty-one times to the TLQ “Scale your tinnitus loudness from 1to10.” Responses were collected by corresponding keys (F1 − F10) and longitudinally analyzed to provide a reliable scale (Breit et al., 2004) to monitor variations in perceived tinnitus loudness in response to the HD-tDCS and to present neutral or emotionally-valenced pictures. Correction of tinnitus loudness misperception modifies TLQ supported the surrogate endpoint for investigations on tDCS- dose efficacy. The dose was calculated after considering fixed-dose parameters and the TLQ response timestamp from tDCS stimulation beginning dose was calculated as per the given Equation 2.

[image: image]

Ultimately, TLQ keeps the patients consciously attended to their tinnitus sound and helps ascertain evaluative conditional learning.



3.6.4. Positive Emotion Induction

Based upon the ECL mechanism, tinnitus neutral sound (conditional stimulus) can obtain negative valence after frequent pairing with negatively-valenced stimuli (unconditional stimulus) (De Houwer et al., 2001). Similarly, we hypothesized that the valence of tinnitus perception paired with positively- valenced stimuli might change to a less negative perception. In practice, specific emotional states can be induced by appropriate and controlled stimuli such as picture, sound, film, text, and virtual reality (Marchewka et al., 2014; Riegel et al., 2016). One of the most commonly applied and accepted stimuli for emotion induction is the use of pictures (Uhrig et al., 2016). The Nencki Affective Picture System (NAPS) is a database of standardized pictures for studying emotion and attention. It provides a detailed list of normative ratings in three dimensions of valence, arousal, and dominance elicited by each picture. It enables researchers to select stimuli triggering a specific customized range of emotions for their experiments (Marchewka et al., 2014). In the rating of the NAPS dataset, valence points to the positive vs. negative emotional state, whereas arousal points to the strength of emotional arousal or excitement (Citron et al., 2014). The pictures were rated using a modified 9-point Likert scale of Self-Assessment Manikin scale for arousal-ratio (Ar): 1= unaroused/calm, 9= aroused/excited; for Valence-ratio (Vr): 1= unhappy/annoyed, 9= happy/satisfied (Riegel et al., 2017). We employed a set of validated positive emotion-inducing pictures from the NAPS dataset to induce positive emotion simultaneously with CAAP of tinnitus to reduce the tinnitus negative valence. Pictures were aligned at a fixed location at the center of the screen in 1, 600 × 1, 200 pixels. We presented neutral pictures (4 < Vr <6 and Ar <6) included in Resting-state (rs) blocks and positive pictures (Vr> 6) included in PEI blocks developed in Superlab Software. The blocks contained 20 pictures, each one presented for 5s, followed by a 500 ms cue (+). Every single block ended with TLQ. The total duration of each block presentation was two min (Figure 4A).
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FIGURE 4. (A) The sequence of picture presentation. During the experiment, 80 neutral pictures and two-hundred positive pictures were displayed. Each picture was presented for 5 s with a cue of 500 ms in between. The positive emotion induction was concurrent with anodal stimulation, sham stimulation, or without any stimulation. Throughout the picture presentation, every 2 min we asked TLQ “Scale your tinnitus loudness from 1to10,” to keep the patients consciously attended to the perception of their tinnitus. The total time duration of the picture presentation was almost 28 min. (B) The sequence of trials in EST. In this task, six neutral and six emotional words, as well as the XXXX string (coming for two consecutive times after each word presentation), were randomly colored in red, blue, yellow, and green producing a total of 24 times for neutral and 24 times for emotional words as well as 96 times the XXXX string presentation, collectively 144 trials. The Patients were instructed to ignore the meaning of the stimuli and just respond to the colors seen by pressing one of the four corresponding keys: Z, X, N, M representing green, yellow, blue, and red, respectively, already programmed and colored on a LED keyboard. Before starting the task, the patients received a 10-s instruction explaining how to adjust their fingers over the four corresponding keys and how to act during the task. Either of the words or the XXXX string was presented for up to 4 s with a cue of 500ms in between, lasting 10min in total. EST was taken twice before and after the main intervention. List of words used in the Emotional Stroop Task. The patients were asked to list-out a set of words describing their tinnitus sound and rate either of the words from 1 (least annoying) to 5 (most annoying) to show how annoying it is. Six words with the highest frequency and annoyance were selected and matched with six neutral words in terms of syllables, word length, and frequency of use within the Portuguese language. “Neutral Wordlist”: {Garrafa, Banheiro, Luz, Antigo, Milho, and Patio}, and “Emotional Wordlist”: {Cigarra, Campainha, Tom, Apito, Grilo, and Radio} Source: Adapted from the Andersson et al. (2000; 2005).


The rs blocks were constructed with neutral pictures that were randomized between sessions and between patients but were presented in the same within-session order. Neutral pictures were selected for evaluating baseline neural activity, which is not elicited by a task. So, the rs block was displayed four times to provide a reference and cover all possible repeated measures of rs brain activity that might be affected by previous tasks (Figure 5C).
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FIGURE 5. (A) Realistic Monatge for 256-channel HydroCel Geodesic Sensor Net, and The left-dlPFC as the Region Of Interest (ROI) is also mounted in the EGI-NET. (B) Co-registered 256-channel EEG, and HD-tDCS Montage on left-dlPFC based on the MR-driven head model. The stimulation electrodes located in electrode holders were placed near the EEG channels. The electrode holder for the anode is shown in red and that for the cathode is shown in blue. The electrode holders are filled with conductive gel. (C) Schemas of the protocol. Initially, the patients filled in different questionnaires- THI, TBF-12, TS, MDI, STAI-S6, and MSQ. Before and after the experiment, psychoacoustic parameters of tinnitus together with the Tinnitus Severity questionnaire were recruited. During the experiment, two sets of pictures were presented with different Valence-ratio (Vr) and arousal-ratio (Ar) rates selected from the NAPS dataset. Neutral pictures (4 <Vr< 6 and Ar< 6) were included in four rs blocks and the positive pictures (Vr> 6) in 2 × 5 consecutive PEI blocks. Each PEI block initiates with four pictures (Vr> 6 and Ar> 6) followed by sixteen pictures (Vr> 6) randomly selected with no replacement from a one-hundred-positive-picture set (Figure 4A). Generally, every single block contained 20 pictures each presented for 5s followed by a cue (+) of 500ms. The blocks were randomized between sessions and between patients but presented in the same order within-session. The total duration of each block presentation was two min. The TLQ “Scale your tinnitus loudness from 1 − 10” was displayed 21 times, and presented in the following order: before-after each resting-state block (containing neutral pictures) and PEI block (containing positive pictures), and after each Emotional Stroop task. Throughout the experiment, the responses of TLQ and EST in blue and green lines, respectively, as well as EEG signals were all recorded via Superlab software (Cedrus Corporation, San Pedro, CA, USA). The total duration of the experiment ranged between 40 and 45 min with regard to the reaction time of patients in EST and responding to TLQ. (D) Timeline of all three sessions of study including anodal stimulation-picture presentation, sham stimulation-picture presentation, only picture presentation is illustrated. In all three sessions, the sequence of presenting pictures, TLQ, and EST are the same as those described in part C. Electrical stimulation periods (sham/Active) were illustrated in movies of Supplementary Materials.




3.6.5. Justification for Resting-State Blocks and Using EEG

EEG is employed to assess the changes in neural activity (Coffman, 2014) before, during, and after administration of the tDCS (Schmidt et al., 2014; Labruna et al., 2016). tDCS can modify EEG components and brain activity that denote neuro-cognitive responses to stimuli. A more in-depth comparison is necessary for understanding the relationship between tDCS effects, changes in EEGs, and related changes in cognition (Bikson et al., 2018). A 20-min positive picture presentation, fully randomized between patients and sessions was designed in ten-blocks constructed from 5-consecutive PEI blocks repeated twice. This was done because positive picture repetition could not modulate Late Positive Potential (Mastria et al., 2017). Each block initiated with four pictures (Vr> 6 and Ar> 6) followed by sixteen pictures (Vr> 6) randomly selected with no replacement from a one-hundred-positive-picture set (Figure 5C).

According to the Arousal-Biased Competition theory, arousal enhances emotional stimuli processing but impairs neutral stimuli (Mather and Sutherland, 2011; Lee et al., 2012, 2014; Sutherland and Mather, 2012; Singh and Sunny, 2017). Since this theory supports biased salient processing, we placed high-arousal-valence pictures (HAV) pictures before high-valence Pictures (HV) pictures per PEI block.




3.7. Emotional Stroop Task

Negative appraisals about tinnitus and frequent coincidence of tinnitus perception with negatively-valenced stimuli can reinforce the corresponding negative cognitive-emotional value and can lead to attentional bias. Through this process, tinnitus sound could be prioritized for further processing and other competing stimuli could be suppressed (Ghodratitoostani et al., 2016b). EST is a well-established paradigm to examine attentional bias and interference effects of emotional stimuli on cognitive processing (Williams et al., 1996; Dresler et al., 2009). In this task, a set of emotional words (relevant to tinnitus) and neutral words (irrelevant to tinnitus) were presented in different colors. The patients were instructed to respond to the color as quickly as possible while reading silently and ignoring the meaning of the words presented. Delayed response to the color of emotionally-laden words vs. neutral words indicates the emotional interference effect and attentional bias to valenced information (Williams et al., 1988, 1996; Andersson et al., 2005). In the current study protocol, the stimuli of EST were provided through the following procedures:

1. Patients were asked to list words that describe their tinnitus sound.

2. Patients rated each word according to its annoyance intensity from 1−5 (the least annoying words were rated 1 and the most annoying as five).

3. A final list of six tinnitus descriptors as the most annoying and frequently reported was chosen.

4. Six neutral words were matched in terms of syllables, word length, and frequency of use within the Portuguese language

5. Six matched-character XXXX-strings were used to identify the semantic effect.

Whole lists (emotion, neutral, and XXXX-string) were randomly assigned to red, blue, yellow, and green colors for the construction of the EST protocol (Andersson et al., 2000, 2005). Before EST, instructions were displayed for 10s giving information about the test and how the patients should adjust their fingers over four keys: Z, X, N, M for green, yellow, blue, and red, respectively already programmed and colored on a LED keyboard. Either of the stimuli was then presented for up to 4s, followed by a 500ms cue (+). Each of the neutral and emotional words was randomly presented four times (N=48 trials) followed by two consecutive XXXX-string (N = 96 trials) to avoid the carryover effect of the emotional words (see Figure 4B). In this study, EST with 144-trials was obtained twice (once before and once after intervention) in each session. Superlab Software (Cedrus Corporation, San Pedro, CA, USA) was used to collect and document the responses together with the corresponding reaction times.



3.8. Magnetic Resonance Imaging (Structural and Functional)

Resting-state functional Magnetic Resonance Imaging (fMRI) applied on recruited patients who underwent a 3.0T MRI examination (Achieva 3.0T X-series, Philips Medical Systems, Best, The Netherlands) using a 32 channel sense head coil at HCRP-FMRP-USP, Brazil. The Ethics Committee of the institution approved the study, and prior-written informed consent from all patients was obtained. Data were collected from September to December 2017, With a minimum of 48 h after their active session. Before each imaging session, the patients responded to the same battery of questionnaires taken throughout the main experimental sessions. During scanning, the patients were asked to raise their thumb if they still perceived the tinnitus sound. To do so, we assured them that the MRI scanner noise would not mask tinnitus sound. Below are the characteristics of the imaging procedures.

• Structural imaging

– 3DT1: The sequence was acquired in the sagittal plane with a1 mm isotropic voxel 3D T1-weighted MPRAGE sequence. Phase and magnitude data were stored. The sequence parameters: 3.2/7.0/8 (TE/TR/Flip angle); slice thickness = 1mm and matrix = 240 × 240, allowing isotropic voxel of 1.0 × 1.0 × 1.0mm, the field of view (FOV), 240(FH) × 240(AP) × 170(RL) mm3, SENSE, 2.

– 3D volumetric Fluid-Attenuated Inversion Recovery sequence (FLAIR): The sequence was acquired in the Sagital plane. The sequence parameters were: 343/5, 000/1, 600 ms (TE/TR/TI); spatial resolution, 1.0 × 1.0 × 1.0 mm3, the field of view (FOV), 240(FH) × 240(AP) × 180(RL) mm3, SENSE,2.

– Diffusion Tensor Imaging (DTI): The sequence acquired in the AXIAL plane using a Fast Spin-Echo echo-planar imaging (EPI) in 32 orthogonal directions. Sequence parameters: 65/8.888/90 (TE/TR/Flip angle); spatial resolution voxel of 2 × 2 × 2 mm, the field of view (FOV) 256, acquisition matrix of 128 × 128, SENSE,2.

• Functional Imaging

– Resting-state (rs): 200 volumes, 29 slices in ascending order without gaps, 4-mm slice thickness, voxel size = 3 × 3 mm, field of view = 240 × 240 mm, TR/TE = 2, 000/30 ms. The silent sequence was designed by setting to maximal (level 5) “soft-tone” parameter offered by the MRI equipment, which reduces the gradient slew rate, leading to lower coil vibration levels (Rondinoni et al., 2013).

The resting-state fMRI reveals correlated activity between mostly separate but functionally connected brain regions and explains the integrity of functional brain circuits in tinnitus patients (Maudoux et al., 2012). The present study aimed at testing whether fMRI "rs" connectivity patterns and dynamics in auditory and emotional networks differ between tinnitus patients and healthy controls. This might offer a better insight into the neural basis underlying the tinnitus pathophysiology and suggests more effective and customized treatment options.




4. STATISTICAL STUDY DESIGN AND SAMPLE SIZE CALCULATION

Food and Drug Administration (FDA) [21 CFR 314.126] recommends performing a well-controlled study for a new drug approval that characterizes with:

• A transparent statement of the research objectives

• A study design allows a valid comparison with control to provide a quantitative assessment of drug effect. placebo-like, Dose- comparison, No treatment, and Active and Historical control.

• Accurate recruiting and inclusion protocol to guarantee selected subjects have the desired condition.

• Reliable randomization procedure to assign recruited subjects with a minimum bias to control and treatment groups.

• Sufficient sample size and Blindness arrangements to minimize the bias on subjects, observers, and data analysts.

• Robust and reproducible assessment of measuring factors.

• Adequate credibility, power, and confidence to evaluate the drug efficacy.

Analogously with well-controlled study characteristics,TLQ was collected through paper-based Tinnitus Severity Questionnaires obtained before and after the experiment, and the pressing corresponding keys on the keyboard during the experiment. TLQ as the surrogate endpoint was measured to test the superiority of concurrent positive emotion induction (PEI) and HD-tDCS against only PEI as an active control. Minimum Clinical Efficacy (δ) is indicated to test superiority. An inappropriate selection of δ can influence sample size calculation and inference validity. The FDA suggests selecting δ between 25 and 50% of the effect size of the active control (Chow et al., 2017). Since PEI has not yet been practiced for the tinnitus population, a Bayesian crossover adaptive “seamless trial” (Chow and Tu, 2008) was designed to study δ and dose selection. The Bayesian model employed the probabilistic model to represent all uncertainties within the model (Gelman et al., 2013), both the hypotheses and the prior knowledge δ. For this, we adapted the sample size for the subsequent confirmatory trial by measuring surrogate endpoints and single session HD-tDCS4×1 dose-response relationship (Figure 6).


[image: Figure 6]
FIGURE 6. Adaptive Seamless Bayesian Study Design: Experiment execution: Study recruitment, randomization, interim applications, three crossover interventions were illustrated. Interventions were PEI, “tDCS + PEI,” and “Sham + PEI.” Six patients were recruited and randomly assigned to the interventions based on the William-design. Conventionally, either (paired sample analysis)TLQ difference between before and after interventions or (longitudinal analysis) repeated measures of surrogate endpoint TLQat specific time-points could be used for sample size calculation. Frequent interim analyses based on Markov-chain Monte Carlo estimate Bayesian posterior probability distributions, with multiple imputation and estimation of unknown trial parameters and patient outcomes. Exploratory and confirmatory stages: The seamless design connects independent trials inside a single study. An Adaptive-Seamless Bayesian (ASB) design consolidates with two stages exploratory-stage and confirmatory-stage. The Minimum Clinical Efficacy (δ) is defined as 50% of the observed effectiveness for PEI treatment, which was determined after assessing the variability observed during the online period. Since PEI has not yet been practiced for the tinnitus population, the Bayesian model utilized the probabilistic model to represent all uncertainties within the model (Gelman et al., 2013), both the hypotheses and prior knowledge (Processed-δ or non-credible δ). Testing hypotheses are H1: The conscious pairing of PEI simultaneously with tinnitus perception results in the correction of loudness misperception. In the current ASB the following hypotheses were tested simultaneously, H2: Active HD-tDCS on the left-DLPFC but not sham facilitates correction of the loudness misperception, and Dose: A dose-response relationship between HD-tDCS dosage and correction of loudness misperception exists. Since the processed-δ is not changed, interim analyses on hypotheses in exploratory and confirmatory stages will be processed. The results of the hypotheses are partially valid within the uncertainty range of the processed-δ. When δ becoming valid decision making and adaptation on H1 and H2 is possible. However, as soon as Processed-δ is changed, the hypotheses needed to be reevaluated. When δ and H2 became credible concurrently, regulating the dose and judgment about the dose-response relationship is possible. In other cases, the validity of dose-related parameters depends on processed-δ and efficacy uncertainty.


The seamless design combines two independent trials inside a single study. A seamless adaptive design most often incorporates two-stages before adaptation (exploratory-stage) and after adaptation (confirmatory-stage). The exploratory stage aims at obtaining information regarding the uncertainty of the testing treatment to apply adaptation. It may be similar to opening the door for investigators to stop the trial beforehand due to single or multiple issues based on safety, futility, and accrued data efficacy. The scope of the confirmatory-stage is to verify preliminary findings from the exploratory-stage. The major advantage of the two-stage adaptive seamless study is in its capability of merging collected data from both stages to derive a more accurate and reliable inference. Six patients were recruited to conduct the current clinical pilot study to calculate the sample size and to investigate the following hypotheses:

• The conscious pairing of PEI simultaneously with tinnitus perception results in the correction of loudness misperception

• Active HD-tDCS on the left-DLPFC but not sham facilitates correction of the loudness misperception.

• A dose-response relationship between HD-tDCS dosage and correction of loudness misperception exists.


4.1. Study Roadmap

We propose an innovative Adaptive-Seamless Bayesian (ASB) method that can revolutionize improved efficacy in clinical trial ethics, design, execution, and performance. ASB assists the investigators in controlling unknown potential confounders (i.e., unforeseen issues at the beginning of the study) considering any prior knowledge. The adaptation can be individually or collectively employed for measurement factors, sample size, randomization, clinical endpoints, biomarkers, and surrogate endpoints to achieve significant credibility and reproducibility in ongoing studies. Consequently, testing hypotheses across the ASB method results in well-controlled, accurate, and time-cost efficient studies. To our knowledge, this is the first-ever crossover study with active control (PEI) applied for the tinnitus population. Conventional approaches in study design need to conduct at least three dedicated consecutive studies to investigate the hypotheses mentioned above. First, to conduct a prospective comparative research study to learn and quantize the effect of positive emotional induction (with validated images) in the tinnitus population. Subsequently, a comparative crossover or parallel study could be performed to investigate the superiority effect of “tDCS concurrent with PEI” but not “Sham concurrent with PEI” on the correction of loudness misperception and tinnitus bothersome against the PEI. Overall, to select the effective dose, a dose-response study must be run to establish the single-session response relationship to the applied doses. Understanding the minimum and maximum effective doses lead us to adequate and controllable doses for multisession treatments. ASB method enables the coverage of all hypotheses collectively within an adaptable progressive study. The sample size should be adapted to all progressive stages of the study toward maximizing the credibility margin (95%) in testing hypotheses. Our pilot study results demonstrated that the coefficient of variance showed statistically significant differences (90% power at 1% significance level) between the loudness perception of tinnitus during PEI and neutral picture presentations creating prior knowledge of the δ exploratory stage. Based on prior knowledge, interims (sample size N3) of the confirmatory stage are computed to derive δ value within the desired credibility margin. In every single interim of δ confirmatory (N3), the posterior delta is calculated and proceeds in one of the following states to generate the processed-δ:

1. Regardless of the difference between posterior and anterior δ (meaningful or not), when δ is not placed in the desired credibility margin, the anterior δ remains acceptable. This occurs due to the magnitude of certainty, and upcoming recruitment is performed by the next interim of the δ validation sample size in the confirmatory stage.

2. The difference between posterior and anterior δ is significant and placed in the desired credibility margin. Therefore, the anterior δ replaces the posterior, and updated δ shapes new prior knowledge for the δ exploratory stage. This stage adapts all credibility margins of other hypotheses and corresponding sample sizes. However, upcoming recruitment builds upon the adapted sample size interims of the new δ within the confirmatory stage.

3. Though insignificant, the difference between posterior and anterior δ is placed in the desired credibility margin. Therefore, the anterior δ is valid, and the δ confirmatory stage ends. Upcoming recruitments are then used by the corresponding interims of the hypothesized sample size in the confirmatory stage. Eventually, in every interim after δ confirmation, “valid δ” applies to test hypotheses with the corresponding sample size interims.

During each interim analysis, the corresponding processed-δ applies to test the hypotheses. Possible results for testing hypotheses are enumerated below:

• H1: Reduction in tinnitus loudness perception during “Sham concurrent with PEI” is similar to only PEI. When δ is valid, evidence in favor of H1 in a credible margin leads to the conclusion that “SP” is similar to PEI, so the study adapts with the PEI session elimination. In contrast, when the evidence is against H1 in a credible margin, “SP” differs from the PEI. When δ is valid and the H1 result is partially acceptable, it supports temporary decision making in an ongoing study. Therefore, the study recruitment proceeds with N4 interims. When processed-δ is present, regardless of its credibility, the certainty ratio is involved in the H1 result. Therefore, the study recruitment goes on with the N3 interims.

• H2: Reduction in tinnitus loudness perception during tDCS concurrent with PEI “tP” differs from that in PEI. When δ is valid, evidence in favor of H2 in a credible margin leads to the conclusion that automatic content recognition short “tP” does not differ from only PEI. However, if the evidence is against H2 in a credible margin, it leads to the conclusion that “tP” is not different from only PEI, so the study ends. When δ is valid and H2 is partially acceptable, temporary decision making in an ongoing study can be corroborated. The study recruitment proceeds with N4 interims. While processed-δ is present, regardless of its credibility, the certainty ratio is involved in the H2 result, so the study recruitment continues with N3 interims. The results of H2 drive the dose-response relationship investigation with partial certainty, except the rejecting state of H2 within a credible margin.

• Dose: A dose-response relationship between HD-tDCS dosage and correction of loudness misperception exists. Valid δ with credible H2 leads to either of the following conclusions:

A) If Dose is accepted in a credible margin, it establishes the dose-response relationship and the minimum and maximum dose can be defined. The study adapts to the subsequent multisession clinical study.

B) The evidence against Dose in a credible margin shows no dose-response relationship. Valid δ together with non-credible H2 results provides partially acceptable results for Dose. This supports temporary decision making in the ongoing study, and the study recruitment moves on with N5 interims. Valid δ, together with the credible H2 result, provides partially acceptable results for the Dose that supports temporary decision making in the ongoing study and the study recruitment moves on with N6 interims. When processed-δ is present, the Dose result is available with certainty ratio regardless of H2 results credibility. Therefore, the study recruitment continues with N3 interims.



4.2. Data Description

Six subjects recruited for this study underwent a 3-session crossover trial to create Bayesian inferences to calculate sufficient sample size for efficacy, safety, and single session dose-response relationship. The studied relationship corresponds to the behavior of a transformation performed on TLQ, "surrogate endpoint," (Figure 7A). During the trial, TLQ was recruited longitudinally at 21 different time points as well as before and after each session through questionnaires. TLQ is a 10-point Likert scale that represents patients' tinnitus loudness perception (Figure 7B). Two patients reported no change in their TLQ scores through all the recorded time points. Accordingly, longitudinal TLQ was segmented into Pre-, Online-, and Post-TLQ where box-plots of the segmented measures are illustrated in Figure 7C. The maximum variation was observed in the “SP” session. Nevertheless, the PEI behavior showed similarity to that of “SP” considering its inception box-plots. Moreover, the presentation of “tP” offered visual evidence toward reducing post-TLQ vs. Pre-TLQ. Initially, longitudinal TLQ (Figure 7a-1) responses were scaled to obtain Detrend TLQ response (Figure 7a-2). We considered the difference between a particular timepoint from the starting point (reference) of the corresponding segments for reductions in the confounding effects of longitudinal carry-over. We aimed to assess the cumulative variation at each timepoint against the reference of the corresponding segment. Correspondingly, the dataset was preprocessed considering the last time point of pre segment “T1 to T5” as a reference of the online segment “T6 to T16” timepoints. The Online segment's last time point was considered the reference of post segments “T17 to T21.” It can be empirically confirmed that during segment-pre neutral-picture presentation along with the EST revealed a minor change in corresponding TLQ time point responses. In Figure 7D Reverse Detrended TLQ responses were presented considering an average of the response of all patients at each time point by adding one standard deviation above and below. We considered the reverse response reduction with a view to better understand the reduction in the loudness perception. The differences were exhibited positively. On considering the online segment, all treatments demonstrated reductions in TLQ (i.e. increase in reverse detrend TLQ). Moreover, only in the PEI session, a dramatic rise in the average of the TLQ responses at the time-point T8 was observed probably due to the small sample size of the pilot. We noticed the effect of the intervention through the segment-post gradually, but not linearly depreciated-except the “SP” sessions, which seems almost constant.


[image: Figure 7]
FIGURE 7. (A) The construction of the response variable was analyzed later. In (a-1) it starts from the response collected in the pilot study (TLQ); In (a-2) the tendency is isolated by extracting the stability point in each segment PRE-ONLINE-POST (obtaining the Detrend TLQ response); In (a-3) reverse the Detrend TLQ response to allow a direct interpretation between “the more, the better” and “the less, the worse” (obtaining the Reverse Detrend TLQresponse); In (a-4) we move the Reverse Detrend TLQ response to the positive axis for mathematical convenience (obtaining the Shifted Reverse Detrend TLQ response, which is equivalent to the previous one). (B) All individual participants in the pilot study. Two patients reported constant response TLQ during all sessions. (C) The box-plots summarize the range of the responses, which highlight the median of treatment responses given periods. (D) The average of all patients, added by one standard deviation.



4.2.1. Minimum Clinical Efficacy (δ)

The δ is defined as 50% of the observed effectiveness for PEI treatment, which was determined after an assessment of the variability observed during the online period, using comparative methodologies. It is noteworthy that the amount of δ forms part of the adaptive investigation in the methodology outlined here as depicted in the study design (Figure 6). δ was recalculated at each intermediate phase of the experiment. So, the precision applied on “processed-δ” has significant implications on intermediate sample size calculations. The descriptive δ obtained from the pilot study indicates that 50% of the variation observed in the PEI treatment corresponded to the displacement of approximately 0.4 units from the mean (Figure 8). Variation of less than 0.4 can be considered a clinically insignificant effect. Resultantly, each interim analysis required re-estimation of the δ and update of the active control PEI effect, leading to a credible interval adaptation. Subsequent interims are adapted for investigating the credibility of the new δ.


[image: Figure 8]
FIGURE 8. Control chart showing mean points and natural limits from data (PEI left side vs. “SP” right side). Points outside limits reflect fundamental changes in expected behavior. Reflecting significant changes in the average behavior of the reverse detrend TLQ. On the other hand, the variation around the mean and internal to the limit shows the usual behavior with small changes due to randomness.





4.3. Bayesian Modeling for Single-Session Dose-Response Adaptive Seamless Study Design

We proposed the superiority effect of “tP” treatment vs. “SP” or PEI. Correspondingly, TLQ as the dependent variable was transformed into the reversed detrended version (Figure 7). Additionally, a theoretical model (that contemplates the behaviors observed in Figure 7D) was developed to evaluate the following hypotheses of interest. The hypotheses that tested with the Minimum Clinical Efficacy (δ) are:

• Test the equality and inferiority/superiority between the applied treatments. The hypotheses, where δ is the minimum clinical efficacy, to be tested are:

[image: image]

• test the carry-over effect, by the hypothesis

[image: image]

• Investigate the influence of self-perceived severity of tinnitus on the effect of treatment-experienced. This was done by adding to the model, as a predictor variable, the first response given by the patient, at T1, of the Pre period;

• Investigate the minimum clinical efficacy (as illustrated in Figure 8, on the left) using the response estimated by the model, in each interim analysis;

• Investigate the dose-response dynamics, populationally, and individually. This was done considering the fixed effects of independent variables in models for the interpretation of population dynamics together with the inclusion of random effects for the individualization of interpretations;

• Provide a guideline for an adaptive study design in calculating sample size. This was done using sequential sampling methodologies and also methodologies for sampling in adaptive studies.

Naturally, hierarchical modeling was conducted using the Bayesian approach (Migon et al., 2014) as an adaptive strategy in endpoint, sample size, and single session dose-response relationship. The formal description of the proposed statistical model is given described as follows.


4.3.1. Statistical Model Formulation

We first consider the response variable Yij, which represents the observed dynamics (increase or decrease) between the responses throughout 21-time points of each session associated with i-th individual in the j-th time point. A possible model for the understanding of the average dynamics behavior can be formulated as follows.

[image: image]

where ΛId is a diagonal matrix. Furthermore, in this context, the parameter μij ssunctional relation

[image: image]

with

[image: image]

where the quantities ai, bi, ci, di, ei, fi, gi and hi, are given by

[image: image]

and the vector parameter of interest to be estimated is [image: image], where

[image: image]

with

[image: image]

Moreover, the observed covariable vector for the i-th individual is denoted, respectively, by xi = (xia, xib, xic, xid, xie, xif, xig, xih) with

[image: image]

Covariate vectors xi° record the fixed effects to be tested in each quantity ° = {a, b, c, d, e, f, g, h}, in the model for μ, the average response dynamics (i.e. the average reverse detrend TLQ dynamics). In the current context, we restricted the investigation to the treatment's effects (SP and “tP″, being PEI the reference treatment) and also of tinnitus loudness perception at the beginning of the experiment (Start).



4.3.2. Statistical Model Selection and Convergence Criteria

The methods used in this study, to identify convergence from simulated chains, correspond to some graphical and numerical techniques. We include the criteria of Gelman and Rubin (Gelman and Rubin, 1992; Brooks and Gelman, 1998), Geweke (Geweke, 1992), and Heidelberger and Welch (Heidelberger and Welch, 1983). The graphics methods are: histogram and estimated density, which approximates the posterior density; the trace of the resulting chain; limit mean; autocorrelation.



4.3.3. Statistical Model Illustration

The proposed statistical model 3 postulates the expected dynamics of the experiment including stability (or low change) in the response from T1 to T5 (where there is no electrical stimulus) followed by a transition period in the T6; a sigmoidal growth over the remainder online period and finally an exponential decay after the interruption of the electrical stimulation.

Each fundamental quantity of this model (parameters {a, b, c, d, e, f, g, h}), and even some functions of such quantities have a direct interpretation of the average dynamics μ of the studied phenomenon represented by random variable Y. Table 1 shows a summary of the main representations also displayed in Figures 9A–C illustrate possible behaviors postulated in this model based on the variation of the parameters.


Table 1. Model parameters representations.

[image: Table 1]


[image: Figure 9]
FIGURE 9. (A) Illustration of the proposed model to represent the expected dynamics of the experiment. (B) The highly interpretative fundamental model parameters (the parameters {a, b, c, d, e, f, g, h}) and some of its functions in (C).






5. RESULTS


5.1. Adjusted Bayesian Model Interpretation

We assumed that Y denotes the observed dynamics (increase or decrease) between the responses during 21-time points (T1 – T21) of the session and the sample size is too small for any conclusive statement. Therefore, the result shown here should be seen as indicative, since the uncertainty involved in the estimates is still very large and many criteria for the convergence of the chains have not been met, considering a statistical significance of (0.05/36) ≈ 0.001 resulting from the correction of the significance level by the Bonferroni criterion for the multiple comparisons with a confidence of 95%. Based on the estimates parameters of the statistical model 3, shown in Table 2, the following are the preliminary findings:

• No evidence indicates a difference between treatments on μ final point (a parameter), or poor rate of change (b parameter) in the PRE period;

• No evidence shows a difference between “tP” and PEI on μ at maximum value during the online period (c parameter); however, the “SP” effect was statistically distinct from PEI;

• No evidence showes a difference between treatments on μ response when we observed the intensity of change in dynamics during the ONLINE phase (d parameter);

• It was found that “tP” and “SP” treatments were statistically distinct PEI on μ response when we observed a point of change (inflection, e parameter) in the dynamics during the ONLINE period–presenting the change in a lower time point;

• No results demonstrated a difference between treatments on μ response when the minimum value was observed in the ONLINE period (f parameter);

• In this study, we could not observe any difference between treatments regarding the lower value reached in the POST period (g parameter);

• There was no evidence to show a difference between treatments in the intensity at which μ decays in the POST period (h parameter);

• TLQ scale may be associated with the minimum value of μ in the ONLINE period (f parameter) and intensity of μ decay in the POST period (h parameter).


Table 2. Summary measures for the model adjust.

[image: Table 2]

Note that the estimate for the variance of the intra-individual deviations εij = yij − μij is given by [image: image] (with a standard deviation near to 0.37), indicating low intra-individual variability. On the other hand, an indication of the curve variation between individuals can be perceived based on the estimates for the mean and the standard deviation of [image: image], [image: image] and [image: image]. We noticed that among individuals, there is significant variation in the highest and lowest average value reached in the ONLINE period (parameters c and f, respectively) and also the inflection point of the growth curve (parameter e).”

A general graphical summary of the mutual interaction of all parameters in the form of their mean curves is depicted in Figure 10A. It displays the adjusted and observed behaviors also. The treatment curves are constructed based on the means estimates from posterior distributions for each studied effect, including the averages predicted for random effects (Figure 10H).


[image: Figure 10]
FIGURE 10. (A) Graphical summary for the mean curve, showing the adjusted and observed behaviors. (B) The posteriori distribution of the Minimum Clinical Efficacy (δ). (C) The posteriori distribution of the correlation between μDMin and μDMax. (D) The posteriori distributions of the minimum and maximum effective doses. (E) The posteriori distribution for the difference between the average responses during the POST (T21) and PRE (T1) periods. (F) The posterior distributions of the difference between treatments (conditioned to the time point). (G) The mean curve dynamics considering the individual random effects predictions. (H) The posteriori distributions for the predictions were obtained for ID random effects.


The average dynamics can be described according to the predictions of individual random effects [image: image] and [image: image], This gives details of the estimates for each studied individual. The results are shown in Figure 10G.

The predictions obtained for ID random effects (Figure 10H) indicate high variability among subjects, and show intrinsic characteristics to the studied individuals that must be taken into account in the modeling. In particular, the higher variability was observed in individuals' random effects for c and f parameters.

The posterior distributions of the quantities of interest must be observed to address further specific questions. No significant difference was observed in the average responses during post- and pre- periods. No significant difference between the two responses was observed as they were distributed around zero with low variability (Figure 10E).

Investigation of the hypotheses about the effects of the treatments on the average response during 21-time points of the session; A summary of the posterior distributions of the difference between treatments (conditioned to the time point) is shown in Figure 10F. Due to the high variability (probably because of the low sample size), no significant difference (Minimum Clinical Efficacy, δ) is observed between the treatments.

A summary of the posterior distributions of the difference between treatments (conditioned to the time point) is shown in Figure 10F. Due to high variability (probably because of low sample size), no significant difference [Minimum Clinical Efficacy (δ)] was observed between different treatments. We got posteriori distributions of δ (see Figure 10B), the correlation between μDMin and μDMax (Figure 10C), and minimum and maximum effective doses (Figure 10D) for “tP” treatment, calculated by the equations for Dmin and Dmax (as show in Figure 10D and Table 1). Several results showed that were pieces of evidence the minimum effect of the treatment was reached around time point T6, and the maximum effect was obtained near time point T10.

The adjusted model provided positive outcomes and enabled the extraction of vital information to determine the proper sample size for the testing of hypotheses with the desired credibility. Both the model and the appropriate equation for sample size calculation provided some information from “sample sizes” distributions. The following section reports the results.



5.2. Sample Sizes Determination for Seamless Adaptive Study Design

Proposed actions after adjusting the model incorporated estimated numbers that suggested the sample sizes (as illustrated in Figure 6) after considering the actions N3, N4, and N5 in determining sample size. We employed three seemingly adequate expressions for our situation (Figures 11–13) for the sample sizes derived from the studies (Twisk, 2013; Chow et al., 2017). We established these expressions as functions of random variables derived from the proposed statistical model 3 with their posteriori distributions estimated using the Bayesian approach. Therefore, we propose sample sizes based on random variables (N3, N4, and N5) and corresponding estimated distributions.


[image: Figure 11]
FIGURE 11. (a,b) The posteriori distributions for the variances and Coefficient of Variance (CV) for the average responses (associated with the Pre and Online blocks) were obtained by adjusting the proposed model. (c) The posteriori distribution of the new sample sizes (based on fixed α, β and m). (d) The suggested sequential sampling plan.



5.2.1. (N3) Identification of the Difference Between Pre-and-Online-Blocks in Active-Control–PEI

Since there were no prior PEI studies undertaken on the tinnitus population in the literature, we calculated the minimum sample size to ensure the efficacy of the applied active control. The estimation was based on the Coefficient of Variances (CVs) of Pre block against the online block in PEI treatment. Besides, sample CV for the five PRE time points per individual (CVPRE = 0.0598) and for the first five ONLINE time points per individual (CVONLINE = 0.367) were also employed. Table 3 depicts the summary of the results using the illustrated equation in Figure 11.


Table 3. Sample size based on usual approach to identify difference between CV of PRE and ONLINE blocks of PEI treatment.

[image: Table 3]

According to the proposed methodology and the adjusted data-model, the posteriori distributions of the quantities necessary for adequate sample size were determined that led to the estimation of the posterior distribution of the suggested sample size. A sequential sampling plan was then proposed. Both sample sizes (N) and Minimum Clinical Efficacy (δ) can be adapted in each intermediate stage according to the preliminary results.



5.2.2. (N4) Identification of Differences Between Treatment Effectiveness

A linear model for repeated measures was adjusted over reverse-detrend TLQ observations during the online period considering a random intercept per individual. As a result, the point estimate of intra-individual variability [image: image], residual variability σ2 ≈ 1.09283, and intra-class correlation coefficient (indicative of the correlation between repeated measures) were given by [image: image] though any simple model could calculate variability but the proposed model is remarkable as it facilitates immediate estimation of ρ impractical). The proposed sample sizes are illustrated in Table 4.


Table 4. Required sample sizes to identify significant difference between treatment effects.

[image: Table 4]

Figure 12 displays the posteriori distributions for sample sizes (for fixed significance, α, and power, 1 − β) calculated under the following considerations:

• The measure (ρ) indicates the correlation between the simulated average responses at DMin and DMax time-points or Corr(μDMin, μDMax) as shown in Figure 12;

• The overall estimated posteriori distributions were employed to estimate the marginal variance of the response variable regardless of each particular time-point. Thereafter, the calculation of the sample size at each time-point was enumerated (The expression is shown in Figure 12).


[image: Figure 12]
FIGURE 12. (a) The posteriori distribution for the marginal variance of the adjusted model; (b) The posteriori distribution of the correlations, obtained by the average correlations between all-time points. (c) The posteriori distribution of the Minimum Clinical Efficacy was obtained with the adjusted model. (d) The posteriori distribution of the new sample sizes (for all other fixed amounts). (e) The suggested sequential sampling plan.




5.2.3. (N5) Estimation of the Sample Size for Investigating Minimum and Maximum Effective Dose

The sample means for the 11 ONLINE time-points ([image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], [image: image]), the sample variance in this period ([image: image]) and the contrasts (c6 = −4, c7 = −4, c8 = 0.5, c9 = 0.5, c10 = 1, c11 = 1, c12 = 1, c13 = 1, c14 = 1, c15 = 1, c16 = 1) were used for a conventional calculation of the sample sizes (Figure 13a) shown in Table 5.


[image: Figure 13]
FIGURE 13. (a) The posteriori distribution for the marginal variance of the adjusted model (just on Online block); (b) The posteriori distribution of the mean response for each online time point; (c) The posteriori distribution of the new sample sizes (for all other fixed amounts); and (d) The suggested sequential sampling plan.



Table 5. Required sample sizes to identify significant difference between treatment effects.

[image: Table 5]

On the other hand, the ASB method employed the posteriori distributions for the mean response and variance to determine the sample sizes' posterior distributions required for the identification of minimum and maximum effective doses. The contrasts were also obtained, according to the minimum and maximum effective dose estimated with the proposed model.




5.3. Application of the Adaptive-Seamless Bayesian Methodology

Adaptive-Seamless Bayesian (ASB) methodology was employed for the current study design. Possible successive adaptations for sufficient sample sizes were considered for the achievement of the desired power level validating hypotheses associated with statistically significant efficacy of a given treatment and the difference between treatments. In other words, ASB benefits Bayesian and adaptive advantages in a single study design.


5.3.1. Adaptive Methodology

An adaptive clinical study within the design stage facilitates prospective correctional modification based on aggregating interim data from subjects during the study. Correctional modifications include, but are not limited to the suggestion of sequential trials and iterative re-estimate of sample sizes, which remain the focus of this study. This may be advantageous for both clinicians and financers as performing sequential trials is common in the current standard approaches. It gives the scope of the interpretation (for efficacy or futility) based on interim analysis results. The adaptive process is based on partially observed results regardless of the proposed sample size. In the adaptive context, interim analyses result in verifying efficiency or futility, thus highlighting the need for further testing sequence. A necessary readjustment of the sample size may be adapted to the subsequent interim analysis, which is prohibited in conventional approaches without prior approval by the Ethics committee. Furthermore, a seamless adaptive trial design combines two independent trials in a single study. The study objectives can be clarified from individual studies. Before adaptation, a seamless adaptive design incorporates two stages: initially before adaptation (exploratory- stage) and after adaptation (confirmatory-stage). The exploratory-stage intends to explore the tests of uncertainty factors in treatments to apply adaptation. It also permits investigators to halt the trial beforehand due to single or multiple concerns related to safety, futility, and accrued data efficacy. The confirmatory-stage may validate preliminary findings from the exploratory-stage. The most significant advantage of the two-stage adaptive seamless is the merging of accumulated data from both stages toward more accurate and reliable inferences.



5.3.2. Bayesian Methodology

Bayesian methods show features of adaptability through self-idealization, by assuming a priori knowledge that can be updated with new information and application to several contexts. Furthermore, it enables even subjectively the uncertainty in any parameter, which may be ignored by traditional methods. In classical methods, the use of fixed expression quantities to determine sample size leads to a point determination of sample size, ignoring possible variability in the estimation processes. For example, the determination of the sample size by the equation as shown in Figure 12. In such a context, values must be provided for σ2 and ρ, which are uncertain quantities when σ2 and ρ summarized by their point estimates from a pilot study. In this scenario, the Bayesian approach utilizes the information of the corresponding probability distributions related to σ2 and ρ. Such distributions can be expressed in terms of either the researcher's subjective knowledge based on experience (a priori knowledge) or the results from a preliminary study (a posteriori distribution of a pilot study becomes a priori knowledge at any stage after it) that preserves all possible variances in low sampling. Conventional methods generally ignore all variances of low sampling.



5.3.3. The Joint Use of the Two Approaches

The use of adaptive methods in a Bayesian context shows potential for analysis with many advantages over conventional methods. Among them, the natural control over uncertainties of desired quantities includes mean values and their possible differences, inter/intra-subject variability, power (like 1 − β calculated by the equation shown in Figure 12), size of the effect (isolating δ or δ/σ in the equation shown in Figure 12), and the sample size itself. All desired quantities can be described by a probability distribution (a posterior distribution) that includes information adapted from a priori distribution, both subjective (in terms of expert's perception) or objective (based on preliminary studies). In the current study, the sample sizes were calculated according to probability distributions that consider the variability involved in the estimation processes of σ2, CVs, ρm μs from the pilot study. The posteriori distributions for σ2 and ρ were employed to determine N4. Specific aspects of the experimental design (the T and δ) together with the estimated distribution provide plausible sample sizes according to criteria of interest (significance α and power 1 − β).



5.3.4. Computation of the Progressive Uncertainty Reduction

The new information enables the updation of the results from earlier phases at each interim. Hence, the establishment of a procedure that quantifies the credibility of the previous phase depends on the length of credibility interval of the relatively uncertain quantity. The proposed method is applied to all desired parameters in the study such as minimal clinical efficacy, the maximum and minimal efficacy dose, and all necessary sample sizes:

1. Considering the posterior distributions of stages i − 1 and i, we evaluated whether the expected values of the two distributions would be considered equivalent using the Bayes Factor. It assesses the degree of relative evidence of the results from stage i − 1 compared to the results from stage i, that are embedded in the new information;

2. If the values expected in both stages are considered equivalent, we can determine the respective lengths of the credibility intervals (at a given arbitrary level);

3. The R ratio between the lengths obtained in stages i and i − 1 are determined. Quantity UR = (1 − R) × 100% is interpreted as the percentage of “uncertainty reduction” in stage i − 1, since the information obtained in stage i is considered;

4. In normal situations, the increase in the sample size in the intermediate stages may consistently reduce the UR measure until the stability UR has neared zero.

Another possibility of quantifying the behavior of uncertainty reduction can be based on the percentage reduction of the coefficient of variation associated with the posterior distributions. The length of the interval (in step 2) can be replaced with the coefficient of variation. Figure 14 illustrates the expected behavior of the posterior distribution based on the progressive increase in the sample size. The UR measure stabilizes at the point at which the amount depends on the phenomenon studied.


[image: Figure 14]
FIGURE 14. Illustration (in a simulated context) of the progressive uncertainty reduction due to increased sample size. The first segment (in red) highlights the length of the credibility interval (L) and the coefficient of variation of the a posteriori distribution (CV), in the following segments the magnitude of UR for each stage stands out (n = 20, 50, 100, 200) when compared to the uncertainty we had in the first study (n = 5).






6. DISCUSSION

In a nutshell, FDA recommends that statistical inferences on efficacy and safety should be performed based on the responses of the primary study endpoints collected from a sufficient number of subjects while employing suitable statistical methods originated from the study design and objectives to accomplish a well-controlled study. This study proposes a novel Adaptive-Seamless Bayesian (ASB) methodology for HD-tDCS Dose-Response Study Design that facilitates the long journey of neuromodulation from a research protocol to the clinical recommendation and treatment individualization. The method was prototyped for six tinnitus patients as a pilot to elucidate the tinnitus negative valence role. Here below, we discuss the advantages, challenges, and future trends of the protocol and ASB methodology.


6.1. Protocol Advantages and Challenges

Neuromodulation research is complicated on account of the involvement of cognitive processes and brain networks. Therefore, the development of a testable framework such as a Neurofunctional Tinnitus Model (NfTM) is essential for simplifying the brain complexity and providing a roadmap to find a proper research approach, an analytical method, and procedures for the research question. In the presented prototype, the use of the Neurofunctional Tinnitus Model improved our knowledge and enabled the right prediction of cognitive impairments and their rehabilitation. In light of the Neurofunctional model predictions, hypotheses are formulated to measure clinical endpoints.

• Despite its accessibility, affordability, and flexibility, the HD-tDCS neuromodulation technique has some limitations in its methodologies and potential applications. Primarily, anatomical and functional targeting on the brain is required to boost the neuromodulation effect. For anatomical targeting, we developed an atlas-based head-model for the pilot study. Head-model can be individualized in more advanced parts of the journey. Positive emotion induction (PEI) technique was used for functional targeting, and to provoke positive emotional processing of Left dlPFC to reduce tinnitus negative valence.

• Extra modules of the designed study support investigations on neuro markers, biomarkers, surrogate endpoints, and objective measurement factors throughout dense-array EEG, emotional Stroop task, functional and structural MRI as well as a battery of questionnaires.

• Dose parameters including waveform, polarity, intensity, duration, electrode sizes, and montages, regardless of the flexibility in the dose design, can induce complexities as well as unexplored factors.



6.2. Advantages and Challenges of Method

Neuromodulation studies with HD-tDCS clinical trials have similar limitations as in a well-controlled studies. Therefore, ASB plays a pivotal role in addressing the problems by employing the following:

1. Bayesian approach to control type I error and improve power;

2. The adaptive methodology to prevent misusing patient resources for investigating undesired doses, and

3. To finalize the trial when it is sufficiently clear that the neuromodulation technique is inefficient;

4. Seamless to lead to the confirmatory phase when the evidence in the exploratory phase infers the requirement;

5. Adapting the ongoing study to the actual variability in the accumulating data for shortening or postponing the study termination;

6. Exploring a longitudinal surrogate endpoint in predicting final results for patients with incomplete data in the carried out pilot based on neurofunctional tinnitus model to predict the loudness misperception.



6.3. Future Trends in Protocol and Clinical Study Methodologies

• Updating the head-model is essential to adapt the methodology for other neuromodulation techniques (transcranial Electrical Stimulation, transcranial Magnetic Stimulation, and low intensity focused ultrasound Rezayat and Toostani, 2016).

• ASB can support individualized treatment planning according to the nature of the Bayesian approach.

• To improve functional targeting in needed large scale study concurrent with neuromodulation for improving the efficacy.

• Functional targeting can adapt to each patient individually.

Further validation, particularly under the systematic procedure of simultaneous tES-fMRI (Ekhtiari et al., 2022) of the proposed methodology, is suggested in future studies.




7. CONCLUSION

This study proposed a novel model to target tinnitus. In the proposed methodology, during the induction of the functional targeting under HD-tDCS montage and dose-finding process, simultaneously neuromodulation efficacy of the intervention was investigated. The continuous updation of prior knowledge adapts anticipated dose-response and simulated curve with the longitudinal model to define the minimum and maximum effective doses resulting in the superiority effect of the neuromodulation approach.

The results may be promising with a highly effective dose due to transforming the study for the development of a standard randomized confirmatory trial in which active HD-tDCS protocol is compared with a Sham trial (placebo-like).

The establishment of the HD-tDCS intervention protocol with the corresponding functional targeting as an effective methodology can achieve powerful evidence for a regulatory agency if the confirmatory trial validates the effectiveness. The principal disadvantages of the suggested methodology are limited to the requirement of continuous computational analysis and a sophisticated logistic management system.

Overall, the current paper will be very useful and enlightening for scholars and professionals to devise better diagnoses and interventions. It would also help improve existing methodologies thereby reducing the severity and associated disorders of tinnitus. We also highlight the need for large controlled studies for better clinical efficacy and improved outcomes.
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In recent years, many studies have focused on resting-state brain activity, and especially on functional connectivity (FC), an approach that typically describes the statistical interdependence of activity in distant brain regions through specific networks. Our aim was to study the neurophysiological correlates of emotion dysregulation. Therefore, we expected that both the Default Mode Network (DMN), and the Ventral Attention Network (VAN) would have been involved. Indeed, the latter plays a role in the automatic orienting of attention towards biologically salient stimuli and includes key regions for emotion control and modulation. Starting from a community sample of 422 female students, we selected 25 women with high traits of emotion dysregulation (HD group) and 25 with low traits (LD group). They underwent a 64-channel EEG recording during a five-minute resting state with eyes open. Seed-based FC was computed on the EEG Alpha band (8–13 Hz) as a control band, and on EEG Gamma power (30–50 Hz) as the relevant measure. The power within each network and inter-network connectivity (Inter-NC) was also calculated. Analysis of the EEG Gamma band revealed, in the HD group, higher levels of Inter-NC between the VAN and all other resting-state networks as compared with the LD group, while no differences emerged in the Alpha band. Concerning correlations, Alpha power in the VAN was negatively correlated in the HD group with affective lability (ALS-18 questionnaire), both for total score (ρ = –0.52, pFDR < 0.01) and the Depression/Elation subscale) ρ = −0.45, pFDR < 0.05). Consistent with this, in the Gamma band, a positive correlation was found between VAN spectral power and the Depression/Elation subscale of ALS-18, again in the HD group only (ρ = 0.47, pFDR < 0.05). In conclusion, both resting state FC and network power in the VAN were found to be related to high emotion dysregulation, even in our non-clinical sample with high traits. Emotion dysregulation was characterized, in the EEG gamma band, by a VAN strongly connected to all other networks, a result that points, in women prone to emotion dysregulation, to a strong automatic orienting of attention towards their internal state, bodily sensations, and emotionally intense related thoughts.

Keywords: functional connectivity, EEG, emotion dysregulation, resting state, default mode network (DMN), ventral attention network (VAN)


INTRODUCTION

The activity of the brain at rest, also called intrinsic activity, is thought to be responsible for the largest fraction of neural energy consumption and maybe even more significant than the activity elicited by a specific stimulus as an index of global brain processing capacities (Raichle and Mintun, 2006). For this reason, in recent years, a growing body of research has been dedicated to resting state brain activity, with the majority of studies relying on neuroimaging techniques, including blood oxygenation level-dependent (BOLD) functional Magnetic Resonance Imaging (fMRI; Van Den Heuvel and Pol, 2010; Lee et al., 2013). fMRI provides an excellent spatial resolution but has a limited temporal resolution (Ahmad et al., 2015), which might be associated with participant discomfort due to the claustrophobic recording space and the scanning noise (Gaab et al., 2008; Glover, 2011). Lastly, with fMRI participants lie down in a supine/horizontal position, thus assuming that cognitive processes are not affected by the participant’s posture, an assumption that has been recently confuted (Spironelli et al., 2016; Spironelli and Angrilli, 2017). Of particular interest is magnetoencephalography (MEG), a technique even more precise than EEG, but more expensive and limited to very few equipment in the world. MEG has been successfully used to assess Resting State Functional Connectivity (rsFC) alteration in psychiatric disorders (Alamian et al., 2017). This review of five investigations carried out on Major Depression and Bipolar patients revealed a good convergence of MEG with EEG and fMRI methods in the assessment of the altered connectivity in psychiatric disorders. Both MEG and EEG, compared with fMRI provide a direct measure of neural activity at high temporal resolution (i.e., in the order of milliseconds) by detecting magnetic fields/scalp potentials (Ahmad et al., 2015). A further advantage of EEG is that it is silent and portable, allowing for greater flexibility than fMRI and MEG in a variety of experimental designs and conditions (Glover, 2011). EEG ensures ecological validity, meaning a condition which is more similar to a real-world setting, as participants usually sit upright in front of a computer screen rather than lying down in an unusual posture (e.g., Spironelli and Angrilli, 2017).

In addition to conventional EEG spectral analysis (Newson and Thiagarajan, 2019), which investigates changes in brain activity in specific areas, the past two decades have seen the rise of research focusing on changes in functional connectivity (FC), which is defined as the temporal correlation between the activity from different brain regions (Greicius et al., 2009). FC paradigms are often applied at rest (resting state functional connectivity; rs-FC), which is an especially advantageous approach given its task-independent nature (Gillebert and Mantini, 2013) and have led to the identification of several networks functionally organized in the resting brain (Damoiseaux et al., 2006; Fox and Raichle, 2007; Smitha et al., 2017) among which are the Default Mode Network (DMN), the Dorsal Attention Network (DAN), the Somatomotor Network (SMN), and the Visual Network (VN), all bilaterally distributed. Instead, the Ventral Attention Network (VAN) and the Language Network (LN) are lateralized, on the right and on the left hemispheres, respectively (Samogin et al., 2020).

Most of these networks are altered in several severe psychiatric illnesses, such as depression, and schizophrenia (Chen et al., 2017) and bipolar disorder (Damborská et al., 2019). From a clinical perspective, these functional alterations might lead to deficits in behavior, including the capacity of regulating emotions, which represents an important risk factor for the future development of clinical disorders. Indeed, emotion dysregulation is often defined as an excessive emotional reactivity coupled with a basic inability to appropriately modulate emotional responses coherently with environmental demands and impairment in returning to a baseline state (Gratz and Roemer, 2004; Ebner-Priemer et al., 2015).

To the best of our knowledge, no studies have yet specifically targeted emotion dysregulation and rs-FC, either using fMRI or EEG-derived measures of FC. Most studies have investigated emotion regulation either during tasks (Allard and and Kensinger, 2014; Morawetz et al., 2016) or in populations with long-standing diagnoses of psychiatric conditions, such as anxiety and depression (Lui et al., 2011; Klumpp et al., 2018; for a comprehensive meta-analysis on the topic, see Kaiser et al., 2015), bipolar disorder (Marino et al., 2021), addiction (Sutherland et al., 2012), and Borderline Personality Disorder (BPD; e.g., Xu et al., 2016; see below).

Concerning studies on emotion regulation, while the insights they provide are crucial in pinpointing the regions of interest that may also be involved in emotion dysregulation, it must be kept in mind that “emotion dysregulation is not simply inadequate emotion regulation” (Thompson, 2019). Indeed, while it is true that emotion dysregulation may arise when the individual adopts maladaptive emotion regulation strategies (for example, rumination or avoidance), as we earlier mentioned it also encompasses instances in which emotions are expressed or experienced as inappropriate for the context, or when they change too abruptly or too slowly, and when they return to a baseline state is impaired (Gratz and Roemer, 2004; Ebner-Priemer et al., 2015; Cole et al., 2017; Thompson, 2019). Moreover, some authors argue that the concept of emotion regulation is problematic from a scientific point of view, due to the lack of a direct, explicit index. It instead relies on the quantification of the absence of problematic behavior when the individual is presented with environmental challenges (Cole et al., 2004; Beauchaine, 2015) and involves, by definition, a specific action undertaken by the subject, for example, reappraisal, willful up-regulation, or down-regulation (Frank et al., 2014). For this reason, the vast majority of studies regarding FC and emotion regulation are not conducted during resting state, but are focused on specific tasks, which can heavily interfere with basic neurophysiological responses not related to the task. As was previously mentioned, resting state studies have the important advantage of being independent of specific paradigms (Banks et al., 2007; Frank et al., 2014; Uchida et al., 2015; Sarkheil et al., 2020). Another limiting factor of these studies concerns the fact that the main interest of the few that do examine rs-FC and emotion regulation is often not emotion regulation/dysregulation per se, but actually a specific overarching psychiatric condition. An example lies in studies concerning emotion regulation in Major Depressive Disorder, in which rs-FC is examined as a potential mediator between symptoms of maladaptive emotion regulation and depression (Lopez et al., 2018).

When analyzing the literature regarding extreme and clinical manifestations of emotion dysregulation, such as BPD, studies rely on quite heterogeneous methods, thus yielding inconsistent results. Considering fMRI studies only, a large variety of FC approaches have been employed, including Amplitude of Low-Frequency Fluctuation (ALFF), regional homogeneity (ReHo), and seed-based (Lei et al., 2017), independent component analysis (ICA; Wolf, 2011), and graph theory (Xu et al., 2016). Additionally, the great heterogeneity of the samples considered, in terms of age, gender, comorbidities, and pharmacological treatment has added further levels of potential confounds in this type of research (Visintin et al., 2016).

Taken together, these findings point towards disruptions in a fronto-limbic network which includes regions that are implicated in both the processing of emotions, such as the amygdala and the insula, and their regulation, from the frontal cortical regions (Ruocco et al., 2013; Krause-Utz et al., 2014); however, these results still have not identified a clear mechanism underlying emotional dysregulation and negative affectivity in BPD population.

While many studies have focused on DMN alterations in BPD patients (for a meta-analysis on the subject, see Yang et al., 2016), we suggest that examining connectivity patterns in other RSNs could unveil interesting insights into the mechanisms underlying emotion dysregulation. For example, the VAN, which comprises the right temporo-parietal junction (rTPJ) and the right inferior frontal gyrus (rIFG; Samogin et al., 2020), is important for the involuntary orienting of attention towards salient stimuli (Corbetta et al., 2008), and increased EEG Gamma (>30 Hz) activity in VAN regions was found when bottom-up attentional control arises after a distracting stimulus is presented (ElShafei et al., 2020). Attentional biases towards emotional stimuli, especially when negative, were found, for example, in individuals suffering from anxiety (Bar-Haim et al., 2007) or having experienced childhood abuse (Gibb et al., 2009), as well as in BPD patients. In this latter population, a key role was attributed to emotional stimuli that are relevant to the patients’ personal experience (Kaiser et al., 2016). A study by Mao et al. (2020) analyzed the relationship between attention, early life stress, and depression, and found positive correlations between early life stress and connectivity in the VAN with the DAN, the SMN, and the VN. Within-network connectivity of the VAN was also found to mediate the relationship between early life stress and depression. Considering these results and the VAN’s role in the involuntary orienting of attention towards salient stimuli (Corbetta et al., 2008), the authors infer that attention biases might depend on VAN function (Mao et al., 2020).

Moreover, the VAN is especially relevant when considering the emotional content of stimuli, as its activation can be elicited even when individuals are engaged in a specific task if sufficiently emotionally intense distracters are presented (Iaria et al., 2008). This may depend on the fact that extremely appetitive or threatening stimuli override the current task, and demand the immediate reorienting of attention towards them, notwithstanding top-down attempts to persevere with the task at hand (Frank and Sabatinelli, 2012).

Regarding how specific EEG bands are implicated in mediating functional connectivity both between and within resting state networks, some studies report that, in the DMN, oscillations in the Alpha band (8–13 Hz; Atasoy et al., 2018; Marino et al., 2019a; Samogin et al., 2019) are the most prominent in promoting communication across all nodes, while high-frequency bands, such as the Gamma band (30–80 Hz; Atasoy et al., 2018), promote interaction between close node pairs (Samogin et al., 2019); in general, it is assumed that the higher the frequency, the closer the spatial range of the associated connectivity pattern (Jones et al., 2000; Kopell et al., 2000). In a recent study by Samogin et al. (2020), Gamma oscillations yielded the largest similarity with fMRI-derived measures of FC for some network seeds, such as the rTPJ in the VAN and the left temporo-parietal junction (lTPJ) in the LN. Furthermore, the Gamma band is particularly interesting because it is proposed to also reflect communication between task-relevant neuronal nodes (Jensen et al., 2007; Womelsdorf and Fries, 2007).

Keeping these findings in mind, as well as the fact that current literature on rs-FC and emotion dysregulation is still scarce, we aimed to investigate rs-FC in the six most widely analyzed RSNs in a sample of healthy women with high and low emotion dysregulation traits, by adopting an EEG paradigm to compute rs-FC. We decided to focus on a non-clinical sample of students because we aimed to avoid confounds that inevitably arise when studying a clinical or psychiatric population that is undergoing treatment, both concerning psychotherapy and psychopharmacology, as well as possibly confounding lifestyle variables. Moreover, the severity of symptoms of mental conditions that involve emotion dysregulation, such as BPD, typically peaks between the ages of 20 and 29 (Grant et al., 2008), and college-age students often report higher levels of psychological distress compared with non-student peers (Deasy et al., 2014). Within a student population, we decided to select a female-only sample for several reasons: the incidence of emotion dysregulation is higher in women, even starting at an early age (Bender et al., 2012); this holds also in young clinical samples (Wieckowski et al., 2020). Young girls are more prone than their male peers to engage in non-suicidal self-injury (NSSI) as an attempt to cope with negative emotions (Hawton and and-Harriss, 2008). Furthermore, Borderline Personality Disorder, which is the most extreme clinical manifestation of emotion dysregulation, is more prevalent in females (American Psychiatric Association, 2013). Another important reason for selecting females only is based on the substantial gender differences found in psychophysiological emotional responses (e.g., Bianchin and Angrilli, 2012). We aimed to reduce within-sample variance in emotion processing and regulation by working on the more homogenous sample represented by young women. Concerning the networks of interest, we concentrated on the VAN, given its role in the involuntary orienting of attention, particularly concerning emotion. Since, as earlier stated, the Alpha band is the most prominent resting state band, but the Gamma band was found to be important in the connectivity of our network of interest, we decided to focus on the Gamma band (30–50 Hz) and to use Alpha (8–13 Hz) as a control band.



MATERIALS AND METHODS


Subject Selection


Rationale and Questionnaires Used

To conceptualize emotion dysregulation in a simple and objective manner, we used self-report questionnaires that are expected to capture facets of the construct that can be easily translated into a laboratory setting, while keeping at the same time enough efficacy to pinpoint the core features of this condition and account for its multidimensionality. Accordingly, we focused on the three main criteria applied in the DSM-5 for the diagnosis of BPD (American Psychiatric Association, 2013): difficulties in controlling anger, affective lability, and impulsive behavior. Therefore, we administered three questionnaires: (1) the Multidimensional Anger Inventory (MAI; Siegel, 1986) to assess anger and difficulties controlling it, which is a 38-item questionnaire scored on a 5-point Likert scale (from 1 = “Completely undescriptive of me” to 5 = “Completely descriptive of me”, with 7 items to be reverse scored). The MAI has proven to have a good internal consistency (Cronbach’s α = 0.88) and its subscales examine both subjective views of one’s own rage and the situations which elicit it. The subscales are the following: Frequency, Duration, Magnitude, Anger-in, Anger-out, Guilt, Brood, Anger-discuss, Hostile outlook, Range of anger-eliciting situations; (2) the Affective Lability Scales-18 (ALS-18; Oliver and Simons, 2004), an 18-item questionnaire to assess instability in mood, which measures changeability among euthymia and four affective states: depression, elation, anxiety, and anger. Items are rated on a 4-point Likert scale (from 0 = “Very uncharacteristic of me”, to 3 = “Very characteristic of me”). The internal consistency of the instrument is good (Cronbach’s α = 0.95) and it comprises three subscales: Anxiety/Depression, Depression/Elation, and Anger; and (3) the UPPS-P Impulsive Behavior Scale (Lynam et al., 2006)to assess impulsivity. The UPPS-P has 59 items and five subscales which assess various manifestations of impulsive behavior: Sensation Seeking, Lack of Premeditation, Lack of Perseverance, Positive Urgency, and Negative Urgency. The items are rated on a 4-point Likert scale (from 1 = “Agree strongly” to 4 = “Disagree strongly”). We also administered the Balanced Inventory of Desirable Responding (BIDR-6; Paulhus, 1991) as a control scale to account for the impact of social desirability in the students’ responses.



Exclusion Criteria, Selection Strategy, and Sample Demographics

The questionnaires described in the above paragraphs were administered online to a sample of 422 female students of the University of Padova. We applied the exclusion criteria that are typically necessary to conduct an EEG experiment, such as a history of epilepsy, concussion, or other neurological problems, and ongoing treatment with psychotropic medication. We further excluded participants scoring over 2 standard deviations (SDs) above the normative mean score at the Impression Management subscale of the BIDR-6, which is the one most related to how people want to present themselves to others in a socially acceptable manner, correlating highly and positively with traditional lie scales and dissimulation measures (Paulhus, 2002). Two-hundred ninety-four students remained eligible for the study. To reduce data dimensionality and obtain a single score that takes account of the three questionnaires, we applied the Principal Component Analysis on the data in order to achieve two experimental groups: a Low Dysregulation (LD) group, comprising 25 subjects ranking below the 15th percentile, and a High Dysregulation (HD) group, comprising 25 subjects ranking above the 85th percentile. The two groups were balanced for age (MHD = 22.64, SDHD ± 2.12; MLD = 22.60, SDLD ± 1.63) and for lifestyle variables, such as daily caffeine and nicotine intake, hours of physical activity/week, and weekly consumption of alcohol. The demographic characteristics of the sample are summarized in Table 1.

TABLE 1. Socio-demographic characteristics of the sample.
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Experimental Setting and EEG Recording

The study was conducted according to the guidelines of the Declaration of Helsinki and approved by the Ethics Committee of Psychology Area, University of Padova (protocol code 2989, date of approval 05/03/2019). As a first step, we asked the subjects to sign an informed consent form to participate in the research. Next, to ensure the correct attribution of the subjects to the experimental groups, given that the ALS-18 proved to be the most represented questionnaire in PC1 loadings, we asked the subjects in the laboratory to again fill in the ALS-18 prior to the EEG recording. The ALS-18 (Oliver and Simons, 2004) is an 18-item questionnaire, which is rated on a 4-point Likert scale (from 0 = “Very uncharacteristic of me” to 3 = “Very characteristic of me”) and comprises three subscales: Anxiety/Depression subscale, Depression/Elation, and an Anger subscale.

The subjects were then asked to sit in a comfortable chair while experimenters proceeded to fit them with an EEG elastic cap (ElectroCap) with 57 tin electrodes and seven additional external tin electrodes (on nasion, i.e., Nz, left and right external canthi, below left and right eyes, representing the EOG channels, plus the two mastoids) to record their spontaneous brain activity using a SynAmps amplifier (NeuroScan Labs, Sterling, USA) with 500 Hz sampling rate, bandwidth was set to 0–100 Hz (100 Hz low-pass antialiasing filter), 24 bit corresponding to 0.01 uV resolution. All channels were online referred to Cz.

After the montage was completed, the subject was asked to sit back and relax with her eyes open, the arms and legs uncrossed with the feet firmly placed on the floor and arms on the armrests of the chair. They were also asked to look in front of them, without visually exploring the room. No fixation cross was provided to avoid biasing their focus of attention on something specific. Since we were interested in assessing VAN connectivity, we decided to let participants’ minds wander freely without providing a fixation task. Resting state EEG activity was then recorded continuously for 5 min from each participant.



EEG Signal Processing

We used an innovative EEG processing approach (Liu et al., 2017; Marino et al., 2019b) that allows performing seed-based connectivity analysis in the source space, as described by Samogin et al. (2020). This workflow is highly automated and consists of pre-processing the signal, with no subjective influence from the researcher (e.g., in choosing bad channels or in removing artifactual contributions), head model reconstruction, source localization of the cleaned EEG signal, and connectivity analysis.

First, in the pre-processing step, bad channels were detected, and biological artifacts were removed (Liu et al., 2017; Samogin et al., 2019). Bad channel detection was performed based on the values of two parameters: we calculated the minimum Pearson correlation between each channel signal and all signals from the other channels in the 1–50 Hz frequency range, and the noise variance in the 200–250 Hz frequency range, in which brain activity is considered negligible. Bad channels were considered those in which at least one of these two parameters was an outlier (average value + 4*SD; Liu et al., 2017) compared to the total distribution; the signal in these channels was reconstructed by interpolation of the neighboring channels using the FieldTrip toolbox (Oostenveld et al., 20111).

Next, EEGLab (Delorme and Makeig, 2004) was used to band-pass filter the EEG data in the 1–50 Hz band, and artifact removal was performed. Eye movement artifacts and noise from muscular activity were attenuated using Independent Component Analysis (ICA; Mantini et al., 2008). More in detail, a fast fixed-point ICA algorithm (FastICA2; Oja and Yuan, 2006) was used, and the noisy ICs were automatically identified using the procedure described by Liu and colleagues (Liu et al., 2017), in which the following parameters are considered: (a) correlation of the IC power with the power of the vEOG, hEOG and EMG signals; (b) the IC power spectrum fit against a 1/f function; and (c) the kurtosis of the IC time-course. The thresholds used for each parameter were set in accordance with previous studies (Mantini et al., 2009; De Pasquale et al., 2010; Liu et al., 2017), and only one parameter needed to be above its specific threshold for the IC to be considered artifactual (Samogin et al., 2020).

Since an individual structural MRI was not available for our participants, we used an MRI template, combined with the template electrode positions provided by the EEG system manufacturer, to build a standard head model. Source localization was performed using the exact low-resolution brain electromagnetic tomography algorithm (eLORETA; Pascual-Marqui et al., 2002) in a 6 mm homogeneous grid (Samogin et al., 2020).

Starting from the source localized EEG data, we focused on the signals from a set of seeds representative of commonly investigated RSNs, including the DMN, DAN, VAN, LN, SMN, and VN. Their coordinates were based on previous research (Samogin et al., 2019, 2020; Taberna et al., 2021). The MNI coordinates of the individual seeds that were used for FC analysis (Taberna et al., 2021) are listed in Table 2.

TABLE 2. MNI coordinates of the seeds we used for each network (Taberna et al., 2021).
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We computed the power spectrum of each ROI in the range (1–50 Hz), and then reconstructed the power spectrum of each RSN by averaging those constituting its ROIs. We extracted the power in the following bands: Delta (1–4 Hz), Theta (4–8 Hz), Alpha (8–13 Hz), Beta (13–30 Hz), and Gamma (30–50 Hz). Next, EEG connectivity was measured using Pearson correlations that were computed between the logarithmic-transformed signal-orthogonalized power time-courses and then transformed into z-values using the Fisher transform (De Pasquale et al., 2012; Hipp et al., 2012). We examined the EEG connectivity profiles between pairs of RSNs, for each frequency band. In particular, we computed inter-network connectivity as the average connectivity between all the possible pairs of ROIs belonging to two different networks (Newton et al., 2011). Frequency-specific inter-network connectivity values were averaged within the five frequency bands of interest (Delta, Theta, Alpha, Beta, and Gamma). For each frequency band and for each pair of RSNs, we then regressed out the difference in power from the connectivity values (Samogin et al., 2020).



Statistical Analyses

On the connectivity matrices, Welch’s t-tests (Welch, 1947) were computed to assess differences regarding the average connectivity between different networks in the HD group compared with the LD group.

Moreover, Spearman’s rank correlation coefficients were calculated for each group between Alpha and Gamma power in the DMN and VAN with the second administration of the ALS-18 and its subscales as a measure of emotion dysregulation and mood instability. We computed Spearman’s rank correlation coefficients and not Pearson’s because, since the HD and LD represented two extreme groups, their questionnaire scores were not normally distributed (as measured with the Shapiro-Wilk normality test) and, when data violate the normality distribution assumption, the use of Spearman’s correlation is advised (Artusi et al., 2002). Multiple comparisons were corrected by means of False Discovery Rate (FDR) and the significance level was set to p < 0.05.




RESULTS


Inter-network Connectivity Differences Between the Two Groups

Regarding the Alpha band (8–13 Hz), no significant between-group differences in inter-network connectivity emerged (see Table 3).

TABLE 3. Mean connectivity values, respective standard deviation (SD) by group, and t-test values comparing inter-network connectivity of the two groups on the Alpha band.
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In the Gamma band (30–50 Hz), however, the HD group showed stronger connectivity between the VAN and all other networks compared with the LD group. Figure 1 shows the location of all analyzed seeds and reports the VAN was bigger as it was more activated and connected with most of the other seeds.
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FIGURE 1. Graphic representation of the seeds we used for each network (Taberna et al., 2021). For the individual seed coordinates, see also Table 2. DMN (red), Default Mode Network; DAN (yellow), Dorsal Attention Network; VAN (green), Ventral Attention Network, with rTPJ, right temporo-parietal junction and rIFG, right inferior frontal gyrus; LN (light blue), Language Network; SMN (blue), Somatomotor Network; VN (magenta), Visual Network. The full names of the seeds are as follows: Posterior Cingulate Cortex (PCC), Medial Prefrontal Cortex (MPFC), Left Angular Gyrus (lAG); Right Angular Gyrus (rAG); Left Frontal Eye Field (lFEF), Right Frontal Eye Field (rFEF), Left Inferior Parietal Sulcus (lIPS), Right Inferior Parietal Sulcus (rIPS); Left Temporo-Parietal Junction (ITPJ), Left Inferior Frontal Gyrus (lIFG); Left Supplementary Motor Area (lSMA), Left Primary Somatosensory Cortex (lS1), Right Primary Somatosensory Cortex (rS1), Left Secondary Somatosensory Cortex (lS2), Right Secondary Somatosensory Cortex (rS2); Left Human Ventral Visual 4 Area (lhvV4), Right Human Ventral Visual 4 Area (rhvV4), Left Dorsal Visual 2 Area (ldV2), Right Dorsal Visual 2 Area (rdV2). Figure generation was obtained with BrainNet Viewer version 1.7 (Xia et al., 2013).



The LD group had stronger connectivity between the DAN and LN (t(48) = −2.8, p < 0.01) and between the LN and SMN (t(48) = −2.59, p < 0.05). All results for the Gamma band are summarized in Table 4.

TABLE 4. Mean connectivity values, respective standard deviation (SD) by group and t test values comparing inter-network connectivity of the two groups on the Gamma band.
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Correlations Between Connectivity Measures, Network Power, and Affective Lability (ALS-18)

Alpha band (8–13 Hz) power in the VAN was negatively correlated with affective instability as measured with the ALS-18, both regarding total score (ρ = −0.52, pFDR < 0.01) and the Depression/Elation subscale (ρ = −0.45, pFDR < 0.05; Figure 2) in the HD group, but not in the LD group. Alpha power in the DMN was also negatively correlated with the ALS-18 total score (ρ = −0.4, pFDR < 0.05) in the HD group. No significant correlations were found in the LD group.
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FIGURE 2. Correlation between the ALS-18 Depression/Elation scale scores and Alpha and Gamma power in the Ventral Attention Network (VAN) in the High Dysregulation group. Spearman’s rank correlation coefficients are ρ = −0.45, pFDR < 0.05 and ρ = 0.47, pFDR < 0.05, respectively.



Looking at the Gamma band (30–50 Hz), a positive correlation was found between Gamma power in the VAN and the Depression/Elation subscale of the ALS-18, again in the HD group only (ρ = 0.47, pFDR < 0.05; Figure 2). In the LD group, no significant correlations were found.




DISCUSSION

The study of brain activity during the resting state, and particularly its functional organization in networks, is one of the most thoroughly investigated topics in neuroscience in recent years. However, when looking at the construct of emotion dysregulation, studies are still scarce and have so far yielded inconsistent results. Most studies have focused on active emotion regulation during specific tasks, a setting that is not suitable for studying resting state activity; additionally, since tasks and paradigms vary greatly among studies, some concerns have been raised regarding the appropriateness of emotion regulation as a construct to be the focus of scientific, systematic investigation (Beauchaine, 2015). Pathological emotion dysregulation is a key domain which is altered in almost all severe psychiatric diseases, including all anxiety and mood disorders, some psychotic subgroups, but also several personality disorders such as those in cluster B (American Psychiatric Association, 2013). Exploring the basic structured features of emotion dysregulation in a healthy sample would provide hints for both prevention and early interventions before a severe disorder appears. While most of the psychiatric literature focused on the DMN, we hypothesized that the VAN, a network ignited by emotion-related attention to biologically relevant stimuli, including the internal ones, would have shown the greatest activation and dominance in individuals with emotion regulation problems. Interestingly, the VAN includes key regions in the right hemisphere (rIFC, rTPJ) tightly connected with a larger network comprising also right insula, rACC and right limbic structures (amygdala, thalamus, basal ganglia) known to be involved in controlling and regulating emotional processes and, although limited, past research showed the key emotion-regulating role of the VAN (Iaria et al., 2008; Frank and Sabatinelli, 2012) also in depressed individuals (Mao et al., 2020).

A 2016 meta-analysis by Visintin and colleagues conducted on seven neuroimaging studies reported alterations in DMN regions in BPD patients compared with healthy controls. In particular, BPD patients are characterized by increased activity in the precuneus both at rest and during emotional processing, and reduced activity and smaller gray matter volume in the lateral temporal complex (Visintin et al., 2016). More recently, a study by Lei and colleagues found increased rs-FC of the left anterior cingulate cortex (ACC) with the right middle frontal gyrus, decreased rs-FC of the left ACC with the left middle temporal gyrus, and of both the left and the right ACC with the corpus callosum in BPD patients compared with healthy controls. FC metrics for the left ACC also correlated negatively with cognitive emotion regulation and depressive symptoms in BPD patients (Lei et al., 2019). Another study using a seed-based approach computed after the measurement of the Intrinsic Connectivity Contrast (ICC) on all the voxels in the brain allowed us to identify two seeds in which connectivity was stronger in BPD compared with healthy controls: the caudate nucleus, which in patients showed greater FC with the ACC, the left and right ventral striatum, the medial prefrontal cortex, the paracingulate gyrus, and the supplementary motor area; and the left insula, which was hyperconnected with the midcingulate and the dorsal ACC, the left and right orbitofrontal cortex, both left and right inferior parietal lobule and the right precentral gyrus (Sarkheil et al., 2020).

The present research aimed to disentangle the role of rs-FC of widely studied RSNs in a community sample of healthy women with high (HD group) and low (LD group) traits of emotion dysregulation. More in detail, we analyzed connectivity patterns in the DMN, the DAN, the VAN, the LN, the SMN, and the VN. We, therefore, adopted an EEG paradigm, and we expected the Gamma activity (30–50 Hz) to better reflect cortical activity related to processes activated during the resting state, especially in the VAN (ElShafei et al., 2020). At the same time, Alpha (8–13 Hz) served as a control band given the resting state condition that was the focus of the study, and Alpha was found to be the most prominent rhythm at rest (Samogin et al., 2019). We considered the VAN, the network most involved in the attentional biases towards emotional stimuli, especially on personally relevant biographical ones, which have been found in individuals that suffer from emotional disturbances, such as patients with a diagnosis of BPD (Kaiser et al., 2016).

Indeed, the VAN was the most connected with the other five analyzed RSNs in the HD group compared to the LD group, in the Gamma band, but not in the Alpha band. In addition to mediating connectivity between the VAN and all the other RSNs, Gamma power in the VAN of the HD group was also positively correlated with measures of affective lability (the ALS-18 questionnaire), especially with the subscale measuring shifts between states of depression and elation. In the HD group, we found an additional negative correlation between the Alpha power of the VAN and affective instability, which was not replicated in the LD group. These findings point towards a pattern of excessive activation/synchronization of the VAN in individuals with high traits of emotion dysregulation.

The VAN plays a relevant role in the automatic reorienting of attention towards an emotional stimulus, which eventually leads to overriding top-down control that would demand the subject to be engaged in other activities (Iaria et al., 2008; Frank and Sabatinelli, 2012). Our finding suggests that an exaggerated focus on internal emotional content, particularly if negative or rapidly shifting between negative and positive prompts, might be reflected in an increased connectivity between the VAN and the other RSNs. This is especially relevant in people with difficulties in appropriately regulating emotional responses. Indeed, Gamma activity in the VAN was increased during bottom-up attentional control following distracting stimuli (ElShafei et al., 2020), even in the primate brain following bottom-up attentional capture (Buschman and Miller, 2007). Furthermore, the Gamma band has been shown to mediate communication between task-relevant nodes (Jensen et al., 2007; Womelsdorf and Fries, 2007). The fact that we found greater Gamma connectivity between the VAN and the other RSNs in a resting state condition is peculiar to this regard as this result points to an involuntary capture of these subjects by their emotional, internal turmoil—a process that involves the entire brain. This finding was further corroborated by a significant negative association between Alpha power in the DMN and shifts in mood, suggesting a possibly protective role of Alpha band oscillations in the DMN as a general inhibitory mechanism that dampens emotional dysregulation and mood swings. Indeed, Alpha/Theta neurofeedback (A/T NF), which aims to increase Alpha and Theta band activity to induce a state of relaxation (Egner et al., 2002), has been found to increase connectivity in the DMN, which was in turn associated with an increase in mentalization skills—the set of abilities needed to understand and give meaning to the inner mental and affective states of both oneself and others (Fonagy and Bateman, 2008; Imperatori et al., 2017). Further support to this interpretation is provided by the observation that self-focused mentalization skills are associated with efficient emotion regulation, and they allowed to predict both adaptive and maladaptive emotion regulation independently of age, gender, and native language (Schwarzer et al., 2021). Moreover, since the late 1980s A/T NF has been successfully employed to increase Alpha rhythm amplitudes in resting state EEG and reduce self-reported depressive symptoms in alcoholic patients (Peniston and Kulkosky, 1989), again pointing to a protective effect of this band synchronization in populations with emotional difficulties.

While no overall significant differences in Gamma and Alpha activity were found between the groups, the associations between Gamma power and affective lability that characterized the HD group only, and the negative associations that we found between affective lability and Alpha power in the VAN and the DMN, again in the HD group only, point towards an association between a pattern of greater activation in this network in general and emotion dysregulation even at a trait level. This association may further lead to finding larger, significant differences in Alpha and Gamma power if, for example, clinical populations vs. healthy controls will be studied in future research.

Our study shed some light on the possible neural mechanisms underlying emotion dysregulation in a resting state condition and highlighted how research should not only focus on the DMN but also consider the global architecture of the brain, by measuring all the RSNs and how they interact together. Involuntary attentional processes, additionally, are revealed to be important even when subjects are not actively and explicitly engaged in a task, suggesting that certain populations could have difficulties in actually “resting” their mind during resting state, and are instead excessively focused on internally generated emotional prompts that distract them and catch their attention. As a future direction, this could also be probed, for instance, in depressed patients with particularly impairing rumination symptoms, or in other mood or anxiety disorders, or in Obsessive Compulsive Disorder (OCD; American Psychiatric Association, 2013).

Among the limitations of our research, concerning the EEG analysis, the computed head model was based on electrode positioning templates and standard anatomy, which partially limited the accuracy of source localization. Future studies aiming to replicate or broaden these findings could be based on higher-density EEG recordings, for which the exact positioning of the EEG sensors (Taberna et al., 2019) as well as an individual head model for each subject should be available (Taberna et al., 2021). Moreover, we only concentrated on a female population; it would be interesting to assess gender differences in rs-FC by also including males that exhibit trait emotion dysregulation, a population which is largely neglected in the existing literature. Another limitation lies with the fact that our sample was very specific, and not clinical. While we insist on affirming the methodological advantage that studying healthy samples has, it would still be worthwhile to compare rs-FC measures in clinical populations, such as BPD patients, with those of participants exhibiting high traits of emotion dysregulation, to test whether and how they differ in connectivity patterns. Another possible approach based on a longitudinal design should allow distinguishing participants with high trait emotion dysregulation that develop a clinical disorder in later years, from those who do not convert, also considering the possible role of altered brain network dynamics as biological markers of disease vulnerability. Notably, our research highlights the importance of studying emotion dysregulation even regarding its trait form, in non-clinical populations. Expanding our findings with more precise source localization may offer additional information on the identification of biomarkers of emotion dysregulation in young, healthy individuals, and contribute to the development of tailored psycho-educational interventions to improve healthy management of emotion and general wellbeing in the adult population.
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Films, compared with emotional static pictures, represent true-to-life dynamic stimuli that are both ecological and effective in inducing an emotional response given the involvement of multimodal stimulation (i.e., visual and auditory systems). We hypothesized that a direct comparison between the two methods would have shown greater efficacy of movies, compared to standardized slides, in eliciting emotions at both subjective and neurophysiological levels. To this end, we compared these two methods of emotional stimulation in a group of 40 young adults (20 females). Electroencephalographic (EEG) Alpha rhythm (8–12 Hz) was recorded from 64 scalp sites while participants watched (in counterbalanced order across participants) two separate blocks of 45 slides and 45 clips. Each block included three groups of 15 validated stimuli classified as Erotic, Neutral and Fear content. Greater self-perceived arousal was found after the presentation of Fear and Erotic video clips compared with the same slide categories. sLORETA analysis showed a different lateralization pattern: slides induced decreased Alpha power (greater activation) in the left secondary visual area (Brodmann Area, BA, 18) to Erotic and Fear compared with the Neutral stimuli. Instead, video clips elicited reduced Alpha in the homologous right secondary visual area (BA 18) again to both Erotic and Fear contents compared with Neutral ones. Comparison of emotional stimuli showed smaller Alpha power to Erotic than to Fear stimuli in the left precuneus/posterior cingulate cortex (BA 7/31) for the slide condition, and in the left superior parietal lobule (BA 7) for the clip condition. This result matched the parallel analysis of the overlapped Mu rhythm (corresponding to the upper Alpha band) and can be interpreted as Mu/Alpha EEG suppression elicited by greater motor action tendency to Erotic (approach motivation) compared to Fear (withdrawal motivation) stimuli. Correlation analysis found lower Alpha in the left middle temporal gyrus (BA 21) associated with greater pleasantness to Erotic slides (r38 = –0.62, p = 0.009), whereas lower Alpha in the right supramarginal/angular gyrus (BA 40/39) was associated with greater pleasantness to Neutral clips (r38 = –0.69, p = 0.012). Results point to stronger emotion elicitation of movies vs. slides, but also to a specific involvement of the two hemispheres during emotional processing of slides vs. video clips, with a shift from the left to the right associative visual areas.

Keywords: emotional processing, EEG source localization, emotional pictures, movies clips, valence, arousal, sLORETA, Mu rhythm


INTRODUCTION

The processing of emotional information plays a central role in human cognition and social interactions. Experiencing emotion involves different components, including physiological reactions, mental states and explicit behaviors (Matsumoto and Hwang, 2012). Specific emotional experiences (e.g., positive or negative states) can modify our cognitive functioning by altering decision making, attentional, learning, mnestic and perceptual processes (Phelps, 2004; Vuilleumier, 2005; Lerner et al., 2015; Tyng et al., 2017). Given the multicomponential nature of emotion, the implementation of experimental paradigms for assessing both behavioral and neural responses remains challenging. A critical issue concerns the type of stimuli used for eliciting emotional responses (Gross and Levenson, 1995). Many studies have been using standardized databases (e.g., IAPS; Lang et al., 1997), consisting in pleasant and unpleasant static pictures. However, dynamic stimuli, such as short videoclips, have proven to be among the most effective techniques for studying emotional processing in the laboratory (Rottenberg et al., 2007). Dynamic materials are more ecological because they present more information from various sensory inputs (i.e., visual and auditory information). All these characteristics make dynamic stimuli both more similar to reality and more effective in inducing complex emotional scenarios. Their superiority has been widely documented in literature since the ‘90s. For example, a meta-analysis by Westermann et al. (1996) compared film clips with ten other emotion induction techniques and found them to outperform all alternative methods in eliciting both positive and negative emotional states (Westermann et al., 1996). More recently, McGinley and Friedman (2017) compared imagery, recall and film clip viewing and found the latter to be the best-performing technique in the prediction of emotion-specific patterns of autonomic nervous system activation, with 4 out of the 5 emotional states considered in the study being correctly identified (McGinley and Friedman, 2017). Moreover, the development of emotional states, especially if complex, has been shown to need time to develop (Rottenberg et al., 2007). While a movie clip, even if realistic, is not the same as a real-life situation, these findings point to dynamic stimuli as the best compromise between exerting a necessary degree of control over experimental variables and allowing for a sufficiently immersive emotional experience for the viewer (Rottenberg et al., 2007). Surely, imagery of personal past experiences is a very effective method for inducing emotions, yet it allows virtually no control on what the participant is really imaging. Another advantage of using film clips derives from the fact that, typically, film makers induce viewers to empathize with characters from very early on in the film by using various visual techniques, such as shallow focus, close-ups, etc. (Plantinga et al., 1999; Coplan, 2006). Watching a movie elicits a complex combination of passive viewing and imaginative processes, which involve both cognition and affect, and consist in adopting a character’s emotional state and cognitive point of view. This is elicited to boost the communicative efficacy of movies (Coplan, 2006). While movies achieve this emotional contagion via long durations, even short clips may trigger an empathic response, especially in individuals with high levels of trait empathy. During the last years, both static and dynamic settings have been used for investigating the brain signatures of positive and negative emotional content. A shared view is that emotional processing involves a rather complex neural circuitry which includes the amygdala, the anterior cingulate, the temporal lobe, the insular cortex, the prefrontal cortex and the visual areas (Davidson and Irwin, 1999; Lane and Nadel, 2002; Phan et al., 2002). Concerning emotional valence (i.e., pleasant and unpleasant stimuli), it has been proposed that the ventro-medial portion of the prefrontal cortex participates in the general representation of basic emotional states (both positive and negative), whereas the amygdala is particularly activated by negative affect (e.g., fear) (Davidson and Irwin, 1999). In contrast, pleasant pictures mainly recruit the basal ganglia, including the putamen and the ventral striatum (Davidson and Irwin, 1999; Phan et al., 2002). In addition to these results, other hypotheses suggest different hemispheric contributions to the emotional experience. According to Davidson (1995, 1992), the two hemispheres are involved in emotional processing in different ways: the right hemisphere is activated by negative affect, whereas the left hemisphere by positive affect. Another influential theory supports right hemisphere dominance in the processing of all emotions, regardless of their positive or negative valence (Borod et al., 1998). Both these models were confirmed by studies on healthy participants and brain-damaged patients, thus suggesting a possible coexistence of the two mechanisms (Borod et al., 1998; Killgore and Yurgelun-Todd, 2007; Prete et al., 2015). However, the heterogeneity of the results leaves many questions open and other approaches could be considered for the investigation of the neural correlates of emotions. For example, recent neuroimaging works propose new analysis methods with a focus on whole-brain network dynamics (Barrett and Satpute, 2019). From an electrophysiological perspective, the Electroencephalographic (EEG) Alpha band (8–12 Hz) has been widely investigated as a potential marker of emotional processing. The interest for this specific rhythm is partially due to Alpha activity being inversely correlated with cortical brain activity (Lindsley and Wicke, 1974) and, thus, representing an index of cortical inhibition. A large body of studies tested the hypothesis of frontal Alpha asymmetry during the processing of different emotional materials (for a review, see Harmon-Jones, 2003). More specifically, unbalanced Alpha distribution within the left and right frontal areas was associated with approach-avoidance processes, with less left vs. right Alpha for approaching and less right vs. left Alpha for avoiding behaviors (Coan and Allen, 2004; Harmon-Jones et al., 2010). However, it is still not clear whether this asymmetric pattern is the result of greater activity on one hemisphere or, on the contrary, of pronounced inhibition on the other (Uusberg et al., 2013). Furthermore, this literature studied the correlation between electrophysiological measures (and Alpha waves in particular) collected at rest, and emotion assessed with personality trait and behavior attitude questionnaires. This approach is rather different from the direct study of the electrophysiological correlates of emotional processing in a visual task. Focusing on the Alpha-emotions relation, past studies are not consistent. For instance, some authors reported increased Alpha power for emotional compared with neutral stimuli both in anterior and posterior regions (Aftanas et al., 2002, 2004), while others found Alpha decreasing during emotional conditions, both in anterior and posterior sites (Everhart and Demaree, 2003; Sarlo et al., 2005; de Cesarei and Codispoti, 2011; Schubring and Schupp, 2019). Notably, some studies did not find any relation between Alpha rhythm and emotional processing (Müller et al., 1999; Balconi and Lucchiari, 2006). A possible explanation for these heterogenous results could be related to the different emotional elicitation methods adopted in these studies, including affective word lists, pictures from various databases and clips. As mentioned above, dynamic emotion induction methods (e.g., movie clips) overcome several limitations presented by pictures (Westermann et al., 1996). In view of that, using dynamic and more ecological stimuli for inducing emotional reactions could also allow to better frame the neural underpinnings of emotions. In particular, whether static and dynamic scenarios produce similar or different Alpha modulation is still unclear. On one hand, it could be expected that emotional clips enhance the activation of the same circuits involved in the processing of slides. On the other hand, clips could require the contribution of different networks/hemispheres given the engagement of multimodal stimulation that need to be integrated to form a unitary, coherent emotional representation. To test these hypotheses, we carried out an EEG experiment in a selected group of young adults. We controlled the potential influence of individual characteristics on emotional responses by matching our participants for age, education levels, gender, and empathic traits. A previous study showed differences in the affective responses and electrophysiological activation during emotional clip viewing in women with low vs. high trait empathy (Maffei et al., 2019). The emotional stimuli used in the present study consisted in both static slides and brief, dynamic movie clips, having pleasant (Erotic) and unpleasant (Fear) valence. In addition, neutral stimuli were presented as a control condition. In order to make slides and clips comparable, all stimuli were presented for 13 s. Subjective measures of stimulus valence and arousal were also collected to measure the effect of our emotional manipulations (static vs. dynamic). EEG source estimation on the Alpha rhythm was data-driven and computed to investigate brain reactivity to positive and negative emotions during slide and clip presentations. Overall, our experimental design allowed assessing: (I) the main hypothesis of a greater effectiveness of dynamic (clips) vs. static (slides) stimuli in capturing emotional responses; (II) the EEG hemispheric distribution during pleasant and unpleasant vs. neutral emotional processing; (III) the Alpha modulation induced by slides vs. clips.



MATERIALS AND METHODS


Participants

A preliminary online questionnaire was completed by a sample of 264 young adults. This form allowed us to select the final sample according with our inclusion criteria. In particular, only heterosexual participants were enrolled in the study, due to the content of our erotic emotional stimuli, which were characterized by the presence of heterosexual couples only. We then excluded participants with specific phobias (e.g., phobia for firearms, knives, blood) and/or with neurological or psychiatric disorders. The final sample was thus composed by 40 participants (20 women, mean age: 22.92 years, ± 2.69) with normal or corrected-to-normal vision. All participants were more than 18 years old and gave their written informed consent to take part in the experiment, according to the Declaration of Helsinki. The experimental procedure was approved by the Psychology Ethics Committee of the University of Padova (Protocol n. 3886).



Behavioral Scales

A series of questionnaires were administered to measure some psychological characteristics of our sample. For the assessment of empathic traits, all participants completed the Interpersonal Reactivity Index (IRI) questionnaire, consisting in 4 subscales: Empathic Concern, Personal Distress, Fantasy and Perspective Taking (Davis, 1983). More in detail, Empathic Concern refers to feeling sympathy for unfortunate others; Personal Distress assesses the stress the participant may feel when experiencing a difficult interpersonal situation; Fantasy analyzes the ability of the participant to self-identify with fictional characters; and Perspective Taking concerns how much the participant tends to spontaneously adopt the point of view of others. A separate score was computed for each subscale, and their sum contributed to the total IRI score. The presence of phobias was measured using an ad hoc short Italian version of the Fear Survey (Wolpe and Lang, 1964), focused on situations or things that may cause unpleasant feelings (e.g., animals, social stimuli, tissue damage such as injections, or illness). Both measures were collected during the online screening phase. The day of the experiment, participants were asked to complete three additional questionnaires: the State-Trait Anxiety Inventory Y (STAI-Y) 1 and 2, measuring both state and trait anxiety (Spielberger et al., 1983) and the Positive and Negative Affect Schedule (PANAS), measuring the participants’ positive and negative feelings (Watson et al., 1988). The PANAS was also administered at the end of the EEG session for monitoring potential mood changes following the experimental manipulation.



Experimental Setting

The experiment was carried out in a dedicated EEG laboratory. Since EEG data were collected during the COVID-19 pandemic, participants were requested to wear face masks during the whole experimental setting. Experimenters wore face masks with eye shields, and gloves during the procedure that allowed them to prepare each participant for EEG recording.

The EEG session included a passive viewing condition consisting in the presentation of static and dynamic stimuli from two categories: neutral stimuli (e.g., scenes representing landscapes, documentaries, or daily activities) and emotional stimuli, which could be pleasant (i.e., erotic scenes) or unpleasant (i.e., fear scenes). The static condition consisted in the presentation of 45 still slides (15 neutral, 15 erotic and 15 fear), whereas the dynamic condition consisted in the presentation of 45 short clips (15 neutral, 15 erotic and 15 fear) from commercial movies or documentaries. The slides represented a screenshot of each clip—this was done in order to achieve comparable levels of the visual components of the stimuli (e.g., brightness, contrast, color levels) in both conditions. Both slides and clips were presented for 13 s to keep the stimuli duration constant in the two conditions (static vs. dynamic). After each image/clip appearance, participants were asked to judge the valence and the arousal elicited by each stimulus using the Self-Assessment Manikin (SAM; Bradley and Lang, 1994) by typing on a numeric keypad a value ranging from 1 (low valence/arousal) to 9 (high valence/arousal). After the participants gave their rating, the next stimulus appeared on the screen (see Figure 1). Notably, while no sounds were presented during the presentation of the static slides, in the emotional (i.e., erotic and fear) clips we kept the original audio, while neutral clips had a musical score only. The static and dynamic conditions were counterbalanced: participants 1–20 first viewed the static slides and then the dynamic clips, while participants 21–40 first viewed the dynamic clips and then the static slides.
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FIGURE 1. Trial sequence of passive viewing of neutral, erotic and fear stimuli (slides/clips), followed by SAM (Self-Assessment Manikin) judgments (valence/arousal).




Electroencephalographic Data Recording and Preprocessing

EEG data were collected using a standard 64 channels cap (Acticap, BrainProduct system). EEG was recorded in DC mode and the activity of each electrode was online referred to FCz. The sampling rate was set at 1,000 Hz and the impedance was kept below 5 kΩ throughout the recording. The activity of FCz was reconstructed and data were off-line re-referenced to the average reference. Bad channels were interpolated with the triangulation and linear interpolation method using the BrainVision Analyzer software (Brain Products GmbH, Germany). Signal processing was then carried out using Brainstorm toolbox (Tadel et al., 2019). Data were filtered using a band-pass filter (lower cutoff = 0.5 Hz; upper cutoff = 125 Hz; stop-band attenuation = 60 dB). An Independent Component Analysis (ICA; method = Infomax EEGLAB/RunICA) was applied on the filtered data to identify ocular artifactual components. Components associated with eye artifacts (i.e., blinks, horizontal and vertical eye movements) were detected and then removed. Artifact-free data were then segmented in epochs of 2 s. Epochs with residual noise were deleted first by using a peak-to-peak procedure (threshold value = ± 150 μV) that rejected the entire epoch, and lastly by visually inspecting the residual artifact-free epochs.



Behavioral Analyses

Behavioral data were analyzed using a 3 (Stimulus content: Neutral vs. Erotic vs. Fear) x 2 (Condition: slides vs. clips) within-subject ANOVA, both for the Valence and Arousal self-reports. Data analyses were performed using the Statistica 6.1 (StatSoft GmbH) software. Post hoc comparisons were computed using the Newman-Keuls method (p < 0.05), and the Greenhouse-Geisser correction was applied when necessary (df > 2). In addition, we carried out behavioral correlations between SAM indices and the psychological traits that were measured with the STAI, PANAS and IRI questionnaires.



EEG Source Analyses

Localization of the neural sources underlying the effects of the emotional stimulation in the static and dynamic conditions was computed using the standardized low resolution brain electromagnetic tomography (sLORETA) method (Pascual-Marqui, 2002). sLORETA estimates the smoothest possible 3D distributed source density solution in gray matter after 5,000 permutations. Starting from all epochs available from each participant and category, a single, 64 × 64 complex-valued, cross-spectral matrix for each participant and condition was computed for the Alpha frequency range (8–12 Hz). In addition, as we used fear images/clips strongly related to action/movement (namely fear, but also erotic induce appetitive action tendency, that is approach toward the pleasant stimulus), the Mu rhythm (10–12 Hz), typically associated with movement planning/execution (e.g., Garcia-Rill, 2015), has been further analyzed to test whether stimuli involving movement elicited particular activation, compared to those (i.e., neutral) that did not involve movement. All cross-spectral matrices were then converted in sLORETA transformation matrices to reduce noise associated with measurement, to minimize the dependence of the source current density on individual subjects, and to eliminate components in the EEG spectra that were common to both groups. In the analysis step corresponding to the application of the transformation matrix to the original electrode coordinates, we followed Pascual-Marqui’s indications (2002), which recommended to use the standard setting without selecting a specific regularization parameter alpha (option “none”). This transformation algorithm uses the three-shell spherical head model registered to the Talairach Human Brain Atlas (Talairach and Tournoux, 1988) available as MNI coordinates.

We investigated the effect of our experimental manipulation (slides vs. clips presentation) and also contrasted emotional and neutral stimuli. In particular, we compared the electrophysiological activity in neutral and fear, neutral and erotic and fear and erotic stimuli both for static and dynamic conditions (two-tailed t-tests). To further investigate the association between the neural responses to emotional stimuli and the individual emotional state (explicit valence and arousal ratings), we computed sLORETA correlation analyses between the Alpha rhythm and SAM scores. These analyses were performed for each experimental condition (slides vs. clips) and for each stimulus category (neutral, erotic and fear). sLORETA measures were also correlated with the scores obtained by the participants at the STAI, PANAS and IRI tests. All results are reported in MNI coordinates.




RESULTS


Behavioral Data

The ANOVA (3 Stimulus content [Erotic vs. Neutral vs. Fear] X 2 Conditions [Slides vs. Clips]) carried out on the valence scores showed a main effect of Stimulus content [F(2,78) = 126.76, p < 0.001, GG ε = 0.78, η2p = 0.76] revealing greater pleasantness to erotic than to both neutral and fear stimuli, and greater unpleasantness to fear stimuli compared to both neutral and erotic stimuli, regardless of the kind of presentation (slides vs. clips). Our analysis also revealed an interaction between the condition and the stimulus content [F(2,78) = 2.97, p = 0.05, GG ε = 0.72, η2p = 0.07]. In particular, as shown in Figure 2, neutral clips were preferred to static slides, while both emotional stimuli elicited similar valence rates during slides and clips presentations.
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FIGURE 2. Valence scores for each condition (slides vs. clips) and stimulus content (erotic vs. neutral vs. fear). The horizontal black lines indicate the mean and colored areas indicate Standard Errors (SE). Dots represent the individual responses.


The ANOVA (3 Stimulus content [Erotic vs. Neutral vs. Fear] X 2 Conditions [Slides vs. Clips]) computed on the arousal scores showed main effects for Condition and Stimulus content. Greater arousal was associated to clips vs. slides, confirming the effectiveness of our experimental manipulation [F(1, 39) = 18.48, p < 0.001, η2p = 0.32]. Moreover, arousal was significantly higher for the two emotional stimuli compared with the neutral ones [F(2, 78) = 75.12, p < 0.001, GG ε = 0.93, η2p = 0.66]. A condition x stimulus interaction was also found [F(2, 78) = 20.41, p < 0.001, GG ε = 0.97, η2p = 0.34] (see Figure 3). Viewing of neutral slides and clips resulted in similar arousal levels. However, emotional clips increased the arousal compared to still slides (all ps < 0.01). Notably, the arousal score for erotic slides was significantly higher than for fear slides.
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FIGURE 3. Arousal scores for each condition (slides vs. clips) and stimulus content (erotic vs. neutral vs. fear). The horizontal black lines indicate the mean and colored areas indicate Standard Errors (SE). Dots represent the individual responses.


Correlations between the SAM and psychological traits showed two negative associations between valence scores for the unpleasant clips (fear) and both the Perspective Taking subscale (r = –0.34) and the total score of IRI (r = –0.38). These results suggest that participants with higher general empathy and/or higher capability to spontaneously adopt the point of view of others provided lower valence ratings to fear clips.



EEG Source Localization

We report below the results of the comparisons between different conditions for the Alpha EEG rhythm (8–12 Hz) as well as the Mu activity (10–12 Hz).


Neutral vs. Fear Stimuli–Slides and Clips Conditions

For slides source analysis revealed greater Alpha activity in the left hemisphere secondary visual cortex (MNI: X = –15, Y = –90, Z = 15; Broadmann area 18) during neutral than fear slides presentation (t = 0.229, p < 0.001). In contrast, for neutral vs. fear clips (t = 0.256, p < 0.001) greater Alpha was found in the homologous right hemisphere secondary visual cortex (MNI: X = 15, Y = –90, Z = 15; Broadmann area 18) (see Figure 4A).
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FIGURE 4. Neural source estimation for pictures and clips conditions in Alpha EEG frequency range (8–12 Hz). Each panel shows a different contrast: (A) Neutral vs. Fear; (B) Neutral vs. Erotic; (C) Fear vs. Erotic.


The further analysis of Mu rhythm revealed the same MNI coordinates for both slides (MNI: X = –15, Y = –90, Z = 15; Broadmann area 18; t = 0.18, p < 0.001) and clips (MNI: X = 15, Y = –90, Z = 15; Broadmann area 18; t = 0.22, p < 0.001).



Neutral vs. Erotic Stimuli–Slides and Clips Conditions

When contrasting neutral and erotic stimuli, neural generators were localized in the left secondary visual cortex (MNI: X = –15, Y = –90, Z = 15; Broadmann area 18) during the static slides (t = 0.279, p < 0.001) and in the right primary/secondary visual cortex (MNI: X = 15, Y = –85, Z = 15; Broadmann area 17/18) during the dynamic condition (t = 0.355, p < 0.001). As previously reported for the comparison with fear stimuli also here neutral stimuli, both static slides and dynamic clips, elicited higher Alpha compared to emotional erotic stimuli (see Figure 4B).

The further analysis of Mu rhythm showed the same MNI coordinates for both slides (MNI: X = –15, Y = –90, Z = 15; Broadmann area 18; t = 0.24, p < 0.001) and clips (MNI: X = 15, Y = –85, Z = 15; Broadmann area 17/18; t = 0.35, p < 0.001).



Fear vs. Erotic Stimuli–Slides and Clips Conditions

sLORETA analysis on emotional categories showed greater Alpha activation in the left precuneus/dorsal posterior cingulate cortex (MNI: X = –10, Y = –45, Z = 50, Broadmann area 7/31) for fear than for erotic slides (t = 0.180, p < 0.01). When considering the clip condition, fear clips elicited greater Alpha in the left superior parietal lobule (MNI: X = –20, Y = –45, Z = 50, Broadmann area 7) (see Figure 4C).

An additional analysis of Mu rhythm revealed MNI coordinates overlapping those found in Alpha analyses, for both slides (MNI: X = –20, Y = –70, Z = 35; Broadmann area 7; t = 0.15, p = 0.01) and clips (MNI: X = –15, Y = –50, Z = 45; Broadmann area 7; t = 0.32, p = 0.005). Unlike the previous contrasts between neutral vs. emotional stimuli (both unpleasant and pleasant), the analysis that directly compared the two emotional stimulations (i.e., fear vs. erotic stimuli) revealed source estimations in left parietal associative areas (left BA 7) for both Alpha and Mu frequencies.




sLORETA Correlations on Alpha Rhythm and Explicit Measures

As a last analysis we correlated the subjective emotional reports (valence and arousal separately) with the Alpha frequency. The aim was to correlate the two main distinct emotional domains, the subjective and the neurophysiological ones. While arousal ratings were not systematically associated with any Alpha generator, for valence rating two different patterns emerged, depending on the category of stimuli.


Neutral Stimuli–Slides and Clips Conditions

Source analysis showed a non-significant negative association between Alpha activity in the right supramarginal gyrus/angular gyrus and valence scores during the presentation of static slides (MNI: X = 65, Y = –45, Z = 35, Broadmann area = 40/39, r = –0.57, p = 0.07). However, this negative correlation reached statistical significance when dynamic clips were analyzed. Figure 5A shows that lower Alpha in the same right supramarginal area/angular gyrus (MNI: X = 65, Y = –45, Z = 35, Broadmann area = 40/39, r = –0.69, p = 0.01) was associated with higher valence scores in response to neutral clips.
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FIGURE 5. Correlations between source Alpha frequency and valence scores in the SAM. (A) Shows a negative correlation for Neutral clips and (B) shows a negative correlation for Erotic slides.


No significant correlations emerged with arousal measures.



Erotic Stimuli–Slides and Clips Conditions

Source analysis on erotic slides revealed that the left middle temporal gyrus (MNI: X =-60, Y = –10, Z = –25, Broadmann area 21) was the brain region which showed the strongest relationship between Alpha activity and valence evaluation (r = –0.62, p < 0.01). In particular, Figure 5B shows that the lower the Alpha activity in this temporal area, the higher the valence associated with erotic slides. No significant results were found for valence ratings in the clips condition and for arousal ratings in both slides and clips conditions.

No significant correlations emerged between fear stimuli (both slides and clips) and the SAM ratings.

Moreover, no significant correlations emerged between sLORETA and STAI, PANAS, and IRI tests.





DISCUSSION

The present study investigated the efficacy of different methods of emotional stimulation (i.e., static slides and dynamic movie clips) in the elicitation of pleasant and unpleasant affects. The main goal was to test the hypothesis that, keeping constant some critical variables such as stimulus duration and content, the clips would have elicited larger emotional responses at both subjective and neurophysiological levels. In addition, we aimed to assess the contributions of the left and right hemispheres during positive and negative emotional processing. The EEG Alpha band has been previously demonstrated to be negatively correlated with cortical metabolism measured by PET methods (Oakes et al., 2004) thus, in the present study, the amplitude of EEG Alpha was considered an index inversely related to cortical arousal. Furthermore, as we used images/clips strongly related to action/movement (namely fear, but also erotic induce appetitive action tendency, that is approach toward the pleasant stimulus), the Mu rhythm—typically associated with movement imagery/planning/execution—has been further analyzed. According with the literature (Garakh et al., 2020), the Mu rhythm is larger at fronto-central and in the left parietal sites, whereas Alpha is prevailing at more posterior regions, namely in the parieto-occipital cortices. In the current experiment, the dominant passive setting (participants were forced to stay sitting without moving to avoid artifacts) elicited an Alpha signal peaking in the occipito-parietal regions. Analysis of the Mu band showed a spatial distribution of results and sources overlapped with Alpha, thus supporting the interpretation that the prevailing behavioral setting is immobilization, and the associated dominant band is Alpha. However, the specific activity peaking over somato-sensory cortices could be interpreted consistently also according to the functional meaning of the Mu rhythm in relation to action tendency. Therefore, the greatest Mu suppression in parietal sites can also be interpreted as greater action tendency, the direction of which (moving away or approaching) depends on the motivational program induced by the stimuli (Fear or Erotic) (Bradley and Lang, 2007; Papousek et al., 2009).

All stimuli were evaluated by each participant in terms of arousal and valence. Overall, dynamic stimuli were more effective than static ones in prompting emotional states at subjective level, and this difference was particularly clear for the arousal dimension. Arousal was, in general, higher for clips than for slides, but it was also greater for erotic and fear clips compared to slides while, importantly, no differences emerged in case of neutral stimuli. These results suggest that using dynamic real-to-life materials in emotional settings amplifies both subjective and psychophysiological responses, such as EEG (Gross and Levenson, 1995; Palomba et al., 2000; Schaefer et al., 2010). Moreover, the reliability of dynamic clips was effective both in inducing greater pleasant and unpleasant affects. Our findings extend previous findings which reported that erotic clips were associated with high levels of arousal and fear clips were characterized by low valence and high arousal (Maffei and Angrilli, 2019). Taken as a whole, our data show that dynamic stimuli mainly modulate subjective arousal: although the content of the slides and clips was the same, the exposure to multimodal information (e.g., auditory and visual) and the presence of a more realistic and immersive setting made the participants’ reactions more intense.

The analysis of explicit valence judgments showed the predicted pattern of responses, consisting in higher valence for positive (erotic) than neutral and negative (fear) stimuli, and in lower valence for negative compared to all other stimuli. Both positive and negative emotions elicited the same valence levels regardless of the type of stimulation, whereas the viewing of neutral clips increased the participants’ reported valence in comparison to static slides. Correlations with the empathy scales revealed that participants who reported lower valence for fear clips also had higher empathy scores pertaining to spontaneously adopting other people’s point of view. Interestingly, the influence of empathy on personal emotional reactions is exacerbated by dynamic unpleasant information (Maffei et al., 2019). This suggests that clips are more effective than slides in capturing how individual differences in trait empathy can affect the emotional experience.

As anticipated, our study also aimed to contribute to the still open discussion on the role of the two hemispheres in emotional processing. Indeed, decades of research provided controversial results, some of them supporting the right hemisphere hypothesis (Alves et al., 2009; Bourne, 2010) and others suggesting a different engagement of left and right regions based on emotional valence (Davidson, 1992, 1995). Our source analysis on the Alpha EEG rhythm showed different lateralized patterns for static and dynamic conditions (slides vs. clips). In particular, regardless of the emotional content, the presentation of slides induced greater Alpha power in the left secondary visual cortex in response to neutral than to both erotic and fear stimuli. In contrast, clips elicited greater Alpha power in the homologous right secondary visual cortex again to neutral compared with both erotic and fear contents. Alpha enhancement for neutral materials reflects the inhibitory functional role of this frequency band (Lindsley and Wicke, 1974) and thus indicates that perception of less salient and arousing information results in attenuated cortical responses. Enhanced activation of visual associative areas after emotional stimulation has been widely reported in neuroimaging studies (Lang et al., 1998; Britton et al., 2006; Kale Edmiston et al., 2013). It has been proposed that the amygdala, a key region in the processing of emotionally salient information (Phan et al., 2004; Fitzgerald et al., 2006; Peck et al., 2013), is involved in the modulation of visual cortex activity (Vuilleumier et al., 2004). The mediator role of the amygdala is also supported by anatomical studies on primates that observed projections connecting the amygdala to cortical visual areas in the ventral stream (Amaral et al., 2003). Therefore, this subcortical-cortical pathway could facilitate the perception, and therefore the reaction, to emotional stimuli through a preferential and particularly rapid stimulus processing (Tamietto and De Gelder, 2010). This pattern was further supported by functional data in humans that assessed the coupling of BOLD signal between the amygdala, and the visual system during emotional pictures viewing (Das et al., 2005; Wendt et al., 2011). The visual-emotional circuitry is a good candidate for explaining the occipital activations found in our study. It is worth noting that, consistently with previous data, we observed an increase in Alpha activity for neutral compared to emotional pleasant and unpleasant items (Schubring and Schupp, 2019, 2021). The separate analysis of slides and clips stimuli highlighted a hemispheric asymmetry in the Alpha distribution, characterized by a posterior involvement on the left hemisphere for images and on the right for clips. Given that this result is independent on emotional content (erotic vs. fear), the hemispheric lateralization seems to be induced by the kind of stimulation adopted (slides vs. clips). The right hemisphere activation might be indexing the involvement of the neural circuitry subtending the orienting of visuospatial attention (Hougaard et al., 2015). Moreover, hemisphere specificity in visual areas has also been reported by neuroimaging studies concerning form-specific (right hemisphere) vs. form-abstract (left hemisphere) visual processing (Stevens et al., 2012).

We also estimated the source distribution by contrasting the two emotional categories. Greater Alpha and Mu power in response to fear than to erotic stimuli was found for both slides and clips. Neural generators were localized in the left precuneus/dorsal posterior cingulate cortex during slides presentation and in the left superior parietal lobule during clips presentation. The modulation in this particular brain region suggest that this EEG activity could be interpreted also in line with the functional meaning of the Mu rhythm, that is expected to be inhibited during motor imagery or planning. Indeed, the precuneus plays an important role in visuo-spatial imagery, self-processing operations and, more relevant for this study, in perspective taking and experience of agency (fore review see, Cavanna and Trimble, 2006). Other fMRI findings showed that the attribution of emotions to the self or others activates the left precuneus, the posterior cingulate and the prefrontal areas (Ochsner et al., 2004). In our study, during slides presentation, precuneus activity was always reduced to positive compared to negative stimuli. The relative lower Alpha in visual associative areas to emotional stimuli compared to the neutral ones suggests that high arousing material strengthen visual processing: the lower Mu/Alpha rhythms in left parietal sites can be interpreted in terms of action tendency, greater for emotional compared with neutral stimuli. Furthermore, the differences found between fear and erotic can be interpreted as greater action tendency (motivated approach) to erotic compared with fear (motivated withdrawal) stimuli. Mu/Alpha reduction was also observed in the dorsal portion of the posterior cingulate cortex, a deep region which is recruited during both the evaluation of the affective valence of external stimuli (Maddock and Buonocore, 1997; Maddock et al., 2003) and during moral judgment (Greene et al., 2001). During clips presentation, we observed an increased EEG Mu/Alpha amplitude indicating cortical synchronization (Garakh et al., 2020) for negative compared to positive stimuli in the left superior parietal lobule, a region involved in the integration of somatosensory and visual information, in sensory aspects of motor planning (Caminiti et al., 1996) and in the integration of audio-visual stimuli (Molholm et al., 2006). This result can be further interpreted as a greater recruitment of the dorsal posterior pathway (“where pathway”) starting from the primary visual areas and involved in the processing of dynamic moving images (clips) and location of moving characters in the space, as compared to static images (slides). Concerning our data, we propose that viewing negative stimuli induced a lower engagement of this parietal network compared to positive, highly arousing material.

The Alpha power of the main electrical source was also correlated with explicit image/clip judgments, showing a significant correlation with the valence dimension. More in detail, lower Alpha in the left middle temporal gyrus was associated with greater valence for erotic slides. This result suggests a potential neural correlate of the positive valence dimension. Notably, in our study, participants with smaller inhibition of this region provided higher ratings to pleasant erotic slides. A link between the middle temporal gyrus (but also orbito-frontal areas) and positive valence has been shown in previous fMRI data (Nielen et al., 2009). The responsiveness of the middle temporal gyrus to pleasant images is in line with the functional role of this brain area, in particular with its recruitment during the observation of actions, the processing of words (Papeo et al., 2019) and multimodal semantic processing (Visser et al., 2012). Considering that the presentation time for each picture was long (about 13 s), it is possible that the viewing of pleasant information recruited this left-lateralized region to assign meaning to the emotional content.

Our investigation of the neural correlates of subjective stimulus evaluation also revealed that lower Alpha in the right supramarginal/angular gyrus was associated with greater valence levels during neutral clips. A similar, albeit not significant, negative correlation was also found for the static (slides) condition. This result has two implications: on one hand, we can assume that the dynamic relative to static modality is more sensitive in modulating neural responses; on the other hand, the fact that the same brain area emerged both for pictures and clips reveals a possible neural mechanism involved in the valence evaluation of stimuli with no emotional content (i.e., neutral ones). While the angular gyrus has been associated with a variety of cognitive processes (Seghier, 2012), one of its main roles is the integration of multisensorial information to form a coherent representation of events (Damasio, 1989; Mesulam, 1998), a mechanism that might be also activated during the processing of dynamic clips.

Surprisingly, we did not find correlations between EEG spectral activity and subjective valence/arousal to fear stimuli. The lack of association between cortical activity and subjective evaluations may depend on the lack of variability in behavioral indices, especially when static slides were presented on the screen. At the same time, it may also be due to the characteristics of this type of stimuli. Indeed, threatening clips usually appear with a very dark environment, where the context does not always help to discriminate against the elements present in the scene. A further critical aspect is directly associated with the key role that the soundtrack plays on the threatening scene: indeed, as film directors well know, without audio, a thriller scene loses most of its impact. As a final remark, in many of our threatening stimuli a man and a woman were present on the scene, but almost invariably the predestinate victim was the latter. The viewer’s attention was then attracted by the female figure present in the scene. This feature may have fostered identification in our female participants, but not in males. Future research could consider possible gender biases, especially when cognitive and complex emotional stimuli are administered.

Another aspect to consider is that fear situations (i.e., threatening experiences) are less common in everyday life and participants were probably less familiar with this kind of stimuli compared to other ones. However, this is a direct consequence of studying both unpleasant and pleasant states in laboratory settings. Moreover, albeit being more infrequent, stimuli that depict direct threats are nevertheless biologically relevant, especially if participants identify themselves with the victim, due to sharing the same gender or other personal factors. Fear stimuli are also characterized by scenes implying movement, while neutral stimuli do not necessary involve action. However, this was an intrinsic characteristic of the stimuli used for eliciting negative emotions (i.e., threatening). More in general, when stimuli that depict faces are shown, such as was the case for our emotional stimuli, studies have shown that participants attend to faces more than to other parts of the scene (e.g., Hershler and Hochstein, 2005), both during static and during dynamic stimulus presentation. Adding movement slightly reduces the frequency, but slightly increases the duration of the fixations on faces (Stoesz and Jakobson, 2014). This aspect could be further investigated in future studies including neutral stimuli representing movement.

A limitation of this work is that it did not include other physiological indices usually recorded in research on emotions (such as skin conductance or heart rate). Given the informative role of these measures for emotional investigates, future research should consider recording them during the experimental stimulation.

Overall, our research contributed to demonstrate the effectiveness of dynamic, multimodal stimuli in prompting emotional responses at both subjective and physiological levels. Our electrophysiological findings showed a distinct contribution of the secondary visual cortexes of the two hemispheres during the emotional processing of static (left) vs. dynamic (right) information. Correlations with behavioral measures revealed an asymmetric Alpha distribution associated with the subjective rating of neutral and pleasant emotional stimulation. Our findings suggest an important role for oscillatory Alpha activity during emotional experiences.
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Errors and their consequences are typically studied by investigating changes in decision speed and accuracy in trials that follow an error, commonly referred to as “post-error adjustments”. Many studies have reported that subjects slow down following an error, a phenomenon called “post-error slowing” (PES). However, the functional significance of PES is still a matter of debate as it is not always adaptive. That is, it is not always associated with a gain in performance and can even occur with a decline in accuracy. Here, we hypothesized that the nature of PES is influenced by one’s speed-accuracy tradeoff policy, which determines the overall level of choice accuracy in the task at hand. To test this hypothesis, we had subjects performing a task in two distinct contexts (separate days), which either promoted speed (hasty context) or cautiousness (cautious context), allowing us to consider post-error adjustments according to whether subjects performed choices with a low or high accuracy level, respectively. Accordingly, our data indicate that post-error adjustments varied according to the context in which subjects performed the task, with PES being solely significant in the hasty context (low accuracy). In addition, we only observed a gain in performance after errors in a specific trial type, suggesting that post-error adjustments depend on a complex combination of processes that affect the speed of ensuing actions as well as the degree to which such PES comes with a gain in performance.

Keywords: speed-accuracy tradeoff, error processing, cognitive control, attention, emotion


INTRODUCTION

We all make mistakes. For instance, many of us have experienced sending an email to the wrong person. After such an error, we typically write a second message to apologize and rectify. But when we send the second email, we usually take more time to check that the recipient is correct. We, therefore, adapt our behavior in order to avoid reproducing previous mistakes. Such an ability to adapt after an error is essential to achieving our goals.

Errors and their consequences are typically studied in two-choice reaction time tasks by investigating changes in decision speed and accuracy in trials that follow an error, commonly referred to as “post-error adjustments”. Using such tasks, many studies have reported that subjects slow down following an error, a phenomenon called “post-error slowing” (PES; Fu et al., 2019; Dubravac et al., 2020; Nigbur and Ullsperger, 2020; Topor et al., 2021).

The functional significance of PES is still a matter of debate though (Wessel, 2018; Damaso et al., 2020; Kirschner et al., 2021). Because slowing down after an error is often associated with an increase in accuracy, PES is traditionally attributed to adaptive adjustments of decision policies, favoring a more cautious response style to improve performance in the subsequent trial (Rabbitt and Vyas, 1970; Smith and Brewer, 1995; Cavanagh et al., 2014; Siegert et al., 2014; Purcell and Kiani, 2016; Steinhauser and Andersen, 2019; Beatty et al., 2020). However, several recent studies have revealed that PES can also occur in a somewhat “maladaptive” way as, sometimes, slowing does not necessarily lead to improvement in accuracy; in fact, PES can even come with a decrease in decision accuracy (Ceccarini et al., 2019; Eben et al., 2020a; Schroder et al., 2020; Smith et al., 2020; Compton et al., 2021; Kirschner et al., 2021). These findings indicate that the functional significance of PES may vary according to the context in which it is observed.

A careful analysis of the literature reveals that the degree to which PES is adaptive (i.e., increases accuracy) or “maladaptive” (i.e., takes place without accuracy improvement) depends partly on the average level of accuracy of subjects in the task at play. That is, in studies reporting an adaptive PES, the overall level of choice accuracy is typically low (i.e., generally between 60% and 80% of correct choices) because the task is relatively complex and/or because the instruction requires subjects to respond quickly within a given time limit (Siegert et al., 2014; Purcell and Kiani, 2016; Steinhauser and Andersen, 2019). In this situation, errors are clearly expected and slowing down after them has a positive effect on choice accuracy (Hajcak et al., 2003; Siegert et al., 2014; Dyson et al., 2018; Wessel, 2018; Damaso et al., 2020). By contrast, studies reporting a maladaptive PES rather use reaction time tasks that are quite simple such that the overall level of choice accuracy is usually much higher (i.e., more between 80% and 100% of correct choices; Notebaert et al., 2009; Nunez Castellar et al., 2010; Houtman et al., 2012; Eben et al., 2020a; Li et al., 2020; Kirschner et al., 2021; Compton et al., 2021). In such settings, errors represent infrequent and unexpected events that may catch attention, resulting in a maladaptive PES that deteriorates (rather than enhances) choice accuracy in the consecutive trial (Sokolov, 1963; Nunez Castellar et al., 2010; Houtman et al., 2012).

Thus, whether PES is adaptive or maladaptive might be partly influenced by choice accuracy. This in turn depends on the task characteristics, such as its global difficulty or on the speed-accuracy tradeoff (SAT) policy of subjects performing the task. Indeed, most decisions require balancing speed and accuracy, making the SAT a universal property of behavior (Henmon, 1911; Rinberg et al., 2006; Salinas et al., 2014; Guo et al., 2020; Reynaud et al., 2020; Miletić et al., 2021). Humans and other non-human animals are able to adjust their SAT depending on the context, favoring either hasty (i.e., high speed, low accuracy) or cautious (i.e., low speed, high accuracy) decision policies (Chittka et al., 2009; Heitz, 2014; Spieser et al., 2017; Thura, 2020). Hence, because choice accuracy varies depending on the SAT, it is plausible that PES can shift from being adaptive to being maladaptive depending on whether the emphasis is on speed or accuracy when performing the same task in separate blocks.

In conclusion, past research suggests that errors can trigger PES of adaptive or maladaptive nature (van Driel et al., 2012; Schiffler et al., 2017; Wessel, 2018). These two different types of behavior have been evidenced in separate studies using distinct tasks or instructions where performance is either characterized by a low or a high level of choice accuracy, respectively. Here, we hypothesized that the nature of PES can also vary within a given task depending on whether the SAT context favors a hasty (i.e., high speed, low accuracy) or a cautious (i.e., low speed, high accuracy) decision policy. More precisely, we predicted that errors would be common and expected when the context favors choice speed due to the choices’ promptness (Damaso et al., 2020), whereas they would be rare and unexpected when the context favors choice accuracy. Hence, we expected PES to be less adaptive (and potentially maladaptive) when the emphasis is on choice accuracy in a cautious SAT context compared to when the emphasis is on response speed. To test this hypothesis, we used a modified version of the “tokens task” (Cisek et al., 2009; Derosiere et al., 2019, 2022), involving choices between left and right index fingers. In this task, incorrect choices led either to a low or high penalty in two different SAT contexts, inciting subjects to implement either hasty or cautious decision policies, respectively. We predicted that PES would be more adaptive (i.e., associated with a higher increase in accuracy) in the low than in the high penalty context.



MATERIAL AND METHOD


Participants

A total of 43 healthy volunteers participated in this study (25 Women: 23.5 ± 2.3 years old). All participants were right-handed according to the Edinburgh Questionnaire (Oldfield, 1971). None of them had any neurological disorder or history of psychiatric illness or drug or alcohol abuse, and no one was following any clinical treatment that could have influenced performance. Participants were financially compensated for their participation and could also receive extra compensation based on their performance on the task (see below). All gave written informed consent at the beginning of the experiment. The protocol was approved by the Ethics Committee of the Université catholique de Louvain (UCLouvain), Brussels, Belgium. Data presented here were also used (for a different purpose) in another article (Derosiere et al., 2022).



Tokens Task

Subjects were seated in front of a computer screen, positioned at a distance of 70 cm from their eyes. Both forearms were placed on the surface of a table with the left and right index fingers placed on a keyboard turned upside down (Figure 1A). Subjects performed a variant of the “tokens task”(Cisek et al., 2009; Thura and Cisek, 2014; Derosiere et al., 2021) which was implemented by means of LabView 8.2 (National Instruments, Austin, TX). In this decision-making task, participants had to continuously monitor the distribution of 15 tokens jumping one by one from a central circle to one of two lateral circles. The subjects were instructed to guess which lateral circle would ultimately receive the majority of the tokens; they had to indicate their choice before the last token jump, by pressing a key with the left or right index finger (i.e., an F12 or F5 key-press for the left or right circle, respectively).
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FIGURE 1. (A) Schematic of the tokens task. In each trial, 15 tokens jumped one by one every 200 ms from the central circle to one of the lateral circles. The subjects had to indicate by a left or right index finger keypress (i.e., F12 and F5 keys, respectively) which lateral circle they thought would receive the majority of tokens at the end of the trial. For a correct response, the subjects won, in € cents, the number of tokens remaining in the central circle at the time of the response. Hence, the reward earned for a correct response decreased over time, as depicted in (B). The right side of panel (A) depicts the monetary outcome in three exemplary cases. The upper inset represents the reward provided for a correct response between Jump8 and Jump9, that is when seven tokens remain in the central circle at the moment the left circle is chosen; the middle inset represents the penalty for an incorrect response in the hasty context, fixed at −4 cents; the lower inset shows the penalty in a “Time Out” trial (no response), fixed at −4 cents, regardless of the context. For representative purposes, the “Time Out” message is depicted below the circles in this example, while it was presented on top of the screen in the actual experiment. (B) Contexts. Incorrect responses led to a fixed negative score, which differed depending on the context. In the hasty context (shown on the left), the penalty was low, equaling only 4 cents (see red line), promoting fast decisions. In contrast, in the cautious context (shown on the right), the penalty was high, equaling 14 cents, promoting thus slower decisions.



As depicted in Figure 1A, in between trials, subjects were always presented with a default screen, consisting of three blue circles (4.5 cm diameter each) displayed on a white background for 2,500 ms. Each trial started with the appearance of the 15 tokens randomly arranged in the central circle. After a delay of 800 ms, a first token jumped towards the left or right circle, followed every 200 ms, by the other tokens, jumping one by one, to one of the two lateral circles. Subjects were asked to respond as soon as they felt sufficiently confident. The reaction time (RT) was calculated by computing the difference between the time at which subjects pressed the key to indicate their choice and the time of the first tokens jump (Jump1). After subjects had pressed the corresponding key, the tokens kept jumping every 200 ms until the central circle was empty (i.e., 2,800 ms after Jump1). So, the feedback appeared only once all tokens were distributed. At this time, the chosen circle was highlighted either in green or in red depending on whether the response was correct or not, respectively. In addition, a numerical score displayed above the central circle provided subjects with feedback of their performance (see the “Reward, Penalty and SAT contexts” section below). In the absence of any response before the last jump, the central circle turned red with a “Time Out” message and a “−4” (score) appeared on top of the screen. The feedback screen lasted for 500 ms and then disappeared at the same time as the tokens did (the circles always remained on the screen), denoting the end of the trial. From the appearance of the tokens in the central circle, each trial lasted for 6,600 ms.

One key feature of the tokens task is that it allows one to calculate, in each trial, the “success probability” pi (t) associated with choosing the correct circle i at each moment in time t. For example, for a total of 15 tokens, if at a particular moment in time the right (R) circle contains NR tokens, the left (L) circle contains NL tokens, and the central (C) circle contains NC tokens, then the probability that the circle on the left will ultimately be the correct one (i.e., the success probability of guessing left) is described as follows, where k represents the number of elements in the summation component of the equation:
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Although the token jumps appeared completely random to subjects, the direction of each jump was determined a priori, producing different types of trials according to specific temporal profiles of pi(t). There were four trial types: ambiguous, obvious, misleading, and arbitrary. The majority of trials (60%) were ambiguous, as the initial jumps were balanced between the lateral circles, keeping the pi(t) close to 0.5 until late in the trial (i.e., pi(t) remained between 0.5 and 0.66 up to the Jump10). Fifteen percentage of trials were “obvious”, meaning that the initial token jumps consistently favored the correct circle (i.e., pi(t) was already above 0.7 after Jump3 and above 0.8 after jump5). Fifteen percentage of the trials were “misleading”, where most of the first token jumps occurred towards the incorrect lateral circle (i.e., pi(t) remained systematically below 0.4 until Jump3; from then on, the following tokens jumped mainly in the other direction, that is, towards the circle that eventually turned out being correct). Finally, we included 10% of trials that were completely arbitrary. These different types of trials were always presented in a randomized order.



Reward, Penalty, and SAT Contexts

As mentioned above, at the end of each trial, subjects received a feedback score. Correct responses led to a positive score (i.e., a reward) while incorrect responses led to a negative score (i.e., a penalty). Subjects were told that the sum of these scores would turn into a monetary reward at the end of the experiment.

In correct trials, the reward corresponded to the number of tokens remaining in the central circle at the time of the response (in € cents). Hence, the reward for a correct choice in a given trial gradually decreased over time (Figure 1B). For instance, a correct response provided between Jump5 and Jump6 led to a gain of 10 cents (10 tokens remaining in the central circle). However, it only led to a gain of 5 cents when the response was provided between Jump10 and Jump11 (5 tokens remaining in the central circle). Hence, using a reward dropping over time increased time pressure over the course of a trial and pushed subjects to respond as fast as possible (Derosiere et al., 2019, 2022).

The penalty provided for incorrect choices did not depend on the time taken to choose a lateral circle. Importantly though, it differed between the two contexts. In the first context, the cost of making an incorrect choice was low as the penalty was only −4 cents, pushing subjects to make hasty decisions in order to get high reward scores (hasty context). Conversely, incorrect choices were severely sanctioned in the second context as the penalty there was −14 cents, emphasizing the need for cautiousness (cautious context).

Moreover, not providing a response before Jump15 (i.e., time out trials) also led to a penalty, which was −4 cents both in the hasty and in the cautious contexts. Hence, in the hasty context, providing an incorrect response or not responding led to the same penalty (i.e., −4 cents), further increasing the urge to respond before the end of the trial in this context. Conversely, in the cautious context, the penalty for making an incorrect choice was much higher than that obtained for an absence of response (i.e., −14 vs. −4 cents, respectively), further increasing subjects’ cautiousness in this context.

Hence, with these two contexts, we could consider post-error behavioral adjustments depending on whether the cost of errors was either low or high, prompting the subjects to put the emphasis on decision speed (low accuracy) or on decision accuracy (high accuracy), respectively. As mentioned above, we expected to observe a post-error slowing (PES) in both cases but predicted that it would be more adaptive in the hasty than in the cautious blocks.



Sensory Evidence at RT

The tokens task also allowed us to assess the amount of sensory evidence (i.e., available information) supporting the subjects’ choice at the RT. To estimate the level of sensory evidence at RT, we computed a first-order estimation as the sum of log-likelihood ratios (SumLogLR) of individual token movements at this time (Cisek et al., 2009):
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In this equation, p(ek|S) is the likelihood of a token event ek (a token jumping into either the chosen or unchosen lateral circle) during trials in which the chosen circle S is correct, and p(ek|NS) is its likelihood during trials in which the unchosen circle NS is correct. K, here, represents the different token jumps. The SumLogLR is proportional to the difference between the number of tokens contained in each lateral circle; the larger the number of tokens in the chosen circle, as compared to the unchosen circle, the higher is the evidence for the choice and thus the SumLogLR (Derosiere et al., 2019). We expected the latter to be overall higher in the cautious than in the hasty context, reflecting the higher evidence needed before committing to an accurate choice in the former context (Ratcliff, 2002; Heitz, 2014; Miletić et al., 2021).



Experimental Procedure

Subjects performed the task in the two contexts in two different experimental sessions conducted on separate days at a 24-h interval. The order of the two sessions (i.e., hasty and cautious) was counterbalanced across participants. As described below, each session involved the same structure, except for the addition of a familiarization block in the first session only, to allow subjects to become acquainted with the basic principles of the task (this was of course not necessary for the session coming on the 2nd day).

Each session started with two short blocks involving a simple reaction time (SRT) task. This task was similar to the tokens task described above except that, here, all tokens jumped simultaneously into one of the two lateral circles. The subjects were instructed to respond as fast as possible by pressing the appropriate key (i.e., F12 or F5 for the left or the right circle, respectively). In a given SRT block, the tokens jumped always into the same circle, and subjects were informed in advance of the circle to choose within a block. This SRT task allowed us to estimate the sum of the delays attributable to the sensory and motor processes in the absence of a choice, as achieved in past studies (Cisek et al., 2009; Thura et al., 2014).

Then, subjects performed a few practice blocks. The first one (10 trials) consisted of a version of the tokens task in which the feedback was simplified; indicating only if the subjects’ choice was correct or incorrect by highlighting the chosen circle in green or red, respectively; no reward or penalty was provided here. This first practice block served to familiarize subjects with the basic aspects of the task and was only used during the first session. The practice then continued with two blocks (20 trials each) where subjects performed the task in the context they would be involved in for the whole session (hasty or cautious blocks).

After that, the actual experiment involved eight blocks of 40 trials (320 trials per session; 640 trials per subject). Each block lasted about 4 min and a break of 2–5 min was provided between each block. Each session lasted approximately 150 min.



Statistical Analyses

The analyses comprised two parts: first, we ran some tests to check that our manipulation of the penalty indeed led the subject to adopt different SAT policies in the two contexts. Second, and more related to the goal of the current study, we performed analyses to compare the post-error adjustments in the two contexts. Most of the statistical comparisons involved repeated-measures analyses of variance (ANOVARM) run with the Statistica software (version 10.0, Statsoft, Oklahoma United-States). Post hoc comparisons were conducted using the Tukey’s Honestly Significant Difference (HSD) procedure. The significance level was set at p < 0.05. Moreover, for the analyses regarding post-error adjustments, we ran a Bayesian equivalent of the ANOVARM (and t-tests) with JASP (Wagenmakers et al., 2018). In this case, the Bayes Factor (BF10) quantifies the evidence for the alternative hypothesis against the null hypothesis and the prior and posterior inclusion probabilities [P(incl) et P(incl|data)] refer to the importance of each parameter based on the prior and posterior probabilities of each model including it, respectively. All data are presented as mean ± SE.


Manipulation Check

In order to verify that our manipulation of penalty (−4 or −14 cents) successfully induced SAT adaptations, we considered the RT, the percentage of correct choices (%Correct), and the SumLogLR at RT in the two contexts. Overall, we expected to observe larger values for these variables in the high penalty (−14 cents) than in the low penalty (−4 cents) blocks, supporting a more conservative behavior in the cautious context compared to the hasty one. To address this directly, we analyzed each variable using two-way ANOVAsRM with CONTEXT (hasty or cautious) and TRIAL_TYPE (obvious, ambiguous, or misleading) as within-subject factors.



Post-error Adjustments

All analyses on post-error adjustments focused on behavior in ambiguous trials. This allowed us to characterize post-error adjustments in a homogeneous set of (ambiguous) trials. We investigated behavior in these trials, referred to as the “n” trials (trialsn), according to whether they followed an error or a correct choice. These trials preceding trialsn are referred to as trialn-1 and were separated according to whether they were ambiguous or misleading; there were too few errors in obvious trials to consider them as trialsn-1. Thus, we considered post-error adjustments on ambiguous trialsn according to the type of trialsn-1 (ambiguous or misleading). For this analysis, we had to exclude 14 participants who had less than five trialsn in at least one of the experimental conditions. As a result, statistical analyses were run on a total of 29 subjects (17 women: 23.4 ± 2.4 years old). On average in the hasty context, we characterized adjustments following errors in 22 ± 8 ambiguous trialn-1 and 15 ± 6 misleading trialn-1 (corresponding to an error rate of 21 ± 7% and 44 ± 18%, respectively). In the cautious context, errors occurred in 13 ± 5 ambiguous trialsn-1 and 10 ± 4 misleading trialn-1 (corresponding to an error rate of 13 ± 5% and 30 ± 12%, respectively).

There are different methods for quantifying post-error adjustments in trialsn (Hajcak and Simons, 2002; Dutilh et al., 2012a). In the present study, we used a traditional approach consisting in calculating deltas (Δ) for the RT (ΔRT, ms) and for the % Correct (Δ%Correct) in trialsn as follows: ΔRT was obtained by calculating the difference between the RT in correct trialsn that either followed an error or a correct choice in trialsn-1 (Williams et al., 2016; Damaso et al., 2020; Smith et al., 2020). Similarly, Δ%Correct corresponded to the difference in % Correct between trialsn following an error or a correct choice in trialsn-1. Hence, PES manifests as a positive ΔRT. If this positive ΔRT is associated with a positive Δ%Correct, it means that the PES is adaptive (i.e., is associated with a gain in decision accuracy) while a null or negative Δ%Correct reflects a maladaptive PES (no gain or drop in decision accuracy). These ΔRT and Δ%Correct were analyzed using two-ways ANOVAsRM with CONTEXT (hasty or cautious) and trialsn-1-TYPE (ambiguous or misleading) as within-subject factors.





RESULTS


Manipulation Check

On average, subjects displayed RTs of 1866 ± 457 ms; they performed with a %Correct of 81 ± 18%, and did so for a level of evidence corresponding to 0.35 ± 0.72 (SumLogLR at RT value; a.u.). Importantly, as depicted in Figure 2 (upper panel), all these values were lower when the penalty was low (i.e., equal to −4 cents) compared to when it was high (i.e., equal to −14 cents), supporting a shift from a cautious to a hasty response policy when the penalty was low (all CONTEXT F1, 28 > 7.3, all p < 0.05, see Table 1).
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FIGURE 2. Reaction time (A; RT), percentage of correct choices (B; %Correct), and sensory evidence at RT (C; SumLogLR at RT), depending on the context (upper panel; hasty or cautious), and the trial type [lower panel; Obvious (O), Misleading (M) or Ambiguous (A)]. Error bars represent SE. *p < 0.05, ***p < 0.001: significantly different.



TABLE 1. Inferential analyses of behavioral adaptations to the SAT context.
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In addition, as shown on the lower panel of Figure 2, the ANOVARM revealed an effect of the TRIAL_TYPE on all three parameters (all F2, 56 > 222, p < 0.001). As expected, subjects responded faster and more accurately in the obvious trials than in the other trials (all p < 0.001). They were also faster in misleading than in ambiguous trials (p < 0.001) but showed a lower accuracy (i.e., lower %Correct) in the former trial type (p < 0.001), consistent with their misleading nature. Regarding the SumLogLR at RT, it was the highest in the obvious and the lowest in the ambiguous trials (all p < 0.001), consistent with the different predefined patterns of token jumps in these different trial types.

Finally, the RT and SumLogLR at RT did not display any significant CONTEXT × TRIAL_TYPE interaction (all F2, 56 < 2.8, all p > 0.05). Yet, as depicted in Figure 3, this interaction was significant for the %Correct (F2, 56 = 14.35, p < 0.001). As such, the %Correct was larger in the cautious context relative to the hasty one but only in ambiguous and misleading trials (p < 0.01 and p < 0.001, respectively). In fact, the obvious trials were so easy that subjects did not make mistakes in this trial type whatever the context.
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FIGURE 3. CONTEXT × TRIAL_TYPE interaction on the percentage of correct choices (%Correct).%Correct was lower in the hasty (blue bars) than in the cautious (red bars) context when considering Misleading (M) and Ambiguous (A) trials but not for the Obvious (O) trials. Note the absence of errors in these latter trials (%Correct = 100), whether in the hasty or cautious context. **p < 0.01, ***p < 0.001: significantly different.





Post-error Adjustments

Post-error adjustments (ΔRT and Δ%Correct), calculated with the traditional approach (Dutilh et al., 2012a), are displayed in Figure 4 for trialsn (always ambiguous), following either ambiguous or misleading trialsn-1. Even if ΔRTvalues were positive in all conditions, which would be consistent with the occurrence of PES, Student’s t-tests against 0 showed that this slowdown was only significant in the hasty context (ΔRT significantly above 0 with a Bonferroni-corrected threshold of 0.05/4), regardless of the TRIALn-1_TYPE (both t29 > 3, p = [0.0003 0.005], Cohen’s d = [0.567 0.767]); t-tests did not reveal any significant difference between ΔRT and 0 in the cautious context (both TRIALn-1_TYPE t29 > 0.8, p = [0.024 0.401], Cohen’s d = [0.158 0.444]). Similarly, equivalent Bayesian analyses (Wagenmakers et al., 2018) showed moderate to strong evidence for PES in the hasty context (BF10 = [8.330 98.677]), and moderate evidence for a lack of adjustment after an error in the caution context (BF10 = [0.275 2.207]). Consistently, the ANOVARM revealed a significant effect of CONTEXT on ΔRT (F1, 28 = 6.26, p = 0.018), in the absence of TRIALn-1_TYPE effect (F1, 28 = 0.49, p = 0.49) or CONTEXT × TRIALn-1_TYPE interaction (F1, 28 = 1.39, p = 0.25). These results were supported by a Bayesian analysis showing moderate evidence for a context effect (BF10 = 5.411, see Table 2).
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FIGURE 4. Post-error adjustments of reaction time (ΔRT; upper panel) and %Correct (Δ%Correct; lower panel) depending on the context (hasty or cautious) and on whether trialn-1 was ambiguous (crosshatched bars) or misleading (empty bars). While the positive ΔRT in all conditions suggests the presence of PES, this slowing down was only significant in the hasty context. The latter PES came with a positive Δ%Correct but this effect was only significant following misleading trialsn-1. Error bars represent SE. #: t-test against 0 (significant difference from 0). *p < 0.05: significantly different.



TABLE 2. Inferential analyses of behavioral changes in trialn.
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Figure 4 (lower panel) evokes a positive Δ%Correct in all conditions, which would indicate an increase in decision accuracy in trialn. Yet, the Student’s t-tests showed that this effect was only significant in the hasty context; more surprisingly, it was only present following misleading trialsn-1 (t29 = 4.21, p < 0.001, Cohen’s d = 0.781 and BF10 = 118.923; Bonferroni-corrected threshold = 0.05/4, see Table 3 for more details). Note though that the variations in Δ%Correct between the different conditions were rather weak, as confirmed by the ANOVARM analyses which only revealed a marginal effect of TRIALn-1_TYPE (F1, 28 = 3.53, p = 0.07), with no effect of CONTEXT (F1, 28 = 1.51, p = 0.23) or CONTEXT × TRIALn-1_TYPE interaction (F1, 28 = 1.48, p = 0.23 and BF10 = 0.283). These results were supported by a Bayesian analysis showing anecdotal evidence for a TRIALn-1_TYPE effect (BF10 = 1.444, see Table 2).

TABLE 3. Inferential Student’s t-tests of behavioral changes in trialn.

[image: image]

In conclusion, our data indicate that post-error adjustments varied according to the context in which subjects performed the tokens task, with PES being only significant in the hasty context, and a gain in performance being only observed after errors in misleading trials.




DISCUSSION

The literature on post-error adjustments is quite diverse and controversial, especially regarding the nature of PES; although often adaptive, PES sometimes comes with a decline in accuracy, suggesting that it can be maladaptive in some instances. Here, we investigated if the nature of PES can vary according to whether a subject behaves in a context favoring hasty or cautious decisions. To address this point, we had subjects perform the tokens task in separate blocks where errors were either poorly penalized, encouraging hasty responses (but low accuracy), or highly penalized, calling for more cautiousness (at the cost of speed). The results show that, overall, subjects slowed down after erroneous choices, supporting the presence of PES. Yet, despite the fact that ΔRT values were numerically positive in all conditions, this PES was only significant in the hasty context (after correction for multiple comparisons). Moreover, consistent with an adaptive adjustment in this context, we observed a significant improvement in performance, but only following misleading trialsn-1; the positive Δ%Correct did not reach significance following ambiguous trialsn-1.

The positive values of ΔRT in all conditions indicate that, if anything, subjects slowed down after an error. However, contrary to our expectation to observe PES in the two contexts, this ΔRT was only significant in the hasty context suggesting that subjects only slowed down when they were in a context emphasizing speed (low accuracy) but not when the context promoted more accurate choices. PES, as observed in the hasty context, is usually associated with a cognitive control process recruited to prevent future errors (Smith and Brewer, 1995; Siegert et al., 2014; Beatty et al., 2020). Such a process is thought to operate at least in part at the level of the decision threshold, increasing its height with respect to baseline activity as a means to augment the amount of (neural) evidence accumulation required to reach the decision threshold (Dutilh et al., 2012b; Purcell and Kiani, 2016; Schiffler et al., 2017; Fischer et al., 2018; Derosiere et al., 2018, 2019, 2022; Alamia et al., 2019); this, of course, prolongs the decision time but increases the probability of choosing the right circle and therefore the reward rate.

Consistent with the occurrence of such adaptive adjustment maximizing the reward rate in the hasty context, the PES observed there was associated with positive Δ%Correct values (Botvinick and Braver, 2015; Thura, 2020; Vassiliadis and Derosiere, 2020). Yet surprisingly, this was only true after misleading trialn-1 but not after ambiguous trialn-1, as Δ%Correct did not reach significance following the latter trial type. Hence, PES in the hasty context led to a gain in performance following misleading trialn-1 but not after ambiguous trialn-1. Such a finding suggests that errors did not solely trigger shifts in decision thresholds. Indeed, if this had been the case, one would have expected PES to be accompanied by a consistent increase in accuracy regardless of the type of trialn-1 in which an error occurred. Alternatively, a non-exclusive possibility is that task engagement varied following errors in these two trialn-1 types. We believe this may be the case because post-error task engagement (or arousal) has been shown to vary with the level of confidence at the moment an error is made (Yeung and Summerfield, 2012; Purcell and Kiani, 2016; Desender et al., 2019), which itself depends on the amount of sensory evidence available to make the (incorrect) choice (Meyniel et al., 2015; Pouget et al., 2016; Sanders et al., 2016; Urai et al., 2017; Desender et al., 2019). Accordingly, past studies have shown that when errors are made based on poor sensory evidence (i.e., with a low confidence level, as in ambiguous trials), arousal decreases significantly in the following trial (Notebaert et al., 2009; Nunez Castellar et al., 2010; Navarro-Cebrian et al., 2013; Purcell and Kiani, 2016; Wessel, 2018; Desender et al., 2019), possibly precluding an initially adaptive PES from leading to a significant gain in performance. By contrast, as previously observed incognitive interference tasks, when errors are related to the presence of high (conflicting) sensory evidence (as in misleading trials), arousal is found to increase in the following trial, an effect that may help dedicate attention to relevant sensory evidence (King et al., 2010; Danielmeier et al., 2011). Hence, it is plausible that in the current study, post-error task engagement was larger following misleading than ambiguous trialn-1, allowing PES to result in a performance gain following the former but not the latter trial type. Such a hypothesis could be tested in future work by investigating changes in pupil diameter following errors in our task (Kahneman and Beatty, 1966; Saderi et al., 2021).

Critically, Wessel proposed that PES arises from a sequence of processes including first a transient automatic response to the unexpected event (i.e., error), which triggers a reorientation of attention, followed by an adaptive process increasing the decision threshold to prevent future errors (Wessel, 2018). Based on this adaptive orienting theory, the delay between the feedback on trialn-1 (indicating an error) and the start of trialn, which corresponds to the intertrial interval(ITI) duration, can influence the nature of PES and needs to be long enough to allow the second adaptive process to take place. This was the case in our study where the ITI duration was 2,500 ms which, based on Wessel, is long enough for the adaptive process to occur. Hence, because the ITI duration was also comparable between the PES conditions, it is unlikely that this aspect of the task affected our data.

Unexpectedly, in this study, we observed PES only in the hasty but not in the cautious context. One tempting explanation is that slowing down after errors could only effectively increase accuracy in the hasty but not in the cautious context. That is because subjects emphasized speed in the hasty context, it is likely that a great proportion of errors were made because subjects responded too fast and not necessarily because the trial was difficult (Damaso et al., 2020). Hence, in this context, errors could easily be avoided by slowing down a bit in the following trial. In contrast, subjects were generally more cautious in the other context and it is thus plausible that errors occurred when choices were complex rather than because responses were too hasty (Ratcliff and Rouder, 1998; Brown and Heathcote, 2008; Ratcliff and McKoon, 2008). Slowing down following these trials may not be effective as it would not necessarily enhance accuracy; that is, even if subjects fail on the most complex choices, they are generally cautious enough to succeed on most trials and slowing down further would not lead to any performance gain. Yet, we believe such an explanation does not hold here. As such, it is important to note that RTs in cautious blocks were around 2,017 ms, which falls between Jump10 and Jump11, coinciding thus with the moment sensory evidence in favor of the correct choice starts to increase greatly (see Section “Material and Method”). This means that even if subjects were already generally cautious (and slower) in this context, slowing down would have been adaptive because it would have allowed providing responses based on more evidence.

A more plausible explanation is that the absence of PES in the cautious context is related to the way we promoted cautiousness in the current study. As such, changes in the SAT policy between the two contexts were engendered by manipulating the penalty size. However, even if error punishment is known to increase cautiousness (Potts, 2011; Derosiere et al., 2022), as desired here, monetary losses also generate an emotional response (Carver, 2006; Simoes-Franklin et al., 2010; Frijda et al., 2014; Eben et al., 2020b), a sense of frustration increasing with the size of the loss (Gehring and Willoughby, 2002; Holroyd et al., 2004; Yeung and Sanfey, 2004; Eben et al., 2020c). Importantly, such negative emotion has been shown to induce a post-error acceleration of RTs rather than a slowdown (Verbruggen et al., 2017; Dyson et al., 2018; Damaso et al., 2020; Eben et al., 2020c; Dyson, 2021). Accordingly, several studies have found that subjects act more impulsively after a loss or a non rewarded trial than a rewarded one (Gipson et al., 2012; Verbruggen et al., 2017; Eben et al., 2020c). Altogether, this literature suggests that the emotional response to monetary loss might have precluded us from observing PES in the cautious context. In other words, errors in the cautious context may have triggered opposite reactions counteracting each other; that is, a frustration feeling due to the high penalty (speeding up behavior) and an adaptive adjustment to prevent hasty errors (slowing down behavior). In the future, it would be interesting to dissociate the manipulation of the context from that of the penalty. Moreover, as the level of punishment sensitivity impacts error monitoring (Unger et al., 2012; Laurent et al., 2018), it also seems relevant to add some questionnaires to measure this personality trait such as the behavioral inhibition system (BIS) scale.

Interpretation of the current data is limited by the fact that a large number of subjects were excluded from the analyses because of an insufficient number of trials, reducing thus the sample size and the statistical power. In addition, the low error rate in the cautious context and the presence of different trial types impacted also the calculation of PES by preventing the use of another method than the traditional one. We recognize that this traditional method is prone to different biases such as global fluctuations in subject performance or in the number of post-correct trials outnumbering the number of post-error trials (Schroder et al., 2020). Note that even if some studies show that these biases can lead to an underestimation of post-error adjustments by decreasing effect sizes (Damaso et al., 2020; Schroder et al., 2020), others suggest that these biases do not radically change the results (van den Brink et al., 2014; Murphy et al., 2016).

In conclusion, our findings highlight a complex combination of processes that come into play following errors and that affect the speed of ensuing actions as well as the degree to which such post-error adjustment comes with a gain in performance or is rather maladaptive. The recruitment of these processes depends on several factors, including the context within which choices are made and the nature of erroneous trials, which affect altogether the subjects’ strategy, their engagement in the task, and likely also their emotional reaction to the error.
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Objective: Automatic detection of auditory stimuli, represented by the mismatch negativity (MMN), facilitates rapid processing of salient stimuli in the environment. The amplitude of MMN declines with ageing. However, whether automatic detection of auditory stimuli is affected by visually perceived negative emotions with normal ageing remains unclear. We aimed to evaluate how fearful facial expressions affect the MMN amplitude under ageing.

Methods: We used a modified oddball paradigm to analyze the amplitude of N100 (N1) and MMN in 22 young adults and 21 middle-aged adults.

Results: We found that the amplitude of N1 elicited by standard tones was smaller under fearful facial expressions than neutral facial expressions and was more negative for young adults than middle-aged adults. The MMN amplitude under fearful facial expressions was greater than neutral facial expressions, but the amplitude in middle-aged adults was smaller than in young adults.

Conclusion: Visually perceived negative emotion promotes the extraction of auditory features. Additionally, it enhances the effect of auditory change detection in middle-aged adults but fails to compensate for this decline with normal ageing.

Significance: The study may help to understand how visually perceived emotion affects the early stage of auditory information processing from an event process perspective.

Keywords: negative emotion, mismatch negativity (MMN), ageing, automatic detection, fearful facial expression


INTRODUCTION

The information detected by the auditory system far exceeds our brain’s attentive processing capacity in daily life. Thus, in the pre-attentive processing stage, the brain automatically monitors the environment outside the focus of conscious attention and can detect even small memory-based changes (Stefanics and Czigler, 2012; Stefanics et al., 2014), which allows for rapid and prioritized processing of salient stimuli. Mismatch negativity (MMN), one of the event-related potentials (ERPs) components, can be elicited by any discriminable change in a stream of auditory stimuli, reflecting a prediction error signal of an automatic change detection mechanism (Näätänen et al., 1978). It can be observed even in absence of attention, which has the advantage compared with other cognitive ERPs components such as P300 (P3), making it widely used in clinical patients (Sutton et al., 1965). MMN can be affected by many factors, among which the influence of visually perceived emotion is being studied more and more. However, the results from previous studies have not been consistent.

Emotion affects the perceptual processing of information and the allocation of attention resources (Lang et al., 1990, 1998). A recent review of emotion and attention demonstrated that attention to emotion (such as fear and anger) is associated with increased P3/LPP components in late information processing, but the emotional effects of ERP components in early information processing are inconsistent (Schindler and Bublatzky, 2020). Emotion perception involves two different attention mechanisms: top-down and bottom-up. Previous researches have shown that negative information has a more significant impact on cognition domains than positive information (Kisley et al., 2007). In particular, negative emotion helps in the detail-oriented analysis of information, such as fear, which tells people there may be potential threats in their environment and motivates them to take specific actions (Pourtois et al., 2004; Sugimoto et al., 2007). Up to now, various studies on the effect of visually perceived emotion on the automatic detection of auditory stimuli are not completely conclusive. Previous studies have observed that fearful images increased the MMN amplitude compared to neutral and positive images (De Pascalis et al., 2005). However, another study found the opposite result: the amplitude decreased when viewing negative photographs (Pinheiro et al., 2017). Besides, some studies found that MMN amplitude had no significant difference in different emotional contexts, indicating that MMN is not affected by emotional contexts (Lv et al., 2011). In a word, current studies have not reached a consistent conclusion on whether and how negative emotions affect the automatic processing of auditory stimuli.

For humans, facial expressions are the primary means of conveying and communicating emotions (Ohman et al., 2001). Studies of patients with visual impairment have shown that faces themselves are salient stimuli (Vuilleumier, 2000), especially faces with negative expressions such as anger and fear (Vuilleumier and Schwartz, 2001). In addition, the brain can spontaneously distinguish these emotions from neutral facial expressions (Pizzagalli et al., 2000). Therefore, we used emotional facial expression pictures from the Chinese Facial Affective Picture System to determine whether and how negative emotion modulates automatic detection of auditory stimuli.

The studies of auditory change detection have found another component involved with attention to auditory stimuli. N1 (N100) is a negative wave with a peak latency of around 100 ms after the auditory stimuli, presented with a frontocentral scalp distribution (Näätänen and Picton, 1987), which reflects the predictability of stimulus and can be affected by the level of attention. The amplitude of N1 was smaller on standard compared with high-deviant stimuli, consistent with the increased predictability of the stimulus (Seppänen et al., 2012; Kühnis et al., 2014). Previous studies using nonstartle tone probes have confirmed that the amplitude of N1 was affected by visually emotional pictures, with N1 amplitudes of high-deviant stimuli enhancing when viewing negative images compared to neutral and positive ones (Sugimoto et al., 2007). However, it has not reached a unanimous conclusion whether visually negative emotion promotes or destroys auditory feature extraction.

Previous studies have confirmed that age-related degeneration manifests in multiple aspects of cognitive functions. It is important to study the effect of ageing on early perceptual processing, which is the basis of higher-order cognitive processes (Cheng and Lin, 2012). MMN has been proposed as an index of the sensory memory trace, which provides a necessary premise for the automatic detection of auditory changes (Näätänen et al., 2007). In the field of the effect of ageing on MMN, previous studies have not been entirely conclusive. Studies using longer (>2 s) interstimulus intervals (ISIs) or stimulus onset asynchrony (SOA) found that the amplitude of MMN decreased in the elderly (Czigler et al., 1992; Cooper et al., 2006; Ruzzoli et al., 2012). It has been argued that the underlying mechanism is a faster decay of the sensory memory trace (Czigler et al., 1992; Cooper et al., 2006; Ruzzoli et al., 2012). In other words, the time that the elderly retain sensory memory representations decreases with age. However, Studies using short ISIs/SOA (<2 s) showed inconsistent results. Some studies found a smaller amplitude of MMN in the elderly (Alain and Woods, 1999; Cooper et al., 2006; Cheng et al., 2012), while some studies did not find the age-related decline (Pekkonen et al., 1993, 1996; Gunter et al., 1996; Ruzzoli et al., 2012). In addition, it is not clear whether the effect of negative facial expressions on automatic detection of auditory stimuli alters with normal ageing or even occurs in the early stage of ageing (45–59 years).

In conclusion, we aimed to understand how the task-relevant visually perceived negative emotions affect auditory change detection. We used oddball paradigms in young and middle-aged adults to obtain the ERPs when completing a visual task. Since other attributes of the stimuli in the two different emotional faces were consistent, the ERP difference of different emotional facial expressions can be interpreted as the moderating effect of emotion on auditory change detection ability. The MMN was the primary focus of our study. We hypothesize that the MMN amplitude decreases with ageing, similar to previous studies. However, the effect of negative facial expressions on the amplitude of MMN in the middle-aged adults is not known. We inferred that a high alert state caused by negative facial expressions would improve the attenuated auditory changes detection due to ageing. According to the hypothesis, the amplitude of MMN in middle-aged adults is smaller than that of young adults under neutral facial expressions. While under negative facial expressions, the amplitude of MMN in middle-aged adults will be larger than that of neutral facial expressions. The performance may be similar to that of young adults. We also analyzed the amplitude of N1 to standard and high-deviant tones to determine the effects of negative expression and ageing. We hypothesize that ageing impairs auditory feature extraction, so the N1 amplitude in middle-aged adults is smaller than that in young adults. Negative emotions may promote auditory processing, so N1 amplitudes are larger under negative facial expressions than neutral ones to standard tones.



MATERIALS AND METHODS


Participants

We used G*Power (version 3.1) and selected the F test to calculate the prior sample size of MMN components at an alpha level of 0.05, the statistical power of 0.80 and a large effect size of 0.45. A total sample size of at least 36 was required. Forty-three healthy subjects recruited from the local university and community participated in the experiment, all of whom were right-handed. According to age criteria, they were assigned to two groups: the young adults (range: 20–44 years) and the middle-aged adults (range: 45–59 years). The final sample comprised 21 young adults (11 females, mean age = 26.0, SD = 2.96) and 20 middle-aged adults (11 females, mean age = 51.2, SD = 4.40). Participants who did not meet the following inclusion criteria were excluded: normal or corrected-to-normal vision, free of any hearing impairment, psychiatric or neurological disorders, more than 4 years of formal education, and a score equal or greater than 22 (the cutoff for mild cognitive impairment; Freitas et al., 2013) in the Montreal Cognitive Assessment (MoCA; Nasreddine et al., 2005). All participants gave written informed consent after they had been fully familiarized with the nature and procedure of the experiments. All of them received payment for their participation.



Stimuli and Experimental Paradigm

Two tones were used in the oddball paradigm included 800 standard tones (1,000 Hz, 100 ms, 70 dB) and 200 high-deviant tones (2,000 Hz, 100 ms, 70 dB). Visual stimuli consisted of 10 fearful faces (5 males, 5 females) and 10 neutral faces (5 males, 5 females) pictures selected from the Chinese Facial Affective Picture System, evaluated by identity rate and intensity point (Gong et al., 2011). The index of identity rate refers to the percentage of the number of participants who think the picture belongs to this emotion type in the total number of participants. The intensity point corresponding to each picture refers to the average score of the emotional intensity assessed by all participants (1 is weakest, 9 is strongest). The values of the identity rate and intensity point of the pictures used in this study were as follows (mean ± standard deviation): neutral faces (identity rate: 82.50 ± 8.88, intensity point: 5.84 ± 0.17), fearful faces (identity rate: 77.33 ± 7.33, intensity point: 6.47 ± 0.86). The stimuli were presented in a pseudo-random manner, avoiding immediate repetition. All visual non-targets stimuli were framed with solid lines. The target stimuli were framed with dotted lines. There were 900 visual non-targets and 100 visual targets (neutral and fearful faces accounted for 50% of each type of stimulus; Figure 1).


[image: image]

FIGURE 1. Experimental design and a visual stimuli example. The time course of the oddball paradigm (up). Each visual facial expression picture (Non-target/Target stimulation) was presented for 700 ms, followed by the ISIs between 450–550 ms randomly. At 200 ms after picture onset, a tone (Standard or High-deviant) was presented for 100 ms. Visual stimuli are composed of non-target stimulus (solid lines) and target stimulus (dotted lines; bottom). Neutral and fearful facial expressions were half of each type of stimuli.



Participants were seated on a comfortable chair in a sound-attenuated, dimly lit room. The oddball paradigm was designed and presented with E-prime 3.0 (Psychology Software Tools Inc., Pittsburgh, USA). Each picture (518*597 pixels) showed on the center of a 21-inch CRT monitor (60 Hz refresh rate) with a black background. The viewing distance was 100 cm. The vertical angle of each picture was 12.08°, and the horizontal angle was 10.48°. Each trial started with one facial expression (neutral or fearful), and at 200 ms after picture onset, a tone (standard or high-deviant) was presented for 100 ms. The picture duration was 700 ms, and the ISIs were randomized between 450 and 550 ms (Figure 1). Participants were asked to ignore the sounds and press the space button to detect the visual target stimulus quickly. The pictures and sounds are presented pseudo-randomly, avoiding immediate repetition. Only when the accuracy rate of the exercise block reached 100% indicated that participants had fully understood the study’s requirements would the formal block start. The formal experiment consisted of six blocks with 1,000 sounds and pictures. Each block lasted for about 4 min and a 1–2 min short break to allow participants to rest and adjust their posture.



EEG Recording and Processing Procedures

Electroencephalogram (EEG) data were continuously recorded with 64 Ag/Ag-Cl scalp electrodes mounted according to the international 10–20 system and bilateral mastoids, using a BioSemi ActiveTwo system. The online band-pass was filtered by 0.16–100 Hz and sampled at 2,048 Hz. During recording, electrode impedance was maintained below 20 kΩ. EEG data were analyzed using an open-source EEGLAB toolbox (version 13_0_0b; Delorme and Makeig, 2004) in the Matlab (R2013b, MathWorks, Natick, MA, USA) development environment. We selected and located electrodes. An offline 50 Hz notch filter and 1–40 Hz off-line bandpass filter were applied to the EEG data. Previous MMN guidelines recommended that a 1 Hz high-pass filter can ideally reduce slow drift and high-frequency noise (Picton et al., 2000; Kujala et al., 2007; Duncan et al., 2009). The EEG signal was downsampled to 500 Hz and was segmented into epochs from 200 ms pre-stimulus to 1,000 ms post-stimulus and corrected to baseline (−200 to 0 ms). The epochs with obvious artifacts were removed and the Automatic Channel Rejection tool was used to identify bad channels and to interpolate these identified bad channels. Then we used independent component analysis (ICA) to inspect components that were related to eyeblinks or horizontal eye movements and remove them. Subsequently, epochs with potential values exceeding ±100 μV on any channel were excluded from data analysis. Each ERP was computed by averaging all trials for auditory stimuli in each condition. The grand average ERP waveform was obtained by merging and averaging all the data at the group level in each condition. For each stimulus of interest, the average of accepted trials was, for the auditory stimulation: 274.22 ± 28.28 (neutral standard), 298.25 ± 32.86 (fearful standard), 81.42 ± 7.75 (neutral high-deviant), and 57.61 ± 5.11 (fearful high-deviant).



Statistical Analyses


Behavioral data

We used E-Prime 3.0 software to extract response time (RT) and accuracy of visual targets. After displaying visual stimuli, a correct button press within 100–700 ms was regarded as an accurate response. For RT, we only selected the trials that had the correct response. We performed a two-way repeated-measures analysis of variance (ANOVA) using SPSS 26 (IBM Corp, Armonk, NY, USA) for RT and accuracy, respectively, with emotion (neutral, fearful) as within-subject factor and group (young adults, middle-aged adults) as between-subject factor.



Event-Related Potentials


Auditory N100 (N1)

The N1 was the maximal negative deflection of about 100 ms after the presentation of each type of sound stimuli (i.e., about 300 ms after the appearance of the picture stimuli). Based on the previous studies (Näätänen and Picton, 1987; Sugimoto et al., 2007; Gulotta et al., 2013; Pinheiro et al., 2017), the grand-mean peak latency of the N1 was measured at the dominant site Fz (283 ms for neutral faces, 285 ms for fearful faces). The average amplitude of N1 was measured in a 40 ms time window centered on the grand-mean peak latency. The midline and lateral electrode sites were analyzed separately. For the midline site analysis, we performed four-factor ANOVAs with group (young adults, middle-aged adults), emotion (neutral, fearful), stimulus (standard, high-deviant), and electrode site (Fz, FCz, and Cz). For the lateral site analysis, the factor of the hemisphere was added, and ANOVAs with factors of group, emotion, stimulus, hemisphere (left, right), and site (F3/F4, FC3/FC4, C3/C4) were conducted. Subsequently, the effect of visually perceived emotion on each auditory stimulus type between two age groups was examined separately by two-way ANOVAs on the amplitude of N1 at the dominant site (Fz). The separate ANOVAs with emotion (neutral, fearful) as a within-subject factor and group (young adults, middle-aged adults) as a between-subject factor were conducted.



Auditory MMN

To examine the MMN, we selected auditory standard and high-deviant stimuli in the range of visual non-target stimuli trials for statistics, excluding data from visual target stimuli trials. Difference waves were obtained by subtracting the standard ERP waves from high-deviant ERP waves (i.e., neutral MMN = neutral high-deviant ERP waveform − neutral standard ERP waveform; fearful MMN = fearful high-deviant ERP waveform − fearful standard ERP waveform). Based on the previous studies (Duncan et al., 2009; Lv et al., 2011; Pinheiro et al., 2017), the MMN achieved the maximum negative deflection between 100 ms and 250 ms after the sound stimuli (i.e., 300–450 ms after the emotional facial expressions were displayed). The grand-mean peak latencies of neutral and fearful MMN were determined at each group’s electrode Fz. The mean amplitude of auditory standard and high-deviant stimuli were measured in a 40 ms latency window centered on the grand-mean peak latencies in each condition. Specifically, for young adults and middle-aged adults groups, the latency windows were 315–355 and 335–375 ms under neutral facial expressions and 315–355 and 305–345 ms under fearful facial expressions.

A four-factor ANOVAs analysis was performed with emotion (neutral, fearful), stimulus (standard, high-deviant), and site (F3, Fz, and F4) as within-subject factors, and group (young adults, middle-aged adults) as between-subject factor to determine whether MMN was successfully induced. Then, to explore whether the two facial expressions and age have different effects on MMN amplitude, we conducted three-factor ANOVAs analysis with emotion (neutral, fearful), and site (F3, Fz, and F4) as within-subject factors, and group (young adults, middle-aged adults) as between-subject factor. For each ANOVA, Bonferroni was used for post hoc comparisons. When necessary, the Greenhous-Geisser was used to correct the degree of freedom for non-sphericity. For significant results, the effect size was indicated by partial eta squared ([image: image]). The statistical significance was set at p = 0.050.






RESULT


Behavioral Results

For RT of visual target stimuli, we found a significant main effect of emotion (F(1,34) = 5.920, p = 0.020, [image: image] = 0.148). Post hoc comparisons showed that fearful facial expressions (442.67 ± 7.64 ms) had longer reaction times than neutral facial expressions (436.18 ± 6.95 ms). Neither the main effect of the group nor the interaction of emotion by group reached statistical significance.

The same analyses conducted for the accuracy also found the main effect of emotion was significant (F(1,34) = 9.714, p = 0.004, [image: image] = 0.222). Post hoc comparisons showed that fearful facial expressions (99.9% ± 0.1%) were more accurate than neutral facial expressions (99.3% ± 0.2%). Neither the main effect of the group nor the interaction of emotion by group reached statistical significance (Figure 2).


[image: image]

FIGURE 2. Behavioral results of visual target stimuli. There were significant main effects of Emotion on RT and accuracy. Compared with neutral facial expressions, the response of fearful facial expressions was slower but more correct (*p < 0.050; **p < 0.010).





Event-Related Potentials


Auditory N100 (N1)

The midline site analysis showed significant main effects of emotion, stimulus, site, and group (F(1,34) = 4.473, p = 0.042, [image: image] = 0.116; F(1,34) = 14.906, p < 0.001, [image: image] = 0.305; F(2,68) = 23.100, p < 0.001, [image: image] = 0.405; F(1,34) = 4.701, p = 0.037, [image: image] = 0.121, respectively). Post-hoc tests confirmed that the amplitude of N1 was significantly more negative at the Fz site (−7.436 ± 0.698 μV) and FCz site (−7.203 ± 0.631 μV) than at Cz site (−6.204 ± 0.504 μV), significantly larger for high-deviant stimuli (−7.218 ± 0.631 μV) than for standard stimuli (−6.678 ± 0.608 μV), and significantly larger in young adults (−8.262 ± 0.833 μV) than middle-aged adults (−5.633 ± 0.881 μV). The emotion × stimulus and stimulus × site interactions were also significant (F(1,34) = 10.128, p = 0.003, [image: image] = 0.230; F(1,34) = 3.740, p = 0.029, [image: image] = 0.099, respectively). For the lateral site analysis, a significant three-factor interaction between hemisphere, emotion and stimulus (F(1,34) = 4.987, p = 0.032, [image: image] = 0.128) indicated that the relation between hemisphere and emotion differed between standard and deviant stimuli. We thus calculated two-factor ANOVAs, including these variables separately for each type of stimulus, respectively. A significant interaction was obtained in the deviant stimuli (F(1,35) = 5.399, p = 0.026, [image: image] = 0.134). Post hoc tests confirmed that under fearful facial expressions, the N1 amplitude of the right hemisphere (−6.981 ± 0.656 μV) was more negative than that of the left hemisphere (−6.381 ± 0.633 μV, p = 0.003).

The subsequent separate ANOVAs for auditory standard and high-deviant stimuli at Fz site showed that the main effect of emotion and group on N1 amplitude was significant only for standard stimuli (F(2,68) = 23.100, p < 0.001, [image: image] = 0.405; F(1,34) = 4.701, p = 0.037, [image: image] = 0.121, respectively). The amplitude of N1 was significantly smaller for fearful facial expressions than for neutral facial expressions, and significantly larger in young adults than middle-aged adults. The amplitude of N1 for high-deviant stimuli was not affected by emotion and age (F(1,34) = 0.033, p = 0.857, [image: image] = 0.001; F(1,34) = 4.061, p = 0.052, [image: image] = 0.107, respectively). Table 1 showed the amplitude values and Figure 3 showed the waveforms of N1 components induced by standard stimuli.


[image: image]

FIGURE 3. N1 waveform and topographic maps elicited by auditory standard stimuli under neutral and and fearful facial expressions in the middle-aged adults group (left) and young adults group (right). The amplitude was significantly modulated by Age and Emotion independently.



TABLE 1. Mean amplitudes of N1 components (at Fz site) elicited by auditory standard stimuli for each emotion (μV with SD) in young and middle-aged adults.
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Auditory MMN

Table 2 showed the amplitude values of auditory standard and high-deviant stimuli in each condition. For four-factor ANOVAs analysis, the emotion × stimulus interaction was significant (F(1,34) = 10.113, p = 0.003, [image: image] = 0.229). We examined the simple effects of emotion and stimulus separately. Under both neutral and fearful facial expressions, the amplitude of high-deviant stimuli was more negative than that of standard stimuli. The amplitude of difference waveform under fearful expression was larger than that under neutral expression (neutral: p < 0.001; fearful: p < 0.001). In both standard and high-deviant stimuli, the amplitude under the fearful facial expressions was more negative than the neutral facial expressions (standard: p = 0.001; high-deviant: p < 0.001). A significant group × emotion interaction was found (F(1,34) = 26.713, p < 0.001, [image: image] = 0.440). The simple effects analyses revealed a larger amplitude for fearful expression than neutral expression in middle-aged adults (p < 0.001). Under both neutral and fearful facial expressions, the amplitude of the young adults was more negative than that of the middle-aged adults (neutral: p < 0.001; fearful: p = 0.030). We also found that stimulus × group interaction was significant (F(1,34) = 5.868, p = 0.021, [image: image] = 0.147). The simple effect analysis showed that high-deviant stimuli elicited more negative amplitude in young and middle-aged adults than standard stimuli (young: p < 0.001; middle-aged: p < 0.001). The amplitude in young adults was larger than middle-aged adults in both standard and high-deviant stimuli. In addition, we also found that the main effect of site was significant (F(2, 68) = 3.865, p = 0.026, [image: image] = 0.102). The amplitude was more negative at the F3 site than at the Fz site (p = 0.012).

TABLE 2. Mean amplitudes of standard and high-deviant stimuli for each auditory condition (μV with SD) in young adults and middle-aged adults.

[image: image]

The results of three-factor ANOVAs analysis of the MMN amplitude showed that the main effect of emotion and group were significant (F(1,34) = 10.120, p = 0.003, [image: image] = 0.229; F(1,34) = 5.868, p = 0.021, [image: image] = 0.147). The result of the post hoc comparison showed that the MMN amplitude of young adults (−1.894 ± 0.247 μV) was more negative than that of middle-aged adults (−1.024 ± 0.261 μV). The MMN amplitude of fearful facial expressions (−1.814 ± 0.210 μV) was more negative than that of neutral faces (−1.105 ± 0.213μV; Figure 4).


[image: image]

FIGURE 4. (A) ERPs induced by auditory standard and deviant stimuli under neutral (left) and fearful (right) facial expressions in the two age groups at frontal channels (averaged across F3, Fz, F4). (B) Difference wave (neutral MMN = neutral deviant − neutral standard; fearful MMN = fearful deviant − fearful standard) and topographic maps of the two age group under neutral (left) and fearful (right) expressions. The gray box indicated the time window for young adults and the dotted box for middle-aged adults. The main effect of Emotion and Age were significant. Note: All ERP waveforms were filtered by a 25 Hz low-pass filter only for graphical display.







DISCUSSION

We used the modified oddball paradigm to explore the effects of visually perceived negative emotion on the automatic detection of auditory stimuli with early normal ageing. The ERP results confirmed our hypothesis that normal ageing attenuated automatic detection of auditory stimuli, while visually perceived negative emotion promoted automatic detection of auditory stimuli but was not enough to compensate for the reduction caused by ageing. We found that MMN amplitude under fearful facial expressions was larger than that of neutral facial expressions, but the amplitude in middle-aged adults was smaller than in young adults. In addition, ageing and visually fearful expressions significantly affected the N1 amplitude induced by standard stimuli. These results suggest that normal ageing and visually perceived emotional valence affect feature extraction and automatic detection of auditory input.

Some studies have confirmed that fearful expressions have a generally low identity rate (Wang and Markham, 1999; Wang and Luo, 2005). The previous studies have researched the development of expression judgment ability and found that the identity rate when recognizing medium and low intensity fear expression reached 40%, which was already regarded as a representative picture (Qiao, 1998; Gong et al., 2011). Our study found that the amplitude of N1 was smaller under fearful facial expressions than that of neutral, and the amplitude of MMN was more negative under fearful facial expressions than that of neutral ones. The two kinds of auditory input stimuli under different emotions have the same characteristics except for the different emotional categories, which confirms that the ERP components were affected by visually perceived emotion.

There are two essential processes in the formation of MMN. The first is the detection of the regularity of auditory information flow, and the second is the detection when the sensory input does not match the expectation (Pinheiro et al., 2017). Studies using the passive oddball paradigm to analyze the auditory standard and deviant stimuli responses respectively have found that the N1 component reflects the acoustic coding of stimuli (Näätänen and Picton, 1987) and is sensitive to the degree of selective attention (Woldorff and Hillyard, 1991; Tartar et al., 2012). The effect of predictability on N1 amplitude was reflected in the reduction of N1 amplitude induced by standard stimulus, which corresponded to the increase of sensory predictability of stimulus (Bendixen et al., 2012; Knolle et al., 2013; Timm et al., 2016). Similarly, some studies have found that N1 amplitude induced by standard stimulus decreases compared with the high-deviant stimulus. In line with previous studies, we found that the amplitude of N1 was significantly smaller for auditory standard stimuli than high-deviant stimuli (Seppänen et al., 2012; Kühnis et al., 2014). Our results showed that the N1 elicited by standard tones was significantly smaller (less negative) under fearful facial expressions than neutral facial expressions. The decrease in N1 amplitude induced by standard stimuli corresponded to the increase in sensory predictability, so our results supported that fearful facial expressions promoted the extraction of auditory features. This is different from previous studies, including one that showed the N1 amplitude induced by standard stimuli were larger in negative images than in neutral ones (Tartar et al., 2012). However, other studies have shown that N1 amplitude was unaffected by emotion (Pinheiro et al., 2017).

To sum up, the mechanism of the effect of emotion on N1 amplitude is far from clear, and more research is needed to support the current conclusions. A negative mood is generally influenced by low serotonin function (Mitchell and Phillips, 2007). Previous studies have demonstrated that the primary auditory cortex receives intensive serotonin projections that inhibit neural activity in this region (Hegerl and Juckel, 1993; Hegerl et al., 2001) and seem to be associated with lower N1 amplitude (Sugimoto et al., 2007). In addition, the amplitude of N1 was significantly more negative for young adults than middle-aged adults, which confirmed that normal early ageing affected N1 amplitude. A study comparing the electrical brain performance of musicians and non-musicians during auditory tasks found that musicians showed enhanced early N1, which was significantly associated with the years of music practice. It can be explained by the neuroplasticity process produced by musical training, with musicians being more efficient at anticipating auditory sensations (Bianco et al., 2021).

We successfully induced difference waves under neutral and fearful facial expressions, as the amplitude induced by the high-deviant stimuli was always more negative than the standard stimuli. The MMN component reflects the brain’s automatic processing, which is generated when the input tone’s frequency, duration, or intensity does not match the expected signal. The amplitude increases as the mismatch increases (Näätänen, 2000). Our result showed that fearful facial expressions modulated the amplitude of MMN. Under instructions to ignore the sound, the MMN amplitude was more negative under the fearful faces than the neutral faces. Our findings differed from previous studies that used intensity and duration as features and found that the amplitude of MMN decreased in the negative block relative to the neutral and positive block and was associated with self-reported mood (Pinheiro et al., 2017). The cognitive psychology theory confirms that positive emotional states expand the scope of attention while negative emotional states limit the scope of attention (Fredrickson, 2001). A negative state may mean a threatening environment that needs highly focused attention to act in time to escape from danger. In our experiment, fearful facial expressions induced larger MMN amplitude, possibly because fearful facial expressions made subjects more alert and easier to detect when the auditory input signal did not match the expected signal from the brain. More rigorous experimental design, such as comparing different auditory features or different visual stimulus materials (emotional contexts or emotional face images), is needed in the future to verify the conclusions. In summary, these findings suggested that the emotional valence of the visual stimuli influenced early perceptual processing.

We observed a larger negative amplitude in the middle-aged adults under fearful faces than under neutral faces. Importantly, the MMN amplitude in middle-aged adults was smaller than in young adults under both fearful and neutral facial expressions. Recently, a meta-analysis study (Cheng et al., 2013) has confirmed that the amplitude of MMN is also reduced in the elderly at short ISIs/SOAs. Our result using a short ISI/SOA that the MMN amplitude for frequency change showed the effect of age also supported this conclusion, suggesting that the decrease of MMN amplitude already occurred in the early stage of ageing. These results were similar to Czigler et al. (1992) results with ISIs of 800, 2,400 or 7,200 ms and to Woods’s (1992) results with SOAs of 200 and 400 ms. However, it contrasted with some studies that did not find the effect of age (Pekkonen et al., 1993, 1996; Gunter et al., 1996). A contributing factor is likely to be an age-related change in a mismatch processing (Alain and Woods, 1999). Middle-aged adults, for example, were less sensitive than younger adults in distinguishing between the frequency of standard and deviant stimuli. According to previous research on hearing, higher-frequency tones lose more rapidly and more severely with age than lower-frequency tones (Hickish, 1989). To be specific, in the middle-aged people aged 50–59, the first time that the faster loss is at 2,000 Hz. Besides, Pekkonen et al. (1993) and Pekkonen et al. (1996) adjusted stimulus loudness according to subjects’ hearing threshold, and MMN results found no age effect, while in the present study and Czigler et al.’s (1992) study, both fixed stimulus loudness was used and age effect was found. Pekkonen et al. (1996) argued that the decline in the inner ear’s ability to convert sound signals into electrical ones with age, reflected in weaker ERP responses in the cerebral cortex, might partly explain the differences in the experimental results. To sum up, we found that visually perceived negative emotion enhanced the automatic detection of auditory stimuli but did not alleviate the amplitude reduction associated with ageing.


Study Limitations

There are several limitations to this study. We did not include positive facial expressions materials in the study. Neutral and fearful facial expressions accounted for half of each stimulus type, and the duration increased if positive facial expressions were added. Considering the simplicity of the task, if the duration of the experiment is increased, fatigue may be introduced to middle-aged adults. In addition, we may apply this paradigm to patients with neurological impairment. In order to ensure the comparability of the paradigm, we finally selected the negative emotional materials with more significant effects on attentional function (Kisley et al., 2007). Since the age coverage of the subjects is not broad enough, our conclusions should be treated with caution, and we are considering the inclusion of older subjects. Previous studies (Bianchin and Angrilli, 2012; Maffei et al., 2015, 2019) have confirmed significant individual differences in empathy ability, which affected the participants’ emotional response processing. Besides, there are substantial differences in empathy between males and females. Future studies need to assess subjects’ empathy traits to control for potential confusion.




CONCLUSION

Visually perceived negative emotion promotes the extraction of auditory features, and it enhances the effect of auditory change detection in middle-aged adults but fails to compensate for this decline with normal ageing.
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This article proposes a moderated mediation model of emotional dissonance. In the model, emotional leadership negatively affects emotional dissonance, which, in turn, negatively affects helping behavior. Furthermore, the negative effect of emotional dissonance is assumed to be moderated by work-family conflict. Direct effects from both emotional leadership and work-family conflict to helping other behavior are also considered. Previous studies have neglected the mechanism of emotional dissonance, but this paper fills the gap with a moderated mediation model of emotional dissonance. This article not only provides an incremental contribution to the emotional dissonance literature but also suggests means by which companies might enhance employe helping behaviors in order to achieve greater organizational efficiency.
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Introduction

The service industry has become the main industrial structure in countries around the world (The World Bank, 2016; Indregard et al., 2018), so exploring emotion regulation mechanisms has become a major topic in the industry (Geisler et al., 2019; Madrid et al., 2020). However, due to the current highly competitive service industry environment, employes often experience emotional dissonance because their emotional resources are insufficient to meet the needs of emotional work (Park et al., 2019). Emotional dissonance denotes the degree to which individuals show work emotions that are inconsistent with their values (Zapf and Holz, 2006). For example, organizations expect employes to smile and be professional to customers, but such behaviors might not necessarily be in line with the employes’ own values, resulting in emotional dissonance. That is, some employes may have the value that, as long as the customer’s problems are dealt with, there is no need to show additional emotional behaviors, such as showing a smile or professionalism.

To fill this gap, this article employs emotional leadership (Grandey, 2000) as an antecedent to emotional dissonance. Indeed, the emotional leadership of supervisors can shape an employe’s values to conform more to a company’s expectations (Huang et al., 2021). In this way, the company can deliver expectations of work emotions to the employe through emotional leaders, thus decreasing the inconsistency between individuals’ values and work emotions (i.e., emotional dissonance). For example, by smiling and acting professionally, emotional leaders can convey the behaviors that the organization wants employes to show. Hence, emotional leaders can shape employes’ values, which ultimately lead to employes’ willingness to smile and be professional themselves. Emotional leadership denotes the degree to which a leader employs consideration, understanding, and respect to transform employes’ emotions to meet organizational expectations (Grandey, 2000).

In addition, emotional dissonance can lead to low levels of helping other behaviors in employes because these employes rarely perform helping other behaviors that drain personal resources. Previous research has also examined work-family conflict and its impact on employe negative behavior (Li et al., 2021; Zhang et al., 2021) because of the highly competitive service industry environment (Obrenovic et al., 2020). However, the moderating role of work-family conflict has not been examined in the service industry environment because work-family conflict is almost regarded as a driving factor of negative employe behavior. This article argues that work-family conflict can worsen the relationship between emotional dissonance and helping other behaviors, because employes with high levels of work-family conflict should lead to more resource scarcity problems, thereby further exacerbating the effect of emotional dissonance on helping other behaviors. For example, when employes have emotional dissonance, their values are inconsistent with the emotional performance expected by the organization. However, to continue to work, employes must display emotional behaviors that do not conform to their values but meet the organization?s expectations, such as smiling and professionalism. Because employes may suppress their anger or sadness to show these emotional behaviors, this will inevitably consume more emotional resources. Moreover, if these employes have stronger work-family conflict, they have over lower resources to show helping other behaviors.



Literature review

This paper proposes a new framework in Figure 1 that emotional leadership influences emotional dissonance, which then influences helping other behaviors, in the manner that is moderated by work-family conflict.


[image: image]

FIGURE 1
A moderated mediation model of emotional dissonance.



(1). Emotional leadership and emotional dissonance



Because an emotional leader can transform the original values of employes into the expected ones that meet the need of an organization by caring, understanding, and respecting the needs of employes (Huang et al., 2021), an emotional leader can pass the value expected by the organization to the employes (Shamir et al., 1993), which will eventually lead to the employes’ values, meeting organizational expectations of work emotions. That is to say, emotional dissonance occurs when employes display work emotions that are inconsistent with their values (Zapf and Holz, 2006), and emotional leadership can reduce this dissonance through an emotional leadership process. Indeed, a leader is expected to manage the employes in a meaningful way that meets the expectations of the organization based on the theory of meaning management (Smircich and Morgan, 1982), so these employes should show emotional behaviors that are expected by organizations. Therefore, he/she will transmit the expected value of the organization to the subordinates, and also shape the work behavior of the subordinates to meet the expectations of the organization, hence reducing the emotional dissonance of these employes.

However, to date, there have been no surveys to explore that relationship. In addition, emotional leadership is a work resource that can support employes’ emotional needs (Totterdell and Holman, 2003), because the emotional leadership process can guide the optimal management of employes’ emotions, thereby generating more emotional resources for being used by employes. In the same vein, emotional leadership can shape the work values of employes into the expected organizations’ values, so it will increase employes’ positive behaviors more generally, such as helping others. Therefore, this article proposes the two propositions as follows:


Proposition 1: Emotional leadership can decrease emotional dissonance.

Proposition 2: Emotional leadership can increase helping-other behaviors.




(2). Emotional dissonance and helping other behaviors



Emotion regulation is an element of emotional work, which includes various positive and negative emotions of employes (Zapf and Holz, 2006). An important dimension of emotion regulation is emotional dissonance (Zapf, 2002), which refers to the fact that employes express emotions that are in line with a company’s expectations but are contrary to their emotional values. When employes are immersed in a state of emotional dissonance, they exhibit various negative behaviors, such as emotional exhaustion, absenteeism, and illness (Indregard et al., 2016). Indeed, when employes’ emotional resources are unable to cope with job demands, they may display emotional exhaustion or absenteeism to preserve the last few resources. Since these employes have few resources, they may conserve resources by reducing helping-other behaviors. Employes are thoughtful in allocating key resources (Macan, 1994), and they should reduce non-performance-related helping behaviors in the absence of personal resources.


Proposition 3: Emotional dissonance can decrease helping other behaviors.




(3).Work-family conflict, emotional dissonance, and helping other behaviors



Work-family conflict denotes a “form of inter-role conflict in which the role pressures from the work and family domains are mutually incompatible in some respect” (Greenhaus and Beutell, 1985, p. 777). That is to say, employes invest most of their resources in their work because these employes need to earn money to maintain their families. Based on the conservation of resources theory (Hobfoll, 1989), this will cause these employes to go home with very few resources. If employes occur high levels of work-family conflict, it follows that these employes do not have sufficient resources to meet work and family needs. Therefore, a high level of work-family conflict will further deteriorate the relationship between emotional dissonance and helping-other behaviors, because these employes with high-level emotional dissonance have little resources to yield helping-other behavior.

In the same vein, if employes do not have sufficient resources to meet work and family needs, these employes must reduce helping-others behavior to hold their resources. Therefore, this article proposes the two propositions as follows:


Proposition 4: Work-family conflict can moderate the relationship between emotional dissonance and helping-other behaviors

Proposition 5: Work-family conflict can decrease helping-other behaviors.





Discussion

This article proposes a new model of emotion regulation to predict the cognitive processes underlying helping behaviors, which is unique and cannot be explained by past models. Emotion regulation has emerged as an important antecedent of employe performance, as many negative employe behaviors are associated with the demands incurred by emotion regulation, such as emotional exhaustion (Alsalhe et al., 2021), counterproductive behaviors (Huang et al., 2021), and disorders of emotion (Greening et al., 2014). However, past investigations have not explored the relationship between emotional leadership and emotional dissonance to predict helping behaviors. They have also not considered the role of work-family conflict as an important moderating variable, which could significantly advance the literature on emotion regulation.

In addition, contemporary businesses must develop strategies to deal with the emotional issues of employes, as employes are an important source of performance and competitive advantage. Indeed, emotional problems lead to many negative employe behaviors. This article considers emotional leadership as a significant organizational leadership mechanism because it should not only alleviate emotional dissonance but also increases helping behaviors. Therefore, emotional leadership could be regarded as important educational and training content for cultivating executive leadership.

Finally, although this article proposes an emotion regulation model, future investigations should adopt empirical data to verify the model’s validity. Moreover, a multi-country sample should be used to verify the external validity of the model.
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The aim of the present study was to investigate the association between attachment dimensions and neural correlates in response to the Rorschach inkblots. Twenty-seven healthy volunteers were recruited for the electroencephalographic registration during a visual presentation of the Rorschach inkblots and polygonal shapes. The Attachment Style Questionnaire (ASQ) was administered to participants. Correlations between the ASQ scores and standardized low-resolution brain electromagnetic tomography (sLORETA) intensities were performed. The Rorschach inkblots elicited several projective responses greater than the polygonal shapes (distortions, human and total movements, and embellishments). Only during the Rorschach inkblots presentation, discomfort with closeness and relationships as secondary subscales were negatively correlated with the activation of right hippocampus, parahippocampus, amygdala, and insula; need for approval subscale was negatively correlated with the activation of orbital and prefrontal cortex and left hippocampus. Moreover, the correlations between attachment dimensions and neural activation during the Rorschach inkblots were significantly higher compared to the same correlations in response to polygonal shapes. These findings suggest that attachment style can modulate brain activation during the projective activity of the Rorschach inkblots.

KEYWORDS
attachment, brain correlates, sLORETA, Rorschach inkblots, projection


Introduction

Projection is a psychodynamic mechanism where the subject’s own internal states are attributed to the external environment. The projective tests are psychological tools with intentionally ambiguous visual stimuli, and the subject’s task is to provide a description inspired by the represented image. This task could bring out unconscious psychic contents, such as hidden emotions and internal conflicts. Previously, after a long debate on terms “objective” vs. “projective” as personality tests descriptors (Meyer and Kurz, 2006), it has been stated that other terms as “self-report inventories” vs. “performance tasks” should be considered as an alternative. However, in the present study, the use of the term “projection” necessarily refers to a specific psychodynamic process rather than a specific test descriptor (Meyer and Kurz, 2006).

The Rorschach Inkblot Method (RIM) (Rorschach, 1921) is the most used tool for the assessment of several aspects of the personality (Exner, 1989; Lerner, 1990; Berant et al., 2005; Weiner, 2018). There are many methods for administering and interpreting the RIM that have been developed in the one-century history. Nowadays, Exner’s Comprehensive System (Exner, 2003) is one of the most investigated methods. Mihura et al. (2013) stated that, although historically, the Rorschach inkblots have been classified as a “projective” test, and contemporary psychologists do not associate the test method with projection (Exner, 1989; Meyer and Kurz, 2006; Bornstein, 2007; McGrath, 2008). According to Exner (1989), this seems to be true in the first phase of attribution of meaning to the inkblots, where global responses are often common and most likely related to a perceptive rather than projective process. However, in the subsequent phases, the existing ambiguity among the stimuli allows some of the stronger subject needs, sets, and attitudes to become influential during stimuli translation (Exner, 1989). Moreover, Exner (1989) hypothesized that the presence of specific indicators in the RIM responses suggests a projective activity. These indicators show that an extrapolation occurred beyond the real or objective attributes of the inkblots (Pianowski et al., 2016) as perceptual distortions, attributions of occurring movements, and illogical or thematically relevant embellishments (Exner, 1989; Weiner, 2003). The Comprehensive System (Exner, 2003) stated that these three indicators are the best markers of projective material (Weiner, 2003).

Moreover, recent studies have highlighted the implementation of the coding system and interpretation of the RIM and have developed more sophisticated empirical guidelines for clinical assessment (Meyer et al., 2011; Mihura et al., 2013).

The attachment theory showed how the internalization of different aspects of a child’s relational experience may influence behavioral and emotional regulation in adulthood. In particular, early negative relational experiences could lead to emotional regulation problems in adolescence, which could determine the onset of various negative clinical outcomes from early adolescence, such as suicidality and affective disorders (Solano et al., 2016). Interestingly, abnormalities have been documented in the brains of adolescents with affective disorders (Serafini et al., 2014). In particular, a previous review reported reductions in the volume of basal ganglia and the hippocampus in adolescent with unipolar depression, whereas reduced corpus callosum volume and increased rates of deep white matter hyperintensities were found in adolescent bipolar depression (Serafini et al., 2014). The attachment styles could be conceptualized as a continuum of two dimensions, namely, avoidance and anxiety, rather than by categories, as previously proposed (Mikulincer and Shaver, 2007; Shaver and Mikulincer, 2008). Subjects with higher levels of anxiety are afraid of rejection, separation, and abandonment, whereas subjects with higher levels of avoidance feel discomfort with intimacy and difficulty in depending on others (Shaver and Mikulincer, 2008).

In literature, an association between attachment dimensions and personality characteristics detected by the RIM scores has been demonstrated; specifically, it has been found that the attachment dimensions were associated with texture response (Cassella and Viglione, 2009). Berant et al. (2005) demonstrated that the levels of anxious attachment were positively associated with the difficulties in regulating and controlling emotions and self-perceptions of being relatively helpless and unworthy measured by the Rorschach scores. Moreover, the levels of avoidant attachment were positively associated with lack of acknowledgment of need states and maintenance of a grandiose self, measured in the RIM. This result was interpreted as the dynamic manifestation of hyperactivation and deactivation strategies (Berant et al., 2005). Moreover, a previous study showed that, during the Rorschach inkblots, the dimensions of anxious attachment were positively associated with the use of projective identification, penetration, incongruous combination, and fabulized combination, whereas the dimensions of avoidant attachment were positively associated with the use of the devaluation (Berant and Wald, 2009).

In a recent study (Cecchini et al., 2015), attachment dimensions showed a significant association with brain activity during a social visual task. Interestingly, another study showed that the different styles of attachment can be associated with biases in selective attention toward emotional information of the environment (Dan and Raz, 2012).

Neurobiological studies showed that the limbic system is a complex set of cerebral areas, including the hippocampus, the amygdala, the insula, and several other nearby areas, and it appears to be primarily responsible for emotional processes and memory formation (Rolls, 2015). The subjects with avoidant attachment style showed a high activation of the prefrontal cortex, anterior cingulate, and amygdala in response to negative social images during both the spontaneous vision and during cognitive revaluation, while the subjects with anxious attachment showed a high activation of the amygdala and parahippocampus only during a spontaneous vision of the images (Mikulincer and Shaver, 2007; Vrtička et al., 2012). The authors interpreted these findings stating that subjects with avoidant attachment seem to use less efficient revaluation strategies for regulating negative emotions, i.e., they prefer to use avoidance and emotional suppression strategies (Mikulincer and Shaver, 2007; Vrtička et al., 2012).

Asari et al. (2010a,b) have demonstrated the involvement of the amygdala in the modulation of frontotemporal connectivity suggesting the interference of emotional effects during the Rorschach inkblots. Moreover, previous studies showed that human movement responses to the Rorschach inkblots were associated with mirroring activity (Giromini et al., 2010; Pineda et al., 2011; Porcelli et al., 2013). A recent neurobiological study (Luciani et al., 2014) showed that the presentation of the Rorschach inkblots, compared to polygonal shapes, involved later frontal and parietal activities, during the meaning attribution of the stimuli. This finding could reflect the projective activity in response to the Rorschach inkblots. These results seemed to confirm Exner’s study (1989) about the probability that the projective process occurs after the primary common global response.

The aim of the present study was to investigate the association between attachment dimensions and neural correlate in response to the Rorschach inkblots and to continue, through a sample expansion, a previous study of Luciani et al. (2014) where late higher brain activity was shown in response to the Rorschach inkblots compared to the polygonal shapes. In the present study, hypotheses were that dimensions of avoidance attachment will be negatively associated with activation of the limbic areas and that dimensions of anxiety attachment will be positively associated with activation of the frontolimbic circuits, during projective activity in response to the Rorschach inkblots compared to the polygonal shapes.



Materials and methods


Participants

The participants answered a public announcement that required free and voluntary participation in the study. The inclusion criteria were: age between 20 and 50 years, correct vision, and high school graduation. Subjects with diagnosed neurological and psychiatric disorders, drug use, and those who affirmed to have performed or studied the RIM were excluded. Thirty healthy volunteers were recruited. After cleaning electroencephalographic (EEG) data (see below), 27 subjects (5 males and 22 females, mean age = 24.4 ± 5.6 years) were included in the statistical analysis. All the subjects were asked to sign the informed consent. The study was carried out in Clinical Neuroscience Laboratory of the Department of Dynamic and Clinical Psychology, and Health Studies, Sapienza University of Rome. The ethical committee of the same Department approved the present research project.



Procedure

The visual stimuli consisted of the 10 gray Rorschach inkblots and 10 gray polygonal shapes on white backgrounds. The choice to use stimuli with different degrees of graphical structure (Rorschach inkblots vs. polygonal shapes) was done to differentiate and to compare the different degrees of projective activity (with many meanings perceived in the Rorschach inkblots vs. few meanings perceived in the polygonal shapes) among the participants, as observed in a previous study (Luciani et al., 2014). The choice to use a gray version was done to match the two types of stimuli for colors and shades (the Rorschach inkblots and polygonal shapes).

The images were created in Corel Photo-paint 12 without shadows and contour lines to match for contrast, luminance, and brightness. The stimuli measured roughly 520 × 400 pixels on the screen.

Before the EEG registration, for the attachment assessment, the self-report Attachment Style Questionnaire (ASQ) (Feeney et al., 1994) was administered to participants. The ASQ (40 items) was designed to measure five dimensions of adult attachment: “Confidence” (8 items), “Discomfort with closeness” (10 items), “Relationships as secondary” (7 items), “Need for approval” (7 items), and “Preoccupation with relationships” (8 items). Each item is rated on a 6-point scale. The psychometric values of reliability and validity of the ASQ in our sample of 27 subjects are given in Table 1. The values of reliability and validity found in the present study confirmed the values reported in the literature (Clark and Watson, 1995; Fossati et al., 2003, 2007).


TABLE 1    Mean, SD, Cronbach’s alpha, average interitem correlation, and split half ρ related to the five dimensions of the Attachment Style Questionnaire.
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Participants were seated at a viewing distance of 80 cm from a PC monitor (27 cm, 75–Hz, 1,024 × 768). The stimuli were presented using E-Prime (version 2.0.8.90; Psychology Software Tools Incorporation; Pittsburgh, Philadelphia, United States). Each trial started with a fixation cross displayed for 1,500 ms, followed by the stimulus (Rorschach inkblots vs. polygonal shapes) presented for 10 s. The trial ended with a white screen, which lasted for 1,500 ms. A total of sixty trials (10 trials per condition, 3 repetitions each) were presented in a random order (Figure 1). The instruction for the participants was to pay attention to the stimuli and to think about the possible meaning of each image. The duration of the EEG visual task was about 20 min (Luciani et al., 2014). At the end of the procedure, every participant was asked to report the content of responses that he/she had identified for each presented stimulus (sixty presentations). In order to evaluate projective material (Weiner, 2003), the responses to each presented stimulus were coded by a trained psychologist for the following indicators: distortion (minus formal quality); movement (human, animal, and inanimate); and embellishment (deviant verbalization, deviant response, peculiar logic, incongruous combination, fabulized combination, contamination, morbid content, cooperative movement, and aggressive movement).
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FIGURE 1
The procedure of experimental visual task.




Electroencephalogram recording and analysis

Data were continuously recorded at 250 Hz using NetStation 4.5.1 with 256 channels HydroCel Geodesic Sensor Net referenced to the vertex (Cz). Impedances were kept below 40 kΩ. The data were digitally filtered (30 Hz low pass) offline. Net Station artifacts detection settings were set at 200 μV for bad channels, 150 μV for eye blinks, and 100 μV for eye movements. Segments containing eye blinks, eye movements, or more than 15 bad channels were excluded. After applying EEG editing procedures, the data of three participants were excluded due to the presence of artifacts. The segmentation epoch duration was from 100 ms before to 1,500 ms after stimulus onset with baseline correction at -100 ms of stimulus onset. For data analysis, six-time windows were selected: from 50 to 123 ms for the P100, from 123 to 203 ms for N170, three intervals (LC1-LC2-LC3) of 100 ms, and one interval (LC4) of 500 ms from 500 to 1,000 ms.



Source analyses (standardized low-resolution brain electromagnetic tomography)

Brain sources, describing the neural sources of the measured scalp potentials, were estimated with GeoSource software (version 2.0; EGI, Eugene, Oregon, United States), which performed the RMI data normalization and extraction for each subject. Source locations were derived from the probabilistic map of the MNI305 average (Montreal Neurological Institute 305 subjects). Based on the probabilistic map, gray matter volume was parcellated into 7-mm voxels; each voxel served as a source location with three orthogonal orientation vectors. This resulted in a total of 2,447 source triplets whose anatomical labels were estimated using the Talairach Daemon (Cecchini et al., 2013; Lai et al., 2020; Altavilla et al., 2021). For both the conditions (Rorschach inkblots vs. polygonal shapes), mean intensity (nA) was obtained for each time window (P100, N170, LC1, LC2, LC3, and LC4) on all the Brodmann areas (BAs) by doing the square root of the sum of the three dipoles using the minimum norm least squares method (Electrical Geodesics Inc., 2007). For each time window, nA was calculated on frontal (BA: 4-6-8-9-10-11-44-45-46-47), parietal (BA: 1-2-3-5-7-39-40-43), temporal (BA:20-21-22-37-38), cingulate (BA: 23-24-25-29-30-31-32-33), and limbic areas (amygdala, hippocampus, BA: 13-28-34-35-36).



Statistical analyses

The paired t-test between the responses to the Rorschach inkblot and polygonal shapes on distortion (minus formal quality); movement (human, animal, and inanimate); and embellishment (deviant verbalization, deviant response, peculiar logic, incongruous combination, fabulized combination, contamination, morbid content, cooperative movement, and aggressive movement) has been performed in order to evaluate the projective processes (Weiner, 2003). Data transformation (2 × Arcosin√x) was performed when appropriate.

Paired t-tests with Bonferroni correction were performed between mean intensities during the Rorschach inkblots vs. polygonal shapes presentations in each time window for each BA of frontal (BA: 4-6-8-9-10-11-44-45-46-47), parietal (BA: 1-2-3-5-7-39-40-43), temporal (BA: 20-21-22-37-38), cingulate (BA: 23-24-25-29-30-31-32-33), and limbic areas (amygdala, hippocampus, and parahippocampus BA: 13-28-34-35-36).

Correlation analyses (Pearson correlation) were performed between scores of each ASQ dimension and mean intensities of each BA during each condition for every interval (Bonferroni correction was applied) in order to test the association between attachment scores and brain intensities in response to structured and non-structured conditions. Each significant correlation obtained between scores of the ASQ dimensions and BA intensities in response to one of the two conditions (Rorschach inkblots and polygonal shapes) was statistically compared with the same correlation obtained in response to the other one by using the procedure described by Meng et al. (1992). The p-value accepted was p < 0.05.

All the statistical analyses were performed with Statistica 8 (Weiß, 2007).




Results

The Rorschach inkblots elicited a number of total responses greater than the polygonal shapes [18.4 ± 4.1 vs. 13.7 ± 3.8; t(26) = 5.3; p < 0.001]. Moreover, the Rorschach inkblots elicited a number of projective responses greater than the polygonal shapes [distortion: 0.9 ± 1.1 vs. 0.1 ± 0.4; t(26) = 3.1; p < 0.001; human movement: 3.5 ± 1.9 vs. 0.0 ± 0.0; t(26) = 9.5; p < 0.001; total movement: 4.2 ± 2.0 vs. 0.0 ± 0.0; t(26) = 10.8; p < 0.001; embellishment: 0.9 ± 1.1 vs. 0.2 ± 0.6; t(26) = 2.8; p = 0.010; and total projective responses: 6.0 ± 2.9 vs. 0.4 ± 0.9; t(26) = 8.9; p < 0.001]. The percentage of projective responses on the total responses was greater on the Rorschach inkblots than on the polygonal shapes [34 vs. 3%; t(26) = 10.3; p < 0.001].

The mean scores of each attachment dimension for the 27 participants were the following: confidence (mean: 33.6 ± 3.9), discomfort with closeness (mean: 33.6 ± 6.2), relationships as secondary (mean: 13.5 ± 5.0), need for approval (mean: 16.9 ± 4.7), and preoccupation with relationships (mean: 27.0 ± 5.2).

As shown in Table 2, paired t-test showed a lower activation during the Rorschach inkblots compared to polygonal shapes of left amygdala, hippocampus, BA28, BA34, BA35, BA36 at P100, and N170, and left BA38 at P100 (0.001 < p < 0.042). Differently, a greater activation was found during the Rorschach inkblots compared to polygonal shapes of left and right BA11, BA25, BA28, right amygdala, BA34, BA38, from LC1 to LC3 (0.001 < p < 0.002); of left amygdala, BA34, BA38, right hippocampus, BA20, BA35, BA36, and BA47 at LC2 (0.001 < p < 0.005); of left BA34 at LC3 (p < 0.001); and, finally, of left and right BA11 at LC4 (p = 0.049; p < 0.001).


TABLE 2    Paired t-test between the mean intensity during the Rorschach inkblots vs. polygonal shapes for each left (l) and right (r) frontal (BA: 4-6-8-9-10-11-44-45-46-47), parietal (BA: 1-2-3-5-7-39-40-43), temporal (BA: 20-21-22-37-38), cingulate (BA: 23-24-25-29-30-31-32-33), and limbic areas (amygdala, hippocampus, BA: 13-28-34-35-36) in each interval: P100, N170, LC1, LC2, LC3, and LC4 (Bonferroni correction was applied).
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As shown in Table 3, during the presentation of the Rorschach inkblots, discomfort with closeness was negatively correlated with the activation of right hippocampus (r = –0.51; p = 0.003; d = 1.19) and of right parahippocampus (BA35, r = –0.50; p = 0.004; d = 1.15) at LC3; relationships as secondary was negatively correlated with activation of right parahippocampus at LC1 (BA34, r = –0.54; p = 0.002; d = 1.28), LC2 (BA28, r = –0.50; p = 0.004; d = 1.15; BA34 r = –0.56; p = 0.001; d = 1.35), LC3 (BA34, r = –0.56; p = 0.001; d = 1.35), and LC4 (BA34, r = –0.54; p = 0.001; d = 1.28); with activation of right amygdala at LC2 (r = –0.49; p = 0.004; d = 1.12) and LC3 (r = –0.49; p = 0.004; d = 1.12); and with activation of right insula (BA13, r = –0.53; p = 0.002; d = 1.25) at LC3; need for approval was negatively correlated with the activation of right anterior prefrontal cortex (BA10) at LC2 (r = –0.60; p = 0.001; d = 1.50), LC3 (r = –0.66; p < 0.001; d = 1.76) and LC4 (r = –0.59; p = 0.001; d = 1.46); with activation of left and right orbitofrontal cortex (BA11, r = –0.54; p = 0.003; d = 1.28; r = –0.57; p = 0.002; d = 1.39) at LC4 and with activation of left hippocampus (r = –0.52; p = 0.006; d = 1.22) at LC3.


TABLE 3    Comparisons between the correlations (Pearson correlation), the ASQ dimensions (confidence, discomfort with closeness, relationships as secondary, need for approval, and preoccupation) scores and the mean activation of Brodmann areas (BAs) in response to the Rorschach inkblot vs. polygonal shapes.
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Confidence and preoccupation with relationships did not show any significant correlations during the presentation of the Rorschach inkblots (see Table 3).

No significant correlation between the attachment dimensions and brain intensities was found during the presentation of the polygonal shapes. Moreover, as shown in Table 3, the number of correlations between attachment dimensions and neural activation during the Rorschach inkblots (mean r: –0.54 ± 0.05) was significantly higher (mean z = 2.06 ± 0.42; monodirectional critical z = 1.64; p = 0.05) compared to the same correlations in response to polygonal shapes (mean r: –0.19 ± 0.09). In Figure 2, the scatterplot graphs between attachment dimensions and brain activations during the presentation of the Rorschach inkblots and polygonal shapes are shown. As given in Table 3, several correlations between attachment dimensions and brain in response to the Rorschach inkblot were significant (p < 0.01), whereas there were no significant associations between attachment dimensions and brain response to polygonal shapes (p > 0.08).
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FIGURE 2
Scatterplot graphs between attachment dimensions (ASQ discomfort with closeness; ASQ relationships as secondary; and ASQ need for approval) and brain activations in response to the Rorschach inkblots and polygonal shapes. As it is also reported in Table 2, many associations between attachment dimensions and brain response to the Rorschach inkblots from 200 ms (LC1: 200–300; LC2: 300–400; LC3: 400–500; and LC4: 500–1,000) were significant (p < 0.01), while there were no significant associations between attachment dimensions and brain response to polygonal shapes (p = ns).




Discussion

The main findings of the present study were that avoidance attachment dimensions (specifically the discomfort with closeness and the relationships as secondary) were negatively associated with the activation of the right hippocampus, parahippocampus (BA28, BA34, and BA35), amygdala, and insula (BA13) and that dimension of anxious attachment (need of approval) was negatively associated with right prefrontal (BA10), left and right orbitofrontal (BA11), and left hippocampus, during projective activity in response to the Rorschach inkblots and not to polygonal shapes (see Figure 2). The greater number of projective responses during the Rorschach inkblots compared to the polygonal shapes suggests that the Rorschach inkblots elicited a greater projective activity, as observed in a previous study (Luciani et al., 2014).

Moreover, a greater activation during polygonal shapes compared to the Rorschach inkblots of left limbic (amygdala, hippocampus, BA28, BA34, BA35, and BA36), and temporal (BA38) areas were found before 200 ms, whereas a greater activation of right limbic (amygdala, hippocampus, and BA34) and temporal (BA38) areas and of bilateral frontal (BA11) and cingulate (BA25) areas during the Rorschach inkblots compared to polygonal shapes was found after 200 ms. This finding confirmed results from a previous study showing that the participants performed two different mental processes with the Rorschach inkblots and polygonal shapes (Luciani et al., 2014).

Even though there was a strong association between attachment dimensions and brain activity in response to both the stimuli, the association found in response to the Rorschach inkblots was significantly higher compared to the association found in response to the polygonal shapes. This finding showed that attachment dimensions modulated projective response only in response to a non-structured stimulus such as the Rorschach inkblots. A possible explanation of this result could be that less structured stimulus such as the Rorschach inkblots facilitated the projection of deep characteristics of the personality as attachment styles. Coherently with the findings of Exner (1989), where the projective process seemed to occur late in the subsequent phases of the common global response, and with Luciani et al. (2014) study where a greater and late projective activity was revealed in response to the Rorschach inkblots, in the present study, the attachment dimensions were correlated with late brain activity (>200 ms.). These results suggested that the late projective response to unstructured visual stimuli could be the expression of the deep characteristics of the participant’s personality.

In literature, it has been demonstrated the involvement of the amygdala, parahippocampus, and insula in implicit memory (Suzuki, 1996), stressful social situations (Foley and Kirschbaum, 2010), and emotional processing (Koban et al., 2010; Lamm et al., 2011). Accordingly to other studies, deactivation of these areas suggested the use of emotional suppression in subjects with high scores of avoidance (Kim and Hamann, 2007; Mikulincer and Shaver, 2007; McRae et al., 2010; Vrtička et al., 2011; Vrtička and Vuilleumier, 2012).

In the present study, the items related to the two dimensions of avoidance attachment showed clear differences, while discomfort with closeness suggested only the presence of discomfort inside the relationships, relationships as secondary showed an apparent devaluation of the relationships. Specifically, the relationships as secondary was negatively associated with a more wide and stable activation of the right limbic areas in response to the Rorschach inkblots compared to discomfort with closeness. This result suggested that the attitude to a devaluation of the relationships is the dimension of the avoidance attachment that may have a pivotal role during the projective activity. This finding is coherent with a previous study where the avoidance attachment score was positively associated only with the use of the devaluation assessed throughout the Rorschach inkblots (Berant and Wald, 2009).

The need for approval was the only anxious attachment dimension that showed an association with the neural activity in response to the Rorschach inkblots. However, in contrast with the hypothesis, this dimension was negatively correlated with the activation of the left and right orbital and prefrontal cortex (BA10, BA11) and left hippocampus. Previous studies showed a hyperactivation of the frontolimbic circuits in the subjects with higher levels of anxious attachment (Vrtička and Vuilleumier, 2012). A possible explanation of the findings dissonance of the present study could be found in the task proposed to the participants that lack explicit emotional valence stimuli. However, the negative association between the need for approval and orbital and prefrontal cortex sustained the idea that anxious attachment is negatively associated with the levels of mentalization (Fonagy and Luyten, 2009; Hünefeldt et al., 2013). Mentalization is a process involved in the representation of internally focused information about the environment and it is positively associated with the frontal cortex activity (Fonagy and Luyten, 2009). Moreover, the left orbitofrontal cortex and left hippocampus are specifically linked to autobiographic memories (Gilboa, 2004; Lieberman, 2007). The fact that higher levels of anxious attachment were associated with the lower orbital and prefrontal cortex activity sustains the hypothesis about an inhibition of the involvement of internal representations and recovery of past experiences in anxiously attached participants during projective activity, coherently with recent findings (Fonagy and Luyten, 2009; Hünefeldt et al., 2013).

The limitation of the present study was that in the experimental task, the 10 Rorschach inkblots were presented as gray and without colors and shades. It could be interesting to test whether the effect is confirmed or increased in front of the original Rorschach inkblots (with colors and shades). Indeed, it has been found that colors and the vividness of an image could influence the brain response to visual stimuli (Yoto et al., 2007). Moreover, considering the association between the EEG activity during the Rorschach inkblots and the attachment dimensions scores, it could be interesting to evaluate the association between brain activity during the Rorschach inkblots and other unrelated domains or constructs (divergent validity). Moreover, it could be interesting to consider a third set of stimuli formed by similar high perceptual and cognitive complexity shapes as a control in order to evaluate a possible effect of stimuli complexity. Finally, the small number of participants and the presence of more women than men should be considered as limitations. In this regard, a recent study highlighted the presence of sex-related differences in brain activities of women and men with avoidant attachment style (Altavilla et al., 2021). Further studies should include a more balanced sample with a larger number of participants to allow generalization of results.



Conclusion

In conclusion, this study showed a negative association between avoidance attachment and intensities of right limbic areas (parahippocampus, amygdala, and insula) and a negative association between anxious attachment and intensities of frontolimbic circuits (left and right orbital and prefrontal cortex and left hippocampus), during late projective activity in front of the Rorschach inkblots that lacks in front of the polygonal shapes. These findings showed as attachment style that could modulate brain activation of the projective activity in response to non-structured stimuli during the administration of the Rorschach inkblots. From a clinical point of view, it should be taken into account that the relationship devaluation mechanism that characterizes individuals with avoidant attachment might modulate the projective activities that occur during psychological assessment. Furthermore, in working with individuals with anxious attachment style, it should be considered that projective activity could be influenced by difficulties in mentalization and inhibition of the involvement of internal representations. Further studies could investigate this effect also on clinical sample.
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Two studies were carried out on a Spanish population to explore the extent to which different self-efficacy beliefs in managing positive emotions are associated with common indicators of wellbeing, such as positive and negative affect or life satisfaction. The first study was conducted on 483 participants and attested to the factorial structure of three different self-efficacy beliefs: (a) perceived self-efficacy in expressing positive emotions; (b) perceived self-efficacy in retrieving memories of positive emotional experiences; and (c) perceived self-efficacy in using humor. The second study was carried out on 1,087 individuals between 19 and 80 years of age, and it provided evidence of the factorial invariance of the scales across age and gender. Furthermore, this latter study showed the association of self-efficacy in managing positive affect (SEMPA) with high chronic positive and low negative affect, and with high life satisfaction, controlling for gender and age. In younger participants, stronger associations were found between perceived self-efficacy in using humor and life satisfaction compared to older subjects. These findings may guide the design of interventions aimed at enhancing the potential benefits that could be drawn from the proper management of positive emotions.
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Introduction

A wide body of research has highlighted the crucial influence that individuals’ capacity to regulate their own emotions exerts on individual developmental pathways, on the quality of their interpersonal relationships and ultimately, on their successful social adjustment (Eisenberg and Spinrad, 2004; Saarni et al., 2006). Emotional regulation involves a wide variety of processes that are ultimately reflected in the expression, monitoring, and modification of both positive and negative emotions (Gross and Thompson, 2007). Much of the earlier research into emotional regulation focused on strategies that allow negative emotions like anger, sadness, and fear to be managed through cognitive reappraisal and expressive suppression (Aldao et al., 2010; Webb et al., 2012). However, later studies have pointed to the role that positive emotions like joy, love, and amusement may exert on cognitive performance, buffering the impact of negative experiences, and promoting wellbeing and optimal functioning (Lyubomirsky et al., 2005; Fredrickson, 2009; Guerra et al., 2012; Buonomo et al., 2019; Alexander et al., 2021; Catalino and Tov, 2022). In particular, research has emphasized the benefits of positive affect on psychological wellbeing and health, and the importance of regulatory skills that enable individuals to properly manage their positive emotional experiences (Lyubomirsky et al., 2005; Fredrickson, 2009). It is well known that the effectiveness of such emotional regulatory skills relies also on the beliefs that people hold about their capacity to master the challenges and the demands associated with various emotions, and the benefits obtained (Caprara, 2002; Bandura et al., 2003). Indeed, the regulation of emotions can be achieved, and it is effective, to the extent that people are convinced that emotions can be kept under their control (Tamir and Mauss, 2011; Ford and Gross, 2018).


Self-efficacy beliefs and emotion regulation

Social cognitive theorists have argued that self-efficacy beliefs (i.e., individual’s beliefs about his/her own capacity to reach one’s own goals by orchestrating specific courses of action) play a special role in the regulation of emotions, affecting thought and actions in such a way that enables people to select and implement effective regulatory strategies (Bandura, 1997; Caprara, 2002). For example, the overall perceived capacity to control emotions in specific emotion-eliciting scenarios predicted college students’ positive and negative emotional experience over weeks and at 1 year (Tamir et al., 2007). By contrast, most of studies focused on the role of distinct self-efficacy beliefs in modulating overwhelming negative emotions, as well as on the appropriate experiencing and expression of positive emotions, especially in difficult situations (Bandura et al., 2003; Caprara et al., 2008). To this aim, the regulatory emotional self-efficacy scale (RESE) was developed, and it was used widely in several countries to assess those perceived capabilities (Bandura et al., 2003; Caprara et al., 2008; Gunzenhauser et al., 2013). This scale assesses individuals’ perceived self-efficacy in expressing positive emotions like joy, enthusiasm and pride, as well as, individuals’ perceived self-efficacy in managing anger/irritation and despondency/sadness.

There is a large body of evidence as to how people’s beliefs about their capacity to mitigate negative affect and to express positive emotions influence different facets of successful development and of social adaptation (Bandura et al., 2003; Caprara et al., 2010a; Lightsey et al., 2013; Milioni et al., 2015; Gerbino et al., 2018). For example, findings have shown that people’s confidence in their capacity to manage negative emotions can counteract depression and delinquency, while fostering life satisfaction (Bandura et al., 2003; Caprara et al., 2020). Likewise, people’s confidence in their capacity to express positive emotions is positively associated with self-esteem, optimism, prosociality, emotional stability, happiness, and contentment in daily-life situations (Caprara and Steca, 2005, 2006; Caprara et al., 2013b; Bassi et al., 2018). Several studies have documented how higher levels of perceived regulatory emotional self-efficacy are associated with indicators of wellbeing at different ages (e.g., Busseri, 2018).



Perceived self-efficacy beliefs in managing positive emotions

A variety of studies have shown that the activation and the expression of positive emotions plays a crucial role in fostering wellbeing and successful adjustment, either directly or in conjunction with individual’s management of negative emotions, through self-efficacy beliefs. As such, positive emotions can be viewed as important sources of wellbeing and healthy adaptations, broadening the consequences of their management beyond their mere expression (e.g., Fredrickson, 2001; Fredrickson and Branigan, 2005; Dockray and Steptoe, 2010; Gloria and Steinhardt, 2016; Chang et al., 2019; Pressman et al., 2019). Individuals may take advantage of their positive emotions in different ways, so may be useful to examine the role of different self-efficacy beliefs related to different strategies of management of positive emotions. In particular, here we addressed three dimensions of self-efficacy in using positive emotions: (a) self-efficacy in expressing positive emotions; (b) self-efficacy in using humor; and (c) self-efficacy in using positive memories. Self-efficacy in expressing positive emotions has been defined as the perceived capability “to experience and to allow oneself to express positive emotions such as joy, enthusiasm, and pride in response to success or pleasant events” (Caprara et al., 2008). This dimension has been examined in different studies, many of them conducted on young adults. Overall, people who feel more capable of expressing positive emotions appear to be less inclined to use maladapted strategies of emotional regulation, such as suppression (Gunzenhauser et al., 2013), they experience more wellbeing due to their higher level of perceived social capacities at different ages (Caprara and Steca, 2005, 2006), and they are more prone to help and care for others because of their high levels of perceived empathic self-efficacy (Alessandri et al., 2009). Indeed, young adults who perceived themselves to be more capable of expressing their positive emotions on average reported a higher degree of happiness and contentment over time (Bassi et al., 2018). Longitudinal findings across early adulthood found that when self-efficacy beliefs in expressing positive emotions are enhanced from late adolescence to early adulthood, there was a less intense loss of self-esteem during this transitional period (Caprara et al., 2013a). Finally, recent findings, addressing the pandemic, corroborated that strong self-efficacy beliefs in the expression of positive emotions were associated with less depression and anxiety, also during a critical phase (Thartori et al., 2021).

However, effective management of positive emotions relies on the individual’s confidence in their capacity to not only express these but also, to savor, enhance, prolong, retrieve, and generate positive feelings (Bandura et al., 2003; Bryant et al., 2005; Caprara et al., 2008). Within this perspective, individuals’ capacity to retrieve positive emotional experiences, and to use humor when facing challenges and when coping with stressful situations has also been studied (Gerbino et al., 2018). Remembering positive autobiographical memories (e.g., Werner-Seidler et al., 2017) may be a powerful strategy to regulate emotions. The retrieval of memories of pleasant emotional experiences may in fact reactivate positive affect and counteract negative feelings, especially in situations that are difficult to handle (Bryant et al., 2005). For example, some experimental studies found that the activation of positive affect may counteract the negative emotions associated with a stress-response (Speer and Delgado, 2017), and that the activation of happiness and love by autobiographical memories reduces initial levels of induced anxiety (Demorest, 2020). As positive affect enhances an individuals’ resilience when coping with adversity and facing new challenges, pleasant memories may reactivate positive emotions, offering a means to redress negative experiences and dampen negative feelings (Rusting and DeHart, 2000; Walker et al., 2003; Joormann and Siemer, 2004; Joormann et al., 2007; Holmes et al., 2008; Werner-Seidler and Moulds, 2012).

Extending this line of reasoning, social cognitive research has explored the beliefs individuals hold about their capacities to retrieve positive emotional experiences (Gerbino et al., 2018). Perceived self-efficacy in taking advantage of memories of positive experiences (SE/MEM) consists in believing that one possesses the necessary skills to use past joyful emotional experiences to face stressful events (e.g., being able to recall positive memories when facing difficulties, being able to remember great experiences from the past when you are unhappy, remembering prior accomplishments when confronting new challenges: Gerbino et al., 2018). Findings have attested the unique association of these beliefs with indicators of wellbeing (strong positive affect and life satisfaction) and with low levels of negative affect in young adults from different western countries.

Humor can serve as an effective strategy to attenuate negative feelings and to help cope with challenges or stressful situations (Samson and Gross, 2012). Humor may moderate negative emotions by distancing unpleasant experiences and reducing the attentional resources assigned to negative events or fearful anticipations. Furthermore, humor may help people reappraise and reframe potentially stressful events in less threatening and harmful ways, thereby altering their emotional impact (Martin et al., 1993; Lefcourt et al., 1995; Strick et al., 2009). Humor may also foster positive interpersonal relationships (Martín, 2001; Kuiper, 2012), with humorous people attracting friends more easily and therefore, potentially benefiting from having a network of supportive relationships that promote and reflect their wellbeing (Fredrickson and Losada, 2005). To further explore the perceived capacities related to the emotional regulation of positive affect, the self-efficacy beliefs associated with using humor as a medium to overcome difficulties were assessed (Gerbino et al., 2018). Perceived self-efficacy belief in making positive use of one’s own sense of humor (SE/HUM) is the belief of being able to use humor to activate positive emotions (e.g., use humor to support your friends when they are sad and to deal with stressful situations). The association of perceived capabilities in using humor with high levels of positive affect was confirmed, as well as the association with a good quality of friendship in young adults from different countries (Gerbino et al., 2018).



The neuroscience of self-efficacy, humor, and positive emotions

Although self-efficacy is one of the most extensively studied constructs in behavioral science and more than 40,000 documents on Scopus database use self-efficacy as a keyword, its neuroanatomical basis is poorly understood. Some studies have addressed the neurological basis of other constructs related to the “self,” such as self-esteem (Eisenberger et al., 2011; Agroskin et al., 2014), although self-efficacy beliefs differ widely from self-esteem (Bandura, 1997). Indeed, self-efficacy is a very specific construct, and it is reasonable to consider that different kinds of self-efficacy beliefs may be associated with different biological and neurological correlates. No studies to date have specifically addressed self-efficacy beliefs in relation to the regulation of positive emotions (i.e., in the use of humor, positive memories, and expressing positive emotions), although some studies have investigated the neural correlates of these strategies to regulate positive emotions.

With regards to humor, it is based on a complex set of biological processes that occur in the brain and nervous system (Martin, 2006). Humor can serve as a natural stress reliever and it can also improve the functioning of the cardiovascular, immunological and endocrine systems (Lefcourt et al., 1990; Bennett et al., 2003; Mobbs et al., 2003). Recently, neuroimaging techniques were employed to shed light on the affective, cognitive, and motor networks involved in humor processing. Event-related functional MRI (fMRI) studies showed that humor modulates activity in different cortical regions, engaging a network of sub-cortical regions that includes the nucleus accumbens, a key component of the mesolimbic dopaminergic reward system (Mobbs et al., 2003). Neuroimaging studies support the importance of the prefrontal and frontal lobes in integrating information during humor comprehension. Nevertheless, several studies showed strong activation of the left-hand side of the brain in response to verbal jokes. Indeed, widely distributed networks were seen to be involved in humor processing, including the medial temporal lobes, frontal lobes, language-related regions, ACC and others, such as the hippocampus, occipital cortex, temporal lobe, the limbic system and the amygdala, all regions and systems of venerable origin that are implicated in crucial survival function (Fry, 2002; Rozengurt, 2011).

With regards to the activation of positive memories, some studies have identified that positive memories dampen both the cortisol response in experimental stressful situation and morning cortisol level in adolescents exposed to early life stress (Speer and Delgado, 2017). In addition, positive memories have been associated with lower negative affect and self-cognition (Askelund et al., 2019). Furthermore, the experimental activation of positive memories was found to be associated with greater activity in brain regions previously related to the regulation of emotions, such as the bilateral ventrolateral prefrontal cortex (VLPFC) and corticostriatal regions associated with reward-processing (Speer and Delgado, 2017). Indeed, stronger VLPFC and dorsolateral prefrontal cortex connectivity was seen to be a function of enhanced feelings of positive emotions. Further studies found that activation of the ventromedial prefrontal cortex during stress was associated with more positive emotions during the recovery from stress (Yang et al., 2018).

In relation to the neural correlates of positive emotions, the use of neuroimaging techniques or electroencephalography (EEG) suggested that the formation and regulation of positive emotions, including happiness, is associated with a significant dampening of activity in the right prefrontal cortex and bilaterally in the temporoparietal cortex, as well as with enhanced activity in the left prefrontal regions. These phenomena were also associated with increased activity in the cingulate gyrus, inferior and ventral striatum, amygdala, and middle temporal gyri (Mak et al., 2009; Kringelbach and Berridge, 2010; Machado and Cantilino, 2017). In the context of neuropsychological theories, several studies have investigated how positive emotions can modulate cognitive control processing. Hence, electrophysiological techniques have shown that positive emotions can modulate cognitive control by increasing dopamine levels in frontal cortical areas (Xue et al., 2013), especially the ACC (Ashby et al., 1999; Dreisbach and Goschke, 2004).



Aims of the studies

In the light of the importance of individuals’ perceived capacity to regulate positive emotions, we carried out two studies: the first one was set out to corroborate the validity of earlier measures of self-efficacy beliefs related to the expression of positive emotions, and that of more recent measures of self-efficacy beliefs about the retrieval of positive emotions and the use of humor (Gerbino et al., 2018). Subsequently, we performed a second study to assess the associations among those self-efficacy dimensions and wellbeing across genders and different ages. We did not expect gender or age to substantially modify the relationships between self-efficacy beliefs and wellbeing, in accordance with previous findings concerning humor, positive memories and wellbeing (Jiang et al., 2020). However, we cannot rule out that the perceived abilities in the three domains examined may have a slightly different relevance at different stages of life.

In the first study, the goal was to examine the factorial structure of the three different self-efficacy scales in a sample of middle-aged adults that assess: (a) the manifest expression of positive emotions (SE/POS); (b) the retrieval of positive memories to cope with current difficulties (SE/MEM); (c) and the use of humor to face critical situations (SE/HUM). Previous studies did not examine these three dimensions simultaneously (see Caprara et al., 2008; Gerbino et al., 2018), and we expected the findings to corroborate a model in which the three measures are traced to three co-related factors rather than to a model involving a unique first-order factor or three independent dimensions. It has been argued that expressing positive emotions like joy, enthusiasm and pride, as well as retrieving positive emotional experiences and making use of humor, are correlated, engaging skills derived from different experiences, producing different outcomes (Caprara et al., 2008), and representing distinct strategies for self-regulation and social adaptation.

The second study set out initially to corroborate the gender and age invariance of the three aforementioned measures of self-efficacy in managing positive emotions (comparing early, mid- and late adulthood), and to examine whether gender and age account for any significant difference in people’s self-efficacy beliefs. In this regard, women have been seen to have higher self-efficacy belief values than men in expressing positive emotions, although this difference tends to decline with age (Caprara et al., 2003). However, significant gender difference for self-efficacy beliefs has not been found in terms of using positive memories or using humor. Secondly, the aim was to corroborate and extend previous findings of how different self-efficacy beliefs that focus on managing positive emotions are associated with common indicators of wellbeing at different ages, such as life satisfaction, positive affect, and negative affect (Myers and Diener, 1995; Busseri, 2018), controlling gender, age and education in accordance with findings that indicate an association between education and wellbeing (Salinas-Jiménez et al., 2010).




Materials and methods


Participants and procedure

The first study was carried out on 483 middle-age adults aged between 30 and 45 years old (mean age = 37.923; SD = 4.08), 47.8% of whom were males. The participants were recruited from the psychology students at the Open University of Madrid (UDIMA) using a snowball sampling technique and they received course credits on enrollment. All the participants were born in Spain, and they were considered to be middle class and moderately-to-highly educated (4.6% were primary school graduates or lower, 10.2% were high school graduates, 24.9% had an undergraduate degree, and 60.4% had a graduate degree). The participants were informed that their responses would be treated anonymously, and that full confidentiality would be guaranteed throughout the research. The study was approved by the Institutional Review Board at the UDIMA.

In the second study, data were collected from a total of 1,087 adult participants (50.7% males) in the age range of 19–80 (M = 45.1, SD = 14.78), and they were divided into three age groups: young (20−40), middle-aged (41−60), and old (>61). The participants were recruited using the same procedure indicated above, they were all born in Spain, and they were middle class and moderately-to-highly educated (10.6% were primary school graduates or lower, 11.9% were high school graduates, 28.6% had an undergraduate degree, and 48.6% had a graduate degree). The study followed a similar procedure as the first study and the data came from a larger database that was in part used elsewhere (Caprara et al., 2020).



Measures

In the first study, perceived self-efficacy in managing positive affect (SEMPA) was measured using the following three subscales: (a) Perceived self-efficacy in expressing positive emotions (SE/POS) was measured with four items of the RESE (Caprara and Gerbino, 2001; Caprara et al., 2008), addressing the individual’s perceived capacity to experience and allow themselves to express positive emotions like joy, enthusiasm, and contentment on a 5-point Likert scale, from 1 = not well at all to 5 = very well (e.g., “How well can you rejoice over your successes?”); (b) Perceived self-efficacy in taking advantage of memories of positive experiences (SE/MEM; Gerbino et al., 2018) was measured with four items addressing one’s own perceived capability to use positive memories when facing critical situations on a 5-point Likert scale from 1 = not at all capable to 5 = completely capable (e.g., “How well can you find comfort in remembering moments of joy when you find yourself in difficulty?”); (c) Perceived self-efficacy in the positive use of humor (SE/HUM; Gerbino et al., 2018) was measured with four items that assess the perceived self-efficacy in making positive use of one’s own sense of humor when in difficulty on a 5-point Likert scale from 1 = not at all capable to 5 = completely capable (e.g., “How well can you overcome embarrassing and difficult situations with playful jokes”). The Cronbach’s alpha value of the RESE was = 0.68, that of the SE/MEM was = 0.62 and the value for SE/HUM was = 0.75.

In the second study, the perceived SEMPA was again measured with the three scales: SE/POS, SE/MEM, and SE/HUM. As an indicator of wellbeing, life satisfaction was measured using five items of the Spanish version (Cabañero et al., 2004) of the Satisfaction with Life Scale (SWLS; Diener et al., 1985). The participants rated the extent to which they generally felt satisfied with life (e.g., “I am satisfied with my life”) on a 7-point scale, ranging from 1 (= strongly disagree) to 7 (= strongly agree). The Cronbach’s alpha of the SWLS was 0.83. Similarly, Positive and Negative Affect was assessed with the Spanish version (Ortuño-Sierra et al., 2015) of the positive and negative affect schedule (PANAS; Watson et al., 1988). This scale was developed to measure two higher-order dimensions of self-rated positive and negative affect, and it included ten items that measure positive affect (e.g., “active,” “attentive,” “enthusiastic,” and “excited”: α = 0.80) and ten items that measure negative affect (e.g., “afraid,” “hostile,” and “irritable”: α = 0.83).

In both studies, data regarding some socio-demographic variables were collected: age, gender, educational level (i.e., primary school or lower; high school; undergraduate; graduate degree, such as Master’s or Ph.D.).




Results


Study 1: Factorial structure of self-efficacy in managing positive emotions

With the aim of confirming the factorial structure of the three scales of self-efficacy in managing positive emotions, we conducted a preliminary exploratory factor analysis (EFA) on the 12 items of the three self-efficacy scales using Mplus 8.0 (Muthén and Muthén, 1998–2017). A three factor solution coherent with the three hypothesized dimensions (SE/POS, SE/MEM, and SE/HUM) produced the best fit (comparative fit index-CFI: one factor = 0.74; two factors = 0.86; three factors = 0.97), although one item of the SE/MEM scale (i.e., “How well can you remember your past successes when you are confronting new challenges”) cross-loaded onto two different factors with a low, yet similar loading coefficient (0.19 and 0.27). Given that a previous validation study already indicated that this item did not produce optimal loading in a Spanish sample (Gerbino et al., 2018), we decided to leave this out and thus, we conducted an EFA on the 11 remaining items, confirming the best fit of the three factors solution (CFI = 0.974).

We then further tested if the three factors structure of the scale fitted data well by performing a confirmatory factor analysis (CFA) on the 11 items. We tested and compared three alternative models (Table 1): (1) a one factor model hypothesizing that all items loaded on a single latent factor (Model 1); (2) a three factor oblique model in which the SE/POS, SE/MEM, and SE/HUM were considered as separate and correlated factors (Model 2); (3) a model with three orthogonal factors (Model 3). Of these, Model 2 with three oblique factors fitted the data in the sample well (see Figure 1 and Table 1) and produced a better fit than the other models. Before attaining these model fits, a sequential fit diagnostic evaluation analyses of each sample indicated one point of ill-fit due to error covariance in one pair of items, items 1 and 2. Thus, we added the covariance between these two items and the resulting fit of the model was satisfactory. The correlations between the three latent factors were moderate, ranging from 0.49 to 0.58.


TABLE 1    Fit indices for the confirmatory factor analysis (CFA) of the self-efficacy in managing positive affect (SEMPA) in the Spanish sample.
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FIGURE 1
Path diagram of the factorial structure of self-efficacy in managing positive emotions.
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FIGURE 2
Plot of the interaction of self-efficacy beliefs in using humor and age in predicting life satisfaction.




Study 2: Self-efficacy beliefs in managing positive emotions and their associations with indicators of wellbeing across gender and age

A multiple-group CFA was carried out to confirm the scale dimensionality by testing the measurement invariance across sex and ages (Mplus 8.0; Muthén and Muthén, 1998–2017). Measurement invariance was tested by running three consecutive and more restrictive nested models using the full information maximum likelihood (FIML) method of estimation (Vandenberg and Lance, 2000). Three models were tested: (1) configural invariance where the same pattern of fixed and free-factor loadings was imposed across the groups; (2) metric invariance where factor loading estimates were constrained equally across the groups; and (3) scalar invariance where both factor loadings and latent intercepts were constrained equally across the groups. A variety of goodness-of-fit indices were used to evaluate the model’s fit: (a) Chi-squared difference tests were used to compare the nested models, although the Chi-squared test is sensitive to sample size such that it is more likely to obtain a significant chi-squared value with a larger sample size (Kline, 1998); (b) CFI, employing a cut-off threshold < 0.95 (Hu and Bentler, 1999); (c) root mean square error of approximation (RMSEA), with a cut-off < 0.08; and (d) standardized root mean square residual (SRMR), also with a cut-off < 0.08 (Browne and Cudeck, 1993). Akaike information criterion (AIC) was used to compare non-nested models whereby the lower the AIC value the better the model’s fit (Tabachnick and Fidell, 2001). Furthermore, following previous recommendations (Chen, 2007) the following criteria were adopted: ΔCFI < 0.005 and ΔRMSEA < 0.01.


Gender invariance

The stability of the latent structures of SEMPA was investigated across gender and the fit indices for the gender invariance models were obtained (see Table 2). The model with factor loadings unconstrained to be equal across the sexes fit the data reasonably well, confirming configural invariance. Hence, the hypothesis of full metric invariance was then tested and accepted. Next, full scalar invariance was tested and although the change of the chi-squared value was significant, the ΔCFI was lower than 0.005 such that full scalar invariance was accepted.


TABLE 2    Fit indices for gender and age invariance of self-efficacy in managing positive emotions.
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Age group invariance

We investigated whether the latent structure of SEMPA was replicated across the three age groups tested, defining the fit indices for the age invariance models (see Table 2). The model with factor loadings unconstrained to be equal across the age groups fit the data reasonably well, confirming configural invariance in all three groups. As such, the hypothesis of full metric invariance was tested and accepted. Next, full scalar invariance was tested but rejected. Following modification of the indices, we relaxed the equality constraint on the intercepts associated with item 9, measuring SE/HUM in the middle-age adult group. After this, the partial scalar invariance was tested and accepted.



Gender and age differences

After ascertaining the invariance of the scales, differences due to gender and age (early, middle, and older adulthood) in terms of the three self-efficacy beliefs were investigated. An overall MANOVA witnessed a significant effect of gender [F(1078, 3) = 7.865, p = 0.001, η2 = 0.021] but not of age [F(1078, 3) = 1.4131, p = 0.206; see Table 3]. The results of a univariate ANOVA showed that women reported a higher level of self-efficacy beliefs when expressing positive emotions than men, although the effect index (partial η2 = 0.011) indicated that the differences had little relevance. No significant interaction effect was found between age and gender [F(2154, 6) = 6.000, p = 0.10]. Regarding positive and negative affect, and life satisfaction, the overall MANOVA indicated a small significant effect of age [F(2158, 6) = 3.023, p = 0.0001, η2 = 0.008] but not of gender [F(1079, 6) = 0.979, p = 0.402]. In examining the univariate ANOVAs, a significant age difference was only evident for Life Satisfaction (η2 = 0.012) and a post hoc analysis conducted with the Tukey’s B test revealed that the older group aged 60–80 reported significantly greater life satisfaction than the two younger groups (See Figure 2).


TABLE 3    Gender and age differences in the dimensions of self-efficacy for the management of positive emotions and for indicators of wellbeing.
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Associations among demographic variables, self-efficacy beliefs, life satisfaction, and positive and negative affect

After examining the age and gender differences in the three scales of self-efficacy beliefs in managing positive emotions, we examined the association among the above scales, socio-demographic variables and some indicators of wellbeing. Overall correlations showed that the correlations of demographic variables with self-efficacy beliefs and wellbeing indicators were weak (see Table 4), with old age associated with low education levels and high life satisfaction, being female associated with a high SE/POS, and a higher level of education associated with stronger positive affect. The correlations among self-efficacy beliefs related to the management of positive emotions were positive and moderate. Furthermore, self-efficacy beliefs showed significant, positive, and moderate correlations with both life satisfaction and positive affect, and significant but low and negative correlations with negative affect.


TABLE 4    Correlations among the socio-demographic variables, self-efficacy beliefs in managing positive emotions, and indicators of positive affect, negative affect, and life satisfaction.
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To examine the unique associations of the three different self-efficacy beliefs with life satisfaction, or positive and negative affect, a hierarchical regression was performed using the variables of age, gender, and education as predictors in step 1, the three self-efficacy beliefs in managing positive emotions in step 2, and the respective interactions of age and gender with the three self-efficacy beliefs in step 3. Education was considered as a control variable in the model. In line with previous studies (Cohen et al., 2003), lower-order and interactive terms were mean-centered to facilitate a correct interpretation of the lower-order terms and to decrease non-essential multicollinearity. With regards to control variables, our findings indicate that higher education was associated with a stronger positive affect (see Table 5). All three self-efficacy beliefs accounted for a significant portion of variance in life satisfaction and positive affect, while only SE/POS and SE/HUM accounted for part of the variance in negative affect. In addition, only the interactions of SE/HUM with gender and SE/HUM with age accounted for any significant variation in life satisfaction. To further examine the effect of the interaction terms, we ran a simple slope analysis, and we probed the effect of Self-Efficacy beliefs at low (–1 SD), medium and high (+1 SD) ages, as well as for males and females (Cohen et al., 2003). The results showed that SE/HUM was more positively related to life satisfaction, especially at a younger age (β = 0.47; p = 0.001) than in middle (β = 0.39; p = 0.001) and older adulthood (β = 0.31; p = 0.001). Finally, a simple slope analysis failed to confirm the significance of the interaction between SE/HUM and sex.


TABLE 5    Results of hierarchical regressions analyses (HRA) of socio-demographic variables and of self-efficacy in managing positive emotions on indicators of wellbeing.
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Discussion

Overall, the findings of our studies confirm the role that self-efficacy beliefs may play in enabling individuals to regulate their emotions and to benefit from their emotional experiences. Furthermore, our results extend previous findings (Gerbino et al., 2018) regarding the internal structure and validity of the three scales designed to assess self-efficacy beliefs in relation to an individuals’ capacity to express positive emotions, retrieve memories of positive emotional experiences and use humor.

The first study corroborates previous findings, showing that the three scales can be traced to independent yet related latent dimensions. A CFA indicated that a three oblique factors model is the best to compare alternative models, using either a single first-order factor or three orthogonal factors. These results suggest that self-efficacy beliefs that are related to strategies that benefit from positive emotions might be traceable to distinct, although correlated latent dimensions. This is consistent with suggestions from recent research on self-efficacy beliefs related to the management of negative emotions like anger, sadness, fear, guilt, and shame (Caprara et al., 2020). Moreover, these data further strengthen the idea that emotional regulation is a complex domain, whereby different mental structures operate in concert, and distinct strategies may be required to adequately deal with the various manifestations of positive and negative affect. While special attention must be paid to understand what is common to all emotions, and what distinguishes positive and negative emotions, it is necessary to fully appreciate the uniqueness of each emotion in terms of its sources, manifestations, impact, and regulation. This also applies to self-efficacy beliefs, which can be traced to a common self-system that oversees the overall interactions of the individual with their environment, accounting for their sense of identity, continuity, consistency, and agency. However, in practice, learning, and reflecting upon experience alters an individual’s control over themselves and their environment (Bandura, 2008). Consequently, individuals hold different beliefs about their capacities and pursuits across the different domains of functioning and context.

Self-efficacy beliefs are generalized across functional domains, like motivation, cognition, and emotion. Yet even within the same active domain, individuals show different levels of confidence in their ability depending on the opportunities they have had to practice and demonstrate them (Bandura, 1997). Thus, it is common for people to be confident in their ability to deal with certain emotions, despite feeling uncertain with others. Hence, it should be no surprise that some individuals are more inclined to spread their joy and enthusiasm, while others more often use humor to amuse themselves and their fellows, and yet others remember good times and savor the good feelings that can be retrieved from them. As indicated for self-efficacy beliefs related to the management of negative emotions (Caprara et al., 2020), it is recommendable to pay attention to what is distinctive about self-efficacy beliefs relevant to the management of positive emotions. As such, interventions that enhance the benefits of positive emotions could be designed. Indeed, externalizing ones’ joy and enthusiasm, using humor and retrieving past memories are different ways to benefit from positive emotions that engage distinct mental processes, drawing on experiences that are accessible in a variety of manners. Moreover, while the retrieval of positive emotional experiences can be a source of intimate pleasure and satisfaction from within, the externalization of positive emotions and humor are primarily embedded in interpersonal relationships, and their effect on personal wellbeing might be mainly the result of their positive impact on others (Gerbino et al., 2018).

These findings do not allow us to establish whether those who are inclined to externalize their joy are also those who have a good sense of humor, and who are most inclined to rely on their positive emotional experiences to gain comfort and solace. Nevertheless, the moderate correlations of self-efficacy beliefs related to the management of positive emotions draw our attention to the distinctive effect of each of them, rather than what they have in common. Likewise, the correlations of the three indicators of wellbeing show that the mastery of beliefs associated with each of the three regulatory strategies can be effective, albeit distinctly. Feeling able to express ones’ own positive emotions, use humor, and reactivate pleasant memories all contribute to life satisfaction, allowing individuals to remain in a good mood, although they are less effective in mitigating negative emotions. Since this occurs across age and gender, further studies will be needed to clarify the reasons for the stronger impact of self-efficacy beliefs on expressing one’s own emotion as opposed to using humor and retrieving memories. Intuitively one may suspect that to ventilate ones’ own positive affect is more direct, spontaneous and easy than construing humorous situations or retrieving pleasant narratives.

The findings that older people report being more satisfied with their lives than younger people are consistent with earlier studies in which a positive association between aging and happiness has been shown, also known as “the paradox of wellbeing” (Carstensen et al., 1998; Mroczek and Kolarz, 1998; Kunzmann et al., 2000; Siedlecki et al., 2008; Stone et al., 2010). However, as aging is typically associated with worse physical health and more losses, one may wonder whether such declarations are due to a better calibration between aspirations and successful adaptation. Women indicate they are more confident than men in their capacity to express positive emotions, also corroborating previous findings. Indeed, it has been suggested that culture and socialization may participate in enabling females to express their positive affect better than males (Caprara et al., 2003, 2013b). Findings that confidence in one’s own capacity for humor is associated with life satisfaction, mainly in young people, may reflect the importance of being able to tell jokes and to say funny things at an age when it is crucial to make friends and to establish rewarding relationships (Martin et al., 2003).

In the physiological context of neuroscience, there is evidence implicating specific brain areas and neurotransmitters in humor and suggesting that certain brain areas may be responsible for controlling positive emotions. Nevertheless, there is still much ground to be covered if we are to understand the physiological elements that are responsible for modulating positive emotions, humor, and self-efficacy. Perhaps future efforts could first focus on observing the activity in the brain areas implicated in such modulation. In terms of the neuroscientific studies related to self-efficacy carried out to date, most consider the variables self-efficacy and self-esteem interchangeable, even though they are clearly different constructs. As such, we suggest that future research should use specific assessment instruments that allow the specific brain areas implicated in self-efficacy processes to be determined from a neuroanatomical, neurophysiological and neurocognitive perspective. Furthermore, the role of self-efficacy should be considered when using measures of brain activity to better understand the neurobiology underlying the relationships between emotions and cognition.

There is a large body of evidence as to how people’s confidence in their capacity to express positive emotions is positively associated with self-esteem, optimism, prosociality, emotional stability, happiness, and contentment in situations of daily-life (Caprara and Steca, 2005, 2006; Caprara et al., 2013b; Bassi et al., 2018). Indeed, higher levels of perceived regulatory emotional self-efficacy are associated to several indicators of wellbeing at different ages (e.g., Busseri, 2018). Overall, the findings here pay testimony to the role that self-efficacy beliefs may play in enabling people to regulate their emotions and to benefit from their emotional experiences. As self-efficacy beliefs may be nurtured and strengthened through experiences, they might represent ideal vehicles to promote the changes in attitudes and behavior needed to best take advantage of ones’ emotions. In this respect, social cognitive theory indicates the steps one should take to design and implement effective interventions (Bandura, 1997). Recently, the programs to strengthen self-efficacy beliefs and their main sources -mastery experience, vicarious experience, verbal persuasion, and the regulation of physiological states– have been examined from a neurochemical perspective (Stone, 2018). It was highlighted that the practice to develop self-efficacy beliefs may increase the likelihood of risk/reward brain chemical release (i.e., dopamine, serotonin, oxytocin, and endorphin), while decreasing the likelihood of releasing the stress hormone cortisol.

Despite the strengths of our studies, we are aware that the use of convenience samples has obvious limitations when generalizing the differences observed in association with age and gender, and that further research will be needed to establish the robustness of the above findings, especially with a longitudinal design. While nurturing competence and self-confidence in the domains of affect regulation and of interpersonal relations represent a common challenge of clinicians and health professionals (Caprara et al., 2010b), there is still an important void to be breached regarding the physiological basis that underlie these relationships.

In examining the relationship between regulatory emotional self-efficacy and wellbeing, this study highlights the importance of investigating the common and the unique biological/neurological correlates of self-efficacy beliefs, mainly as a product of self-reflection, that are emotional and cognitive aspects of wellbeing. Further clarification of the brain structures and the physiological elements that underlie the constructs investigated would undoubtedly aid the design of future interventions and strategies to enhance an individual’s psychological and physical wellbeing.
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Various well-controlled studies have suggested that practitioners in mindfulness can be prone to patient drop-out (e.g., due to chronic stress, pathology, cognitive reactivity), despite researchers having identified the underlying mechanisms that link mindfulness to mental health. In this article, a framework for physical exercise (PE) augmented mindfulness is proposed, which posits that consistently practiced PE before meditation can support (early-stage) mindfulness. Neurocognitive research shows PE (aerobic exercises or yoga) and mindfulness to impact similar pathways of stress regulation that involve cognitive control and stress regulation, thereby supporting the proposed synergistic potential of PE augmented mindfulness. Research focused on the psychophysiological impact of PE, showed its practice to promote short-term neurocognitive changes that can promote both cognitive control and the attainment of mindful awareness (MA). In order to chart dose responses required for protocol development, further research will be presented. Together these findings are discussed in light of future research on this multidisciplinary topic, protocol development, mindful walking, and further application in healthcare and beyond.
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Introduction: Mindfulness augmented with physical exercise

Individual and group-based therapeutic interventions increasingly apply mindfulness- based principles and techniques for attention practice. The integration of mindfulness within these therapies is motivated by extensive evidence for its capacity to improve self-regulation (Germer et al., 2016; Guendelman et al., 2017). The development of mindful awareness (MA) allows patients to grow in their ability to regulate attention, emotion, physiology and the environment in response to emotional arousing events or circumstances. Such benefits may, however, be difficult to attain for patients who experience chronic stress; e.g., due to pathology or chronic pain. Even though mindfulness has potential to improve cognitive control (Li et al., 2018; Incagli et al., 2019), its practices and meditations can suffer from the adverse impact of chronic stress on attention regulation (Arnsten, 2009). Indeed, studies on protocolled mindfulness indicate a substantial risk for patient drop-out (Khoury et al., 2013; Li and Bressington, 2019), particularly at an early intervention phase, this to be associated with lower levels of cognitive control (Crane and Williams, 2010; Dobkin et al., 2011), and long-term practice to be required for its cognitive and stress reducing benefits to emerge (Tang et al., 2015; Engert et al., 2017). In mindfulness, the inability to address patient cognitive vulnerability could represent a therapeutic gap in its clinical application.

The complementary application of physical exercise (PE) could help to bridge this gap, when practiced consistently before mindfulness meditation. Mindfulness initially engages the top-down pathway of stress regulation, predominantly via attention practice, and causes slow changes in the neurophysiology of the stress response system. However, to directly reduce symptoms of chronic stress, protocolled mindfulness could be augmented with PE to precede its meditations. Besides PE causing direct improvement in cognitive control (Basso et al., 2015; Pontifex et al., 2021) and reduction of the main stress hormone cortisol (Rudolph and McAuley, 1998; Hill et al., 2008), it may also contribute to patient self-motivation during subsequent meditation. For instance, its practice was found to directly improve mood (Basso and Suzuki, 2017) and reduce cognitive reactivity (Herring et al., 2017; Brand et al., 2018), outcomes that have been linked to improved psychological engagement in mindfulness training (e.g., Banerjee et al., 2018). Therefore, PE may not only promote MA development, it may also do so in early-stage mindfulness.

In clinical health care, the neurocognitive impact of combined practice may not be tuned for optimal MA development. For instance, the Mindfulness Based Cognitive Therapy Protocol (MBCT) (Segal et al., 2002), being a blueprint for many Mindfulness Based Interventions (MBI’s), does practice yoga – but not consistently before its meditation practices. Likewise, the Mental and Physical training (MAP) practices meditation before aerobic training, which was found to cause neurocognitive changes in clinical depressed patients (Alderman et al., 2016). For the treatment of work stress researchers already proposed sequencing exercise and yoga before mindfulness (Sars, 2014; De Bruin et al., 2017), while finding positive results for such an approach (De Bruin et al., 2020). Nonetheless, here it is proposed that existing protocolled mindfulness programs can be adapted, while emphasizing minimal PE dose–responses in relation to underlying working mechanisms. This article, therefore, presents a neurocognitive framework for PE augmented mindfulness, while outlining common and complementary mechanisms of change for mindfulness and PE.

From a neurocognitive perspective the impact of mindfulness on practitioner brain functioning can be seen as a result of experiential learning. The practice of focused attention (e.g., on breath or body awareness) and open monitoring meditation, combined with the daily cultivation of MA, provides a specific context for brain exercise. MA can be described as a non-reactive, i.e., to respond less automatically to thoughts and feelings, and a compassionate, present centered state, which encompasses the ability to pay attention to cognitive processes. Research found mindfulness to stimulate brain regions that are part of the central executive network (CEN) (Bauer et al., 2019), which regulates cognitive control over experience and is highly involved in self-regulation (Seeley et al., 2007). Mindfulness was found to augment connections between a specific brain region in that network, the prefrontal cortex (PFC), and the (cortically lower) emotion processing centers of the midbrain (e.g., the hypothalamus, amygdala). Repeated activation of this top-down pathway can cause a reduction of peripheral physiological stress response cascades, eventually contributing to reduced stress reactivity (Creswell and Lindsay, 2014). One potential way in addressing the impact of PE on mindfulness could be to examine whether or not PE can contribute to similar effects by engaging similar neural pathways. In doing so, PE could serve to prime the neurocognitive processes also implied in mindfulness.

Mindfulness has been also found to alter stress reactivity of cortically lower regions by means of bottom-up regulation. For example, researchers found altered neural connectivity in subcortical brain areas (related to body awareness) amongst long-term meditators to be independent of PFC activation (Van den Hurk et al., 2010; Westbrook et al., 2011). Chiesa et al. (2013) accordingly stated that short term practitioners in mindfulness mainly reduce unpleasant (i.e., stressful) emotions by means of reappraising such an emotion more adaptively, whereas long-term practitioners rather employ the ability to observe it in a more detached manner. This latter step may require a stabilized degree of peripheral psychophysiological health; one that reduces sympathetic activation, but promotes sufficient parasympathetic activation in order to break down (fight, flight, –or-freeze) stress responses (Thayer and Lane, 2000; Creswell and Lindsay, 2014) and sensing ability of inner body signals (i.e., interoception) as a prerequisite for effective emotion regulation (Füstös et al., 2012). In line, eventual reduction of stress hormones through mindfulness shifts the autonomic nervous system (ANS); the ‘restorative’ parasympathetic subsystem (PSNS) becomes more active and less antagonistically excluded by the ‘stress and action based’ sympathetic subsystem (SNS).

The mindful practice of PE has been proposed as a therapeutic alternative for patients who suffer cognitive reactivity to a degree that hinders regular meditation (Russell and Arcuri, 2015). There are good indications that PE primes neurocognition toward improved cognitive control and mind-body awareness. Firstly, PE itself can be described as an attention practice; one that emphasizes attention on breath regulation, psycho-motoric coordination and active monitoring of physiological, psychological and environmental functions. In sports literature this type of focus is often referred to as metacognitive monitoring (Nietfeld, 2003; MacIntyre et al., 2014), which has conceptual overlap with MA. Secondly, and this is clearly related, studies on PE also found practice to promote flow-state experience: a (pleasant) state of cognitive absorption or one of undivided attention to a limited stimulus field, characterized with a fading out of the mind of self-referential thoughts (Kawabata and Mallett, 2011; Peifer et al., 2015). Thirdly, PE practices can trigger a relaxation response (Benson and Proctor, 2011; Luberto et al., 2020) through PSNS activation, which, in turn, has been associated with increased attentional control (Giuliano et al., 2018).

Notably, the direct impact of PE on PSNS activation is closely related to parasympathetic activation of the vagus nerve, which comprises approximately 75% of the PSNS (Robertson et al., 2011). In research, PSNS or vagal tone is measured on a physiological level through heart rate variability (HRV), which measures direct vagus nerve activation potential on a cardiac level (Thayer and Lane, 2000). By directly impacting stress and cardiac physiology, PE can immediately contribute to ANS rebalancing as it increases the potential for PSNS activation. Therefore, as this can contribute to bottom-up regulation, PE is a likely agent to directly promote the practice of mindfulness on a psychophysiological level.

This outline emphasizes PE that promotes flow state experience, by offering clear goals, unambiguous feedback and challenge-skill balance (Csikszentmihalyi, 1998). In line, but also due to the intensity anaerobic practice intermittently places on the nervous system, the current framework focuses on practice with a non-anaerobic signature that is practiced under or near 65% of a practitioner’s capacity. Aerobic exercises, therefore, as practiced in running, cycling, swimming, light bootcamp or dance, as well as yoga poses (yogasanas) are implied in this approach and generally referred to as PE.

Importantly, the mindful practice of yogasanas in most research is often not studied exclusively. While representing the largest proportion in most studied session protocols, yogasanas generally are modulary supplemented by pranayama (yogic breath work), the both of which are aerobically beneficial (Larson-Meyer, 2016; Hota et al., 2017), but also dhyana (meditation) practice. Nonetheless, like in aerobic exercise, the yogasanas themselves can be practiced mindful and with emphasis on breath regulation. For these reasons, in the following, there will be mention of yoga practice unless a study has exclusively focused on yogasanas.

Mindfulness and PE, presenting similarities as well as differences in practice impact, could offer a new approach to mindful stress regulation when combined. Mindfulness practice initially activates the top-down pathway of stress regulation through its mental orientation, only to activate bottom-up stress regulation at a later stage (Chiesa et al., 2013). PE, on the other hand, can be considered an attention practice on mind-body awareness, promotes direct physiological changes that improve stress-regulation, yet often is presented without a protocol that offers psychological guidance. Although PE is less focused on utilizing MA, its practice is expected to promote bottom-up stress regulation and support underlying processes in MA development. It is therefore that PE consistently practiced before meditation is proposed to promote MA in (early-stage) mindfulness, as it improves both practitioner (1) neurocognitive faculties of self- and stress regulation and (2) overall ANS functioning.

In the following, first section, an outline of the PE augmented mindfulness framework will be given. The second section takes a neurocognitive approach, as it follows a stress buffering explanation on mindfulness. PE is proposed to impact similar (top-down) mechanisms by which mindfulness impacts stress regulation, which will be further examined based on mindfulness, aerobic exercise and yoga research. The third section takes a psychophysiological approach, by examining key mechanisms through which aerobic exercise and yoga can directly contribute to (bottom-up) neurocognition. The fourth section further discusses dose–response characteristics for PE to be effective and how these can be best implemented into protocolled mindfulness. Implications of the current framework will be discussed in the fifth section.



PE augmented mindfulness as a framework


Neurocognitive impact

From a neurocognitive perspective, attention practices can contribute to practitioner ability to adopt and retain MA. In order to explore this contribution, both mindfulness and PE should be examined on their neurocognitive impact. Therefore, a brief review of the brain networks involved in a cycle of attention will be given. These networks are best described as constructs, defined by interacting brain regions, that correlate with each other and that are distinct from other networks. Hasenkamp and Barsalou (2012) aimed to chart the networks involved by asking participants to perform a breathing meditation while under a fMRI scanner. When participants realized their mind had wandered, they were required to press a button and return their focus back to their breath. These researchers managed to chart four intervals in a cognitive cycle: In the first phase, of (resumption of) focused attention, the dorsolateral prefrontal cortex of the CEN showed a high level of activity. In the second phase, when there was an episode of mind wandering, there was an increase of activity in the default mode network (DMN). The DMN plays a role in generating internal models of the world, based on long-term memories and includes self-referential processing and mentalizing processes. In the third phase, activity in the salience network (SN) increases during awareness of mind wandering. In the fourth phase, attention is reoriented or detached from any distracting stimulus – which again shows increased CEN activity.

Researchers describe MA as an advanced degree of neurocognitive functioning and have specifically linked this awareness to the CEN (Shimamura, 2000; Jankowski and Holas, 2014). This network activates during tasks that require cognitive control over experience; e.g., during emotion regulation by modulating related brain structures (Ochsner and Gross, 2005), monitoring conflicts and executive attention (Van Veen and Carter, 2002), task switching activity between different brain networks (Sridharan et al., 2008) and the selection of appropriate signals and suppressing inappropriate signals (Fernandez-Duque et al., 2000; Stuss et al., 2001; Pannu and Kaszniak, 2005). In their mindfulness stress buffering account, Creswell and Lindsay (2014) describe the CEN to play a central role in the neural pathways that are activated through mindfulness. Though in part based on preexisting research, the model specifies mindfulness to produce measurable neurocognitive effects.

The mindfulness stress buffering account outlines two stress-processing pathways in the brain that are altered. Firstly, mindfulness increases the recruitment of prefrontal regulatory regions that may inhibit activity in stress-processing regions (a “top-down” regulatory pathway), by increasing activity and functional connectivity of CEN network components (e.g., the dorsolateral prefrontal cortex – PFC) that modulate other stress-processing regions – to include DMN and SN components. Through this pathway noradrenergic release (both norepinephrine and epinephrine) is regulated both in the brain and SNS via the sympathetic-adrenal-medullary (SAM) axis. Secondly, mindfulness may also have a direct modulating effect on stress-processing regions (a “bottom-up” reduced-stress-reactivity pathway), by decreasing activity yet improve functional connectivity in neural (e.g., DMN) regions that gate stress responses through to the hypothalamic–pituitary–adrenal (HPA) axis (e.g., the amygdala) – which regulates cortisol release. The stress buffering account points out that these changes cause reduced peripheral physiological stress-response cascades in the SAM- and HPA- axes. It is further described that a shift toward this functionality promotes parasympathetic activity, non-reactivity and physiological changes that contribute to ANS health.

The activation of top-down and bottom-up processing as prompted through mindfulness, requires time to cause corresponding neurocognitive changes. Research indicates that top-down regulation through the inhibitory function of the PFC causes decreased SAM- but also to a lesser extent HPA axis activation (Ochsner et al., 2009; Arnsten et al., 2015). PSNS activation, however, is strongly affected by reduced cortisol through decreased HPA axis activation – which through mindfulness may require some time to be attained. One mechanism described in the stress buffering account is that SAM axis activation can be altered either through (1) reduction of SNS activation (which impacts the release of norepinephrine and epinephrine) or (2) PSNS activation, which can brake SNS fight or flight stress responses via the vagus nerve (Thayer and Lane, 2000).

Importantly, as an attention practice, PE can at least be expected to train similar brain networks as well as target regions involved in the constitution of MA. While the stress buffering account both describes neurocognitive as well as health effects, PE augmented mindfulness proposes that this approach also delineates commonalities in how PE impacts the stress processing pathways described (see Figure 1).
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FIGURE 1
Top-down (stress) regulation pathways engaged in mindfulness practice. Neurocognitive health requires the two subsystems of the autonomic nervous system (ANS) to be in balance; the ‘action or stress based’ sympathetic nervous system (SNS) and the ‘restorative’ parasympathetic nervous system (PSNS). Overactivation of the sympathetic SAM and HPA axes can cause ANS dysregulation, as the PSNS becomes less active due to accumulation of stress hormones such as cortisol. Mindfulness practice initially activates a process of top-down regulation through the inhibitory function of the PFC that causes a decrease (i.e., down-regulation) of SAM but also to a lesser extent HPA axis activation (Ochsner et al., 2009; Arnsten et al., 2015). PSNS or vagal tone, however, is strongly affected by reduced cortisol through decreased HPA axis activation – which through mindfulness may require some time to be attained. Slow reduction of cortisol through mindfulness eventually enables the ANS to extend self-regulation and somatosensory processing into awareness – which, for instance, supports mentalization processing. While mindfulness initially engages top-down regulation during practice, through its meditations, findings suggest a shift to a larger use of bottom–up regulation during later stages of practice (e.g., Chiesa et al., 2013). These top-down effects cause (A) reduced release of sympathetic hormones such as catecholamines and cortisol, (B) decrease of accumulation of these compounds, (C) increase of parasympathetic activity, and (D) increased bottom-up regulation through increased neurovisceral feedback, interoception and cognition.


Taken together, PE can be expected to impact similar neural pathways when compared to mindfulness, which may lead to comparable experiential learning in relevant brain regions as well as changes in SAM and HPA axis activation. While such changes cannot be expected after a single-bout of practice, study outcomes on repeated practice could indicate the direction and extent to which PE primes neurocognition in order to directly promote meditation in early-stage mindfulness.



Psychophysiological impact

The neurocognitive activation due to PE prompts ANS components and corresponding physiological changes. Researchers on direct effects of PE describe PSNS and SNS interplay on all levels of workload, rather than a direct decline of PSNS activity when workload increases (Borresen and Lambert, 2008; White and Raven, 2014). During exercise SAM axis mobilization contributes to the activation of the cardiovascular system, while the HPA axis activates glucocorticoid (notably cortisol) and energy metabolism (Charmandari et al., 2005; Armstrong et al., 2022). Importantly, mobilization of the cardiovascular system involves constriction of blood vessels (pressor reflex) and adjustment of peripheral vascular resistance (baroreflex), which contribute to the resetting of the heart rate control during exercise, but require vagal activity as a modulating agent (Gourine and Ackland, 2019). The mobilization of glucocorticoids regulates carbohydrate, protein and fat metabolism, and is involved – for instance – in the immune responses during inflammation (Dunford and Riddell, 2016). Prolonged activation of these axes through PE results in temporal reduction of stress hormones during practice (e.g., for cortisol, see Caplin et al., 2021), as these become part of the metabolic cycles that become active.

The physiological processes triggered during PE already can be described to promote neurocognitive functioning. Notably, increased cardiovascular activity causes an increased blood flow supply to neural tissue all over the body (particularly those brain regions activated) with nutrients and other biomolecules, promoting overall cell metabolism and neurophysiology (Schmalzl et al., 2015; Heijnen et al., 2016; Gaitán et al., 2019; Liu et al., 2019). These processes also cause the release of biomolecules that promote cognition, such as neurotransmitters related to the formation of new neurons through neurogenesis (e.g., insulin-like growth factor 1) or improvement in learning and memory processes (e.g., body derived neurotrophic factor) (Gligoroska and Manchevska, 2012; Rothman et al., 2012; Jeon and Ha, 2017). Also, with sufficient cardiovascular activation during practice, the corresponding vagal activation can cause a temporal decrease in stress reactivity (Huang et al., 2013; Godoy et al., 2018) and directly contribute to stress regulation on a cardiac level. These studies, taken together, indicate PE to directly impact cell physiology as well as vagal signal processing.

Importantly, following the cessation of PE, these physiological processes promote overall PSNS activation and neurocognition. At this stage, researchers have observed a coordinated interaction of PSNS re-activation and SNS withdrawal, with PSNS re-activation occurring faster, and therefore playing the more important role in the early deceleration of heart rate (Javorka et al., 2002; Kannankeril and Goldberger, 2002; Kannankeril et al., 2004; Pierpont and Voth, 2004). Examination of the parasympathetic effect on heart rate recovery (HRR) found parasympathetic reactivation to occur rapidly in the first minute of recovery (Kannankeril and Goldberger, 2002; Kannankeril et al., 2004), to increase until 4 min and then remain constant until 10 min (Kannankeril et al., 2004). HRR after maximal exercise is slower than after submaximal exercise in healthy individuals, and is attributed to the sympathetic nervous system being stimulated significantly more during maximal exercise. The outcomes indicate (temporal) PSNS activation directly after PE as a mechanism of recovery. Importantly, as this occurs directly after PE, these findings also point out temporal SAM axis stress buffering potential through parasympathetic vagal activation as well as temporal sidelining of HPA axis activation downstream effects.

Other research on post-PE effects indicate practice to alter the process of adaptation that helps the body to maintain ANS homeostasis. This process is termed as allostasis, for which a low measure is indicative of PSNS activation potential. Allostatic load is calculated as a composite measure of neuroendocrine, neurophysiological, anti-inflammatory and metabolic biomarkers (McEwen, 2000; Guidi et al., 2020). While addressing both cognitive and health effects, impact studies found a significant degree of psychophysiological overlap between aerobic exercises and yoga (Ross and Thomas, 2010), with these practices each to contribute to a reduction in allostatic load (D’Alessio et al., 2020). To alter these larger ANS subsystems significantly, long-term practice could be required for these practices. Nonetheless, research thus far indicates that direct physiological changes due to PE, albeit temporal, can already promote PSNS activation substantially.

Importantly, research on the direct psychophysiological impact of PE shows it to directly support key-mechanisms that underlie meditation practice and MA development. Firstly, PE causes temporal cognitive improvements as it promotes underlying neurophysiology. Through this, during subsequent meditation, cognitive processes involved in the cycle of attention can be enhanced. Secondly, by causing temporal PSNS reactivation and SNS withdrawal, PE directly contributes to reduced stress reactivity and stress buffering potential. As it improves PSNS or vagal tone, during subsequent meditation, self- and emotion regulation processes (e.g., during mind wandering) can be enhanced. In the current framework, PE is therefore proposed to directly promote meditation practice and early-stage mindfulness (see Figure 2).
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FIGURE 2
PE physiological and bottom-up short-term impact on neurocognition. Direct effects of PE include improved neurocognitive functioning due to improved parasympathetic nervous system (PSNS) or vagal tone, changes in physiology, as well as postponed neurorestorative effects through improved quality of sleep. In contrast to mindfulness, research indicates these changes to be strongly moderated by psychophysiological factors. By not exceeding the intensity threshold (around 65% VO2max) during PE, which causes accumulation of stress hormones (e.g., Hill et al., 2008), this impact is expected to complement mindfulness practice at an early stage. PE has been found to cause direct physiological changes that support key-mechanisms in meditation practice and MA development. Firstly, PE causes temporal cognitive improvements that can contribute to cognitive processes involved in meditation. Secondly, by causing temporal post-exercise PSNS reactivation and SNS withdrawal, stress buffering potential can be improved. By direct increase of PSNS or vagal tone, during subsequent meditation, self- and emotion regulation processes can be promoted. These psychophysiological and bottom-up regulation effects occur though (A) physiological processes that promote parasympathetic health, (B) increased bottom-up regulation effects through increased neurovisceral feedback, interoception and cognition, (C) improved top-down regulation, and (D) reduction of stress hormones on a cellular level – offering potential for increased feedback sensitivity during stress and somatic awareness.


Taken together, to provide an overview for this framework, Table 1 lists neurocognitive and physiological benefits of aerobic exercise and yoga.


TABLE 1    PE augmented mindfulness: aerobic exercise or yoga practice impact supporting early-stage mindfulness.
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Experiential learning leads to improved self-regulation

In this section, mindfulness, aerobic practice and yoga will be further examined on their neurocognitive impact and degree of impact on the mechanisms of stress buffering. For comparison of the experiential learning that results from each practice, there will be a focus on two methods of research. Firstly, fMRI allows researchers to focus on functional connectivity between brain networks as a (indirect) measure for brain network efficiency that results from learning. Such research could help determine how these practices impact the main networks, as described by Hasenkamp and Barsalou (2012) as well as their potential for stress buffering (Creswell and Lindsay, 2014). Secondly, magnetic resonance imaging (MRI) can focus on measurement of structural changes in the brain’s architecture, such as gray brain matter volume. Research outside the field of mindfulness already found targeted brain regions to show increased gray matter depending on the experience of learning itself; e.g., cognitive skills in mirror reading training (Ilg et al., 2008) abstract information processing during study (Draganski et al., 2006) or motor skills during the practice of juggling (Draganski et al., 2004; Driemeyer et al., 2008). For the practice of mindfulness and PE such findings could reflect similar learning processes.

In the following paragraphs research on experiential learning through mindfulness, aerobic exercise and yoga will be discussed. Given the divergence in research literature, each of these practices will be discussed separately. Tables 2, 3, respectively, list obtainable experiential learning effects as neurocognitive outcomes – which were found to qualitatively vary amongst each practice – as well as study characteristics.


TABLE 2    Mindfulness meditation: experiential learning effects found and characteristics of included neurocognitive studies.
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TABLE 3    Physical exercise: experiential learning effects found and characteristics of included neurocognitive studies for aerobic practice and yoga.
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Mindfulness and experiential learning

Research shows that practicing mindfulness causes experiential learning indicating improvement in self-regulation. Its practice was found to lead away from extreme self-referencing and mind-wandering (such as often present in strong rumination and worry) toward a state of non-reactivity. For example, early controlled studies found structural mindfulness practice to improve resting state functional connectivity between DMN (posterior cingulate cortex) and CEN (dorsolateral prefrontal cortex) as well as DMN and SN regions – whereas core nodes of the DMN were found to be less active (Brewer et al., 2011; Doll et al., 2015). Notably, such findings indicate that those who practice mindfulness show a negative association in resting state connectivity between the DMN and SN (Kilpatrick et al., 2011; Doll et al., 2015). Researchers in these studies attributed the results to a greater overall awareness, or sensitivity, to attentional shifting as a result of mindfulness. It was argued that this sensitivity directly relates to non-reactivity, as practitioners typically learn to shift attention back during mind wandering before a stress response is fully triggered. Notably, a 3-day intensive mindfulness retreat was found to already alter stress related amygdala resting state functionality, to lead to a negative correlation between the DMN and SN (amygdala), and a decrease in cortisol amongst practitioners (Taren et al., 2015). These findings show mindfulness to cause changes in network functioning that are consistent with MA development.

Similarly, research also found structural brain changes as a result of mindfulness practice. MRI research found that practitioners showed increased gray matter in brain-stem regions related to cardiorespiratory control relative to non-meditators (Vestergaard-Poulsen et al., 2009). Interestingly, reflecting core practice in mindfulness, other researchers found increased gray matter in CEN regions related to executive control (Hernández et al., 2016) and DMN regions related to self-referential processing, memory processing, emotion regulation, perspective taking and response control (Luders et al., 2009; Hölzel et al., 2011).

The neurocognitive effects found for mindfulness are consistent with the mechanisms described in the stress buffering account (see Table 2). In support of the bottom-up (reduced-stress-reactivity) pathway mindfulness showed corresponding neurocognitive changes – indicating altered HPA activation. Taren et al. (2015) even showed its practice to cause short-term changes in subcortical stress processing regions (e.g., the amygdala) and significant overall decline in cortisol – indicating potential for short-term parasympathetic activation and bottom-up neurocognitive changes. This latter finding does not represent the impact of protocolled mindfulness per se, as a 3-day intensive retreat may not durably accommodate the psychological discipline of MA integration. It does indicate mindfulness to cause short-term changes, even though this may depend on factors such as practice intensity and practitioner mental or physical state. In support of the top-down (regulatory) pathway, research also shows mindfulness to improve CEN functional connectivity and practitioner MA – which points to altered SAM axis activation. In addition, the neuroimaging studies also report on practitioner increase in gray mass in brain regions expected to change, when shifting from overt self-referencing toward a more balanced state of MA. The current results were based mainly on long-term or protocolled practice and support the overall finding that mindfulness promotes self-regulation.



Physical exercise and experiential learning


Aerobic exercise

Research shows that aerobic exercise causes experiential learning in domains of cognitive control, memory functioning and emotion regulation. One study focused on the relationship between aerobic fitness, DMN functional connectivity and cognitive performance in the aging brain (Voss et al., 2010a). The data obtained from healthy elderly adults showed that increases found in functional intra DMN connectivity could be described as a function of aerobic fitness level. Functional connectivity within the DMN was also found to mediate the relationship between fitness and cognition. This pertained to tasks such as spatial working memory, set-shifting and task switching – which all rely on executive functioning. These researchers explained that aerobic fitness training may lead to increased DMN connectivity and, in turn, provides a pathway for improved executive function. Another study found that aerobic training increased functional connectivity between aspects of the frontal, posterior and temporal cortices within the DMN and CEN. Here, practice was found to be associated with increased functional connectivity, most notably between the hippocampal area and those in the prefrontal cortex (Voss et al., 2010b). These improvements in network behavior are indicative of improved executive functioning, but yet may also be associated with altered emotion regulation. One study found, relative to walking, that aerobic exercise promoted altered brain connectivity during an emotional perception test (Chen et al., 2019). Although this relationship was mediated by habitual physical activity, the aerobic exercise group showed a negative correlation between regions of the DMN and SN (amygdala) during the processing of fear.

Studies also indicate aerobic exercise to cause structural brain changes. In accordance with its positive impact on cognition, practice was found to increase gray matter in DMN regions (hippocampal) related to memory processing, emotion and stress regulation, CEN regions (orbitofrontal cortex) that relate to executive functioning, and cerebellar regions related to emotion regulation and motor control (Killgore et al., 2013; Erickson et al., 2014; Wittfeld et al., 2020).

The experiential learning impact of aerobic exercise shows a substantial degree of consistency with the stress buffering account. Notably, by focusing on long-term practice, also by incorporating measurement of physical fitness, the moderating impact of physical fitness on both neurocognitive and cognitive outcomes was revealed. These studies measured improvements in network functional connectivity and executive functioning, indicating improvement in self-regulation. Importantly, the finding that aerobic exercise caused improved functional connectivity between DMN and SN components, and that physical fitness level moderated this in regard to fear reduction (Chen et al., 2019), indicates its practice to impact bottom-up processing and alter HPA activation. The findings on improved intra-CEN connectivity as well as increased gray mass in CEN regions also indicate, albeit indirect, improved self-regulation potential through top-down processing and altered SAM activation. Future empirical support – and this may account for yoga research as well – could further be generated from similar methodologies that include cognitive, behavioral and physiological measures, the use of larger sample sizes, by further focusing on long-term versus short-term effects, and by studying the differential impact of different forms of aerobic exercise.




Yoga

Research shows that practicing yoga causes experiential learning in domains of cognitive control and emotion regulation. One early controlled study by Froeliger et al. (2012a) found altered patterns in CEN and SN activation amongst yoga practitioners, while measuring emotional interference during cognitive tasks. These practitioners showed less reactivity in the right dorsolateral prefrontal cortex (attention control), when viewing negative emotional images. A second finding was that they showed improved functional connectivity between the ventrolateral prefrontal cortex (emotion regulation and impulse control) and SN (amygdala), during a cognitively demanding task in which irrelevant distractor images were presented. A third finding was that while all participants displayed increased SN (amygdala) reactivity when viewing negative emotional pictures, its magnitude predicted decreased positive affect in controls, but not amongst yoga practitioners. In this study it was concluded that yoga practice may promote the ability to selectively implement frontal executive (dependent) strategies to reduce emotional interference during competing cognitive demands. It was also concluded that although practitioners show limbic reactivity to negative emotional stimuli, such reactivity has less downstream effects on later mood states. Accordingly, another controlled study found yoga practitioners to show less CEN (left dorsolateral prefrontal cortex) activation during encoding in a memory task (Gothe et al., 2018).

Studies also indicate yoga to cause structural changes in the brain. One controlled study, for instance, found amongst yoga practitioners increased gray matter in regions related to visual and sensory processing, the somatosensory cortex (mental map of the body), as well as DMN regions related to self-referential processing, memory and cortical responsiveness (Villemure et al., 2015). Another controlled study amongst yoga practitioners found increased gray matter in CEN regions related to higher order cognition as well as other regions related to motor control (Froeliger et al., 2012b).

The experiential learning impact of yoga shows a substantial degree of consistency with the stress buffering account. But while the current studies emphasized long-duration practice, it should be noted that subjects in the Froeliger et al. (2012a) study were doing both yoga and meditation – with the latter practice being an integral part of yoga. Despite this limitation, yoga was found to promote functional connectivity between the CEN and SN (amygdala) during a cognitive distraction task. Here, it was concluded that yoga practitioners do notice negative stimuli, but are less affected by these as amygdala activation becomes more regulated. Other long-term studies seem to support this viewpoint, as yoga practitioners were found to significantly show smaller amygdala volumes (Gotink et al., 2018) as well as a decreased blood flow toward the amygdala (Cohen et al., 2009). In terms of stress buffering, therefore, research indicates yoga practice to support bottom-up processing and alter HPA activation. Furthermore, the findings on improved intra-CEN connectivity as well as specific increases in gray brain mass indicate, albeit indirect, improved self-regulation potential through top-down processing and altered SAM activation. Like aerobic exercises, yogasana practice seems to offer potential for the augmentation of mindfulness, even though the current studies warrant further examination of yoga’s sub-practices and short-term impact. Future studies should therefore aim to parse out independent or interacting effects of each of these sub-practices.



Both mindfulness and physical exercise impact similar stress regulation pathways

To summarize, the mechanisms described for mindfulness and stress buffering appear to be in parallel with the findings for aerobic exercise and yoga. Both in terms of top-down and bottom-up processing, these practices were found to cause corresponding changes in neural connectivity and contribute to cognitive control over the stress response (see Table 3). Besides being consistent with findings on reduced cortisol, the outcomes on bottom-up regulation may also reflect PSNS function normalization over time. Structural changes in the brain’s architecture due to practice were also found, specifically in regions related to self-regulation. The results for both aerobic exercise and yoga were obtained based on measurements of long-term practice, such as total practice time, practitioner aerobic fitness or activity level – or as a result of repeated single-bout practice. When considering their short-term impact, like Taren et al. (2015) explored for mindfulness, factors such as practice intensity and physical, neurobiological and mental health are likely to moderate single-bout outcomes. Moreover, by corroborating the pathways of stress regulation at an early stage, either aerobic exercise or yoga are likely to contribute to early-stage mindfulness.

Notably, given the neurocognitive overlap with mindfulness, the current outcomes also provide a direction for future study of PE augmented mindfulness. Being consistent with underlying ANS dynamics and stress buffering as described for PE on a physiological level, these findings indicate potential for improved bottom-up regulation. Firstly, the improvements in CEN connectivity indicate changes in top-down processing, while reflecting potential for cognitive control and improvement in sustained – or anchored attention in the short-term. Secondly, the improvements found in SN connectivity point to changes in bottom-up processing; decreased HPA activation can contribute to PSNS activation and stress buffering potential in the short-term. Thirdly, the direct activation of the (parasympathetic) vagus nerve, which may promote other faculties of self-regulation, is likely to contribute to these mechanisms. As mentioned before, the outcomes found in this section were not measured after a single bout of practice, but are rather the result of repeated single-bout practice – and synergistic interaction between its various levels of impact. Further research on PE augmented mindfulness should therefore focus on such interactions and both their short- and long-term potential.

Future research on PE augmented mindfulness could profit from the research methodologies described in this section. These showed extra merit by their inclusion of cognitive, neurocognitive and physiological measures. One avenue to explore the impact of aerobic exercise, yoga or yogasanas is by combining such measurements, when examining their contribution to the mechanisms that underlie mindfulness at an early stage. Future research should therefore aim to compare short-term outcomes on neurobiological, neurocognitive and autonomic functioning; e.g., by incorporating all practices into a controlled research design or by emphasizing methodological comparability.




Psychophysiological changes due to physical exercise promote neurocognitive functioning

In this section, the direct psychophysiological impact of aerobic exercise and yoga will be examined. In PE augmented mindfulness this impact is expected to play an important role in bottom-up regulation during early-stage mindfulness. On a psychophysiological level, these practices are expected to directly corroborate neurocognition and MA development. The current framework proposes such an impact to be caused by two key-mechanisms. Firstly, these practices cause direct cognitive improvements, as physiological changes promote underlying neurophysiology. Secondly, by causing temporal PSNS reactivation and SNS withdrawal, these practices directly improve self-regulation – as PSNS or vagal tone is increased. These mechanisms will be examined based on cognitive and physiological research literature, with an emphasis on exploring minimal dose–responses that are suitable for PE augmented mindfulness.

The research discussed will emphasize short-term practice outcomes and single-bout dose–responses, in order to chart minimal dose–response characteristics. Where relevant, however, both long- and short-term study outcomes will be described. To ensure optimal neurocognitive benefits, studies in this section adhere to single-bout and repeated practice parameters that cause stress reduction. It is not the scope of this section to deconstruct the underlying physiological processes bottom-up – but rather to give an overview on how practice impact contributes to bottom-up regulation: by leading to direct but temporal improvement in cognition, PSNS or vagal tone and emotion regulation, and associated neurorestorative potential as sleep quality improves.


Physical exercise practice directly improves cognition

To provide more insight into the temporal cognitive effects of practice, meta-analytic research compared the results of long term (RCT) with short-term (acute effect) studies for aerobic exercise (Smith et al., 2010; Chang et al., 2012) and yoga (Gothe and McAuley, 2015). This approach showed that both practices improve (task positive) cognitive faculties, including attention, processing speed, executive as well as memory functioning – with generally stronger effect sizes for studies that measured acute effects. The research on exercise found for acute effects that practice parameters such as exercise duration, intensity, type of cognitive performance assessed and cardiorespiratory fitness – an indicator of long-term practice – were moderators on these outcomes. Notably, light intensity exercise was found to increase cognition, with its effects subsiding following a delay of more than 1 min. High intensity exercise yielded an opposite pattern. Here, the biggest improvements were found by cognitive tests administered 11–20 min after cessation, with effects subsiding following a longer (>20 min) delay. The researchers concluded that physiological responses to exercise (e.g., cardiorespiratory, metabolic, brain-derived neurotrophic factor, endorphins, serotonin, dopamine) themselves are predictive of its impact on cognitive performance. Nonetheless, the meta-analytic study on yoga did not explore the moderating variables described, although these could be equally relevant for its yogasanas, series of yogasanas or breath exercises. Given the physiological overlap in yoga and aerobic exercise impact (e.g., Ross and Thomas, 2010), similar short-term moderator variables can be expected for yoga.

In addition, studies that focused on single-bout cognitive impact also gauged minimal dose–responses for these practices. For example, 20 min of moderate single-bout aerobic exercise was already found to improve task switching efficiency – which is a core component of executive functioning (Heath and Shukla, 2020). Another study found 10 min of moderate practice to improve oculomotor (eye movement) control – a measure of executive control (Samani and Heath, 2018). For yoga there are indications that 20 min of yoga improves creative problem solving (Bollimbala et al., 2020). Most notably, one controlled study protocol mostly including yogasanas and brief pranayama, found a single 20-min bout of yoga to positively affect working memory and executive functioning (Gothe et al., 2013).



Physical exercise altered heart rate variability as a marker for improved emotion regulation

Research indicates that improvement in vagal tone due to aerobic exercise or yoga can offer substantial advantages in terms of self- and emotion regulation. These benefits can already be attained following a single bout of practice. Thayer and Lane’s (2000) neurovisceral integration (NVI) model posits that cardiac vagal tone indicates the functional integrity of the neural networks implicated in emotion–cognition interactions. Representing the largest component of the PSNS, the vagus nerve modulates neural interaction between vital organs and the central nervous system (Robertson et al., 2011) and it requires sufficient activation to promote self-regulation over autonomous signal processing (Laborde et al., 2017). Measurement of HRV, according to researchers, is a valid and reliable marker for vagal modulation of the cardiac SA node (Taylor et al., 2010). Variation – based on a cardiogram – is low when there is an inclination toward SNS over-activity, and it becomes higher when parasympathetic health improves. In other words, the healthier the ANS, the faster one is able to switch gears, providing more psychophysiological resilience and flexibility.

Researchers found HRV, not only to be a marker of cardiorespiratory fitness (Dong, 2016), but also predictive to performance in emotion regulation (Williams et al., 2015), and a modulator of feeling states which affect memory retrieval (Fiacconi et al., 2016), executive functioning (Bailey et al., 2015) and decision-making (Dunn et al., 2010; Ramírez et al., 2015). Given that cardiac vagal tone represents the contribution of the parasympathetic nervous system to cardiac regulation, and its positive relation to self-regulation at cognitive, emotional, social, and health levels (Laborde et al., 2017), aerobic exercise or yoga may provide the cardiovascular practice that is required for this vagal activation.

Thus far, meta-analyses show significant HRV changes due to long- and favorable changes due to short-term practice. For aerobic exercise, moderator analysis found indices of HRV to change based on age, sex and previous level of physical activity (Sandercock et al., 2005; Ferreira et al., 2017). For yoga, moderating factors such as practice intensity and frequency were found (Posadzki et al., 2015; Tyagi and Cohen, 2016). One study found yoga practitioners to shift toward parasympathetic predominance after 1 month of 6 days a week hourly sessions that included asana’s, pranayama and meditation (Vinay et al., 2016). By contrast, aerobic practices may require less weekly practice over a longer time period – as it demands more recovery time compared to yoga. Other studies focused on single-bout practice indicate improvement of HRV indices following aerobic exercise (20 min; Terziotti et al., 2001; Hottenrott and Hoos, 2017) or the practice of yoga asana’s (20 min; De et al., 2019). Of note, the latter study emphasized yogasanas rather than a combination of yoga’s practices, indicating that asana practice alone can already impact neurophysiology.



The neurorestorative impact of physical exercise by improvement of sleep

Research indicates that PSNS activation due to aerobic exercise or yoga can improve practitioner quality of sleep and its neurorestorative potential. Review literature describes these practices to promote sleep quality, but also suggest that their sleep-enhancing effects may not manifest initially (Kline, 2014; Wang et al., 2020). Nonetheless, for a single bout of aerobic exercise, preliminary research found improvements in sleep following around 50 min of moderate or 30 min of vigorous practice (Passos et al., 2010; Wang and Youngstedt, 2014). For yoga, single-bout practice of 30 min reduced stress and improved stress recovery (Benvenutti et al., 2017), while 20 min improved mood (Ensari et al., 2016). Indeed, these findings reflect (temporal) PSNS activation potential, with benefits accordingly; (1) a relaxation response that improves the ability to fall asleep (Benson and Proctor, 2011; Wang and Boros, 2019; Luberto et al., 2020) and (2) PSNS function normalization – of which its restorative components may gradually extend during the deep-sleep stages of a cycle (Chennaoui et al., 2015). By directly improving the underlying physiology of sleep, aerobic exercise or yogasanas can contribute to various neurorestorative processes that support everyday functioning.

Importantly, healthy sleep maintains various neurophysiological processes that support cognition and well-being. As aerobic exercise or yoga can already cause direct PSNS activation and cortisol reduction, single bouts could contribute to a balanced succession of sleep stages within each sleep cycle and, hence, improved neurometabolism. Notably, deep sleep has been associated with specific neurorestorative functions; e.g., neurogenesis in brain regions relevant for emotion regulation and learning (Navarro-Sanchis et al., 2017) and structural changes in the developing brain (Anacker and Hen, 2017).

Research on the neurorestorative impact of sleep particularly confirms the importance of deep-sleep. During the initial, first stage of sleep the brain shows activity linked to muscle memory and learning, whereas the second stage is described as transitory. During the deep-sleep stages three and four, the brain prompts various restorative processes. For example, there is a release of hormones that help regenerate (brain) tissue (growth hormone or GH), guide anti-inflammatory processes (prolactin), enhance immune functioning (cytokines) and stabilize glucose metabolism (mainly cortisol and growth hormone) (Aberg, 2010; Sharma and Kavuru, 2010; Besedovsky et al., 2012; Squire et al., 2012). The ability to enter deep (or slow-wave) sleep is of significant importance for these regenerative and self-healing processes to become operational (Shepalnikov et al., 2012). Initial high levels of cortisol were found to specifically impair these processes, causing an inability to enter deep-sleep and thus sleep deprivation (Hirotsu et al., 2015). Other studies found this type of deprivation related to diminished or even halted releases of GH, which mainly occur during the first sets of sleep cycles (Spiegel et al., 2000, 2005), with high levels of cortisol during sleep related to insulin resistance in the morning, impaired glucose metabolism during the day and debilitated cognitive functioning or attentional lapses (Leproult et al., 1997; Goel et al., 2009; Kim et al., 2015).

Taken together, the practice of aerobic exercise or yoga has been found to directly improve sleep quality. This, in turn, can present short-term benefits for neurophysiology and daily functioning. Although these changes are likely more altered by frequent practice, single-bout practice may already exert a positive influence on the underlying physiological processes described.



Physical exercise supports neurocognition on a multiple impact level

In support of the PE augmented mindfulness framework, the research on aerobic exercise or yoga points out a relationship between their psychophysiological impact, improved cognitive functioning, parasympathetic activation and improved sleep quality. Firstly, the short-term outcomes provided support for their acute impact on cognition, while for aerobic exercise moderators such as practice duration, intensity, type of cognitive performance assessed, as well as cardiorespiratory fitness were described. Based on the HRV research, similar moderators were found for yogasanas or breath-exercises. Secondly, studies on PSNS activation – as measured by HRV – indicate these practices to directly cause a (temporal) shift in vagal tone and related potential for improved emotion regulation and executive functioning. Thirdly, and this relates to the allostatic changes directly following practice, acute effects of aerobic exercise or yoga may directly contribute to improved sleep and its neurorestorative function. These impact factors can directly define a starting point in early-stage mindfulness and particularly for those who experience ANS dysregulation and related cognitive limitations. These impact factors can also synergistically contribute to well-being, as they are rooted and implied in overall neurocognitive functioning.

Notably, for aerobic exercise or yoga, the practice parameters described in this section correspond to parameters prescribed by the American Heart Association (AHA; also see next section; Wasfy and Baggish, 2016; Piercy and Troiano, 2018). In terms of minimal dose–response characteristics, improvements both in cognition and HRV were found for single-bout practice as short as 20 min for aerobic exercise and 20 min for yogasanas. For the improvement of quality of sleep, minimal dose–responses were studied less extensively. For aerobic exercise, 30 min of vigorous practice was found to improve sleep quality, but future studies may find similar results for shorter and less intense practice. For yoga there are indications that a single bout of 20 min may already contribute to sleep quality. Moreover, sleep and exercise were described to exert substantial positive effects on one another, for which researchers found practice intensity, frequency and cardiorespiratory fitness to be potential moderators (Dolezal et al., 2017). In other words, and this likely applies to yogasanas as well, repeated practice could cause stronger effects on overall quality of sleep. Also, given that practice parameters may vary in accordance to someone’s fitness, or other indicators of long-term practice, such factors can also be considered for PE augmented mindfulness application.

Taken together, the impact factors described indicate aerobic exercise or yogasanas to promote MA development in the short-term. On a practitioner level, these practices offer potential to promote (early-stage) mindfulness meditation; by directly (1) priming the brain for further attention practice, (2) promoting vagal tone and associated improvements in self-regulation, and (3) improvement of sleep and its neurorestorative impact on brain functioning.




Practice parameters for physical exercise

In PE augmented mindfulness there is an emphasis on PE practice guidelines that can both directly and indirectly promote meditation. To warrant physiological changes that promote neurophysiology and health, there should be adherence to specific practice parameters. Most impact studies, both on long- and short-term aerobic exercise or yoga outcomes, consistently have applied these parameters; e.g., in the neurocognitive or psychophysiological studies described. In the current framework, therefore, these parameters are expected to support the underlying mechanisms proposed and to allow for its clinical potential to be attained.

In particular, single-bout practice parameters are supposed to support underlying neurocognitive processes in mindfulness. A first reason for this is though exercise and yogasanas cause SNS activation, which produce (stress) hormones, SNS activation should be controlled. Practitioners should therefore (a) not exceed the intensity threshold (Hill et al., 2008), which normally lies around 65% of their VO2max (total capacity of oxygen take-up), and beyond which cortisol accumulation may start to interfere with cognition (Reyes et al., 2015), (b) let practice intensity increase the heart rate to the point of perspiration in order to prompt physiologic changes that can promote cognition (Boone, 2014), and (c) adhere to minimal practice times, as the intensity threshold can also be exceeded when practice times are too long. A second reason is that these parameters can be matched with the prerequisites for the attainment of flow-state experience. This means that the practice should keep balance between challenge and practitioner skills (both physically and mentally), offer clear goals and unambiguous feedback. In accordance, studies found an inverted U-shaped relationship between flow-state experience and physiological arousal during a task (Peifer et al., 2015) – again supporting the finding that cognition is negatively affected when cortisol levels reach too high.

In addition, also for long-term and consistent aerobic exercises or yogasanas, there are practice parameters that warrant physiological health effects that are supportive to mindfulness. These parameters, also adopted in the protocols of the research described, have been long so propagated by the AHA. Their guidelines state that aerobic exercise should be equated to moderate-intensity aerobic activity for a minimum of 30 min on 5 days, or vigorous-intensity aerobic activity for a minimum of 20 min on 3 days weekly (Wasfy and Baggish, 2016; Piercy and Troiano, 2018). While both aerobic exercise and yogasanas activate glucose metabolism, research also indicates yogasanas to cause sufficiently cardio metabolic change. Because yogasanas can be practiced in such a way to achieve an aerobically intense effort, researchers have examined their cardiovascular and metabolic properties in relationship to AHA guidelines.

In order to match AHA guidelines, research examined dose–responses for yogasanas that could be equated to aerobic practice. For instance, when compared to VO2max treadmill baseline testing, it was found that standard compared to fast speed Surya Namaskar (sun salutations) for 8 min could be categorized as low-intensity and moderate- to high-intensity exercise, respectively (Potiaumpai et al., 2016). Likewise, systematic review by Larson-Meyer (2016) describes Surya Namaskar practiced by normal or experienced (perhaps faster paced) practitioners to match moderate or vigorous aerobic intensity, respectively. In addition, while most yogasanas corresponded to light-aerobic activation, specific standing poses (see Larson-Meyer, 2016 for an overview), as well as hatha yoga flow sequences, were found to match the moderate- to vigorous aerobic intensity range. These findings suggest that 30 min of yogasanas, to include multiple standing flow sequences (e.g., Surya Namaskar), specific poses, perhaps alternated with less intense complementary poses, already can create a yogasana practice in the moderate- to vigorous aerobic intensity range.

Taken together, these outcomes offer direction for implementing concrete practice guidelines in PE augmented mindfulness, either by defining minimal dose–responses for exercise, yogasanas or a combination of both.



Future research on PE augmented mindfulness

Based on this review of literature, mindfulness, aerobic exercise and yoga make claim to similar working mechanisms of self- and stress regulation. This yields four domains of research that should be examined relative to protocolled mindfulness. Firstly, single-bout aerobic exercise or yoga improves the impact of subsequent mindfulness meditation on neurocognitive (e.g., stress buffering, non-reactivity), physiological (e.g., vagal tone), cognitive (e.g., working memory) and psychometric (e.g., MA or sleep quality) outcomes. Secondly, combined repeated practice at minimum corresponding to AHA guidelines, prompts PSNS activation (e.g., vagal tone, allostatic factors, interoceptive ability or sleep) to a faster degree than mindfulness alone. Thirdly, positive effects can be found significantly more to improve for high-stress (e.g., due to ANS dysregulation, related pathology or dysfunctional coping) versus low-stress practitioners. Fourthly, based on the experiential learning effects found for PE, combined practice in the long-term may provide corresponding neurocognitive benefits when compared to mindfulness. Future research in these domains could provide more insight into the working mechanisms that are triggered by PE augmented mindfulness. Such research may also adhere to the methodological considerations described in the previous sections.

One potential underlying mechanism to promote stress regulation in mindfulness lies in what could be termed PE induced vagal tone. This could be best explained along the lines of the mindfulness stress buffering account (Creswell and Lindsay, 2014), which describes vagal toning as a mechanism for SAM axis stress buffering, while vagal tone was also suggested to index CEN (prefrontal) improved functional connectivity (Thayer et al., 2009). This corresponds with the notion that mindfulness promotes the ability for non-reactivity, which has been described to be essential for mindfulness to reach its clinical potential (Whitmarsh, 2013). In other words, improved SAM axis buffering may reflect a mechanism that enables cognitive processes to activate, which subsequently enhances the potential for skilled, thoughtful responses to emotionally arousing situations (Carmody, 2015) – as may be reflected in the experiential learning effects found. Hence, the direct impact of aerobic exercise or yoga on vagal tone (i.e., HRV) and stress physiology may already alter SAM axis activation in the short-term. This impact may therefore be hypothesized to be one of the mechanisms of change in PE augmented mindfulness.

Furthermore, these outcomes on aerobic exercise, yoga or mindfulness can be further examined following the NVI model (Thayer and Lane, 2000; Thayer et al., 2009). Its premises contributed to the stress buffering account and its development; e.g., by describing the relation between inhibitory processes in prefrontal brain regions (CEN), vagal regulation of cardiac stress and health. While proposing a distributed neural control network, allowing for the integration of cognitive, affective, attentional, and autonomic information to guide adaptive goal-directed behavior, a detailed account of this network architecture was not provided. It should be noted, however, as HRV is an indirect measure of cardiac vagal tone, that vagal tone measured on other levels – with different methods – may not always correlate with HRV.

In an update of the NVI model, Smith et al. (2017) proposed an eight level and hierarchical structure of vagal control, discerning different sets of brain and neural mechanisms. This extended NVI model could offer an overarching framework to research the impact of mind-body practices in general and delineate variations in which mindfulness, aerobic exercise, yoga or its sub-practices, and even anaerobic training, affect vagal tone. Notably, each higher level in the hierarchy (see Table 4) is more flexibly recruited to modify vagal tone than the level below, so that high levels (demanding higher cortical activity) will, respectively, be more prominent in vagal output regulation. High levels also integrate a wider range of information (e.g., from exteroceptive perception and memory) in order to regulate current or expected demands on metabolism. The levels described encompass neurocognitive as well as allostatic factors and could help to discriminate physiologic health factors affected by PE – or, for that matter, habitual lifestyle factors. Moreover, here, it is proposed that future studies utilize the PE augmented mindfulness paradigm and its separate sub-practices in order to parse out targeted mechanisms as described by the extended NVI model.


TABLE 4    Extended NVI models eight levels and hierarchical structure of vagal control – from high to low level (Smith et al., 2017).
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Furthermore, combinations between aerobic exercise, yoga and meditation can also be expected to promote synergistic effects that promote experiential learning. Though research in this field is limited, one study on the (8 week) MAP protocol found a positive impact for practitioners with major depressive disorder (MDD) (Alderman et al., 2016). This study emphasized the role of hippocampal dysfunction in depression and the specific neurophysiological impact of PE on the hippocampus. MDD practitioners showed significant greater reduction of depressive symptoms and rumination compared to controls following the same program, coupled with altered brain activity in regions related to cognitive control (notably the hippocampal area). Likewise, applications of PE augmented mindfulness (which proposes PE before meditation) may find similar outcomes, as repeated single-sessions may lead to similar synergistic changes over longer time periods. The improvement of vagal tone due to PE, for instance, can also be expected to be a mechanism of change over multiple sessions. The research on the MAP protocol, in line with PE augmented mindfulness, shows that bringing together (existing) neurocognitive and neuropsychological research on different mind-body disciplines can provide a basis for development and research on (pathology specific) treatments.



Mindful walking as an alternative to aerobic exercise

In the current framework, mindful walking may also be considered as an alternative to aerobic exercise. Both aerobic practices offer advantages, while their differences may be attributed largely to practice volume and intensity parameters. One study examined aerobic exercise and walking programs over 6 months, which were of an equivalent energy cost (Bell et al., 2010), and found both practice types to improve glucose and lipid metabolism – without significant between-group differences. As expected, while both practices improved cardiorespiratory fitness, aerobic exercise was found to be more effective. Furthermore, following single bouts of aerobic exercise of different intensity, research found post-exercise SNS withdrawal to depend on practice intensity, as it was found to dampen the HPA-axis stress response in a dose-dependent manner (Caplin et al., 2021). Likewise, research describes acute and chronic exercise-induced changes in GH levels to be strongly associated with practice intensity (e.g., 30 min on 70% VO2max; Gilbert et al., 2008), though sufficient exercise volume may also be required (Sabag et al., 2021). For walking, for instance, meta-analysis found small effect sizes for health factors such as mood, metabolism and cardiovascular parameters (Hanson and Jones, 2015), while researchers associated higher walking pace (e.g., slow, steady/average, brisk) proportionally with higher health outcomes (Stamatakis et al., 2018; Zaccardi et al., 2019).

Notably, within the framework of PE augmented mindfulness, these outcomes indicate physiological impact potential for both practices. Aerobic exercise, given equal single-bout practice times compared to walking, can be expected to prompt improved post-exercise PSNS and vagal activation potential, as well as stress reduction. For walking, decreased cardiovascular activation may result in both less vagal activation potential and release of intensity dependent hormones (e.g., GH) or other physiological components (e.g., neurotransmitters). Following longer duration single-bout walking (e.g., 50 min; Bell et al., 2010), increased physiological changes, vagal activation, and sympathetic withdrawal can be expected. For slow walking the primary mechanisms of change may be prolonged HPA axis activation, general stress hormone reduction and eventual post exercise HPA-axis dampening. For Brisk walking this mechanism may be coupled with an extra parasympathetic vagal response due to increased cardiovascular practice. The degree to which post-walking PSNS activation occurs due to such changes, also in comparison to aerobic exercise, remains to be further investigated.

On a neurocognitive level, less intense exercise such as in mindful walking may save neurophysiological resources for expanded attention practice. While having a different impact on a physiological level, walking and aerobic exercise are similar in that they engage working memory on multiple levels. Following Russell and Arcuri’s (2015) perspective on mindful movement, both practices cause multiple activation of prefrontal brain regions; i.e., increase working memory load, which was found to reduce distractibility (Koshino et al., 2014) and improve sustained attention (Simon et al., 2016). However, prolonged aerobic exercise near the intensity threshold may reduce these benefits or, at least, narrow the intrinsic dynamics of attention practice. Mindful walking, on the other hand, can be physiologically less taxing and may also prompt less working memory load than aerobic exercise, which during practice may promote a wider experiential range similar to meditation. As with the attainment of flow-state awareness, the amount of physiological load (e.g., reflected in stress hormone accumulation), is likely to impact the dynamics of attention function and the impact of increased cognitive load.

Taken together, in the current framework, mindful walking can be concluded to support subsequent mindfulness meditation. However, due to its relatively low practice intensity, a single-bout likely requires longer practice time for post-exercise PSNS activation to occur. Indeed, compared to aerobic exercise, mindful walking was found to cause a more steep decline of cortisol during exercise (Caplin et al., 2021), and potential for vagal toning, while it may lean less on a post-exercise (cardiac) vagal response due to cardiovascular practice. Therefore, mindful walking may provide a better context for breath regulation during practice. Aerobic exercise, on the other hand, may kickstart a stronger post exercise parasympathetic response and other psychophysiological changes, which may offer contrasting therapeutic benefits. When looking at minimal dose responses, 10 min of walking can already improve mood (Edwards and Loprinzi, 2018) and cognition (Suwabe et al., 2018). In PE augmented mindfulness, for these reasons, walking can serve a therapeutic function as an alternative or complementary practice to intense exercise, when sequencing aerobic exercise, yoga and meditation.



Clinical implications

The PE augmented mindfulness framework proposes practice guidelines (see Table 5), both for the utilization and further study of protocolled or single bout PE augmented mindfulness interventions. Following these guidelines could promote the application of mindfulness in a wide range of mental health treatments, as most forms of pathology involve a substantial degree of ANS dysregulation (e.g., Khalsa et al., 2018). It could benefit both psychological, preventive or complementary treatments as well as multimodal treatment programs; e.g., focused on psychopathology, chronic pain or burn-out. Therapeutic interventions focused on improvement in self-regulation, as utilized in cognitive behavioral therapy (CBT) or acceptance and commitment therapy (ACT), may therefore aim to adopt these practice guidelines. That is to say, under conditions in which the targeted physical exercise and practice of mindfulness are not contraindicated, applications derived from the framework can be advantageous for specific patient groups. PE augmented mindfulness may specifically target pathologies that show a maladaptive stress response, DMN dysfunction and related cognitive disturbances; as suggested by the clinical picture of many disorders (Yamamoto and Hornykiewicz, 2004; Yamamoto et al., 2013), including depression (Thompson et al., 2005; Kung et al., 2010) and anxiety (Gorman et al., 2000) – which are often comorbid to chronic stress disorder (e.g., burnout syndrome; van Dam, 2016).


TABLE 5    PE augmented mindfulness: preliminary guidelines for research and protocol development.

[image: Table 5]

The guidelines pointed out in the current framework can be used to augment existing MBCT- type and MBI protocols or improve single-session interventions. The guidelines described are expected to promote mindful self-regulation (MA) in the short term, which is useful for patients who find sole meditation difficult to practice. In doing so, concurrent characteristics related to emotional wellbeing can be extra facilitated, such as gratitude, self-compassion, self-efficacy, meaning and autonomy (e.g., Ivtzan et al., 2016). Nonetheless, there are many mind-body interventions that increase MA (Xia et al., 2019), which poses the question what type of exercise is best for a specific vulnerable group. Some patients, for instance, can only exercise or move at ‘subthreshold’ intensity, while cardiorespiratory activation already could contribute to their meditations. In these cases (mindful) movement practices may already suffice; e.g., (slow) walking, breathing exercises or light yoga. Particularly interesting is the application of pranayama, notably the alternate nostril breath exercise with retention or the Anuloma viloma technique (Sri Swami Sivananda, 2000), before meditation (Sars, 2022), which can be utilized relatively easily both in individual, group sessions and as a potential alternative to PE itself.



Conclusion

Taken together, the PE augmented mindfulness framework offers a blueprint for a new approach to mindfulness. Both for clinical and non-clinical practitioner groups. It aims to address both mental and physiological aspects of pathology. The concurrent improvement in (somatic) awareness can promote changes in stress related life-style habits, disturbed circadian health, or generally habits that cause harm to PSNS health (e.g., as defined by the extended NVI model) – which includes patient self-awareness on the detrimental effects of over medicalization in (mental) health care. The framework endorses the notion that mind-body balance precedes actual mental health, analogous to the stages of Maslow’s pyramid that are built upon one another (which raises the question why we even tolerate capitalism driven survival stress). The framework fits into an already ongoing paradigm shift about mental health in general; toward a (multidimensional) system that emphasizes mental, emotional and physical factors, simultaneously, and which values prevention as much as cure. By directly addressing the universal and self-regulatory capabilities of the human mind-body system, the current framework aims to promote a higher accessibility of ‘consciousness-work’ in future health care and beyond.
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Visual perspective during autobiographical memory (AM) retrieval influences how people remember the emotional aspects of memories. Prior research in emotion regulation has also shown that shifting from an own eyes to an observer-like perspective is an efficient way of regulating the affect elicited by emotional AMs. However, the impact of shifting visual perspective is also dependent on the nature of the emotion associated with the event. The current review synthesizes behavioral and functional neuroimaging findings from the event memory and emotion regulation literature that examine how adopting particular visual perspectives and actively shifting across them during retrieval alters emotional experience, by primarily focusing on emotional intensity. We review current theories explaining why shifts in perspectives may or may not change the emotional characteristics of memories, then propose a new theory, suggesting that the own eyes and observer-like perspectives are two different retrieval orientations supported by differential neural activations that lead episodic details to be reconstructed in specific ways.
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Introduction

Autobiographical memories (AM) are often remembered with strong emotional reactions, particularly when emotional events are elicited. Depending upon the emotional nature of the remembered event, AMs can lead us to experience either positive (e.g., remembering a fun birthday party) or negative (e.g., remembering a severe injury) affective states (Holland and Kensinger, 2010). Although retrieving AMs may trigger intense emotional reactions, we are able to control our emotional responses and regulate them to alter their intensity and valence (Gross, 1998a,2014). One way of changing the emotional impact of AMs is by shifting visual perspective during retrieval, which is also considered as one of the most effective cognitive reappraisal strategies in emotional regulation research (McRae et al., 2012; Webb et al., 2012; Wallace-Hadrill and Kamboj, 2016). That is, visual perspective involves a cognitive change that alters how people experience emotions (Gross, 1998b; Ochsner and Gross, 2008). People can retrieve their AMs either from an own eyes perspective, visualizing events from where they were originally located while experiencing the event, or from an observer-like perspective, visualizing from an external point of view (Nigro and Neisser, 1983). Although own eyes perspectives are considered the dominant imagery perspective in AMs (Radvansky and Svob, 2019), most people can also flexibly shift to an observer-like perspective during retrieval (Robinson and Swanson, 1993; Rice and Rubin, 2009). Previous research has shown that shifting from an own eyes to an observer-like perspective during retrieval reduces subjective reports of emotional intensity during memory retrieval (e.g., Berntsen and Rubin, 2006; St Jacques et al., 2017; Marcotti and St Jacques, 2021). However, some theoretical models propose that shifting from an own eyes to an observer-like perspective might instead have no effect or even increase emotional reactions in some contexts (Sutin and Robins, 2008; Trope and Liberman, 2010; Libby and Eibach, 2011). In contrast, cognitive reappraisal research suggests that adopting an impartial observer’s perspective while pursuing an emotion regulation goal decreases negative emotion for various events (e.g., Ochsner et al., 2012; Buhle et al., 2014; Kross and Ayduk, 2017). Here, we review research on how shifting visual perspective influences the emotional aspects of AMs by including findings from event memory and cognitive reappraisal studies. We will first give an overview of the main theoretical models proposed to explain why shifting to an observer-like perspective influences the emotional aspects of the AMs. Then we describe evidence regarding how shifting perspective influences emotional intensity in AMs which is the particular focus of the current review, as well as the role of emotional valence and discrete emotional categories when there is a goal to regulate emotions or not. We will next highlight the brain mechanisms supporting how shifts in perspective during retrieval impact emotional aspects of memory. We will summarize the findings by presenting a new theory to explain why ivsual perspective impacts emotions and other characteristics of AMs based on retrieval orientation, and end with a discussion of the implications of this research and future directions.



Theoretical explanations of the role of visual perspective on emotion in AM

Four main theories have been proposed to explain why adopting a particular visual perspective or shifting across multiple viewpoints influences emotional aspects of AM retrieval (see Table 1). Some theories suggest that visual perspective impacts emotional aspects of AM by altering the appraisal processes people engage in during memory retrieval (Wallace-Hadrill and Kamboj, 2016), while others suggest that shifting perspective influences emotional experiences by increasing psychological distance and the level of abstraction people engage in during memory retrieval (Moran and Eyal, 2022).


TABLE 1    Variables proposed to explain the impact of an observer-like perspective on emotion.
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If we consider shifts in visual perspective as an exclusive emotion regulation sub-strategy in the process model of emotion regulation (Ochsner and Gross, 2008), it could serve to alter the emotional impact of the event via cognitive change since people focus on the “internal environment” that provokes the emotional experience (e.g., memories, thoughts; Gross, 1998a,2014, 2015). Apart from this, some theories have suggested that one function of AM retrieval is to regulate emotions (e.g., Pasupathi, 2003; Holland and Kensinger, 2010; Harris et al., 2014). Explicit emotion regulation goals can influence which AMs are more accessible (e.g., recalling positive AMs to up-regulate emotions when feeling down) and how they are remembered (Pascuzzi and Smorti, 2017). The qualitative features of AMs (e.g., spontaneous own eyes and observer perspectives) emerge due to the natural characteristics of those memories. Then, manipulating these AM characteristics, such as shifting from an own eyes to an observer-like perspective, can impact various aspects of the memory (e.g., decreasing emotional intensity) and, thus, lead to an emotional regulation outcome. This does not need to be a controlled and effortful process; instead, it aligns with the idea that people can regulate their emotions automatically, without conscious effort, while thinking about the emotion-provoking event (Mauss et al., 2007; see Figure 1). Thus, we acknowledge that the theories reviewed below do not always scrutinize the effortful attempt of emotional regulation, as opposed to the process model of emotion regulation.
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FIGURE 1
The impact of visual perspective shifts on emotional experiences during AM retrieval. Specifically, the model emphasizes that the presentation of a visual perspective cue (own eyes/observer) influences how the retrieval cue is processed, which biases later stages of retrieval, namely, the memory search/selection process and elaboration on memory details. Shifting to a novel perspective influences emotional experiences attached to the encoding context (retrospective memory), during retrieval (concurrent memory), and during subsequent retrieval (prospective memory).



Self-processes model

The self-processes model (Sutin and Robins, 2008) proposes that visual perspective can attenuate or amplify emotions depending upon how people evaluate self-relevant information during AM retrieval. Relying on the Self-Memory System (Conway and Pleydell-Pearce, 2000), this model argues that during retrieval the content of AM is evaluated in terms of its congruency and consistency with the self. Adopting a particular visual perspective then impacts how these self-evaluative processes alter the experience of subjective emotionality of the event. Sutin and Robins (2008) proposed two competing views to explain how this process occurs. First, the Dispassionate Observer view suggests that if an AM is incongruent with the self-concept or triggers a negative feeling, then adopting an observer-like perspective leads to an objective evaluation of events that reduces the affective feeling linked to the AM (e.g., Nigro and Neisser, 1983; Robinson and Swanson, 1993). Second, the Salient Self view suggests if an AM is congruent with the self-concept or elicits a positive feeling, then adopting an observer-like perspective amplifies emotional experiences associated with an AM by enhancing self-focused attention and making the self-relevant information more salient. Supporting this idea, Kinley et al. (2021) recently showed that the visibility of the self in an observer-like perspective is linked to the emotional intensity of future episodic thoughts. Specifically, when the self becomes more visible or salient during mental imagery, the experience of the emotional aspects of the event is heightened. Consequently, in both views, adopting an observer-like perspective entails a retrieval process that dampens or boosts the emotional experience as a result of engaging in a self-related evaluation about the memory content. The self-processes model also hypothesizes that the nature of the emotion linked to the memory influences the impact of the Dispassionate Observer and Salient Self views. In particular, adopting an observer perspective when retrieving AMs associated with self-conscious emotions (e.g., shame, pride) focuses attention on the self; thus, invokes a stronger self-evaluative process relative to basic emotions (e.g., sadness, happiness), which can amplify emotion for the former (e.g., Tracy and Robins, 2007a).



Social-cognitive model

The social-cognitive model (Libby and Eibach, 2011; Niese et al., 2021) proposes that visual perspective leads to different processing styles in appraising events. In particular, adopting an own eyes perspective leads people to reflect on the concrete details of events (i.e., sensory-perceptual information), whereas adopting an observer-like perspective leads to greater reflection on the abstract or contextualized details of the memory. According to this model, adopting an observer-like perspective reduces the emotions related to the event by enabling people to detach from sensory-perceptual details in order to consider the event in a more abstract way. However, in some circumstances, adopting an observer-like perspective might lead people to think about the broader meaning of the memory in their lives. That is, if thinking about the broader meaning of an event to one’s life reduces (or increases) the emotional impact of the memory, then adopting an observer-like perspective also decreases (or increases) the emotional experiences. For example, Valenti et al. (2011) examined the impact of adopting an observer-like perspective on the feeling of regret. They found that adopting an observer-like compared to an own eyes perspective enhanced emotion for memories in which participants felt regret due to inaction, but diminished emotion for the memories in which participants felt regret due to their actions. Valenti and colleagues suggested that adopting an observer-like perspective increases the propensity to reflect on how regret for inactions fit into the broader meaning of one’s life, thereby boosting the emotions associated with these events.



Construal level theory

Construal Level Theory (Trope and Liberman, 2010) proposes that people experience the “here and now” from an egocentric reference point, but can also engage in a process of psychological distancing by representing events at a spatiotemporally distant point in relation to the self. Psychological distancing in Construal Level Theory does not specifically refer to the shifts in visual perspective, but instead considers visual perspective as a component of social distancing where an event could be represented from an egocentric point-of-view or from the perspective of an external observer (Tausen et al., 2020). According to Construal Level Theory, adopting an observer-like perspective leads events to be construed in a more abstract and psychologically distanced manner. This distancing results in appraising events and objects with a higher mental construal that corresponds to a more abstract representation of the event; thus, attenuating the emotional intensity of remembering. Similarly, other theories suggest that adopting an observer-like perspective regulates emotion through psychological distancing (Powers and LaBar, 2019). Supporting these ideas, a number of studies have demonstrated that adopting an observer-like perspective increases subjective ratings of psychological distancing (e.g., Pronin and Ross, 2006; Van Boven et al., 2010; Gu and Tse, 2016). The nature of the emotion elicited can also interact with how visual perspectives influences psychological distance. For example, emotions that lead people to contemplate what other agents might think about them, such as shame or guilt, are linked to a higher construal level. In contrast, emotions such as anger or sadness do not require considering another agent’s perspective; thus, they are associated with a lower construal level (Trope and Liberman, 2010). A recent meta-analysis examining psychological distance and emotional experiences showed that psychological distancing had stronger effects on low-level than high-level emotions, such that adopting an observer-like perspective might amplify emotional experiences for emotions that involve a higher level of construal (e.g., guilt, shame), in contrast to emotions that involve a lower level of construal (e.g., sadness, anger; Moran and Eyal, 2022). Additionally, a specific emotional category might have a higher or lower level of construal depending on whether people focus on more abstract versus concrete features of the event during retrieval (e.g., Valenti et al., 2011; Doré et al., 2015).



Self-reflection model

The self-reflection model (Kross and Ayduk, 2017) proposes that visual perspective influences whether people reflect on their feelings in an adaptive or maladaptive way. This model suggests that adopting an own eyes or self-immersed perspective leads people to focus more on what happened to them and how they felt, which induces people to engage in a ruminative process that intensifies the emotional impact of the event (Nolen-Hoeksema et al., 2008) and can be maladaptive when involving more negative experiences. In contrast, adopting an observer-like perspective or self-distancing, allows people to psychologically remove themselves from the event to interpret it more objectively and make sense of the experience, which diminishes emotions. The self-reflection model resembles Construal Level Theory, in highlighting the role of psychological distance, as well as the social-cognitive model, by emphasizing meaning-making when adopting an observer-like perspective. However, it is unique in its approach of examining how visual perspective influences recounting and reconstruing aspects of thought during AM retrieval (e.g., Kross et al., 2005; Kross and Ayduk, 2008). For example, Kross and Ayduk (2008) asked participants to describe their thought contents while retrieving a sad and depressive AM from an own eyes or an observer-like perspective. They found that own eyes perspectives were associated with greater recounting (focusing more on what happened and how felt; e.g., “I went to the top of the stairwell and cried for a long time”), which led to a greater emotional response during retrieval. In contrast, adopting an observer-like perspective was associated with greater reconstruing (psychologically removing from the event to interpret it more objectively and make sense of the experience; e.g., “I thought about how foolish it seems in retrospect”), and less emotional experience during retrieval.

Taken together, the proposed models have different emphases regarding how visual perspective impacts emotional experience. The self-processes model mainly focuses on the role of self-evaluation when adopting an observer-like perspective in which people interpret the congruency of an AM with their self-concept. The social-cognitive model proposes that alternative visual perspectives lead to concrete versus abstract ways of thinking about the event during retrieval. Construal Level Theory considers observer-like perspective as a particular example of psychological distancing that leads events to be recalled with a higher construal level. Finally, the self-reflection model highlights the processes people engage in to make sense of their feelings by adopting a particular visual perspective. Additionally, the first three models emphasize that the impact of adopting an alternative visual perspective depends upon the nature of the emotion associated with the event, and the last model underlines how memory content specifically changes due to visual perspective.




The impact of shifting visual perspective on the emotional intensity of memories

Evidence from event memory research has revealed that the link between visual perspective and the emotional intensity of memories is bidirectional (Rice, 2010). On the one hand, the emotional intensity of an event influences the visual perspective that people spontaneously adopt during retrieval (Nigro and Neisser, 1983). For example, emotional events are more likely to be recalled from an own eyes than an observer perspective (e.g., D’Argembeau et al., 2003; Talarico et al., 2004; but see Libby and Eibach, 2011). On the other hand, the visual perspective adopted during retrieval can also alter how we experience the emotional intensity of memories, such that memories associated with own eyes perspectives are higher in emotional intensity than memories associated with observer perspectives (e.g., McIsaac and Eich, 2002). In this section, we review findings that reveal how spontaneously adopting an own eyes or observer perspective and shifts in perspective influence the emotional intensity of memories.

The viewpoint that people naturally adopt when recalling memories influences the emotional intensity they experience during retrieval (e.g., Nigro and Neisser, 1983; Berntsen and Rubin, 2006). In their seminal study, Nigro and Neisser (1983) instructed participants to recall AMs and then select the visual perspective they naturally adopted among dichotomous options and to provide subjective ratings of emotional intensity. They found that AMs naturally retrieved from an own eyes compared to an observer-like perspective were higher in emotional intensity. Later studies confirmed that people are more likely to naturally adopt an own eyes rather than an observer-like perspective during the retrieval of emotional events (e.g., D’Argembeau et al., 2003; Talarico et al., 2004). Other research has shown that adopting an own eyes perspective led to an increase in the emotional intensity and affective details in memory descriptions for lab-based mini-events and fictional stories (McIsaac and Eich, 2002; Bagri and Jones, 2009; Eich et al., 2009), suggesting that the relationship between viewpoint and emotion extends to other types of event memories irrespective of their personal relevance or emotional significance. A few studies have also shown that visual perspective not only impacts subjective feeling but can also cause physiological measures of emotional arousal, such that adopting an observer-liker perspective is associated with less cardiovascular (Ray et al., 2008) and blood pressure reactivity (Ayduk and Kross, 2008). These findings indicate that self-reported reductions in emotional intensity when adopting an observer-like perspective are also evident by parallel changes in objective emotional experience. Given that remote memories are more likely to be recalled from an observer-like perspective and with reduced emotional experience than recent memories (e.g., Talarico et al., 2004; Sutin and Robins, 2007; Rice and Rubin, 2009), a critical question is whether similar mnemonic changes in emotion occur when visual perspective is manipulated during retrieval.

Several studies have shown that shifting from an own eyes to an observer-like perspective influences emotional intensity (e.g., Robinson and Swanson, 1993; Berntsen and Rubin, 2006; St Jacques et al., 2017). For example, St Jacques et al. (2017) investigated how shifting from a dominant own eyes to an alternative observer-like perspective influenced subjective reports of emotional intensity during retrieval. Participants were asked to generate AMs from their natural visual perspective and then rate visual perspective and emotional intensity. The experimenters then selected a subset of memories strongly associated with a natural own eyes perspective based on the participant ratings. In Session 2, one week later, the retrieval of these memories was directly manipulated by asking participants to either maintain the same own eyes perspective or shift to an alternative observer-like perspective. St. Jacques et al. found that shifting from a dominant own eyes to an alternative observer-like perspective during retrieval decreased the emotional intensity of AMs, compared to maintaining a dominant own eyes perspective. Similarly, some studies have shown that shifting from an own eyes to an observer-like perspective can also reduce the emotional valence of AMs (e.g., Vella and Moulds, 2014; Speed et al., 2020). Other research has shown that shifting perspective influences emotional aspects of how memories are described (Crawley, 2010; Gu and Tse, 2016; Akhtar et al., 2017; King et al., 2022). For example, Akhtar et al. (2017) asked participants to retrieve AMs from their natural perspective and then shift to the opposite visual perspective while providing a narrative describing their memory. They found that emotional intensity was reduced when shifting from an own eyes to an observer-like perspective and that participants also described their memories using fewer affective details. Similarly, Gu and Tse (2016) asked participants to provide narrative descriptions of emotional AMs, while either shifting from first-person to third-person pronouns or vice versa. They found that a shifting in writing AMs from first-person to third-person pronouns reduced subjective ratings of emotional intensity. Importantly, the direction of the shift predicted the changes in psychological distance ratings such that shifting from first-person to third-person pronouns was associated with increased psychological distance, which also mediated the effect of shifting from first- to third-person pronouns on emotional intensity. Adopting an observer-like perspective during memory retrieval can also influence retrospective reports of the emotions people thought they experienced during memory encoding. For example, Crawley (2010) asked participants to rate their remembered emotional intensity experienced at the time of the event following a shift from an own eyes to an observer perspective during AM recall and found a reduction in the remembered emotional intensity across repeated retrievals. Taken together, prior research indicates that manipulating visual perspective influences multiple aspects of the emotional experience of remembering including the emotional intensity experienced during retrieval, the affective information used to describe narrative of these events, and how people remember the emotional intensity attached to the original event.

Only a couple of studies, to our knowledge, have examined whether the proximate effects of shifting perspective on emotional experience during remembering impact how memories are later recalled from their natural perspective (Sekiguchi and Nonaka, 2014; King et al., 2022). In one study, Sekiguchi and Nonaka (2014) examined whether the proximate reductions in emotional intensity persisted when memories were tested a few weeks after the visual perspective manipulation. In Session 1, they asked participants to retrieve emotional AMs from their natural visual perspective and rate emotional intensity. In Session 2, a few days later, participants were asked to shift to the opposite perspective of what they naturally adopted in Session 1. A final memory test took place a few weeks later, in which participants recalled the same events from their natural visual perspective and rated emotional intensity. The results showed that shifting to an observer perspective caused a reduction in the emotional intensity during Session 2, and that these effects persisted even when memories were retrieved from their natural perspective a few weeks later. In another study, King et al. (2022) found a similar reduction in emotional intensity as the result of shifting from an own eyes to an observer-like perspective when memories were recalled from their natural point-of-view two days later. Additionally, this study also examined how shifting perspective influenced the emotion/thoughts participants used when describing autobiographical narratives. They found proximate effects of shifting from an own eyes to an observer-like perspective on emotion/thoughts, as reflected by a reduction in these details compared to the original narratives. However, these changes in emotion/thought details did not persist during later recall of the same memories from their natural point-of-view. Although participants reported less subjective feeling in memories in which they had previously shifted to an observer perspective, there were no changes in the amount of emotion/thought details they provided in their narratives. This disassociation between subjective and objective measures of emotionality suggests that shifting to an observer-like perspective might impact how people re-experience the subjective emotional intensity, but not objective changes in how these events are described. Similarly, other research has shown that retrieving AMs from a different perspective than how they were initially recalled can lead to long-lasting changes in other characteristics of memories, such as subjective vividness and the natural viewpoint adopted (Butler et al., 2016; St Jacques et al., 2017), as well as the accuracy of memories (Marcotti and St Jacques, 2018, 2021).

A consistent finding in the literature is that the changes in emotional intensity due to shifting perspectives occur unidirectionally (Robinson and Swanson, 1993). While shifting from an own eyes to an observer-like perspective reduces the emotional intensity, there is not a similar increase when shifting in the reverse direction (e.g., Berntsen and Rubin, 2006; Sekiguchi and Nonaka, 2014; Vella and Moulds, 2014; Gu and Tse, 2016; Akhtar et al., 2017). Few studies, to our knowledge, have reported a lack of reduction in emotional intensity when shifting from an own eyes to an observer-like perspective (e.g., Marcotti and St Jacques, 2018; St Jacques et al., 2018). However, in these studies, participants engaged in non-emotional lab-based mini-events (Marcotti and St Jacques, 2018) or were explicitly instructed not to change the emotional aspects of the events in specific conditions (St Jacques et al., 2018). To explain the unidirectionality, some theories suggest that asymmetrical effects are due to the loss of experiential information when adopting an observer-like perspective, such that shifting to an own eyes viewpoint is not effective in recovering emotional information associated with the memory (Robinson and Swanson, 1993). Berntsen and Rubin (2006) proposed that increasing the recollective experiences during retrieval might be cognitively more demanding than decreasing them; thus, impending the ability to generate emotional aspects of remembering when shifting from an observer to an own eyes perspective. Other proposals suggest that repeated retrieval from an observer-like perspective leads to the loss of visual information over time, such that reinstating recollective experiences when shifting back to an own eyes perspective may not be possible (Butler et al., 2016). One potential issue with these ideas is that they assume that observer memories were originally encoded from an own eyes perspective, and then emerge as the result of shifting to an observer-like perspective during retrieval. Thus, shifting from an observer to own eyes perspective is not the same as shifting in the reverse direction, since in the former people are shifting back to the original point-of-view during encoding, whereas in the latter they are shifting to a novel perspective. Some theories argue that memories can also be encoded from an observer-like perspective (e.g., Nigro and Neisser, 1983; McCarroll, 2017, 2018), consistent with a growing number of studies have shown that it is possible to form memories from an observer-like perspective (Bergouignan et al., 2014; Mooren et al., 2016; Iriye and St Jacques, 2021). Examining shifts from observer to own eyes perspectives in memories originally formed from an observer-like perspective would help to better understand the pattern of asymmetrical effects on emotion. Moreover, shifting to a visual perspective that differs from perception during encoding of emotionally laden events would impact how the emotional aspects of the event will be formed in the memory (McCarroll, 2018). In other words, shifting across alternative visual perspectives during encoding can be beneficial by facilitating the down-regulation of the intensity of a negative emotion even before the event is completely formed in the memory.

In sum, the flexible nature of memories enables us to adopt alternative visual perspectives and actively shift across them during retrieval, which reduces subjective and objective measures of emotional experience in memories when shifting from an own eyes to an observer-like perspective. These mnemonic changes that occur due to shifting visual perspective are consistent with theory indicating that retrieval is an active process that can reshape and update memories (Hardt et al., 2010; Schacter et al., 2011; McDermott et al., 2016; St Jacques, 2019), which might have beneficial long-term impacts for well-being and mental health by modifying the emotional aspects of negative AMs as an adaptive emotional regulation strategy (Kross and Ayduk, 2008). Current evidence does not strongly favour existing theories of visual perspective. The reduction in emotional intensity in the studies in which emotional memories were not exclusively targeted draws into question whether the nature of the triggered emotion modulates the impact of shifting perspective on emotion as the self-processes model would predict. Likewise, instructing participants to watch themselves from an observer-like perspective, that possibly increases the visibility of the self, did not prevent the decrease in emotional intensity (e.g., Akhtar et al., 2017; St Jacques et al., 2017), as also predicted from this model. Only Gu and Tse (2016), supporting Construal Level Theory, have shown that the direction of shifting perspective predicted the ratings of psychological distance such that shifting from first-person to third-person pronouns was related to increased psychological distance. Therefore, alternative explanations are required to clarify why shifts in visual perspective influence emotional intensity.



The impact of visual perspective on emotional valence and discrete emotional categories

The influence of visual perspective on memory might differ depending upon the nature of the emotions elicited. Emotions in AMs can be categorized based on their valence (i.e., positive, negative, or neutral; Russell and Carroll, 1999) or whether they involve discrete emotional categories (e.g., sadness, shame; Tracy and Robins, 2007a). In particular, a number of studies have focused on the impact of visual perspective during AM retrieval on emotional experiences that rely on self-evaluative processes that elicit self-conscious and basic emotions (Tracy and Robins, 2007b). This section examines the effect of visual perspective during AM retrieval for emotional valence and discrete emotional categories.

Prior research has revealed inconsistent findings regarding the relationship between visual perspective and emotional valence (for review see Rice, 2010). Despite earlier findings suggesting that positive and negative events, relative to the neutral ones, are more likely to be recalled from an own eyes perspective (e.g., D’Argembeau et al., 2003), later studies showed that this relationship might not be as robust with some studies showing differences for negative but not positive valence (McFadden and Siedlecki, 2020) or failing to show any causal differences or an association between emotional valence and visual perspective (e.g., Berntsen and Rubin, 2006; Siedlecki, 2015). Similarly, studies manipulating visual perspective during AM retrieval have also not found differences in the impact of shifting perspective on positive versus negative AMs (Berntsen and Rubin, 2006). Research targeting more highly negative and stressful events have shown more robust effects of visual perspective, such that traumatic memories are frequently recalled from an observer-like perspective compared to positive and neutral memories (e.g., Porter and Birt, 2001; Berntsen et al., 2003; McIsaac and Eich, 2004; Kenny and Bryant, 2007). However, some of these effects might be due to the arousing nature of these events rather than their particular valence. Overall, the inconsistent relationship between emotional valence and visual perspective supports other research indicating that emotional valence is not as strong a determinant of the characteristics of AMs, including perspective, when compared to emotional intensity (e.g., Talarico et al., 2004).

Visual perspective does seem to have an impact on AM retrieval for events involving self-conscious versus basic emotions. For example, self-conscious emotions are associated with higher naturally occurring observer-like perspectives during AM retrieval (D’Argembeau and Van der Linden, 2008; but see Terry and Horton, 2007). Similarly, several studies have shown that manipulating visual perspective during retrieval differentially impacts self-conscious and basic emotions (e.g., Valenti et al., 2011; Hung and Mukhopadhyay, 2012; Katzir and Eyal, 2013; Cândea and Szentágotai-Tãtar, 2020). For example, Katzir and Eyal (2013) experimentally manipulated how adopting own eyes or observer-like perspectives during retrieval of self-conscious (i.e., guilt, shame) and basic (i.e., anger, sadness) emotions. They found that adopting an observer-like compared to an own eyes perspective decreased the intensity of anger and sadness, but did not affect guilt and shame. Other research, however, has demonstrated that adopting an observer-like perspective can amplify self-conscious emotions in some contexts (e.g., Libby et al., 2011; Valenti et al., 2011; Hung and Mukhopadhyay, 2012; Krishnamoorthy et al., 2021; Moran and Eyal, 2022). For example, Hung and Mukhopadhyay (2012) showed that adopting an observer perspective when visualizing hypothetical events increased the intensity of self-conscious emotions, whereas adopting an own eyes perspective increased the intensity of hedonic based emotions related to the situation itself (e.g., joy, excitement). In fact, prior research indicates that adopting an observer-like perspective requires an additional emotion regulation goal in order to effectively reduce self-conscious emotions (Valenti et al., 2011; Hung and Mukhopadhyay, 2012; Katzir and Eyal, 2013; Powers and LaBar, 2019; Cândea and Szentágotai-Tãtar, 2020). For example, Krishnamoorthy et al. (2021) examined how adopting own eyes or observer-like perspectives when recalling AMs associated with shame influenced the intensity of feelings of shame in individuals who were categorized as high-shame or low-shame prone. They found that adopting an observer-like perspective compared to an own eyes perspective led to higher feelings of shame in the high-shame group, but there were no differences in feelings of shame due to perspective in the low-shame group. However, when the shift in perspective was combined with an emotional regulation goal to decrease emotion (through positive reappraisal), feelings of shame were also reduced in the high-shame group. Downregulating emotional experiences that elicit self-conscious emotions by adopting an observer perspective might be more challenging due to increased attention focused on the self that triggers negative self-evaluations (e.g., “I feel incapable”; Cândea and Szentágotai-Tãtar, 2020) or lead individuals to focus on how other people might think about them (e.g., “I saw she was disappointed in me”; Katzir and Eyal, 2013). Thus, in contrast to basic emotions, adopting an observer-like perspective might be ineffective in dampening self-conscious emotions due to salient negative self-evaluations. Overall, the evidence supports both the self-processes and social-cognitive models, regarding the differential effects of alternative visual perspectives depending on the nature of triggered emotion (e.g., Katzir and Eyal, 2013) and the appraisals that are possibly generated while thinking about the event (e.g., Valenti et al., 2011; Cândea and Szentágotai-Tãtar, 2020; Krishnamoorthy et al., 2021). These findings also raise the question of whether an explicit positive reappraisal is required for visual perspective shifts to serve as an emotion regulation strategy for certain types of events, which is important for understanding the impact of shifting perspective to regulate emotions in mental disorders such as social anxiety (Spurr and Stopa, 2003) and PTSD (McIsaac and Eich, 2004).

Taken together, prior research has not revealed a strong relationship between visual perspective and emotional valence. In contrast, visual perspective does differentially impact self-conscious and basic emotions. The research reviewed here indicates that adopting an observer-like perspective might reduce basic emotions, but amplify self-conscious emotions. Thus, for self-conscious emotions, adopting an observer-like perspective might only be an effective emotional regulation strategy when coupled with an emotional regulation goal. These findings also highlight the importance of isolating self-conscious from basic emotional cues when examining potential differences in the impact of visual perspective on emotional valence during AM retrieval, as blurring these different types of emotional experiences might contribute to inconsistencies in the literature.



Neural mechanisms of shifting visual perspective on emotional intensity

AM retrieval is supported by neural recruitment in brain regions overlapping with the default and frontoparietal networks (Svoboda et al., 2006; Cabeza and St Jacques, 2007; Spreng et al., 2009), including regions in the medial and lateral temporal lobe, posterior parietal cortices, and medial and lateral prefrontal cortex (PFC). Visual perspective during AM retrieval is supported by neural recruitment of the precuneus and angular gyrus (St Jacques, 2022). Virtual lesions to either the precuneus or angular gyrus alter visual perspective during AM retrieval (e.g., Bonnici et al., 2018; Hebscher et al., 2020), and these regions are also recruited when participants are asked to shift from an own eyes to an observer-like visual perspective when compared to maintaining an own eyes perspective (St Jacques et al., 2017, 2018; Faul et al., 2020; Iriye and St Jacques, 2020). Emotional aspects of AM retrieval elicit additional activity in the amygdala (Fink et al., 1996; Markowitsch et al., 2000; Greenberg et al., 2005; Daselaar et al., 2008; Ford and Kensinger, 2019), which through its interactions with the hippocampus contribute to better remembering of emotional experiences (Holland and Kensinger, 2010). Functional neuroimaging studies of emotional regulation research have further revealed that lateral and medial PFC (e.g., Fabiansson et al., 2012; Holland and Kensinger, 2013; Doré et al., 2018; but see Kross et al., 2009), contribute to the down-regulation of emotional responses in the amygdala when regulating emotions during retrieval (Denkova et al., 2013, 2015; for a review see Dolcos et al., 2017). However, some studies have also implicated the role of the precuneus in emotional regulation of AMs (Holland and Kensinger, 2013; St Jacques et al., 2017; also see Dörfel et al., 2014 for non-AM stimuli) and have suggested that altering the visual imagery of AMs can serve to reduce emotional responses during remembering (e.g., Holland and Kensinger, 2010). In their neurocognitive model, Powers and LaBar (2019) proposed that the temporal parietal junction, which encompasses the angular gyrus, might further contribute to emotional regulation as the result of distancing through its role in perspective taking.

Only a handful of studies have directly examined the neural mechanisms by which shifting visual perspective impact emotional aspects of AM (Grol et al., 2017; St Jacques et al., 2017; Doré et al., 2018; also see Eich et al., 2009). In one fMRI study, St Jacques et al. (2017) asked participants to maintain an own eyes perspective or shift to an observer-like perspective during AM retrieval. They found greater neural recruitment in the precuneus, angular gyrus, and lateral PFC when shifting to an observer perspective. Additionally, reductions in emotional intensity ratings as the result of shifting perspective were predicted by neural recruitment of the precuneus, consistent with the suggestion that neural recruitment of visual imagery regions might also contribute to emotional regulation. Similarly, Grol et al. (2017) found greater recruitment of both precuneus and angular gyrus when adopting an observer compared to an own eyes perspective during recall of positive and neutral AMs. There were also no significant differences when shifting perspective in positive or neutral AMs, which dovetails with the behavioral research reviewed above. In another study, Doré et al. (2018) investigated how adopting a particular visual perspective while pursuing an emotion regulation goal impacts neural recruitment during AM retrieval. Participants were asked to retrieve negative AMs by adopting an own eyes perspective (visualizing the event as if they were immersed in it and letting their emotions unfold) or an observer-like perspective (visualizing the event from a distance and an external observer’s perspective focusing on the facts related to the event). They found that relative to an own eyes perspective, retrieving negative AMs from an observer-like perspective was associated with greater neural recruitment in posterior parietal cortices and dorsolateral PFC, coupled with less neural recruitment in both the amygdala and hippocampus. The behavioral findings further revealed that adopting an observer-like perspective reduced both negative affect and vividness, which is consistent with the idea that changes in visual imagery are related to similar changes in emotional experience during AM retrieval.

In sum, shifting to a novel visual perspective is supported by the regions within the posterior parietal cortex, which might impact emotional aspects of AM retrieval by altering visual imagery during remembering (see Figure 2). Additional recruitment of PFC could further contribute to changes in emotional experience when adopting an observer perspective, and, when this shift in perspective is in the pursuit of an emotional regulation goal, dampen emotional responses in the amygdala (Doré et al., 2018). These findings also highlight that AMs can be remembered in multiple ways that serve different adaptive functions (e.g., Sheldon et al., 2019). Shifting to a novel perspective can lead to changes in perceptual aspects of remembering that alter emotion, as well as conceptual aspects of remembering, when the goal is to re-evaluate the emotional outcome of events from this new perspective.
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FIGURE 2
Brain regions that support changes in emotion due to shifting visual perspective during AM retrieval. Precuneus and angular gyrus (blue-colored) support the representation and updating of memories from a particular visual perspective. When emotional regulation goals are present, additional recruitment of dorsolateral prefrontal cortex (DLPFC; green-colored) helps to further and attenuate emotional arousal in the amygdala (red-colored).




Discussion

Visual perspective in AM is closely linked to how people experience the emotional aspects of events during retrieval. Naturally adopting a particular visual perspective or actively shifting perspective influences both subjective and objective measures of emotionality. In particular, prior research shows that observer-like perspectives are frequently associated with a decreased emotional intensity when shifting from an own eyes to an observer-like perspective. However, the impact of shifting on emotionality is unidirectional, with no predicted increase when shifting from an observer-like to an own eyes perspective. Earlier theories proposed that the reduction in emotional intensity due to shifting perspective was linked to meaning-making about the event by reappraising it more objectively in an observer perspective (Libby and Eibach, 2011; Niese et al., 2021) or increasing psychological distance to a higher construal level (Trope and Liberman, 2010) which allows people to analyze their feelings more objectively to regulate their affect (Kross and Ayduk, 2017). While these findings seem to hold for basic emotions, a different pattern of effects is evident for self-conscious emotions, such that observer perspectives do not influence the self-conscious emotions or might even heighten them in some contexts (Sutin and Robins, 2008). Although only a few studies have examined the neural mechanisms by which visual perspective impacts emotional experience during AM remembering, this work demonstrates the involvement of the precuneus and angular gyrus in supporting the reduction in emotional intensity due to shifting from an own eyes to an observer-like perspective. Yet, there are remaining questions regarding the mechanisms by which shifts in visual perspective influence emotional aspects of memories.

Current theories suggest that the changes in emotional experience due to shifting perspective are linked to factors such as self-evaluative processes (Sutin and Robins, 2008), abstract versus concrete thinking while appraising the broader meaning of the event (Libby and Eibach, 2011; Niese et al., 2021), increased psychological distance (Trope and Liberman, 2010), and self-reflective processes (Kross and Ayduk, 2017). These theories have contributed to understanding why shifting visual perspective impacts emotional experiences, particularly when there are explicit emotion regulation goals (e.g., Krishnamoorthy et al., 2021), meaning-making (Valenti et al., 2011), or active consideration of negative self-evaluations (e.g., Hung and Mukhopadhyay, 2012; Cândea and Szentágotai-Tãtar, 2020). However, shifts in perspectives can alter emotional characteristics of events even when emotional AMs were not specifically targeted and there are no specific emotional regulation goals (e.g., Berntsen and Rubin, 2006; Sekiguchi and Nonaka, 2014; St Jacques et al., 2017; King et al., 2022). Moreover, prior theories do not consider episodic memory retrieval processes that might contribute to changes due to visual perspective during remembering. For example, as reviewed above, changes in visual imagery due to shifts in perspectives during retrieval might also contribute to changes in emotional aspects of AMs, but the critical role of visual imagery in AM has largely been neglected by prior theories of visual perspective in memory. Another important aspect of episodic retrieval that might contribute to changes in AM due to visual perspective is retrieval effort. For example, several studies have found that shifting from an own eyes to an observer perspective is more effortful than maintaining an own eyes perspective (St Jacques et al., 2017, 2018; Iriye and St Jacques, 2020). While differences in retrieval effort account might explain reported decreases in memory retrieval, it cannot easily account for increases in memory retrieval due to shifting perspective (e.g., King et al., 2022). Nonetheless, additional research could aim to better control for these differences in retrieval demands when comparing different visual perspective conditions (e.g., Iriye and St Jacques, 2021).

Here, we propose that own eyes and observer-like perspectives represent two distinct retrieval orientations during AM retrieval that bias emotional and other recollective aspects of remembering. Retrieval orientation refers to differences in how retrieval cues are processed and can impact the effectiveness of memory retrieval depending upon whether this processing overlaps with similar processes engaged during memory encoding (Rugg and Wilding, 2000; Herron and Rugg, 2003). Prior research has shown that changes in how retrieval cues are processed can bias neural activity prior to and during episodic memory retrieval (e.g., Herron and Rugg, 2003; Hornberger et al., 2006; Morcom and Rugg, 2012). Recent research has also shown that retrieval orientation can lead to similar biases in AM retrieval by influencing the underlying brain networks that contribute to remembering (Gurguryan and Sheldon, 2019), and has linked these retrieval orientations to different functions of AM remembering (Sheldon et al., 2019). Similarly, adopting an own eyes or observer-like perspective also influence how underlying memory representations are prioritized during AM retrieval. For example, in an fMRI study Iriye and St Jacques (2020) demonstrated that adopting a particular perspective biased pre-retrieval processes that guided how particular AMs were initially constructed and later elaborated upon. Participants were asked to retrieve AMs cued by familiar spatial locations while adopting own eyes and observer-like perspectives. They found that when participants were cued to adopt an observer-like perspective during AM retrieval there was greater functional connectivity between the hippocampus and posterior parietal cortices during a pre-retrieval phase, when participants were asked to search for and select a particular AM. Additionally, adopting an observer-like perspective was also associated with less engagement of the AM retrieval network once a particular memory was recovered and participants were asked to elaborate upon retrieval of the memory in as much details as possible. Thus, adopting a particular perspective influenced pre-retrieval processes and contributed to the effectiveness of memory retrieval (Hebscher et al., 2020). In other words, the impact of adopting a particular visual perspective on memory could be determined starting from the early phases of AM retrieval-even before later retrieval stages in which people would engage in complex self-evaluative or meaning-making processes, as suggested by prior theories.

Considering shifts in visual perspective in the context of retrieval orientation is fruitful for better understanding how it interacts with emotional regulation. For example, active emotional regulation goals might bias how some individuals process retrieval cues in way that prioritizes adopting an own eyes or observer-like perspective during memory recall. This might explain why there is a higher frequency of observer-like perspectives reported in AMs in certain populations, such as post-traumatic stress disorder, who might avoid eliciting strong emotional responses during voluntary retrieval of AMs by emphasizing some features of memories over others (e.g., Berntsen et al., 2003; McIsaac and Eich, 2004). Another aspect of constantly adopting a certain visual perspective (and avoiding the other one) might be linked to implicit emotion regulation in which people modify their emotional experiences unintentionally (Mauss et al., 2007; Koole and Rothermund, 2011). One potential implication is whether the prioritization of an observer-like perspectives for some memories (e.g., traumatic events) could turn into habitual use of an emotional regulation strategy, without exerted control, over time (Gyurak et al., 2011; Braunstein et al., 2017) that leads memory details to be represented less salient in the long term (Koole and Rothermund, 2011). In this case, shifting to a novel visual perspective that is initially avoided might impair the functioning of the implicit emotional regulation and influence how memory details, including emotional aspects, are retrieved. Another critical question is how explicit (i.e., intentional) emotion regulation goals accompanying visual perspective shifts during retrieval might differentially influence the emotional aspects of AMs. Earlier theories have suggested that the time when the explicit emotion regulation goals are activated, following the presentation of an emotional stimulus, determines the effectiveness of the emotion regulation strategy. For example, Sheppes and Meiran (2007) showed that when people were instructed to employ cognitive reappraisal long after they started to watch emotional films, they had difficulty diminishing the negative affect triggered by the stimuli. In contrast, when cognitive reappraisal was initiated shortly after the presentation of emotional stimuli, it was more effective in down-regulating negative affect. Related to this idea, one question is how the temporal sequence of emotion regulation instructions and visual perspective cues could impact emotional experiences. For example, orienting retrieval with a visual perspective cue before setting the emotion regulation goal might help event details to be reconstructed earlier and facilitate the generation of the desired emotional response in contexts where the intentional emotion regulation goal may not be as effective, such as traumatic losses or extremely negative events.

The idea that own eyes and observer-like perspectives reflect different retrieval orientations could also explain reported differences in subjective and objective characteristics of memories due to visual perspective. If we assume that most memories are encoded from an own eyes perspective, then a retrieval orientation matching this viewpoint (i.e., own eyes) should be more effective than one that mismatches (i.e., observer). Prior research has primarily investigated how shifting from a dominant own eyes perspective to a novel observer-like perspective during retrieval influences remembering (e.g., Robinson and Swanson, 1993; Berntsen and Rubin, 2006; Sekiguchi and Nonaka, 2014; Vella and Moulds, 2014; Akhtar et al., 2017; St Jacques et al., 2017; King et al., 2022). Thus, changes in emotional and other recollective aspects due to shifting perspective could be explained by how retrieval orientation processes lead to a mismatch from encoding (Marcotti and St Jacques, 2018). This leads to the novel prediction that shifting from an observer-like to an own eyes perspective would be similarly ineffective in eliciting successful retrieval for memories that were initially encoded from an observer-like perspective, as this scenario would involve a similar mismatch in retrieval orientation and encoding processes. Prior research has further suggested that events involving self-conscious emotions are more likely to be encoded from a natural observer perspective (Nigro and Neisser, 1983; McCarroll, 2017, 2018), which leads to the intriguing possibility that adopting an observer-like perspective during retrieval of these events might better recapitulate the same processes engaged during encoding—thus, explaining why subjective emotionality and other recollective properties in such events may not change unless there is an explicit effort to regulate the experienced emotions. That is, the ineffectiveness of shifting from an observer-like to an own eyes perspective for these events can be relatable to retrieval orientation processes rather than self-evaluations (Sutin and Robins, 2008) or meaning-making (Libby and Eibach, 2011). Importantly, this does not entirely eliminate the idea that a particular visual perspective may cause people to evaluate themselves or appraise the memory content in alternative ways. Instead, our proposed theory suggests that focusing on the changes in basic retrieval processes due to perspective shift would give an essential understanding of why a presented visual perspective cue influences recollection even in the early stages of retrieval. An important step for future research will be to manipulate encoding of memories from an observer-like perspective (e.g., Iriye and St Jacques, 2020) in order to examine how orienting retrieval toward own eyes or observer-like perspectives prioritize different characteristics of memory retrieval. Shifting from a dominant perspective to a novel one, regardless of its direction, would be re-orienting retrieval processes to a viewpoint that does not recapitulate the original one, which biases the way that AMs are retrieved and specifically impacts emotional aspects of memory.

In conclusion, the flexible nature of memory enables people to adopt multiple visual perspectives during retrieval. The studies reviewed here demonstrate that updating the original visual perspective of AMs contributes to the reconstructive nature of retrieval and reshapes the subjective and objective measures of emotionality (St Jacques, 2019, 2022), thereby serving as an effective emotion regulation tactic (Webb et al., 2012; Wallace-Hadrill and Kamboj, 2016; Powers and LaBar, 2019). Here we also propose that own eyes and an observer-like perspectives are two distinct retrieval orientations that bias the way memories are retrieved. According to this theory, changes in the subjective sense of emotionality that emerged from visual perspective manipulation are the consequence of various factors related to both encoding and retrieval.
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Under many conditions, emotional information is processed with priority and it may lead to cognitive conflict when it competes with task-relevant information. Accordingly, being able to ignore emotional information relies on cognitive control. The present perspective offers an integrative account of the mechanism that may underlie emotional conflict resolution in tasks involving response activation. We point to the contribution of emotional arousal and primed approach or avoidance motivation in accounting for emotional conflict resolution. We discuss the role of arousal in individuals with impairments in visceral pathways to the brain due to spinal cord lesions, as it may offer important insights into the “typical” mechanisms of emotional conflict control. We argue that a better understanding of emotional conflict control could be critical for adaptive and flexible behavior and has potential implications for the selection of appropriate therapeutic interventions.
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Introduction

Emotional information poses a challenge to our limited cognitive resources because it prioritizes attention and competes for processing resources, and because to achieve goal directed behavior, it may need to be ignored. Therefore, when emotional information is irrelevant to current goals, conflict arises and how it is resolved depends on different factors. Some factors pertain to the characteristics of the competing stimuli (e.g., low-level perceptual characteristics, perceptual salience, grouping, feature binding, etc.), but others directly tap onto cognitive control (see Pessoa, 2009; Pourtois et al., 2013). Albeit, implicit learning based on immediate (e.g., trial n-1 effects) or recent (e.g., contextual, statistical, and associative learning, etc.) history challenges this dichotomy between bottom-up and top-down factors. Interestingly, under certain conditions, emotional information reduces rather than enhances cognitive conflict.

The present perspective has three objectives: (i) to offer an integrative account of emotional conflict resolution; (ii) to define the contribution of emotional arousal and approach or avoidance motivation in accounting for conflict resolution; and (iii) to explore some of these mechanisms in patients with spinal cord lesion (SCI). We argue that a better understanding of the mechanisms underlying emotional conflict resolution could be critical for adaptive and flexible behavior and has potential implications for the selection of appropriate therapeutic interventions.



Experimental task of emotional conflict

Research has typically used tasks that entail presenting task-relevant and task-irrelevant information either concurrently as two dimensions of the same stimulus (i.e., emotional variant of the Stroop task, Stroop, 1935), as two competing stimuli assembled as a compound (e.g., Word-Face Interference, Stenberg et al., 1998), or as two or more spatially separated stimuli (e.g., Flanker task, Eriksen and Eriksen, 1974).1 In the emotional variant of the Stroop task, a stimulus varies on two dimensions, one emotional and the other perceptual (e.g., emotional words written in different ink color), and participants respond based on the non-emotional, perceptual feature. In the emotional Word-face interference task, two stimuli (e.g., a word and a face) are presented superimposed onto the other (compound stimulus) one being the target and the other the distractor, whereas in the emotional Flanker task, target and distractor are presented next to each other.

Except for the emotional variant of the Stroop task and for some variants of the Flanker task, target and distractor can be affectively congruent (e.g., positive word and positive face) or incongruent (e.g., positive word and negative face). When a control condition is used, it entails presenting neutral in addition to the emotional distractors. Regardless of the specific task performed, emotional conflict is greater when the to-be attended and the to-be ignored stimuli (i.e., distractors) are affectively incongruent than when they are congruent or neutral. Importantly, emotional distractors yield a larger incongruence effect (i.e., interference) and greater performance impairment (i.e., slower responses and lower accuracy), compared to neutral distractors (e.g., Stenberg et al., 1998; Pecchinenda and Heil, 2007; Zhu et al., 2010; Strand et al., 2013; Pecchinenda et al., 2015; Ma et al., 2016; Petrucci and Pecchinenda, 2017; Viviani et al., 2021), independently of whether emotion is task relevant. Depending on the specific methodology used, this effect can stem from different underlying mechanisms, but response interference is always involved (Musch and Klauer, 2003). Importantly, in recent years, there has been evidence that emotional stimuli, rather than engendering greater interference, facilitate conflict resolution as there are faster and/or more accurate responses in the incongruent condition (for recent reviews, see Zinchenko et al., 2020). However, this finding is not homogenous probably due to differences in the methodologies used. This has focused the discussion on the factors affecting this effect and whether conflict resolution relies on phasic or tonic effects of emotion (Zinchenko et al., 2020). A recent review of available studies has concluded that evidence is so far inconclusive (Dignath et al., 2020). Moreover, that emotion facilitates conflict resolution has sometimes been attributed to the effect of arousal (Zeng et al., 2017; Landman and van Steenbergen, 2020). Taken together, this evidence points to the possible contribution of different underlying mechanisms to the effect of emotion on conflict resolution.



Theoretical account of emotional conflict resolution

There are three major accounts for the mechanism responsible for emotion conflict resolution: Dual-process theory, Dual-competition framework, Arousal-biased competition model:

All three views received empirical support, suggesting that the emotional conflict resolution relies, in fact, on multiple factors. We combined this information to assess the role of emotional arousal and motivation in conflict resolution and whether they can operate independently or simultaneously.


Dual-process theory: Reactive and proactive control

For the dual-process theory (Botvinick et al., 2001), there are two modes of cognitive control (or combinations of the two): reactive control, involved for instance in conflict adaptation, in which repetition of an incongruent trial increases cognitive control on the next trial, and proactive control, involved in anticipation of task demands. When applied to emotional conflict resolution (Botvinick, 2007), the account entails that as conflict yields negative affect, it increases reactive control and reduces emotional conflict. Therefore, especially in tasks relying on conflict adaptation and on trial-by-trial cognitive control requiring response inhibition, that negative stimuli facilitate emotional conflict resolution has been attributed to the emotional congruence between negative stimuli and the affect elicited by the conflict (Botvinick, 2007). However, in a recent review, Dignath et al. (2020) concluded that empirical support for the affective-signaling hypothesis is limited. Most importantly, this account would not explain that positive emotion facilitates emotional conflict resolution.



Dual-competition framework

The dual-competition framework (Pessoa, 2009) proposes that the emotional and motivational salience of stimuli affects competition at both perceptual and executive levels (e.g., inhibition, shifting, and updating). Accordingly, emotional stimuli not only prioritize attention but also engage cognitive control, depending on whether they are relevant for the task at hand. When emotional stimuli are task-irrelevant, it is the level/intensity of threat or reward that affects whether they will engage cognitive control resources. This is achieved through connections between the amygdala, the anterior cingulate cortex, the striatum, and the dorsolateral prefrontal cortex. Importantly, the modulation of cognitive control would also affect visual processing. Therefore, emotion and motivation can impair or improve conflict resolution depending on interactive factors, albeit high intensity stimuli, including stimuli with high emotional arousal, divert cognitive resources from other mechanisms and impair performance. This account would not explain that high arousal, task irrelevant stimuli facilitate emotional conflict resolution.



Arousal-biased competition model

The specific role of emotional arousal is the key aspect of the arousal-biased competition model (e.g., Knight and Mather, 2009), which accounts not only for emotion impairing but also for emotion enhancing cognitive control. Accordingly, depending on stimulus salience, emotional arousal amplifies the competition between stimuli to gain access to cognitive resources. Therefore, emotional arousal can enhance processing of goal-relevant or salient stimuli and impair processing of goal-irrelevant or less salient stimuli.




Toward an integrated approach: Mechanisms of cognitive control and emotion regulation in emotional conflict resolution

Here, we argue for an integrated approach that considers the role of different factors on emotion conflict resolution, including emotional arousal and motivation. There is a long tradition of linking arousal to cognitive control. However, although cognitive control can be affected by arousal (see Porges, 2001), the direction of the effect and the underlying mechanisms are not well understood. For instance, increased arousal due to parasympathetic withdrawal and increased sympathetic activity has been linked to cognitive resources mobilization and better cognitive control. It has also been suggested that the arousal value of a stimulus, but not its valence, signals the urgency of processing and leads to motor preparation. Therefore, emotional arousal would facilitate processing of emotional stimuli, yielding faster responses (Robinson, 1998). It follows that if increased arousal due to parasympathetic withdrawal speeds up responses, then it may facilitate emotional conflict resolution by attenuating the slowing down due to response interference effect in tasks relying on response activation.

Importantly, the opposite relation between arousal and cognitive control has also been reported. Indeed, the neurovisceral integration model (Thayer et al., 2009) proposes that greater parasympathetic control of cardiac arousal is associated with better cognitive control as it reflects greater involvement of the prefrontal cortex, cingulate cortex, the medial prefrontal cortex, insula and of brain stem structures that regulate arousal (Thayer et al., 2012) and are involved in emotion regulation. It follows that higher resting values of heart rate variability (HRV) – an indicator of parasympathetic control over the heart – are linked to better cognitive control. Although this relationship has been predicted for tonic arousal, there is evidence that internal signals of moment by moment changes in arousal affect brain processing and cognitive control. For instance, Valt and Stürmer (2021) showed that enhanced phasic physiological arousal is evoked not only by incorrect responses but also by correct responses and this phasic arousal guides optimal performance on a trial by trail basis during cognitive tasks. Importantly, the effects of these internal signals seem to be independent of valence (see also the reinforcement-learning model of Holroyd and Coles, 2002 for the role of dopaminergic signals to the anterior cingulate cortex depending on performance).

We propose to re-conceptualize the effect of emotion on conflict resolution in terms of mechanisms of implicit cognitive control and emotion regulation linked to arousal. Not only cognitive control is enhanced by efficient emotion regulation (Teper et al., 2013) but emotional conflict resolution may call upon the same processes and mechanisms. These interactive effects would not be surprising considering that emotion regulation (e.g., attentional deployment, distraction, and selection all rely on attention, Gross and Thompson, 2007) and cognitive control rely on shared neural circuits (e.g., Phan and Sripada, 2013). In this case, emotional arousal alone would facilitate conflict resolution by enhancing cognitive monitoring and attentional resources allocation (see also Ahumada-Méndez et al., 2022). Depending on whether the to-be attended and the to-be ignored emotional information belong to the same (e.g., allowing for perceptual grouping) or different stimuli, emotion regulation strategy may rely on selectively attending to one aspect of the stimulus over another, shifting attention away from one stimulus toward another, inhibiting the activated responses, or combinations of different strategies.2 In contrast, when the to-be ignored and to-be attended emotional stimuli co-occur, emotional conflict resolution may be achieved by means of response-focused regulatory strategies (i.e., response inhibition). However, the success of response inhibition may depend not only on the elicited emotional intensity/arousal, but also on the activated motivational tendency, such that it may be more difficult to inhibit an activated approach response compared to when avoidance is primed, especially when emotional arousal is high, and emotion is task-relevant.

In the next section we discuss the role of internal signals and phasic arousal generated during emotional conflict in patients with SCI.



Emotional and cognitive consequences of autonomic dysregulation after spinal cord injury

That emotion regulation may rely on tonic or on moment-by-moment physiological arousal via interoceptive pathways (Thayer and Lane, 2000; Porges, 2001), and that interoceptive feedback may also intrinsically influence emotion regulation processes, by acting at the autonomic level (Damasio and Carvalho, 2013). Of interest here is whether emotion regulation may be attenuated when the autonomic flow of information between the brain and body is permanently disrupted. As the primary relay center of neural transmission, a SCI interrupts the communication of the afferent and efferent systems between the brain and the rest of the body (Leemhuis et al., 2019, 2022), via the spinal projections (Bican et al., 2013; Rupp, 2020). The axotomy after SCI has thus implications for the motor, sensory, autonomic physiology of the cortical and corticospinal network (Nagendran et al., 2017; Michael et al., 2019; Benedetti et al., 2022). Accordingly, patients with SCI represent an ideal model for studying the role of physiological arousal in resolving emotional conflict, given their distinct pathophysiological autonomic profile.

More specifically, higher SCI [at or above the 6th thoracic segment (≥ T6)] due to disruption of sympathetic nervous system pathways (Krassioukov, 2009; Craig et al., 2018), result in an imbalance of sympathetic and parasympathetic activity (Teasell et al., 2000). The loss of supraspinal sympathetic nervous system input following high-level SCI leads to systemic hypotension and episodes of uncontrolled hypertension (Krassioukov, 2009) with an impaired hemodynamic balance which is negatively affected by postural stress (Teasell et al., 2000). Individuals with SCI ≥ T6 may be at higher risk than those with lower lesions to develop autonomic alterations, including heart rate, blood pressure, skin temperature, gut motility, respiration, and piloerection, that are critical for neurophysiological regulation of emotional responses (Nicotra et al., 2006; Migliorini et al., 2009; Mather and Thayer, 2018).


The loss of physiological arousal and its effects on emotion and cognition after spinal cord lesion

Several available SCI evidence suggests that emotional experience is markedly reduced in comparison to pre-injury SCI (Hohmann, 1966; Lowe and Carroll, 1985; Chwalisz et al., 1988). It has been reported that individuals with complete cervical SCI have difficulties in recognizing fear- and anger-inducing scenes (Pistoia et al., 2015), and report less anxiety and less intense emotions compared to healthy individuals (Montoya and Schandry, 1994). The intensity of emotional responses is associated with decreased cardiac awareness in patients with complete SCI between C5 and T4, which highlights the importance of interoceptive feedback for emotional experience, especially in complete higher SCI (Montoya and Schandry, 1994). When they are exposed to arousing slides of sexual content, individuals with higher lesions express less intense feelings of arousal than individuals with lower lesions (Jasnos and Hakmiller, 1975). Also, expressed arousal in situation of high and low emotional relevance is similar in individuals with cervical lesions but differs in those with thoracic and lumbar lesions (Jasnos and Hakmiller, 1975). Autonomic arousal feedback may also play some role in the cognitive impairment that occurs in 60% of younger and older individuals with SCI, with deficits documented in attention, concentration, abstract reasoning, and processing speed (Davidoff et al., 1985, 1990; Roth et al., 1989; Dowler et al., 1995, 1997; Jegede et al., 2010; Chiaravalloti et al., 2020). Existing studies suggest that in the absence of brain damage, physiological variables are among the factors that more impact at least one cognitive domain after SCI (Sachdeva et al., 2018; Wecht et al., 2018; Nightingale et al., 2020). Lowered HRV and systolic blood pressure are two of the most important factors explaining the link between autonomic cardiovascular dysfunctions and cognitive response in SCI (Wecht et al., 2018; Sachdeva et al., 2018; Nightingale et al., 2020). People with high-level SCI (≥ T6) perform worse cognitively because of unstable cardiovascular activity (Wecht et al., 2018; Nightingale et al., 2020) and poor emotional and stress control (Varas-Díaz et al., 2017) during cognitive performance (Wecht et al., 2018). These changes are primarily seen when evaluating information processing speed, sustained attention, and executive function (Jegede et al., 2010; Wecht et al., 2018; Nightingale et al., 2020). More specifically, the unstable fluctuations in systemic blood pressure are relevant for the impairment of attention and processing speed in people with SCI ≥ T6 (Nightingale et al., 2020). Additionally, the hypotensive SCI group is more impaired in memory and attention compared to the normotensive group (Jegede et al., 2010). Therefore, chronic adrenergic denervation among SCI ≥ T6 can have significantly reduced the effect of emotional valence and arousal on long-term memory (Cahill et al., 1994; Reist et al., 2001; van Stegeren et al., 2002). Indeed, online tracking of transient episodes of hypotension and hypertension during cognitive performance found that a patient with non-traumatic cervical SCI showed a rapid drop in blood pressure as well as decreased cardiovascular parameters, which were associated with a decreased response rate and an increase in the number of incorrect answers on an arithmetic test (Kjaerup et al., 2021). Together, these investigations point to an autonomic mechanism that is unable to support patients with severe SCI injuries during simple or more challenging cognitive tasks. The implication being that internal signals based on moment-to-moment arousal changes are compromised in patients with SCI caused by high lesions but not in patients with SCI caused by low lesions. Concerning the role of avoidance and approach motivation in contributing to emotional conflict resolution, this also may be compromised in individuals with SCI, who find it difficult to recognize primary physiological needs (Lucci and Pazzaglia, 2015), exhibit low interoceptive sensitivity and feel a greater sense of detachment from their internal sensations (Lenggenhager et al., 2012; Salvioli et al., 2012). In the next section, we propose that the two types of SCI lesions (high vs. low) may differently affect emotional conflict resolution due to the involvement of physiological arousal alterations.



A pathophysiological autonomic spinal cord lesion profile for understanding the role of arousal and motivation in resolving emotional conflict

It has been assumed that normal psychological coping responses to tragedy and loss, adequately explain the cognitive and emotional alterations observed after SCI (Grassman et al., 2012, Klyce et al., 2015; Jenkins and Cosco, 2021).

However, there has not been any debate in the scientific literature regarding how physiological changes following the lesion may, at least partially, influence emotional/cognitive conflict in SCI (Hohmann, 1966; Jasnos and Hakmiller, 1975; Montoya and Schandry, 1994; Cobos et al., 2004).

In this perspective, we have highlighted that, changes in emotional and cognitive abilities differ with the degree and level of SCI lesion; it is generally greater as the injury progresses up the spinal cord, and it is more pronounced in patients with complete injuries. Although autonomic alterations and body dysregulation widely contribute to cognitive dysfunction after SCI (Hou and Rabchevsky, 2014; Sachdeva et al., 2018), there are relatively few studies that have differentiated the specific pathophysiological profiles of patients with SCI (Pazzaglia et al., 2018).

We hypothesized that, beyond the negative psychological reaction to injury and individual resilience, there could be a trend toward specific neurocognitive and emotional behavioral variations among patients with SCI and that these might be connected to the anatomic level of cord injury. However, no studies have directly investigated the effects of autonomic reactivity induced by the severity of lesion on cognitive and emotional functions. We briefly documented a number of empirical evidences highlighting the role played by the level of the SCI in cognitive and emotional processing. In paragraph 5.1 we discussed cognitive changes of patients SCI ≥ T6 on tasks indirectly relying on processing speed (e.g., Dowler et al., 1995), response inhibition and sustained attention when feedback is provided (Davidoff et al., 1985). These findings suggest that phasic physiological arousal evoked on a trial by trial basis during cognitive tasks – e.g., by response feedback (Valt and Stürmer, 2021) – cannot guide optimal performance. We pose that arousal and motivation play an important role in resolving emotional conflict in SCI. However, this has not yet been explicitly tested. We suggest that, well defined cognitive tasks on the effect of arousal and motivation on emotion conflict resolution should be used in patients with SCI. Future studies investigating to what extent sympathetic dysregulation in individuals with SCI performing different tasks (Flanker, Stroop, and Word-Face Interference task) can contribute to clarify the role of arousal and motivation in resolving emotional conflict and, to what extent it is affected by autonomic dysregulation rather than by sensory and motor deafferentation. To contribute substantially to disentangling the role of arousal and motivation in emotional conflict resolution, the studies should include: (1) accurate comparison of homogeneous samples of patients with complete, chronic, and SCI ≥ T6 lesions compared to lower lesions; and (2) trial by trial analyses (i.e., n-1 trial effects) synchronized with HRV of patients should be tested. HRV is currently used only occasionally in experiments that are designed to assess cognitive and emotional functioning of patients with SCI but no research has yet verified its validity to assess the role of arousal states. We suggest HRV monitoring, as it reflects the state of autonomic nerve system, and may be considered a promising early biomarker of cognitive and emotional impairment in populations with SCI. If the altered cognitive-emotional processes of individuals with SCI stem from impaired implicit biases due to physiological arousal and activation of motivational tendencies, this poses a serious challenge not merely in the rehabilitation phase (Leemhuis et al., 2021). Disentangling the different factors affecting emotion and cognitive functions in SCI, including the physiological changes brought on by the lesion, will make obvious differences to treatment (Klyce et al., 2015), re-employment, and reintegration into society (Scivoletto et al., 2019).




Conclusion

The present perspective offers an integrative account of the mechanisms that may underlie the resolution of emotional conflicts in tasks involving response activation, highlighting the contribution of emotional arousal and primed approach/avoidance. Direct evidence on the contribution of emotional arousal to cognitive control may come from SCI studies, providing the simplest conceivable test for the hypothesis that arousal biases emotional and cognitive control. In fact, if arousal, together with approach and avoidance tendencies, affect emotional conflict resolution, then an effect of SCI lesion level might be predicted.
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Footnotes

1     The description is for the visual modality but the logic can be applied to target and distractors presented in auditory and visual modalities.

2     Under some conditions, when the Flanker task entails perceptual load, emotional conflict resolution may result from high perceptual load (see Lavie, 2005).
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The present study explored whether authentic pride (AP) and hubristic pride (HP) were differently associated with cognitive reappraisal strategy. In study 1, undergraduates (n = 235) completed a battery of self-report questionnaires, including the Authentic and Hubristic Pride-Proneness Scale (AHPPS), Emotion Regulation Questionnaire (ERQ), and emotion regulation questionnaire (ERP-R). The results showed that AP significantly predicted successful down-regulation of negative emotions via a spontaneous cognitive reappraisal strategy. However, hubristic pride (HP) was negatively associated with spontaneous cognitive reappraisal. In study 2, participants with trait AP (n = 31) and trait HP (n = 29) undergoing continuous electroencephalogram (EEG) recording were required to reinterpret emotional pictures to down-regulate/up-regulate their negative/positive emotional reactions. The results showed that individuals with AP reported lower levels of emotional arousal and lower amplitudes of late positive potentials (LPPs) than did individuals with HP in response to negative pictures during the down-regulation of negative emotions, but not during passive viewing or up-regulation of positive emotions. Across two studies, these findings showed that individuals with AP could utilize the cognitive reappraisal strategy (spontaneously in daily life and under experimental instructions) to down-regulate negative emotions more successfully relative to individuals with HP.
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authentic pride, hubristic pride, cognitive reappraisal strategy, down-regulation of negative emotions, event-related potentials


Introduction

Pride is a type of positive emotion, and the feeling of pride is related to one’s own accomplishments (Tracy and Robins, 2007a,2014). As a self-conscious emotion related to humans’ social status and group acceptance (Shariff and Tracy, 2009), pride plays a critical role in many domains of human behavior or psychological functioning (e.g., Oveis et al., 2010; Shimoni et al., 2016). Researchers have distinguished pride into two different facets: authentic pride (AP) and hubristic pride (HP) (Tracy and Robins, 2007b,2014). According to past research, AP is related to genuine feelings of self-worth, and occurs when one attributes success to internal, unstable, and controllable reasons, while HP is associated with self-aggrandizing motives and occurs when an individual attributes success to internal, stable, and uncontrollable reasons (Tracy and Robins, 2007b; Tracy et al., 2009). Thus, there might be two kinds of individuals: one more likely to experience AP and the other more likely to experience HP. Researchers have found that different types of pride have been linked to various highly divergent outcomes. AP is more likely to be associated with positive behaviors such as self-control, perseverance, agreeableness, conscientiousness, achievement-oriented behaviors, more effective leadership behaviors, helping behavior, and moral behavior, and learning new information and it might contribute to an individual’s well-being (Tracy and Robins, 2007b; Tracy et al., 2009; Carver et al., 2010; Krettenauer and Casey, 2015; Brosi et al., 2016; Van Doren et al., 2019; Yeung and Shen, 2019; Mercadante et al., 2021). However, HP is more likely to be related to maladaptive outcomes, such as aggressive, abusive, and antisocial behaviors, interpersonal conflict, poorer mental health states, and antisocial and dishonest means to achieving high status (McGregor et al., 2005; Carver et al., 2010; Cheng et al., 2010; Orth et al., 2010; Wubben et al., 2012; Yeung and Shen, 2019; Mercadante et al., 2021). Although important strides in understanding the distinct effects of these two facets of pride have been made, comparatively little work has been done to examine the unexplored question of whether authentic and hubristic pride would influence the effectiveness of emotion regulation differently.

Emotion regulation refers to the attempts to influence one’s own emotions (McRae and Gross, 2020) and has been considered essential for an individual’s mental health (Berking and Wupperman, 2012; Desrosiers et al., 2013; Henry et al., 2016), successful social interactions, and well-being (Haga et al., 2009; McRae et al., 2012). Cognitive reappraisal and expressive suppression are two strategies representative of emotion regulation (Gross, 2002; Goldin et al., 2008; Kalokerinos et al., 2015; Pan et al., 2019). Cognitive reappraisal is an example of an antecedent-focused strategy that aims to reinterpret the meaning or self-relevance of a situation or emotional event to alter an emotional response (Gross and John, 2003; Morris et al., 2014). Expressive suppression refers to inhibiting emotional-related behaviors (e.g., making facial expressions) associated with an emotional response and is a type of response-focused strategy (Gross, 1998). Though both strategies can reduce negative emotional responses, cognitive reappraisal has been found to be positively related to subjective well-being, mental health, and lower self-reported stress-related symptoms (e.g., Moore et al., 2008; Sai et al., 2016; Brockman et al., 2017). In contrast, expressive suppression is more frequently used in individuals with high trait anxiety, posttraumatic stress disorder, or attachment anxiety (Sippel et al., 2016; Pan et al., 2019; Girme et al., 2021).

Two distinct facets of pride (AP vs. HP) are characterized by distinct ways of attributing cause to someone’s success (Tracy and Robins, 2007b; Tracy and Prehn, 2012). “Authentic Pride” has been characterized as attributing success to one’s temporary effort, whereas “Hubristic Pride” is characterized as attributing success to one’s stable, uncontrollable, innate ability. Therefore, that individuals with two facets of pride might show distinct behavioral reactions to failure or distinct interpretable styles of negative emotional responses (Brooks et al., 2019; Mercadante et al., 2021). Individuals with trait AP were more likely to reinterpret the reason for failure as a more unstable, controllable cause (temporary effort) and to adopt a positive attitude in the face of failure. For example, individuals with AP might interpret that every failure is an opportunity to learn how to better reach one’s goals and that negative emotional responses can be changed with efforts. In contrast, individuals with HP are more likely to view the failure as a threat to their self-appraisal of having high ability, resulting in maladaptive emotional regulation (Carver et al., 2010). Furthermore, individuals with HP are more likely to experience fear of negative evaluation from others after failure; they may consider negative emotion responses as uncontrollable and difficult to change. A recent study showed that individuals with HP might use the antisocial behavior of dishonesty to gain status when faced with a status threat (Mercadante and Tracy, 2022). Researchers assumed that hubristically proud individuals exaggerated their performance in their competence to gain higher social status than they actually deserve, and they might carry out some tactical behaviors to avoid to feel inferior to others (Stanger et al., 2021; Mercadante and Tracy, 2022). For these reasons, we speculate that individuals with trait HP tend to expressive their positive emotions exaggeratedly and to suppress their negative emotional reactions or negative emotional behaviors to avoid being judged negatively or being despised by others, and then to attain higher social status.

Authentic pride is associated with high intrinsic motivation, self-control, creativity, and the ability to delay gratification, all of which facilitate learning new information (Damian and Robins, 2013; Ho et al., 2016). In contrast, HP is associated with a pattern of traits that are opposite to those associated with AP (Mercadante et al., 2021). Relative to expressive suppression, cognitive reappraisal is more reliant on creativity and the ability to learn new information, both of which are necessary to flexibly reinterpret negative events and down-regulate negative emotions when successfully using this strategy. Therefore, we speculated that individuals with trait AP were more likely to use the cognitive reappraisal strategy to regulate their negative emotions effectively.


The present study

Taken together, the present research aimed to investigate whether these two forms of pride are differently associated with emotion regulation strategies across two studies. In study 1, we examined whether these two forms of pride are differently related to the self-reported use of emotion regulation strategies (cognitive reappraisal vs. expressive suppression) in everyday life. We hypothesized that individuals with AP would endorse greater habitual use of cognitive reappraisal to down-regulate negative emotional reactions in daily life compared to those with HP; however, HP was expected to be related to greater habitual use of expressive suppression.

Considering the temporal features of emotion regulation, the excellent temporal resolution associated with the event-related potentials (ERPs) technique makes it advantageous for exploring the dynamic time course of emotion regulation. The late positive potential (LPP) is a positive-going deflection in the ERP waveform that begins approximately 300 ms after stimulus onset and lasting for as long as 5 s during the stimulus presentation with maximal magnitude typically at the central-parietal region (Zhang et al., 2019). Previous studies have shown that the late positive potential (LPP) response to emotional stimuli is larger than that to neutral ones (Hajcak and Olvet, 2008; Hajcak et al., 2010; Hartigan and Richards, 2017), and the LPP appears to be sensitive primarily to arousal level rather than valence (Hajcak and Foti, 2020). Because of its sustained duration and its sensitivity to the affective properties of pictorial stimuli, the LPP is particularly well-suited to be a good candidate for studies exploring the electrophysiological correlates of emotion regulation by means of cognitive reappraisal manipulation and has featured most prominently in this work (Krompinger et al., 2008; Cao et al., 2020; Xiao et al., 2021; MacNamara et al., 2022). Specifically, there is evidence showed that cognitive reappraisal strategy could effectively reduce the LPP and subjective ratings of unpleasantness and arousal elicited by negative pictures (Moser et al., 2006; Foti and Hajcak, 2008; Dennis and Hajcak, 2009). Furthermore, the amplitude of the LPP was lower when participants reappraised negative pictures than when they passively viewed negative pictures (Moser et al., 2010; Parvaz et al., 2012). The decrease in LPP amplitude during cognitive reappraisal was associated with a decrease in self-reported negative emotion (Hajcak and Nieuwenhuis, 2006). The reappraisal-related modulation of the LPP has also been replicated in older adults (Meynadasy et al., 2022), and in 5–9 year old children (Myruski and Dennis-Tiwary, 2021). The LPP has also been used to investigate the lasting effects of reappraisal (Bautista et al., 2022). Consequently, the change in LPP amplitude can be considered as an important neurological indicator of online reappraisal facility (Kinney et al., 2019).

To our knowledge, very few studies have explored the temporal neural processing of AP and HP during experimental emotion regulation tasks. Therefore, we used ERPs in study 2 to investigate the neural correlates of emotion regulation in individuals with authentic and hubristic pride. Participants were instructed to passively view emotional pictures, reappraise negative pictures to reduce negative emotion (down-regulation), or reinterpret positive pictures to increase positive emotion (up-regulation). ERPs and self-reported measures of emotional reactions were recorded. We focused on LPP as the neurologic index of successful emotion regulation. We hypothesized that individuals with AP reported lower emotional intensity to negative pictures during reappraisal relative to those with HP.

Although using self-report measures is a traditional method to study emotion regulation or emotional response, neural markers may provide more direct access to emotional arousal, and its regulation, while avoiding many of the potential pitfalls. Thus, it may be that both the ERP and self-report data are providing accurate information about emotion regulation (Hampton et al., 2021). Above all, by using both self-report (study 1, affective behavioral response) and electrophysiological measures (study 2, affective neural responses) to collect various indicator of emotion regulation and to evaluate the effectiveness of emotion regulation more objectively, the present study explore whether individuals with AP could use cognitive appraisal strategy to down-regulate their negative emotions more effectively relative to individuals with HP.




Study 1


Materials and methods


Participants

We conducted an a priori power analysis using G*Power, 3.1 (Faul et al., 2007) for multiple linear regression. The effect size was set to detect a small effect (f = 0.15), with a statistical power of 0.95 and a significance level of 0.01 to estimate the sample size. According to the power analysis, we needed a minimum of 169 participants. Two hundred and fifty-six college students were recruited through an online portal for undergraduates seeking to participate in the present study. After elimination of 21 randomly responding participants, 235 participants remained in the final sample (186 female, 49 male). The mean age of those in the sample was 21.68 years (SD = 3.34). The present study was approved by the local research ethics committee (HR 282-2019). All participants signed an informed consent form.



Measures


Authentic and hubristic pride-proneness scale

Trait pride was assessed with the 14-item AHPPS (Tracy and Robins, 2007b), including 7 items to assess trait AP and 7 items to assess trait HP. Participants were asked to rate these items on a 7-point Likert-type scale ranging from 1 (not at all) to 7 (very much). Consistent with previous studies (Carver et al., 2010; Cheng et al., 2010; Damian and Robins, 2013), the AHPPS in this study demonstrated high internal reliability for AP (α = 0.87) and HP (α = 0.90). Participants were required to indicate to what extent the currently (or generally) feel in certain ways for the measurement of AP and HP. AP was measured by the extent the participants indicated they felt accomplished/achieving/confident/fulfilled/productive/self-worth/successful. HP was measured by the extent they felt smug/arrogant/conceited/stuck-up/egotistical/pompous/snobbish. We computed a total score such that high scores correspond to greater tendency toward AP or HP.



Effectiveness of negative emotion regulation

The use of specific strategies for regulating negative emotion was measured with the Emotion Regulation Profile-Revised (ERP-R; Nelis et al., 2011). The ERP-R was used to measure participants’ most likely response(s) to nine negative vignettes that describe negative situations eliciting negative emotions (i.e., anger, sadness, fear, shame, guilt, and jealousy). Following the methods of Ortner et al. (2018), for each negative vignette, we asked participants to identify which emotion regulation strategies they might use. The strategies included four adaptive strategies: situation modification (e.g., getting help from a friend to prepare for a presentation), attention reorientation (e.g., thinking about a happy memory), positive reappraisal (e.g., looking for the positive in a situation), and emotion expression (e.g., sharing emotions); and four maladaptive strategies: learned helplessness (e.g., doing nothing to improve a situation), rumination (e.g., focusing on negative thoughts), substance abuse (e.g., using alcohol or smoke to escape a situation), and acting out (e.g., yelling when angry). Participants were required to selected as many strategies as they wished for each scenario. And participants also indicated how effective they thought after they chose these emotion regulation strategies at a general level with their responses to the question, “How much better or worse have efforts to change your thoughts or feelings made you feel?” on a 1 (much worse) to 5 (much better) scale.

Similar to previous study (Ortner et al., 2018), each adaptive strategy chosen was coded with +1 point and each maladaptive strategy chosen was credited −1 point. The total score was calculated by summing the scores for each emotion regulation strategy (computed by summing the adaptive and maladaptive points for negative scenarios) and the score of self-rated strategy effectiveness, and this calculation yielded the total score of down-regulation of negative emotions, with higher scores reflecting higher abilities of emotion regulation of negative emotion. The Cronbach’s alpha for the ERP-R in this sample was 0.78, indicating acceptable internal consistency.



Emotion regulation questionnaire

The ERQ consists of 10 items to assess two specific strategies of emotion regulation: cognitive reappraisal (6 items) and expressive suppression (4 items), using a 7-point Likert-type scale from 1 (strongly disagree) to 7 (strongly agree) (Gross and John, 2003). An example of a cognitive reappraisal item is “When I want to feel more positive emotion or less negative emotion, I change the way I think about the situation.” An example of an expressive suppression item is “I did not express my emotions to control them.” Scores for each scale were calculated by taking the sum of the scores for each item in that scale. High scores on each subscale indicate higher levels of the cognitive reappraisal trait or expressive suppression trait, respectively. In the current sample, the values for Cronbach’s α were acceptable for expressive suppression (α = 0.80) and good for cognitive reappraisal (α = 0.84).




Statistical analysis

Missing data analysis showed that the percentage of missing data was low (<5%) and, thus, we used a complete case analysis. Means, standard deviations, and correlations were analyzed prior to running the mediation analysis. Pearson correlation coefficient was used to examine the correlations between the study variables. Table 1 shows the results of descriptive statistics and bivariate correlation.


TABLE 1    Descriptive statistics and correlations among variables.

[image: Table 1]

The SPSS PROCESS macro developed by Hayes was used to conducted serial mediation analysis (Hayes, 2018). The bootstrapping method with 2,000 resamples of the data was used to test the robustness of mediating effects, with a 95% CI did not contain zero indicating a significant effect (Hayes, 2018). First, the preliminary model (using model 4) was established to initially estimate the association between two facets of pride and the ability of down-regulation of negative emotions, which was meditated by “cognitive appraisal” or “expressive suppression.” Then, we examined whether two kinds of emotion regulation strategies mediated the relation between two faces of pride and the ability of down-regulation of negative emotions, AP and HP were two predictors, the score of down-regulation of negative emotions was outcome (using model 4). In addition, we also tested alternative mediation model, whether the mediating effects of two specific regulation strategies (cognitive reappraisal, expressive suppression) on down-regulation of negative emotions through two facets of pride (using model 4). Sex and age were adjusted in the model.




Results


Bivariate correlations

We calculated Bivariate Pearson’s r correlations for the all variables included in the study: AP, HP, cognitive reappraisal, expressive suppression, and down-regulation of negative emotions. Descriptive statistics and bivariate correlations are shown in Table 1. As expected, a significant positive correlation was found between AP and cognitive reappraisal (r = 0.43, p < 0.01). AP was also positively and significantly related to down-regulation of negative emotions (r = 0.30, p < 0.01). However, HP was positively related to expressive suppression (r = 0.14, p < 0.05) but was not significantly related to cognitive reappraisal and down-regulate of negative emotions.



Mediation analyses

To test whether the effects of two facets of pride (AP vs. HP) on the ability to regulate negative emotions were mediated by two specific emotional regulation strategies, a multiple mediation model was analyzed with the approach of structural equation modeling (SEM) using SPSS AMOS version 20.0 software. Bootstrapping analysis was used to randomly construct 2,000 samples and conduct parameter estimation. The possible mediation models were tested via one separate path analysis in SPSS AMOS software and we only reported the significant indirect or mediational effects in the structural model. According to this contemporary approach, if the 95% bootstrapping confidence intervals from bootstrap samples do not include zero, the mediational model is supported and there is no need to conduct other analyses (Preacher and Hayes, 2004; Hayes, 2009).

Model fit indices included chi-square (χ2), comparative fit indices (CFI), standardized root mean residual (SRMR), and the root-mean-square error of approximation (RMSEA) and its 90% CI. We used an RMSEA value of ≤0.05, a CFI value ≥ 0.95 as 90% confidence interval (CI) upper limit < 0.095 as indications of good fit (Bentler, 2007). Consisted with Kline (2011), a close approximate fit was indicated by CFI ≥ 0.90 and RMSEA ≤ 0.05. The indirect effects of two facets of pride on the ability to down-regulate negative emotions via cognitive reappraisal and expressive suppression were tested. Model fitness measures indicated a good fit (χ2/df = 1.286, p < 0.01, RMR = 0.99, SRMR = 0.051, CFI = 0.958, GFI = 0.873, TLI = 0.951, RMSEA = 0.035, 90% CI = [0.02, 005]). As shown in Figure 1, AP directly predicted down-regulation of negative emotion (β = 0.266, p < 0.01, 95% CI = [0.105, 0.425]), significantly and positively predicted cognitive reappraisal (β = 0.554, p < 0.001, 95% CI = [0.356, 0.635]), and negatively predicted expressive suppression (β = -0.277, p < 0.01, 95% CI = [–0.451, –0.055]). More importantly, cognitive reappraisal partially mediated the effect between AP and down-regulation of negative emotions. The indirect path coefficient was 0.105, 95% CI = [0.002, 0.187]. In addition, expressive suppression partially mediated the effect of AP on down-regulation of negative emotions. The indirect path coefficient was 0.066, 95% CI = [0.011, 0.130].
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FIGURE 1
Mediating effect model of two kinds of emotional regulation strategies (cognitive reappraisal; expressive suppression) between two facets of pride and down-regulation of negative emotions. ***p < 0.001, **p < 0.01, *p < 0.05.


The results showed that HP had a negative significant direct effect on cognitive reappraisal (β = -0.327, p < 0.001, 95% CI = [-0.478, -0.172]), a positive significant direct effect on expressive suppression (β = 0.286, p < 0.01, 95% CI = [0.084, 0.468]). HP negatively predicted down-regulation of negative emotions via cognitive reappraisal and expressive suppression. The standardized indirect path coefficients were -0.062 and -0.068 with 95% CI = [-0.068, -0.001] and 95% CI = [-0.088, -0.007], respectively.

We also tested the alternative path diagrams. The indirect effects of two specific emotion regulation strategies (cognitive reappraisal vs. expressive suppression) on the ability to down-regulate negative emotions via authentic pride and hubristic pride were tested.

Model fitness measures indicated a good fit (χ2/df = 1.05, p < 0.05, RMR = 0.89, SRMR = 0.048, CFI = 0.931, GFI = 0.845, TLI = 0.921, RMSEA = 0.032). As shown in Figure 2, cognitive reappraisal directly predicted down-regulation of negative emotion (β = 0.182, p < 0.05, 95% CI = [0.075, 0.464]), significantly and positively predicted AH (β = 0.426, p < 0.001, 95% CI = [0.417, 0.731]), AP had a positively effect on down-regulation of negative emotion (β = 0.194, p < 0.05, 95% CI = [0.081, 0. 375]). More importantly, AP partially mediated the effect between cognitive reappraisal and down-regulation of negative emotions. The indirect path coefficient was 0.08, 95% CI = [0.002, 0.146]. In addition, expressive suppression negatively predicted down-regulation of negative emotions (β = −0.218, p < 0.01, 95% CI = [−0.598, −0.156]), and positively significant direct effect on HP (β = 0.135, p < 0.05, 95% CI = [0.015, 0.416]) (please see Figure 2).
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FIGURE 2
Mediating effect model of two faces of pride (AP; HP) between two kinds of emotional regulation strategies and down-regulation of negative emotions. ***p < 0.001, **p < 0.01, *p < 0.05.





Discussion

As we expected, we found in study 1 that AP positively predicted negative emotion regulation via cognitive reappraisal strategy, whereas HP negatively predicted emotion regulation via expressive suppression strategy. Previous studies have shown that AP reflected internal, unstable, controllable attributions (e.g., I did well because I tried hard), whereas HP reflected stable and uncontrollable attributions (e.g., I did well because I am great) (Tracy and Robins, 2007b; Dickens and Robins, 2022). We propose that these differences may help explain these two emotion regulation strategies (cognitive reappraisal vs. expressive suppression) that were associated with individuals with two facets of pride differently. When someone high in AP feels bad or encounters a failure, he/she tends to use cognitive reappraisal strategy (reevaluates a given situation). This strategy allows the person to look for alternatives to cope with the situation in a more adaptive way, which leads to more successful regulation of negative emotions. In contrast, individuals high in HP likely puff themselves up to try to demonstrate their superior natural ability to others, may care about what others think, and have some fear of being negatively judged by others. Thus, individuals with HP may suppress emotional-related behaviors (e.g., making facial expressions) associated with negative emotional responses to avoid being negatively judged by others when encountering negative life events.

These results of study 1 are also in accordance with a number of studies that showed that AP was positively correlated with well-being, but HP was negatively correlated with well-being (Tracy et al., 2009; Orth et al., 2010). Individuals with AP were more likely to employ more effective emotion regulation strategies, leading to more adaptive psychological outcomes, whereas HP positively predicted higher levels of expressive suppression, a maladaptive psychological outcome (Tracy and Robins, 2003, 2014; Tracy et al., 2009; Rogoza et al., 2018). Taken together, these results showed that individuals with trait AP were more likely to habitually use the cognitive reappraisal strategy in everyday life to down-regulate their negative emotions. However, HP was negatively associated with habitual use of cognitive reappraisal and positively associated with habitual use of expressive suppression, resulting in less effective regulation of negative emotions.

In study 1, we examined the relationship between two forms of pride and emotion regulation strategies using a cross-sectional design based on self-report measures. In study 2, therefore, we manipulated the tasks related to emotion regulation with experimental instructions (down-regulate negative emotion vs. up-regulate positive emotion) and further explored whether individuals high in AP could use the cognitive reappraisal strategy more successfully than those high in HP to regulate their emotional reactions. We also recorded the ERPs and measured the LPP as an index of successful emotion regulation processing during cognitive reappraisal. We expected to observe lower emotion intensity ratings and decreased amplitudes of LPP in response to negative pictures in participants with trait AP, but not in participants with HP.




Study 2


Materials and methods


Participants

Based on previous studies (Qi et al., 2016; Ma et al., 2019), we computed a priori power analysis using the G*Power computer program (Faul et al., 2007) to estimate the sample size necessary to achieve an effect size (f = 0.20), and a significance level of.0.05 with statistical power (1–β) set at 0.90, using repeated measures analysis of variance (ANOVA) with 1 df. This resulted in an estimated minimum of 66 total participants.

By referring to previous studies on the methods of creating two groups based on self-reported scores of individual difference measurements (Gartland et al., 2021; Wang et al., 2021; Deng et al., 2022; Gong et al., 2022), a total of 70 participants (13 male, 57 female, Mage = 21.42 years, SD = 1.16) were selected from 406 college students. The AHPPS was applied during the pre-screening test. Participants with AP scores in the top 25% and HP scores below the 25% percentile were allocated to the AP group, and those with HP scores in the top 25% and AP scores below the 25% percentile were allocated to the HP group. This screening yielded an AP group (37 participants, 6 male, Mage = 22.08 years, SD = 1.23) and HP group (33 participants, 7 male, Mage = 20.76 years, SD = 1.09). Participants received compensation for their participation. All participants had to fulfill two inclusion criteria: (a) normal hearing and normal/corrected-to-normal vision and (b) no current psychological or psychiatric treatment. Each participant provided an informed consent and the study was approved by the local research ethics committee (HR 282-2019).



Affective stimuli materials

Two hundred emotional pictures were selected from the International Affective Picture System (IAPS; Lang et al., 2008). We recruited a new sample of 45 undergraduates (32 female, Mage = 20.46 years, SD = 1.48) to rate these pictures on a 9-point scale in terms of valence (1 very unpleasant to 9 very pleasant) and arousal (1 very calm to 9 very excited), including 40 neutral pictures (valence: M = 5.21, SD = 0.28; arousal: M = 3.06, SD = 0.29), 80 negative pictures (valence: M = 2.19, SD = 0.47; arousal: M = 6.80, SD = 0.75), and 80 positive pictures (valence: M = 6.97, SD = 0.46; arousal: M = 4.87, SD = 0.60). For the valence, negative pictures were rated significantly lower than neutral pictures, t(118) = -36.80, p < 0.001, and positive pictures were rated significantly higher relative to neutral pictures, t(118) = 22.26, p < 0.001. For the arousal, both positive pictures and negative pictures were rated significantly higher than neutral pictures, t(118) = 18.20, p < 0.001; t(118) = 30.65, p < 0.001 and the rating of arousal did not differ between positive pictures and negative pictures, t(118) = -1.05, p > 05.



Emotion regulation task

In the emotion regulation task, participants were instructed to either naturally view emotional pictures (passive view block); reinterpret the cause, outcome, and significance of the pictured events to decrease negative emotions (down-regulation block); or reinterpret the cause, outcome, and significance of the pictured events to increase positive emotions (up-regulation block) with continuous EEG recording. The order of the passive viewing (neutral, negative, positive), negative down-regulation (negative pictures), and positive up-regulation (positive pictures) blocks was fully counterbalanced across participants. For each block there were two 1-min breaks, one halfway through the block and one at the end of the block. The experiment consisted of 20 practice and 160 experimental trials. There were 200 trials in the passive viewing block consisting of 40 neutral, 40 negative, and 40 positive images randomly intermixed. There were 40 trials in the down-regulation block consisting of 40 negative images, and 40 trials in the up-regulation block consisting of 40 positive images.

In the passive viewing block, participants were instructed that they should “just look at the picture carefully and let yourself feel whatever that image makes you feel naturally.” In the down-regulation block, participants were instructed that they try to reinterpret or reevaluate the pictured event to decrease one’s negative emotional response (e.g., imagine that the pictures are just taken from movies or that something good is about to happen). In the up-regulation block, participants were required to attempt to increase their positive emotions by reappraising the meaning of the image (e.g., imagine yourself or a loved one as the central figure in the scene).

In each trial, participants were initially presented with a black fixation cross at the center of the screen for 500 ms, which was followed by a 500-ms blank. Then participants saw the cue word “Look,” or the cue words “Increase/Decrease” for 1,000 ms, after which IAPS pictures were then displayed for 4,000 ms; the order of these pictures was fully randomized within each block. After responding to each image according to the trial instructions, participants used the keyboard to rate the level of each image’s pleasantness on a 9-point Likert scale ranging from 1 (very negative) to 9 (very positive) and then rated their emotional arousal on a 9-point Likert scale ranging from 1 (very calm) to 9 (very excited) (see Figure 3). After the regulation task, participants wrote down what they had thought to up and down-regulate their feelings to verify that they had followed the emotion regulation instructions.
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FIGURE 3
Sample trial sequence of the emotion regulation task.




Electroencephalogram recordings and data reduction

Electroencephalogram data were continuously recorded with a 10-10 system and 64 channels cap, distributed around the head and face, in addition to the scalp electrodes. The analyzer was a GES400 high-density, whole-head recording system combined with Net Station software, both produced by EGI Geodesic. Consistent with previous studies (Li et al., 2008; Harrison and Chassy, 2019). Eye movements were recorded about 1 cm below the left and right eyes. The data were recorded at a sampling rate of 250 Hz and band-pass filtered between 0.1 and 30 Hz. Electrode impedances were kept below 5 KΩ for all electrodes. The recorded signals for all electrodes were referenced to the vertex electrode (Cz). EEG data were re-referenced off-line against the average reference. Stimulus-locked EEG data were segmented offline into 4,200 ms epochs spanning 200 ms pre-stimulus to 4,000 ms post-stimulus.

Independent component analysis (ICA, Delorme et al., 2007) was performed on each participant’s data, and components that were clearly associated with eyeblinks or horizontal eye movements—as assessed by visual inspection of the waveforms and the scalp distributions of the components—were removed. Data exceeding ± 80 μV were rejected and remaining artifacts were manually removed; 3.3% of the trials were excluded from further analyses. Epochs were baseline corrected using the 200-ms pre-stimulus interval. After artifact exclusion, ERP analyses included at least 35 trials per experimental condition. Four participants were excluded because they did not perform the experimental task correctly. In addition, six subjects’ data were excluded because of uncorrectable eye movement artifacts, resulting in the final sample of 31 participants (6 male) in the AP group and 29 participants (5 male) in the HP group.



Data analysis

For the ERP data, the mean amplitude of an LPP was an ERP-dependent measure. Based on previous studies (Foti and Hajcak, 2008; Krompinger et al., 2008; Kinney et al., 2019), electrode pooling was created performed (PZ, P1, P2, P3, P4, P7, P8) to evaluate the activity with the LPP. According to previous studies (Parvaz et al., 2012; Kinney et al., 2019) in which the duration of time that pictures were displayed was more than 1,000 ms, LPP was calculated as the mean amplitude in three time windows: early (500–1,000 ms post-picture onset), middle (1000–2,500 ms post-picture onset), and late (2,500–4,000 ms post-picture onset) to better understand the time course of the emotion regulation process. ERP waveforms locked to the onset of emotional pictures were created for each of the five experimental conditions: negative–viewing, positive–viewing, neutral–viewing, negative–down-regulation, and positive–up-regulation.




Results


Authentic and hubristic pride-proneness scale test scores

To investigate grouping effectiveness, we further analyzed the participants’ responses under two groups based on the self-reported scores of HP sub-scale and those of AP sub-scale respectively. These results revealed that the mean AP scores of AP group (5.96 ± 1.19) were higher than that of HP group (4.05 ± 1.26) significantly, t(68) = 6.54, p < 0.001, Cohen’s d = 1.56. And the mean HP scores of HP group (4.72 ± 1.68) were higher than that of AP group (2.86 ± 1.56), t(68) = 4.83, p < 0.001, Cohen’s d = 1.15. These results verified that the grouping was effective.



Self-reported results

We analyzed the mean scores for the subjective rating of emotional valence and arousal of the AP and HP groups in different emotion regulation conditions (down-regulation and up-regulation) with repeated measures ANOVA.

For the condition of down-regulation of negative emotions, mean scores for the subjective rating of emotional valence and arousal were analyzed by two (Group: AP vs. HP) × 2 (Condition: “passive viewing negative” vs. “down-regulation negative”) repeated measures ANOVAs: one for valence and one for arousal. Analysis of the valence revealed a main effect of condition on valence ratings, F(1,68) = 298.77, p < 0.001, ηp2 = 0.83, indicating that the valence ratings of negative pictures were significantly lower in the down-regulation condition (M = 3.96, SD = 0.55) relative to the passive viewing condition (M = 2.29., SD = 0.58). The main effect of group was not significant, F(1,68) = 1.11, p = 0.30, the two-way interaction between group × condition was significant, F(1,68) = 5.03, p < 0.05, indicating that the valence ratings of negative pictures for AP group (M = 4.13, SD = 0.44) were higher than HP group (M = 3.80, SD = 0.59) in down-regulation condition, t(68) = 2.46, p < 0.05, Cohen’s d = 0.63, however, there was no significant difference on the scores for the self-rating of valence between AP group (M = 2.23, SD = 0.57) and HP group (M = 2.35, SD = 0.59).

For the arousal ratings of negative pictures, the main effect of group was not significant, F(1,68) = 3.27, p = 0.08, ηp2 = 0.05. However, the main effect of condition was significant, F(1,68) = 197.72, p < 0.001, ηp2 = 0.77, indicating that the arousal ratings of negative pictures was significantly lower in the down-regulation condition (M = 3.96, SD = 1.35) relative to the passive viewing condition (M = 6.58, SD = 1.10). Critically, the two-way interaction of group × condition was also significant, F(1,68) = 8.10, p < 0.01, ηp2 = 0.12. Simple effect analysis showed that the arousal ratings reported by the AP group (M = 3.46, SD = 1.30) were significantly lower than those reported by the HP group (M = 4.42, SD = 1.25) in the down-regulation condition, t(68) = −2.98, p < 0.01, Cohen’s d = 0.75. However, the difference between the AP group (M = 6.63, SD = 1.24) and HP group (M = 6.53, SD = 0.97) was not significant in the passive negative viewing condition, t(68) = 0.36, p = 0.72 (see Figure 4). These results suggest that relative to individuals in the HP group, individuals in the AP group could more effectively use the cognitive reappraisal strategy to down-regulate negative emotional arousal.
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FIGURE 4
The mean scores of valence rating and arousal rating of different emotional regulation conditions in AP group and HP group. ***p < 0.001, **p < 0.01, *p < 0.05.


For the condition of up-regulation of positive emotions, we also conducted two (Group: AP vs. HP) × 2 (Condition: “passive viewing positive” vs. “up-regulation positive”) repeated measures ANOVAs on mean scores for the subjective ratings of emotional valence and arousal: one for valence and one for arousal. For the valence self-ratings of positive pictures, there was a significant main effect of condition (up-regulation positive/passive positive viewing), F(1,68) = 94.59, p < 0.001, ηp2 = 0.61, indicating that the valence of positive pictures in the up-regulation condition (M = 7.31, SD = 0.72) was significantly higher relative to that of the passive-viewing condition (M = 6.67, SD = 0.64). However, neither the main effect of group nor the two-way interaction of group × condition was significant, Fs < 1. For the arousal of positive pictures, the main effect of condition was significant, F(1,68) = 86.53, p < 0.001, ηp2 = 0.59, indicating that the arousal associated with positive images in the up-regulation condition (M = 6.06, SD = 1.34) was significantly higher than that associated with the passive-viewing condition (M = 4.89, SD = 1.33). Neither the main effect of group, F(1,68) = 0.05, p = 0.82 nor the interaction of group × condition, F(1,68) = 0.25, p = 0.62, was significant (see Figure 4).



Event-related potential results

For the down-regulation of negative emotions, 2 (Group: AP vs. HP) × 2 (Condition: passive viewing negative pictures vs. down-regulation of negative pictures) × 3 (Time window: early [500–1,000 ms], middle [1,000–2,500 ms], late [2,500–4,000 ms]) mixed ANOVA tests were conducted for LPP amplitudes. There was a significant two-way interaction between group and condition, F(1,58) = 4.60, p < 0.05, ηp2 = 0.10, indicating that the amplitude of LPP was significantly lower in the AP group (M = -3.38, SD = 3.26) compared to the HP group (M = -1.53, SD = 3.40) during down-regulation of negative emotions (p < 0.05), but not in the passive viewing negative pictures condition (AP group, M = -0.16, SD = 2.94; HP group, M = -0.75, SD = 3.75). Additionally, we found a significant main effect of condition, F(1,58) = 12.27, p < 0.01, ηp2 = 0.22, suggesting that the amplitude of LPP in the down-regulation of negative pictures condition was significantly lower relative to that of passive viewing negative stimuli condition. The main effect of time window was also significant, F(2,57) = 17.26, p < 0.001, indicating that the amplitude of LPP was larger in the early stage than in the middle stage (M = -2.42, SD = 3.52) and the late stage (M = -1.30, SD = 3.50). No other significant effect was found, Fs < 1 (see Figures 5, 6).
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FIGURE 5
Mean waveforms by condition in the AP and HP groups. (A) Average stimulus-locked ERPs for two experimental conditions (down-regulation, passive viewing) in the AP and HP groups. (B) Average stimulus-locked ERPs for two experimental conditions (up-regulation, passive viewing) in the AP and HP groups.
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FIGURE 6
The topographic maps of LPP amplitudes for different conditions. (A–C) Topographic maps of LPP amplitudes for down-regulation and passive viewing conditions in AP and HP groups at 500 ms, 1500 ms, and 2500 ms, respectively. (D–F) Topographic maps of LPP amplitudes for up-regulation and passive viewing conditions in AP and HP groups at 500 ms, 1500 ms, and 2500 ms, respectively.


For the up-regulation of positive emotions, we also conducted a 2 (Group: AP vs. HP) × 2 (Condition: passive viewing positive stimuli vs. up-regulation) × 3 (Time window: early, middle, late) mixed ANOVA tests on LPP amplitudes. The main effect of condition was significant, F(1,58) = 4.60, p < 0.05, indicating that the amplitude of LPP for the up-regulation condition (M = 0.24, SD = 3.00) was significantly larger than that of the passive viewing condition (M = -0.95, SD = 2.87). No other significant main or interaction effects was found for LPP amplitudes, all Fs < 2 (see Figures 5, 6).




Discussion

Consistent with our hypothesis, the results of study 2 revealed that, in contrast to individuals with HP, individuals with AP rated negative pictures as less threatening during down-regulation of negative stimuli, indicating that individuals with AP utilized the cognitive reappraisal strategy to decrease negative emotion responses more successfully than did those with HP. We also observed lower LPP amplitudes associated with negative pictures during cognitive reappraisal in the AP group than in HP group. The LPP is a classic and sensitive ERP index for successful negative emotion regulation during reappraisal (Dennis and Hajcak, 2009; Hajcak et al., 2010). The increased LPP amplitude reflects enhanced emotion processing, and the reduced LPP amplitude represents a corresponding decline in emotional experience and related emotion processing (Weinberg and Hajcak, 2010; Harrison and Chassy, 2019; Pan et al., 2019). Therefore, the use of experimental emotional regulation tasks in study 2 further revealed that individuals with AP utilized cognitive reappraisal strategy to regulate their negative emotions more effectively relative to individuals with HP which was also found in study 1.

According to the theory of the two facets of pride (Tracy and Robins, 2007b,2014), AP is positively related to self-esteem, whereas HP may be a basis for narcissism. AP is associated with unstable, controllable attributions to success. Individuals with AP hold the opinion that every coin has two sides, and, therefore, tend to reinterpret the content of negative stimuli to decrease their negative emotional reactions. In contrast, individuals with HP may display their exaggerated pride to others to protect a fragile ego or their low self-esteem, resulting in actively suppressing their negative feelings to negative stimuli (Tracy and Robins, 2003, 2007b,2014). This could be thought as a type of defensive response to protect their self-esteem. Additional evidence indicated that HP was related to decrements in voluntary attentional control or reduction in delayed gratification (Carver et al., 2010; Ho et al., 2016), which may be reasons for unsuccessful reinterpretation of the meaning of an emotional stimulus.

For the up-regulation of positive emotion condition, significant differences in neither self-report measures nor the ERP results were detected. We inferred that individuals with AP and HP both preferred reward or sought to experience pleasure (Kong et al., 2018); therefore, individuals with AP and HP could accomplish up-regulation of positive emotions to the same extent.




General discussion

Emotion regulation is essential for the state of an individual’s mental health (e.g., Henry et al., 2016) and well-being (e.g., Haga et al., 2009). However, most previous research focused on the precise nature of the emotion dysregulation in emotion disorders (e.g., Werner et al., 2011; Kinney et al., 2019; Pan et al., 2019). There has been limited research into the differential role of two forms of pride on emotion regulation strategies in healthy adults. In two studies, we investigated the differential effects of two forms of pride on the effectiveness of negative emotion regulation. Using self-reported measures, the results of study 1 showed high AP was associated with the habitual use of the cognitive reappraisal strategy more frequently in daily life. In addition, self-reported use of cognitive reappraisal mediated the link between AP and down-regulation of negative emotions. Structural equation models showed that HP was more likely to be positively associated with habitual use of the expressive suppression strategy in everyday life, leading to unsuccessful down-regulation of negative emotions. In study 2, we manipulated emotion regulation tasks with experimentally instructed conditions and found that individuals with AP used the instructed cognitive reappraisal strategy to decrease negative emotions more effectively compared to individuals with HP, which was not only reflected in lower self-reported emotional arousal but also in lower amplitudes of the LPP. Our results indicate that a healthy individual’s initial tendency to experience distinct trait pride (authentic vs. hubristic) could also be differentially associated with the cognitive reappraisal strategy.

According to the authentic/hubristic model of pride (Tracy and Robins, 2007b), two distinct facets of pride are characterized by distinct ways of appraising the causes of achievement. Individuals with AP with stable and genuine self-esteem attribute success to controllable/unstable reasons (e.g., one’s hard work). In contrast, those with HP attribute success to uncontrollable/stable reasons (e.g., one’s superior natural ability); as a result, individuals with elevated HP might show high sensitivity to social evaluations of themselves. We thought this difference might explain the findings of the current study. AP tends to be positively related to the cognitive appraisal strategy, which reflects a controllable/unstable explanation for emotional events, whereas the stable attribution style associated with HP is also associated with the habitual use of the expressive suppression strategy. In addition, previous studies have proved that cognitive reappraisal was closely related to cognitive control (Moser et al., 2010; McRae et al., 2012; McRae and Gross, 2020). Furthermore, evidence shows that the two processes of cognitive reappraisal and cognitive control both recruited the activation of the prefrontal cortex (McRae and Ochsner, 2008; Drabant et al., 2009). Therefore, successful cognitive reappraisal may involve the effective process of cognitive control. A few studies have demonstrated that AP promoted the process of cognitive control, whereas HP undermined it and might have been related to impulsiveness (Carver et al., 2010; Ho et al., 2016; Van Doren et al., 2019). Based on these studies, it seems that two facets of pride can be differently related to cognitive reappraisal, and the present research is among the first to test whether two specific positive self-oriented emotions can affect negative emotion regulation differentially. And the finding of study 1 also found that cognitive reappraisal significantly and positively predicted AH, and expressive suppression significantly and positively predicted HP in the alternative path. Considering that study 1 was a cross-sectional design, it remains unknown whether AP could result in utilizing cognitive reappraisal strategy more frequently.

The results of study 2 further demonstrated that during down-regulation of negative emotions, the amplitude of LPP elicited by negative images was reduced in the AP group relative to that in the HP group. The observed decrease in LPP amplitude is consistent with previous studies that have shown that the LPP is sensitive to regulation of negative emotions via (instructed) cognitive reappraisal (Hajcak et al., 2010, 2012; Olatunji et al., 2017; Harrison and Chassy, 2019; Bartolomeo et al., 2020; Norris and Wu, 2021). Attenuation of the LPP amplitude during down-regulation of negative emotions reflects the decreased emotional intensity as a result of cognitive reappraisal, which represents successful regulation of negative emotions (Foti and Hajcak, 2008; Dennis and Hajcak, 2009; Kinney et al., 2019). In sum, the present study provided preliminary evidence that individuals with AP regulated negative emotions more successfully than did those with HP and the decrease of LPP amplitude might reflect the electro-cortical mechanism underlying this mental process.

Our results are consistent with a growing body of literature implicating AP in more adaptive outcomes, including facilitated delayed gratification, more effective leadership behaviors, higher achievement, genuine self-esteem, helping behavior, high level of mental health and well-being, and lower depressive symptoms (Tracy and Robins, 2007b; 2009; Beard et al., 2017; Van Doren et al., 2019; Yeung and Shen, 2019), whereas HP is implicating in maladaptive outcomes, including aggression, anxiety, and depression (Orth et al., 2010; Weidman et al., 2015; Brosi et al., 2016; Cohen and Huppert, 2018). Our findings are also consistent with a recent meta-analysis that suggested that AP and HP are empirically distinct constructs that often align in opposite ways with personality and related variables, with AP exhibiting associations that suggest better psychological health than those exhibited by HP (Dickens and Robins, 2022). Our findings also provide a potential explanation for the results reported in previous studies. When individuals with HP feel negative emotions, they cannot reinterpret the meaning of a negative stimulus with a positive opinion. On the contrary, they have a habitual tendency to use the expressive suppression strategy associated with negative social and emotional consequences, resulting in poorer mental health, impulsive/aggressive behavior, or adverse emotional states (Dryman and Heimberg, 2018; Bedwell et al., 2019; Chen et al., 2020).

During the experimental task of up-regulation of positive emotions using the cognitive reappraisal strategy in study 2, neither the self-reported results nor the ERP results were significantly different between the AP and HP groups. There are several reasons that account for this. Firstly, individuals tend to use the cognitive reappraisal strategy to down-regulate negative emotional reactions instead of up-regulation of positive emotions in daily life (Harrison and Chassy, 2019; Troy et al., 2019; Kneeland et al., 2020; Yeung and Wong, 2020). Secondly, considering that these two forms of pride are both positive self-conscious positive emotions, individuals with AP and HP might value reward and pursue positive emotional experiences to the same extent; therefore, it is possible that individuals with these two traits of pride have the same potential to increase positive emotions effectively (Kong et al., 2018). Thirdly, although previous studies indicated that up-regulation of positive emotions was indeed related to subjective well-being (Shiota, 2006; Quoidbach et al., 2015), the ability to down-regulate negative emotions might play a more important role in successful emotion regulation or maintaining optimal mental states (Ortner et al., 2018).

Several limitations of the current study should be acknowledged. Firstly, the present study revealed the time course of emotion regulation in individuals with different trait pride types; however, EEG has relatively poor spatial resolution. Future fMRI studies using these paradigms could reveal the specific neural circuits contributing to the LPP difference between those with AP and HP observed in this study. Secondly, we explored the differential relations of these two forms of trait pride to emotion regulation strategies in healthy undergraduates. Future research should further explore the associations between emotion regulation and AP and HP among individuals with mental disorders. Some studies have shown that children with autism spectrum disorders with more severe symptoms are more prone to having HP (Davidson et al., 2017, 2018). Depressive and anxious symptoms were also related to lower AP (Tang-Smith et al., 2015). Thirdly, according to previous studies (Cao et al., 2020; Xiao et al., 2021), it might helpful to exclude individuals with failed reappraisal to further explore the relationship between two facets of pride and emotion regulation strategies. Fourthly, in study 2, we did not measure personality straits variables (such as self-esteem, narcissism and self-control), observed patterns might to some extent be caused by these individual differences. Therefore, future studies should control these variables. Fifthly, it is also important to note that the gender ratio of the participants was unbalanced in the present study. Thus, future research in this area needs more representative samples to increase the validity of our results. Finally, the use of a cross-sectional design in study 1 does not allow to make causal inferences precludes causal inference. The cross-sectional design is well-suited for testing assumptions about the relationships of two facets of pride and emotion regulation strategies. However, such design could not separate between a presumed cause and its possible effect, it remains unclear whether individuals with AP could lead to greater use of cognitive reappraisal to down-regulate negative emotions. And, an additional limitation is the potential for social desirability bias in study 1, the two facets of pride may involve different levels of social desirability biases using self-report method, with more social desirability of the AP items relative to the HP items (e.g., “successful” vs. “arrogant”), which can cause that participants might tend to report he/she is an individual with AP trait.



Conclusion

The current study is unique in that it explores whether two facets of pride (authentic vs. hubristic) are differentially related to the cognitive reappraisal strategy. Across two studies, we found converging evidence that individuals with AP utilized cognitive reappraisal strategy (under experimentally instructional conditions; spontaneously) more successfully to down-regulate negative emotions than those with HP, whereas HP is more likely to be associated with the spontaneous expressive suppression strategy. These findings contribute to the theoretical value of examining specific positive emotions. The present research provides an explanation for why two forms of trait pride were associated with different mental health states from the perspective of emotion regulation.
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Introduction: The aesthetic preferences of people can determine the success of a design and are often closely related to design features. The discovery of designs that match user preferences can provide a reference for designers. Ceramic tiles are widely used in environmental design; however, little attention has been paid to the aesthetic preferences of people for tiles. This study aimed to explore the relationship between aesthetic preferences for tile design and neural responses.

Materials and methods: In this study, two groups of tiles with different preference levels were randomly presented to 16 participants, and their electroencephalograms were recorded. The mean amplitudes of event-related potentials were analyzed by ANOVA.

Results: The results showed that: (1) the aesthetic preferences of people for tiles could modulate brain activity; (2) tiles that people liked triggered higher N100 amplitudes; and (3) tiles that people disliked triggered higher P200 and late positive potential (LPP) amplitudes.

Discussion: These results suggest that N100, P200, and LPP are significantly related to the aesthetic preferences of people for ceramic tiles. The difference in N100 and P200 amplitudes indicates that participants developed aesthetic perceptions of the tiles in the early and middle stages of vision and formed different attention allocations to tiles with varying levels of aesthetic preference; in the middle and late stages of visual processing, the difference in the LPP amplitude indicates that the impression of people for tiles is further deepened in the later stage, forming a top-down emotion-driven evaluation. Exploring the relationship between the aesthetic preferences of people and neural responses is significant in establishing objective aesthetic judgment indicators for tiles and understanding the process of aesthetic cognition. This study provides relevant information for quantitative aesthetic assessments of environmental design, interior design, and marketing involving ceramic tiles.
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Introduction

Ceramic tile is a building material with a long history, representing an exciting fusion between industry, art, and architecture. Ceramic tile only exists as the “skin” of architecture; nevertheless, it can transform the visual artistic effect of the environment (Zhang, 2008). Therefore, tiles designs are gradually becoming more diversified and creative. In addition to homes, ceramic tiles are often used on the interior and exterior of museums, libraries, schools, transit hubs, and other buildings (Zhang, 2016). Compared with most environmental design elements, ceramic tiles are used in many applications. For example, floor-laying materials in China are mainly ceramic tiles, with an area of 8.474 billion square meters, accounting for 71.4% of the total area (China Building Sanitary Ceramics Association, 2021). Thus, it can be seen that ceramic tile has a universal application in environmental design. In addition, many residents living in cities and towns buy ceramic tiles from markets and websites to decorate their houses.

As a type of industrial product design, tiles shape our living environment through various design features such as patterns, textures, and colors (Albors-Garrigós et al., 2009). People often perceive the features of tiles through visual and tactile senses, with the visual sense being the dominant one (Artacho et al., 2020). In terms of visual form, ceramic tiles are associated with art and beauty because of their different color and texture features (Stewart, 1999). Therefore, the form of the tile floor has a significant impact on people’s aesthetic experiences (Agost and Vergara, 2014). Sensory interaction between people and tiles during the purchase will generate an aesthetic experience, and assessing the perception of people seeing ceramic tile products can help provide greater aesthetic pleasure (Artacho et al., 2020). In terms of interior design, many studies have confirmed that interior design elements impact the physical and mental health of people (Evans, 2003; Ghamari and Amor, 2016). For example, Ulrich (1984) found that proper interior window design positively influences the physical and mental health of patients. Mahmood and Tayib (2021) found through questionnaires that using diverse wall colors, beautiful tiles, and durable wall coatings in interior design could improve the psychological comfort of the user. Serra et al. (2021) found that the psychological satisfaction of people with the environment was significantly enhanced when the colors of walls and floors were lighter shades or similar chroma. However, no study has been found on the relationship between the aesthetic preference of tile design and neural responses. Therefore, it is worth exploring the aesthetic preferences of ceramic tiles.

The aesthetic experience of objects is a part of daily life (Wang et al., 2012). The search for causes, mechanisms, and effects of aesthetics has been the focus of philosophical and non-philosophical thinking (Tommaso et al., 2008). The objectivist view of aesthetic theory, which dates back to Plato, states that beauty is the property of an object that produces pleasurable experiences in any suitable perceiver (Feagin and Maynard, 1997; Tatarkiewicz, 2006). The original model theory suggests that aesthetic experience is closely related to the external object that elicits aesthetic experience and spans from very positive to very negative experiences (Palmer et al., 2013). The pleasant experience is closely related to aesthetic preferences and usually occurs when observing and evaluating objects (Brown et al., 2011). Aesthetic preferences refer to how much people appreciate a particular visual stimulus; evaluate the beauty of a product, or how much they like a product (Roberts, 2007). Many studies have proven that aesthetic preferences for design are positively influenced by aesthetic features (Yamamoto and Lambert, 1994; Shieh and Yang, 2008). In addition, aesthetic preferences are essential to the marketing of product design (Baxter, 1995; Sevilla and Townsend, 2016). Therefore, the aesthetic perception of the design can be leveraged to improve the desirability of a product. Regarding theory, Kansei Engineering is a branch of cognitive ergonomics introduced in 1970 that has been applied to various product designs (Nagamachi, 2002). Kansei engineering connects product design features with human emotional preferences and transforms the emotions of the customers into emotional words that communicate product design features (Yang, 2011).

In terms of the subjective measurement of aesthetic preferences, most previous studies used painting and landscape design as stimuli to measure subjective feelings (Beudt and Jacobsen, 2015). The research content mainly focused on the influence of factors such as typicality, complexity, novelty, and symmetry of design and sex or personality on aesthetic preference (Cox and Cox, 2002; Hekkert et al., 2003; Creusen et al., 2010; Forsythe et al., 2011; Cleridou and Furnham, 2014; Hsiu-Feng, 2014). In recent years, some studies on the aesthetic preferences of designs have begun to use more specific designs as stimuli to measure how people feel about the aesthetic qualities of different designs (Nasar, 1994; Leder and Carbon, 2005). For example, Wang et al. studied pendant designs with different aesthetic qualities (ugly/dislike and beauty/like). They found that the diverse preferences of people for pendant designs could produce differences in subjective feelings and physiological reactions (Wang et al., 2012). Furthermore, Ma et al. (2015) conducted a study on the aesthetic preference of architectural design and found that buildings designed by famous designers usually have a higher design aesthetic quality. Research on aesthetic preferences has gradually materialized and is closely related to aesthetic quality. Therefore, this study explores aesthetic preferences for ceramic tiles from the perspective of aesthetic quality.

Previous studies have demonstrated that choosing preferred tiles can effectively increase the satisfaction of participants with their environment. For example, Serrano et al. (2013) used virtual reality technology to allow participants to decorate their rooms with their chosen tiles, and increase their satisfaction with the environment. Agost and Vergara (2014) conducted a questionnaire study and found that light-toned tile floorings increased the preference for the environment. Questionnaires are a commonly used quantitative research tool. However, the feelings that people fill in questionnaires may differ from their real experiences. In addition to the research method, the experimental setting can affect the accuracy of the results. Many previous experimental studies have been conducted in realistic environments (Artacho et al., 2020); however, distractions (e.g., sound and furniture) in realistic environments affect the perception of people seeing tiles.

Some studies have suggested that studying aesthetic preferences using subjective and objective methods may be more accurate and stable (Nayak and Karmakar, 2019). In recent years, neuroaesthetics has established a physiological and methodological basis for studying aesthetic preferences (Chatterjee, 2011; Nadal and Pearce, 2011). Specifically, researchers of neuroaesthetics typically study how aesthetic experiences occur in real time in the brain, and these studies rely on observations that link brain activity to aesthetic experiences. Several regions of the emotional assessment system in the brain contribute to aesthetic experience, including the orbitofrontal and medial frontal cortex, ventral striatum, anterior cingulate gyrus, and insula (Chatterjee and Vartanian, 2014). In addition, many neuroaesthetics studies have found that some common stimuli (such as signs, pictures, and geometric figures) can trigger human implicit human aesthetic preferences when no evaluation or decision-making guidelines are present (Bargh and Ferguson, 2000; Höfel and Jacobsen, 2007; Handy et al., 2010). Given the importance of neuroaesthetic research in neurodesign and neuromarketing (Ma et al., 2008), it is worth considering using neuroaesthetics methods to evaluate the perceptions of people regarding design. In addition, using accurate and immediate neurophysiological techniques to conduct experiments can effectively avoid interference from other factors (Ding et al., 2016; Zhang, 2020). Exploring the relationship between aesthetic preferences and neural responses in tile design will further advance environmental design and neuroaesthetics.

Event-related potential technology (ERP) offers the benefit of high temporal resolution and non-invasive measurement, collecting immediate responses from the human brain and providing information that traditional research methods (e.g., interviews, questionnaires, focus groups, etc.) cannot supply (Hou and Yang, 2020; Edwards and Trujillo, 2021). In addition, previous studies have found that products with different aesthetic preferences generate changes in ERP amplitudes (Ma et al., 2015; Lin et al., 2018). These findings were derived from studies conducted on ERP components. The ERP components can reflect human emotional activity and help people understand the complexities of cognitive function within the brain (Delorme and Makeig, 2004; Folstein and Van Petten, 2008; Lopez-Calderon and Luck, 2014). N100, P200, and LPP are common components of event-related potentials.

Aesthetic preferences in the affect-based evaluation produce different attention allocations and affect ERP components. Aesthetic preference formation involves various cognitive and affective components (Darden and Babin, 1994; Bechara et al., 2000; Silvia and Warburton, 2006). In addition to reward-based valuation (Kawasaki and Yamaguchi, 2012), there is an affect-based appraisal (Handy et al., 2010). The attractiveness of the physical attributes of the stimuli will trigger the appreciation and emotions of pleasantness or unpleasantness, influencing preference evaluation (Handy et al., 2010). In this type of evaluation, people prefer a pleasant design to an unpleasant design (Bechara et al., 2000). Many studies support the view that pleasant emotions brought about by the appearance of a design influence preference judgment. For example, Guo et al. (2016) found that the pleasant appearance of smartphones affects the preference of people. Wang et al. (2021) found that the aesthetics of web interface design influences preference judgment and ERP amplitudes. Our study aims to understand the preferences of people for the appearance of tile design and excluded price factors; therefore, this research is based on the affect-based evaluation.

The N100, P200, and LPP components were confirmed to be related to emotional perception and attention allocation concerning preference assessment.

In the studies of perceptual processing, many researchers have found that the N100 component (which peaks 100–200 ms after stimulation) is closely related to the allocation of attentional resources (Luck et al., 2000; Vogel and Luck, 2000). Keil et al. (2002) found that pleasant and unpleasant emotional stimuli elicited a greater N100 than neutral emotional stimuli. In studies of visual aesthetic preference, many researchers have found that preferred stimulus pictures elicit greater N100 amplitudes (Liu et al., 2021; Guo et al., 2022). Thus, the N100 may be used to reveal the attention allocation related to preference formation (Guo et al., 2018; Liu et al., 2019). However, this is the first study of aesthetic preferences using ERP techniques to analyze aesthetic preferences for tiles. The different experimental stimuli prevented us from concluding whether the aesthetic preferences for tiles could moderate the N100. Therefore, more experiments that are specific are required. Else et al. (2015) found a relationship between the aesthetic perception of people for art and the N100; the artist group elicited a larger N100 in the frontal and central regions when watching art than the non-artist group. Guo et al. (2019) suggested that the N100 reflects the activation of specific visual features in the early visual regions of the brain and peaks earlier in the frontal and central areas than in the posterior regions. Therefore, we propose Hypothesis 1. H1: Like-tiles will induce greater N100 than dislike-tiles in the frontal and central regions.

In addition to the N100, many studies have found that ERP components within 200–400 ms are related to visual perception and emotional evaluation (Carretié et al., 1997; Höfel and Jacobsen, 2007; Yuan et al., 2007; Tommaso et al., 2008; Handy et al., 2010). The P200 (peaking around 200 ms after stimulation) reflects the early exogenous attention resources allocation (Hooff et al., 2011; Sun et al., 2015; Kosonogov et al., 2019). Some studies have shown that the P200 amplitude increases when stimuli elicit an emotional response (Carretié et al., 2004; Kanske et al., 2011). Several researchers have found that negative stimuli often elicit a greater P200 (Carretié et al., 2001; Dennis and Chen, 2007). In previous studies about visual aesthetic preferences, Wang et al. (2012) found that less beautiful pendants elicited greater P200 amplitudes than beautiful pendants. Architectural pictures with low aesthetic experience elicit greater P200 amplitudes than beautiful architectural pictures (Ma et al., 2015). Li et al. (2015) found that disliked characters elicited the highest P200. Similarly, Righi et al. (2017) found that non-preferred tools elicited greater P200 than preferred tools. According to these studies, P200 represents attention distribution, which is closely related to the emotional evaluation caused by the aesthetic perception of design. Based on previous studies on aesthetic preference in which dislike stimuli elicited greater P200, we propose Hypothesis 2. H2: Dislike-tiles produce greater P2 amplitudes than like-tiles.

The late positive potential (LPP) is a persistent component that reaches its maximum amplitude during 300–800 ms after stimulation and reflects mood assessment and sustained attention allocation (Cuthbert et al., 2000; Azizian and Polich, 2007; Schupp and Kirmse, 2021). Many studies have shown that LPP components are sensitive to the affective valence of the stimuli (Cacioppo and Berntson, 1994; Olofsson et al., 2008). Some researchers have suggested that LPP is closely related to arousal levels (Cuthbert et al., 2000; Schupp et al., 2000). Significant emotional stimuli have been shown to elicit a greater LPP than neutral emotional stimuli (Keil et al., 2002; Foti et al., 2009; Hajcak et al., 2010; Liu et al., 2019). Guo et al. (2019) suggested that LPP may indicate an assessed influence classification in preference formation in a study on the perception of people for mobile game navigation interface. Therefore, LPP is closely related to the emotional assessment of aesthetic preference. In previous research on aesthetic preference, Li et al. (2015) and Righi et al. (2017) found that the aesthetic unpleasantness of the stimuli may moderate the LPP amplitude, with dislike-stimuli eliciting greater LPP amplitudes. Wang et al. (2021) found that disliked mobile phone interfaces elicited greater LPP amplitudes. These studies led us to propose Hypothesis 3. H3: Dislike-tiles elicit greater LPP amplitudes than like-tiles.

To address our hypotheses, we posed the following research questions:

Do aesthetic preferences for tiles cause differences in ERP amplitudes (N100, P200, and LPP)?

Analyzing ERP components can reveal the relationship between human aesthetic preferences and the neural responses of ceramic tiles. This study is crucial to understanding how tiles influence human aesthetic preferences. Furthermore, it can provide designers and marketers with more information to reduce design flaws and waste, especially as the COVID-19 pandemic increases indoor office hours.



Materials and methods


Ethics statement

This study was conducted following the ethical guidelines of the Declaration of Helsinki. Furthermore, this study was approved by the ethics committee of the Third People’s Hospital of Jingdezhen, China (LL2022006). Each participant signed an informed consent form at the beginning of the study.



Participants

In this study, the G*Power 3.1 software was used to calculate the minimum sample size required. A minimum sample size of 10 was required to detect a large size of 0.4 when α and power (1-β) were selected at 0.05 and 0.95, respectively. Based on previous similar studies using the ERP technique (Beudt and Jacobsen, 2015; Ma et al., 2015; Righi et al., 2017), 16 undergraduates from the Jingdezhen Ceramic Institute (eight males and eight females, 18–25 years old, mean 21.13 years old, SD = 0.661) were selected as participants. All participants completed a questionnaire related to aesthetic preference for the stimuli. Subsequently, they participated in ERP experiments. Each participant had a normal or corrected visual acuity. The following exclusion criteria were considered while recruiting participants: (1) visual impairment resulting in the inability to see visual stimuli clearly, (2) a history of neurological and psychiatric disorders, (3) diagnosis of autoimmune disease and mini mental state examination (MMSE); (4) major depressive disorder (based on DSM IV and SCL-90), and (5) presence of mild cognitive impairment (MCI). Clinicians from Jingdezhen Third People’s Hospital inspected the participants according to the criteria. In addition, all participants were asked to rest well and refrain from taking stimulants (e.g., alcohol, caffeine, and nicotine) or psychotropic drugs (e.g., steroids, immunosuppressants, and hormones) 1 week before the experiment. Each participant was reported to have rested well during the week before the experiment. They were compensated 70 CNY after the experiment.



Stimuli

Previous research has confirmed that two-dimensional images containing tiles can be used as stimuli in neurological experiments (Laparra-Hernández et al., 2009); therefore, images were used as stimuli in the present study. After examining the characteristics of the most common ceramic tile images on the local ceramic tile market and e-commerce website https://www.taobao.com/, two researchers selected 42 ceramic tile images of different colors, brightnesses, and textures from the open-source tile model website1. After eliminating duplicates and blurred images, the researchers kept 40 images and invited an expert from Jingdezhen Ceramic University to evaluate the ceramic tile images. Finally, researchers and the expert agreed that the 40 ceramic tiles should be used as preliminary images. The tiles were adjusted to the same size to avoid size effects. These 40 images were used to conduct a questionnaire assessment of tiles with different levels of aesthetic preferences. Guo et al. (2022) used a 7-point Likert scale for subjects to indicate how much participants liked or disliked the appearance of an experimental stimulus in their ERP study related to preferences for robot appearance design. Ma et al. (2015) used a 7-point Likert scale to ask participants how beautiful the architectural design was. Tommaso et al. (2008) also used a 10-point Likert scale in their ERP study related to the aesthetic perception of artistic pictures by asking participants to answer how beautiful the experimental stimulus was to evaluate the level of aesthetic preference. Therefore, 16 participants were asked to assess their aesthetic preferences by answering a question. The question was: “From an aesthetic point of view, how much do you like the exterior design of this tile?” Preferences were evaluated using a 9-point Likert scale, with one representing a low preference and nine representing a high preference. At the end of the evaluation, the four highest-rated tile images were used as the like-tiles group, as shown in Table 1. The four lowest-rated tile images were used as the dislike-tiles group, with a significant difference in the mean preference scores between the two groups (like-tiles group = 6.207, dislike-tiles group = 3.775, p = 0.02). Images were displayed at 768 × 768 pixels on a 15.6 inch LCD monitor (60 Hz).


TABLE 1    Mean preference ratings of two conditions.
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Procedure

The experiment was conducted in a well-lit room. The participants sat 60 cm before a computer screen, looking at the stimuli at approximately 32.9 × 18.5 (width × height) view. This study refers to an amended oddball paradigm (Cao et al., 2021; Wan et al., 2021). The visual stimuli in the experimental task were programmed and presented using E-prime 2.0. Participants were required to view a set of images, including eight non-target tile images (320 trials) and four target landscape pictures (160 trials) for a total of 480 stimuli. A random presentation was used in the experiment to eliminate order effects. First, a 3 min countdown was shown on the screen so participants could relax. Then, a plus sign appeared in the middle of the screen to help participants focus, and the stimuli appeared at 1200 ms intervals, each lasting 800 ms until the experiment ended (Figure 1). A gray background was used for all stimuli and intervals. The intervals between stimuli were designed to help participants return to their baseline status better. The entire experiment took approximately 20 min, with one break in the middle of each experiment.


[image: image]

FIGURE 1
Task paradigm with a timing of presentation.




Electrophysiological recording and analysis

In this study, we used a SMARTING PRO Electroencephalogram (EEG) system with 32 electrodes to continuously record EEG signals. An extended version of the international 10–20 electrode placement system was used to place the electrodes (Figure 2). The EEG was continuously recorded from 32 standard scalp locations according to the 10–20 system (five midline electrodes: Fpz/Fz/Cz/Pz/Oz; 25 electrodes: FP1/FP2, F3/F4, F7/F8, FC1/FC2, FC6, C3/C4, T7/T8, CP1/CP2, CP5/CP6, P3/P4, P7/P8, and O1/O2; two reference electrodes: M1/M2; and two electrodes of the electro-oculogram (EOG): VEOG and HEOG). The reference electrodes were placed at the bilateral ear lobes, and the midpoint between Fpz and Fz was used as the ground electrode. In addition, vertical and horizontal EOGs were placed 1.5 cm below the left eye and the outer canthus of the right eye, respectively. During the recording, the impedances of all electrodes were reduced to less than 5 kΩ.


[image: image]

FIGURE 2
A diagram of the electrodes used in the experiment.


After recording, MATLAB2013a and EEGLAB toolboxes were used for offline analysis. The offline analysis was divided into several steps. First, the continuous EEG signal was bandpass filtered. The high-pass frequency was set to 0.1 Hz, and the low-pass frequency was set to 30 Hz. The data were then divided into single recordings from 200 ms before stimulus onset to 800 ms after stimulus onset, corrected for baseline with a mean amplitude of –200–0 ms. By visual scanning, segments with noticeable drift artifacts were removed. The earlobe potential was used as the re-reference. Independent component analysis (ICA) was performed after referencing. After removing artifacts from the ICA, segments with amplitudes greater than ±100 μv were removed. At least 30 segments per tile stimulus were available after artifact rejection. Then, the ERPs were averaged for each participant, channel, and condition. From this, the grand average ERPs were generated under two conditions: like-tiles and dislike-tiles.

Some studies related to design preference have shown that preferred stimuli induce greater N100 amplitudes in the frontal and central regions (Li et al., 2015; Guo et al., 2019; Wan et al., 2021). Therefore, the N100 amplitudes in the frontal and central regions (F3, Fz, F4, C3, Cz, and C4) were selected for the statistical analysis. Lin et al. (2018) and Dennis and Chen (2007) found that the P200 in the parietal region reflects a greater degree of automatic attentional resource allocation to negative stimuli. Wang et al. found that a low-attractiveness stimulus elicited greater P200 in the parietal region. Therefore, the P200 amplitude of the parietal region (P3, Pz, and P4) was selected for statistical analysis. Schupp et al. (2000) found that strong emotional stimulation can modulate the LPP amplitude at the Pz site. Righi et al. (2017) found that tool appearance designs with different levels of aesthetic preference induced significant LPP amplitudes in the Oz electrode. Wang et al. (2021) found that a disliked stimulus appearance elicited greater LPP in the parietal and occipital regions. Combined with the waveform of this experiment, the LPP amplitudes in the parietal and occipital regions (P3, Pz, P4, O1, Oz, and O2) were selected for the analysis. The time windows of ERPs for this study were set as follows: (1) the central region was selected within the time window of 140∼190 ms for N100, (2) the parietal region was selected within the time window of 190∼250 ms for P200, (3) the parietal and occipital regions were selected within the time window of 500∼700 ms for LPP. After determining the time windows of the components, the ERPs were averaged for specific channels and experimental conditions within each time window.

The mean amplitudes of each channel within each time window were entered into multi-factor repeated-measures ANOVAs (N100, P200, and LPP). Each ANOVA included two factors: preference (dislike-tiles, like-tiles) and electrode position. The analyzed data were corrected using Greenhouse-Geisser. All statistical analyses were tested for statistical significance (α = 0.05) using IBM SPSS Statistics 25.




Results

Brain activity signals of the participants evoked by visual stimuli were recorded and analyzed. The data were analyzed using event-related potential theory and techniques. The analysis results of the N100, P200, and LPP components are as follows.

Repeated-measures ANOVA revealed that participant preference for tiles significantly affected the N100 (140–190 ms) amplitudes in the frontal and central regions [F (1, 15) = 7.799, P = 0.014, partial η2 = 0.342]. There was no significant effect on electrode position [F (1, 15) = 1.826, P = 0.183, partial η2 = 0.109] and no significant interaction between preference and electrodes [F (1, 15) = 1.595, P = 0.206, partial η2 = 0.096]. The mean N100 amplitude induced by the like-tiles (mean = –1.102, SD = 0.61) was lower than that induced by the dislike-tiles (mean = –0.488, SD = 0.615).

For P200 (190–250 ms), repeated measures ANOVA revealed a significant effect of preference on the P200 amplitudes of the parietal region [F (1, 15) = 5.072, P = 0.04, partial η2 = 0.253]. There was no significant effect of electrode position [F (1, 15) = 3.215, P = 0.084, partial η2 = 0.177] and no significant interaction between preference and electrodes [F (1, 15) = 1.402, P = 0.257, partial η2 = 0.085]. The mean P200 amplitude induced by the dislike-tiles (mean = 1.855, SD = 0.84) was higher than that induced by the like-tiles (mean = 1.254, SD = 0.84).

Repeated-measures ANOVA results revealed a significant effect of preference on LPP (500–700 ms) amplitudes in the parietal and occipital regions [F (1, 15) = 5.204, P = 0.038, partial η2 = 0.258]. There was no significant effect on electrode position [F (1, 15) = 2.458, P = 0.089, partial η2 = 0.141] and no significant interaction between preference and electrodes [F (1, 15) = 0.446, P = 0.707, partial η2 = 0.029]. The mean LPP amplitude induced by the dislike-tiles (mean = 2.072, SD = 1.28) was higher than that induced by the like-tiles (mean = 1.322, SD = 1.176).

Figure 3 shows the waveforms of each electrode under these two conditions. Figure 4 shows the brain topography of the N100, P200, and LPP. Table 2 lists the differences in the mean amplitudes between the two conditions.
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FIGURE 3
The grand averaged waveforms of each electrode under the two conditions. The x-axis indicates the time, and the y-axis indicates the voltage.
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FIGURE 4
The scalp topography under the two conditions.



TABLE 2    Mean amplitudes (μV) of each region under two conditions.
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Discussion

This study explored the relationship between preferences for tile appearance and neural responses. We specifically recorded the EEG signals of the participants evoked by different tiles and analyzed the ERPs. The results showed that aesthetic preference had a powerful modulatory effect on the underlying emotional and cognitive processes of brain activity. Furthermore, the preference factors caused significant differences in the amplitudes of N100, P200, and LPP.


N100

The visual stimulus-triggered N100 reflects automatic perceptual processing and attentional resource allocation (Vogel and Luck, 2000). Previous neuroaesthetic studies have found that the processing of brightness, color, and grouping in the early stages of visual aesthetics occurs in relevant parts of the occipital region. In contrast, several regions of the emotional evaluation system in the brain, such as the medial frontal cortex, contribute to aesthetic experience (Chatterjee and Vartanian, 2014). Our stimulus-triggered N100 component was significant in the frontal and central regions, nevertheless not in the occipital region. Therefore, the N100 component in this study may not be caused by visual differences, such as color; rather, it is related to aesthetic experience. However, the possibility of a relationship between the N100 amplitude and visual feature differences between the two groups of tiles cannot be completely excluded. This point is one of the limitations of this study and will be explored further in future studies. Many researchers believe that the attractiveness of the physical feelings in people, and attributes of the stimuli trigger appreciation and emotions of pleasant or unpleasant, influencing preference evaluation (Handy et al., 2010; Kawasaki and Yamaguchi, 2012). Keil et al. (2002) found that pleasant and unpleasant emotional stimuli elicited a greater N100 than neutral emotional stimuli. Thus, the N100 can be used to reveal the allocation of attention to preference formation (Guo et al., 2018; Liu et al., 2021). The fact that disliked stimuli elicited greater N100 in the study (Liu et al., 2019) may be because disliked stimuli elicited more unpleasant emotions attracting more attention, which can be attributed to the fact that the experimental stimuli they used were different from those in this study. In addition, Else et al. (2015) found that viewing art images elicited greater N100 in frontal and central regions in the artist group than in the non-artist group. The artist group had stronger attention and aesthetic perception ability toward artworks than the non-artist group, indicating that N100 has a specific relationship with aesthetically related emotions. According to previous theory (Chatterjee and Vartanian, 2014) and interpretation (Else et al., 2015; Guo et al., 2018; Liu et al., 2021), like-tiles evoked greater N100 in the prefrontal and central regions than the dislike-tiles in this study, possibly because the like-tiles evoked positive emotions and attracted more attention. These findings support the idea that aesthetic preferences of people moderate the amplitude of N100 components, and like-stimuli can elicit a greater N100 than dislike-stimuli, which is consistent with previous findings (Wang et al., 2012; Liu et al., 2021; Guo et al., 2022). The results of this study support hypothesis 1.



P200

The P200 is the ERP component associated with visual assessment within 200–400 ms after stimulus onset (Höfel and Jacobsen, 2007; Tommaso et al., 2008). The P200 in this study was sensitive to preference factors, from which it can be inferred that perceptual detection of preference by the P200 component is a bottom-up process driven by the stimulus. Previous studies have demonstrated that the P200 component is related to visual attention (Hooff et al., 2011; Sun et al., 2015; Kosonogov et al., 2019). Therefore, the P200 in the parietal region reflects a greater degree of automatic attentional resource allocation to negative stimuli (Dennis and Chen, 2007; Lin et al., 2018). According to this interpretation, the results of this study may be due to dislike-tiles triggering more negative emotions, attracting the attention of people automatically. The present results support the idea that dislike-stimuli may elicit significant negative emotions, thus, attracting more attention and eliciting higher P200 amplitudes than like-stimuli. Furthermore, although the experimental stimuli in this study were different from those of previous studies, the present findings are consistent with those of previous studies (Wang et al., 2012; Li et al., 2015; Ma et al., 2015; Righi et al., 2017). Therefore, aesthetic preference had a moderating effect on P200 amplitude, with dislike-stimuli eliciting greater P200 amplitudes. This result supports hypothesis 2.



Late positive potential

The LPP is thought to reflect emotional assessment and sustained attention allocation (Hajcak and Nieuwenhuis, 2006; Sabatinelli et al., 2007; Foti et al., 2009; Hajcak et al., 2009). Within 500–700 ms of stimulation, we considered the LPP component. The LPP component is closely related to the later emotional assessment of experimental stimuli (Cuthbert et al., 2000; Azizian and Polich, 2007). Many studies have shown that the LPP is sensitive to strong emotional stimuli (Olofsson et al., 2008; Handy et al., 2010). Several studies also demonstrate that LPP amplitude positively correlates with attention levels (Fox, 1994; Ito and Cacioppo, 2000; Mothes-Lasch et al., 2013). The amplitude of the LPP decreases with decreasing attention levels (Pessoa et al., 2002; Bishop et al., 2007). The LPP amplitude increases when attention is shifted to the emotional features of the stimulus (Hajcak et al., 2006; Schindler and Straube, 2020). The dislike-tiles in the present study triggered greater LPP amplitudes. One interpretation of the affective effect of LPP is that people have a negative bias (i.e., people prioritize unpleasant stimuli over pleasant ones) (Ito et al., 1998). Based on this interpretation, this may be because dislike-tiles were more likely to elicit negative affect in participants, attracting more attention. Our findings confirm that preference factors moderate LPP amplitude and that dislike-stimuli trigger greater LPP (Li et al., 2015; Ma et al., 2015; Righi et al., 2017; Wang et al., 2021). The results of this study suggest that implicit emotion regulation is induced by aesthetic preference, and that attention to stimuli with lower aesthetic attributes may play a role. This result supports hypothesis 3.




Conclusion

The results of this study support the idea that aesthetic preferences for tiles can modulate the underlying emotional and cognitive processes of brain activity. Aesthetic preferences for product design have been the focus of designers, marketers, and companies. This study was conducted by recording ERPs of participants in low- and high-aesthetic preference tile conditions. Specifically, the hypotheses were tested by showing differences in ERP waveforms between the two groups with different visual stimuli. The results showed that people elicited greater N100 amplitudes for the like-tiles, possibly indicating that attentional resources were allocated more to the like-tiles at first and elicited greater P200 and LPP amplitudes indicating that the dislike-tiles evoked more negative emotions than like-tiles.

From a theoretical perspective, the results of this study can help designers and marketers better understand aesthetic preferences for tile design. According to the visual processing stage result, people have already formed a preliminary impression of ceramic tiles in the early and middle stages of vision. They have formed different allocations of attention to ceramic tiles with different aesthetic preference levels. This is reflected in the main effect of aesthetic preference on N100 and P200 amplitudes, with like-tiles eliciting a greater N100, indicating that like-tiles were noticed first. The dislike-tiles elicit greater P200, indicating that people pay more attention to the dislike-tile during this period. Finally, the greater LPP amplitude triggered by the dislike-tiles indicates that the impression of people toward the tiles deepened further in the late stage, resulting in top-down emotion-driven evaluation. Overall, the dislike-tiles induced greater emotional responses and attention allocation than the like-tiles did. These findings contribute to the development of neuroaesthetic research and provide several results and indices for tiles. Future research needs to explore different interior design colors, including tile colors, wall surfaces, and interior elements (e.g., furniture). The method provided in this paper, through ERP technology, expands the research perspective of tile design and environmental design. From a practical perspective, this study offers instructions for interior designers, environmental designers, and other interested parties. Evaluating the aesthetic quality of ceramic tiles is helpful for designers to carry out environmental design better and improve their living environment.



Limitation

First, although our number of participants reached the minimum required for statistical analysis, it should be as large as possible. Therefore, we will increase the number of participants in future studies. Second, most participants in this study were young people between the ages of 18 and 25 years, requiring the recruitment of multiple age groups in future studies. In addition, the experience of people with tiles in shopping is also influenced by factors such as price, which will be studied further in future research. Finally, the preferences of people for ceramic tiles were determined using a questionnaire before the ERP experiment in this study. However, collecting the behavioral responses of the participants in the ERP experiment may intuitively reflect the preference for tiles. Hence, the behavioral responses of participants will be included in future ERP experiments.
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Sincere praise reliably conveys positive or negative feedback, while flattery always conveys positive but unreliable feedback. These two praise types have not been compared in terms of communication effectiveness and individual preferences using neuroimaging. Through functional magnetic resonance imaging, we measured brain activity when healthy young participants received sincere praise or flattery after performing a visual search task. Higher activation was observed in the right nucleus accumbens during sincere praise than during flattery, and praise reliability correlated with posterior cingulate cortex activity, implying a rewarding effect of sincere praise. In line with this, sincere praise uniquely activated several cortical areas potentially involved in concern regarding others’ evaluations. A high praise-seeking tendency was associated with lower activation of the inferior parietal sulcus during sincere praise compared to flattery after poor task performance, potentially reflecting suppression of negative feedback to maintain self-esteem. In summary, the neural dynamics of the rewarding and socio-emotional effects of praise differed.
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1 Introduction

Communication between people often includes praise for performance or status. Praise has rewarding (Lam et al., 2008) and socio-emotional effects [e.g., generating feelings of competence and happiness (Burnett and Mandel, 2010)]. We encounter two types of praise in daily conversation: sincere praise and flattery, which are differentiated on the basis of their relatedness to one’s performance, that is, feedback reliability (Fogg and Nass, 1997). Sincere praise involves positive and negative feedback based on performance or status (high reliability), while flattery involves positive feedback that does not necessarily reflect the true qualities or abilities of the praised individual (low reliability; thus superficial positive praise), including both accurate and inaccurate praise. Both sincere praise and flattery are rewarding for the receiver in different ways, but the different effects of the two types of praise are not obvious.

There are conflicting views on the rewarding effect of the two types of praise. Sincere praise is a social reward (Kohls et al., 2009), but the effect of flattery is controversial. The importance of reliability has long been recognized. Highly reliable text or feedback is more likely to change people’s behavior than less reliable types (Hovland and Weiss, 1951; Jacquot et al., 2015). Marketing research implies that flattery has negative effects on the speaker’s trustworthiness and a customer’s willingness to buy (Main et al., 2007). However, some studies have reported the positive effects of flattery. One study reported that flattery from a computer can be as effective as sincere praise in increasing the receiver’s willingness to perform a task (Fogg and Nass, 1997). In a marketing study, flattery was effective and persuasive, despite the ability of subjects to identify the insincerity of the praise (Chan and Sengupta, 2010).

“Praise-seeking” is an important personality trait that depends on sensitivity to the socio-emotional effects of praise. Some people prefer praise regardless of whether they deserve it, because positive words from others enhance the receiver’s status, intimacy (Leary and Kowalski, 1990), and self-esteem (Modigliani, 1968). The praise-seeking trait varies among individuals and has been measured using a standardized questionnaire (Kojima et al., 2003); its statistical reliability [Cronbach’s alpha coefficient = 0.83 (Kojima et al., 2003)] and statistical validity [the correlation with the Behavioral Activation System (BAS) score; r = 0.46, p < 0.01 (Kojima, 2018)] have been established. People with a high praise-seeking tendency experience positive emotions in response to positive feedback and negative emotions in response to negative feedback (Kojima et al., 2003). Flattery constitutes a type of positive feedback that is preferred by people with a high praise-seeking tendency, whereas sincere praise may be perceived as negative feedback when performance is low and is disliked. Exploring the psychological responses of people with a high praise-seeking tendency to sincere praise and flattery will help to elucidate the mechanism underlying the socio-emotional effect of praise.

In neuroscience, praise is considered a social reward that activates reward-related brain areas (Izuma et al., 2008; Lin et al., 2012). Reward-related areas respond to material rewards, such as food and money, and the expectation thereof (Schultz, 2000; Knutson et al., 2001; Kirsch et al., 2003; Zald et al., 2004). Systematic reviews have shown that positive rewards activate the nucleus accumbens (NAc), orbitofrontal cortex (OFC), and posterior cingulate cortex (PCC; Liu et al., 2011; Clithero and Rangel, 2013). Several functional magnetic resonance imaging (fMRI) studies have shown that praise and related social rewards, such as a positive impression of subjects by third-party evaluators (Izuma et al., 2008) and a “happy face” accompanied by an emotional sound (Lin et al., 2012), activate many brain areas including the NAc, OFC, and PCC.

However, brain-imaging studies have not examined whether the reliability of praise affects activity in reward-related brain areas. In particular, no such studies have compared sincere praise and flattery. An fMRI study showed that reading positive words led to brain activity in several regions, including the NAc (Hamann and Mao, 2002), implying that reward-related areas can be activated by positive feedback unrelated to performance. Previous studies have also suggested an effect of feedback reliability on brain activity. Electroencephalography studies have shown that unreliable feedback (75% accurate positive feedback) elicits lower amplitudes than reliable feedback (100% accurate positive feedback; Ernst and Steinhauser, 2018). The neural correlates of individual differences in the praise-seeking tendency are not clear. A previous study showed different patterns of neural activation, depending on the reward type and individual differences (Chan et al., 2016), however, the neural basis of the praise-seeking personality is not clear. The individual sensitivity of behavioral inhibition and activation systems in healthy populations has been related to praise-seeking (Kojima, 2018), and was associated with brain activation in the NAc, cingulate, and cuneus in response to a positive face (Radke et al., 2016). Determining the association between the praise-seeking trait and differential neural responses to the two types of praise exploratively may help to elucidate the psychological mechanism underlying the trait, given that it is characterized by differential emotional responses to positive and negative feedback (Kojima et al., 2003).

The purpose of this study was to determine whether feedback reliability affects the rewarding effect of praise, as reflected in the activation of reward-related areas, and to explore the neural correlates of praise-seeking. Participants performed a visual search task under time pressure and received sincere praise or flattery for their performance, distinguished by different face avatars. We expected that sincere praise would elicit more brain activity in reward-related areas than flattery. We also expected that the difference in brain activity would correlate with different perceived reliability. We examined differences in brain activity between the two types of praise, and the correlation between brain activity and the different perceived reliability of the praise associated with each face avatar. In addition, as we anticipated that brain activity would differ depending on the praise-seeking, we explored differences in brain responses to sincere praise and flattery according to the praise-seeking trait, where sincere praise condition constituted negative feedback (i.e., was given after low task performance).



2 Method


2.1 Subjects

Thirty-four right-handed students from Tohoku University, Japan, participated in the experiment (12 females and 22 males; age range: 18–25 years; mean age = 21.1 ± 1.8 years). Handedness was evaluated using the Edinburgh Handedness Inventory (Oldfield, 1971). Participants had a normal or corrected-to-normal vision and no history of neurological or psychiatric disease. Participants provided informed consent; if they were younger than 20 years, parental consent was also obtained. The study was approved by the Institutional Review Board of the School of Medicine, Tohoku University, Japan (approval no. 2018-1-607) and was conducted according to the principles of the Declaration of Helsinki.



2.2 Task and feedbacks

In each trial, participants performed a visual search task and received different types of feedback on their performance: sincere praise, flattery, or meaningless feedback (control; Figure 1). During the visual search task, the letters “L” and “T” were presented in a random orientation and position on an 8 × 6 grid. Each trial used a different stimulus: half of the stimuli were “L”s (n = 21), while the other half comprised 20 “L”s and one “T”. Participants were asked to respond as quickly and accurately as possible and provided mostly correct answers.


[image: Figure 1]
FIGURE 1
 Schematic of the visual search trial and feedback. One of the three face avatars provided feedback following each trial. The association between color (blue, red, or white) and feedback condition (sincere, flattery, or control) was randomized across participants. In the sincere praise condition, different feedback was provided depending on the participant’s reaction time (fast or slow). In the flattery condition, participants always received the same feedback. In the control condition, a string of “X”s was presented. Although not shown here, colored face avatars provided feedback on mistakes in the sincere praise (“Oh my, incorrect”), flattery (“Excellent! Nice”), and control (“XXXX XXXX”) conditions. If a response was not received in time, a face avatar presented the words “Time up (no answer).”


After each trial of the task, one of the three types of feedback was provided to the participants. In the sincere praise condition, different feedback was provided depending on the participant’s reaction time (e.g., “Excellent! Nice” for fast responses and “Excellent! But slow” for slow responses). To differentiate between the fast and slow conditions, the “standard response time” was set as the cut-off. The standard response time was calculated for each participant, separately for the trials with and without “T”, to ensure an equal number of fast and slow conditions in each trial. The standard response time was the average reaction time in the previous session (e.g., the mean reaction time for session 1 was used as the standard response time for session 2, and the standard response time for session 1 was calculated by reference to the practice session; see Supplementary Data for details). For incorrect answers, “Oh my, incorrect” was displayed. In the flattery condition, participants were always given the same feedback (“Excellent! Nice”) regardless of their performance (fast or slow). However, for incorrect answers, “Oh my, incorrect” was displayed. In the control condition, a string of “X”s was displayed. To ensure that the three types of feedback were clearly distinguishable, each feedback type was presented by a different-colored face avatar. The praise conditions were ordered randomly so that participants could not predict the praise that would follow their response.



2.3 Procedure

Before fMRI, participants practiced the visual search task to improve their accuracy and reaction times, and to learn the relationship between the face avatar’s color and praise type. Each participant performed three practice sessions (30 trials in each session; 90 trials in total). Before the practice sessions, participants were informed that the three different face avatars would provide different types of praise/feedback after the visual search task. Participants were instructed to press a button with their right index (or middle) finger when the letter “T” was present and to press the button with their right middle (or index) finger when the letter “T” was not present. The assignment of fingers to each button was counterbalanced across participants. The average reaction time in the practice session was taken as the standard response time for the first MRI experiment (Supplementary Data).

Each participant lay in a supine position on the bed of the MRI scanner, with their heads immobilized. The tasks and feedback were presented on an MRI-compatible LED monitor (BOLD screen 32 LCD for fMRI; Cambridge Research Systems, Rochester, UK). Each participant viewed the monitor via a mirror attached to the head coil, with the LCD display placed behind the head coil. While inside the scanner, each participant performed three task sessions (48 trials each; 144 trials in total). Participants were instructed to perform the task using the keys on an MRI-compatible response box held in the right hand, with the same fingers used in the practice session.



2.4 fMRI data acquisition

The fMRI scans were performed using a Philips Achieva 3 Tesla scanner (Philips Healthcare, Best, The Netherlands) with an eight-channel head coil. Because our regions of interest (ROIs) were near brain areas with relatively high magnetic inhomogeneity, we used a dual-echo sequence for data acquisition (Schwarzbauer and Porter, 2010; Halai et al., 2014), which is resistant to magnetic-susceptibility artifacts. The continuous dual gradient-echo sequence included 38 slices that covered the entire brain, with short and long echo times (TEs) of 13 and 35 ms, respectively, a repetition time (TR) of 2,000 ms, 64 × 64 acquisition matrix, field of view (FOV) of 240 mm, in-plane resolution of 3.75 × 3.75 mm, and slice thickness of 4 mm (without a gap). Each session lasted for 530 s (265 volumes; 795 volumes in total, i.e., three sessions, acquired in 26 min 30 s). A high-resolution T1-weighted structural image was acquired for spatial normalization using an MP-RAGE sequence (TR = 6.6 ms, TE = 3 ms, matrix size = 240 × 240, FOV = 240 mm, number of slices = 162, slice thickness = 1 mm).



2.5 Task impression questionnaire

Participants completed a questionnaire comprising four items on perceptions of the praise/feedback and face avatar in the three conditions (scored from 1 to 8; 1: strongly disagree; 8: strongly agree), before (i.e., after the practice session) and after the fMRI task; we used the average score for the analysis to reflect impressions throughout the fMRI task.

Feedback perception was measured by the following two items: “The feedback from the (blue/red/white) face avatar did not depend on your performance” (Q1: perceived reliability) and “You felt flattered when the (blue/red/white) face avatar gave you feedback” (Q2: perceived flattery). To calculate the perceived reliability of the sincere praise compared to flattery, we determined the difference in Q1 (perceived reliability) scores (reverse-scored) between the sincere praise and flattery conditions (i.e., sincere praise score − flattery score); this difference was called the reliability score. Q2 (perceived flattery) was used to determine whether participants perceived the flattery condition to be akin to “flattery in daily life”.

The socio-emotional effects of praise were assessed by the following two statements pertaining to the praising face avatar: “You were pleased to receive feedback from the (blue/red/white) face avatar” (Q3: feeling of happiness) and “You liked the (blue/red/white) face avatar” (Q4: preference for face avatar). We calculated the difference in scores between the sincere praise and flattery conditions (i.e., sincere praise score − flattery score), which confirmed a difference between the conditions. In addition, we found positive correlations between the questionnaire scores and praise-seeking traits.

To compare the scores for Q1–Q4 among the three praise types, we conducted a one-way within-subjects analysis of variance (ANOVA) using an online tool (ANOVA41). Post-hoc corrections for multiple comparisons were conducted using Ryan’s method. In addition, we examined the correlation of the praise-seeking trait with the scores for Q3 (feeling of happiness) and Q4 (preference for face avatar), which were likely to be influenced by praise-seeking, using Pearson’s correlation.



2.6 Personality trait questionnaires

Before fMRI, participants completed a personality questionnaire to measure their tendency for praise-seeking (Kojima et al., 2003). To explore the possibility that the relationships between neural activation sites and praise-seeking may be explained by other personality traits, 15 indices from five questionnaires were used (Supplementary Data).



2.7 fMRI data pre-processing

Pre-processing and statistical analysis were performed using Statistical Parametric Mapping (SPM8) software (Wellcome Centre for Neuroimaging, London, UK). Those whose head movements during scanning that exceeded the acquired voxel size (>3.75 mm) were excluded from the analysis. After correcting for head motion using the standard realignment procedure of SPM8, short- and long-echo images were linearly combined with equal weighting (Schwarzbauer and Porter, 2010; Halai et al., 2014). The pre-processing procedure also included slice-timing correction, spatial normalization using a T1-based deformation field with resampling to an isotropic 2-mm voxel size, and spatial smoothing using a Gaussian kernel of 8-mm full width at half maximum.



2.8 Within-subject analysis of fMRI data

For within-subject analysis, multiple regression analysis of the expected signal change over time was performed, on a voxel-by-voxel basis, on pre-processed images using visual search task (duration: 2 s), response (0 s), and feedback (2 s) as the regressors in the general linear model. Feedback was grouped by praise condition and task performance: sincere praise-fast, sincere praise-slow, flattery-fast, flattery-slow, control-fast, and control-slow. When a trial could be not categorized due to aberrant response speed (i.e., all fast or all slow responses in any condition), the corresponding regressor was omitted and the contrast vector was modulated so that the sum of the weights for any comparison was 0 (e.g., if one of the sessions lacked the sincere praise-slow condition, the weight for the same condition in the other two sessions would be set to 1.5 instead of 1, to balance it with the control condition having three regressors with a weight of −1). Cases with an incorrect or no response were labeled “condition of no interest” (N = 3). The six realignment parameters of the estimated head movement were “covariates of no interest”. A high-pass filter with a cut-off frequency of 1/128 Hz was used for detrending.



2.9 Between-subject analysis of fMRI data

For the between-subject analysis, depending on the hypothesis, contrast images were created to compare each condition with the control condition, without or with consideration of speed (speed-non-distinctive and speed-distinctive contrast, respectively) relative to the control condition (fast or slow). Speed-non-distinctive contrasts were created by pooling the speed-distinctive contrasts. Speed-non-distinctive contrasts were used to examine the effect of feedback type independent of performance (performance-independent), whereas speed-distinctive contrasts were used to examine the performance-dependent effect of feedback type. After estimating the contrast maps, we conducted group-level statistical inference focusing on reward-related areas (i.e., ROI analysis), followed by whole-brain analysis.

Five ROIs were drawn for reward-related areas: the right NAc [Montreal Neurological Institute (MNI) coordinates: +12, +10, −6], the left NAc (−10, +8, −4), the right OFC (+2, +48, −14), the left OFC (−2, +56, −6), and the PCC (0, −22, 32). The MNI coordinates were based on a meta-analysis by Liu et al. (2011); (Figures 2A,B). Six-millimeter spherical ROI masks were produced using Wake Forest University PickAtlas software (Maldjian et al., 2003). The average voxel value in each ROI was calculated. A p-value < 0.05 was considered significant. The Bonferroni correction (0.05/5; the threshold was corrected by the number of ROIs) was used for multiple comparisons of the five ROIs. We did not use anatomical ROIs given the spatial mismatches between functional and anatomical images attributable to susceptibility artifacts (see Supplementary Methods for details).
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FIGURE 2
 Regions of interest (ROIs), and brain activities in these ROIs in response to feedback (sincere praise and flattery), compared to the control. A brain slice at the following MNI coordinates: (A) x = 2; (B) z = −5. ROIs are marked with a red sphere [(A) PCC and bilateral OFC; (B) bilateral NAc and left OFC], and were produced using Wake Forest University PickAtlas software. Brains were mapped onto the MNI template brain using MRIcroGL (https://www.mccauslandcenter.sc.edu/mricrogl/home). PCC, posterior cingulate cortex; OFC, orbitofrontal cortex; NAc, nucleus accumbens. Bar graph (C) showing the brain activity elicited by sincere praise and flattery in ROIs (bilateral OFC, bilateral NAc, and PCC) with no speed-distinctive contrast [*: Bonferroni-corrected p-value (0.05/5); †: uncorrected p-value < 0.05]. In the right NAc, brain activity was significantly greater during sincere praise than flattery [Bonferroni-corrected p-value (0.016/5)]. NAc, nucleus accumbens; OFC, orbitofrontal cortices; PCC, posterior cingulate cortex.


For the voxel-wise whole-brain analysis, conducted using SPM8, p < 0.001 was used as the cluster-defining threshold [derived from p < 0.05 based on family-wise error (FWE)]. This correction was made for all following whole brain analyses. Anatomical labeling of activated areas was based on the Automated Anatomical Labeling Atlas (Tzourio-Mazoyer et al., 2002).


2.9.1 Sincere praise vs. flattery

To compare the performance-independent effects of sincere praise and flattery, differences in brain activation between sincere praise and flattery were examined by one-sample t-tests in 5 ROIs and by whole-brain analysis, using the speed-non-distinctive contrast. The brain activations with feedback (sincere praise and flattery) were also assessed by comparison with the control condition. We also compared the neural activation associated with sincere praise and flattery between fast and slow responses by one-sample t-tests in 5 ROIs and by whole-brain analysis, using the speed-distinctive contrasts (fast and slow).



2.9.2 Correlation with reliability

The association of reliability scores (sincere praise − flattery) and differential brain activation was examined using the speed-non-distinctive contrast. Pearson’s correlation was used for the ROI analysis. Whole-brain voxel-by-voxel regression analysis was performed based on the reliability score. For reference purposes, the association between brain activation and reliability in the fast and slow conditions was examined using the speed-distinctive contrasts (fast and slow).



2.9.3 Correlation with praise-seeking

Sincere praise condition and flattery condition for low performance are negative and positive feedbacks, respectively. To explore the neural correlates of praise-seeking, correlation analyses were performed between praise-seeking and reliability scores (sincere praise − flattery) in the slow condition using speed-distinctive contrasts. Pearson’s correlation was used for the ROI analysis. Whole-brain voxel-by-voxel regression analysis was performed based on the praise-seeking score. For reference purposes, the overall association between brain activation and praise-seeking, and that in the fast condition, was also examined using speed-non-distinctive and -distinctive contrasts (fast).

For brain regions found to be associated with praise-seeking, we examined their associations with related personality traits. Because 15 personality indices were considered, Bonferroni correction was used for multiple comparisons.





3 Result


3.1 Behavioral data


3.1.1 Data selection

Two of the 34 participants were excluded from the analysis due to low accuracy or speed of responses in some of the visual search task conditions, i.e., <50% of trials completed correctly or in time. One participant was excluded due to head movement during scanning that exceeded the acquired voxel size (>3.75 mm). In total, data from 31 participants were analyzed (11 females and 20 males; mean age: 21.2 ± 1.8 years). There is no established power analysis methods for fMRI because the statistical power depends not only sample size but also experimental design (Mumford, 2012). We exceeded the number of samples that the previous study showed as necessary (Desmond and Glover, 2002).



3.1.2 Accuracy and reaction time

We conducted a one-way within-subjects ANOVA of reaction time and accuracy in the visual search task. The mean accuracy rates for the sincere praise, flattery, and control conditions were 85.8 ± 9.4%, 87.0 ± 7.4%, and 85.3 ± 8.8%, respectively. The mean reaction times for the sincere praise, flattery, and control conditions were 1.17 ± 0.16 s, 1.15 ± 0.13 s, and 1.14 ± 0.17 s, respectively. There were no significant differences in accuracy (F[2,60] = 0.789, p = 0.459) or reaction time (F[2, 60] = 0.905, p = 0.410) between the praise types.



3.1.3 Feedback perception

The mean Q1 (perceived reliability) score was higher for sincere praise than flattery and control conditions, and for flattery than the control condition. The mean Q2 (perceived flattery) score was higher for the flattery than sincere praise and control conditions, with no significant difference seen between the sincere praise and control conditions (Supplementary Data).



3.1.4 Impression of praising face avatar

The mean Q3 (feeling of happiness) score was higher for the sincere praise than flattery and control conditions, and for the flattery than the control condition. The score difference between the sincere praise and flattery conditions for Q3 (feeling of happiness) did not correlate with the praise-seeking score. The mean Q4 (preference for face avatar) score was higher for the sincere praise than flattery and control conditions, and for the flattery than control condition. The score difference between the sincere praise and flattery conditions for Q4 (preference for face avatar) significantly correlated with the praise-seeking score (r = −0.420, t = 2.496, p = 0.019; Supplementary Data).




3.2 fMRI data


3.2.1 Sincere praise vs. flattery

Among the five ROIs, a significantly stronger response was identified in the right NAc [sincere praise > flattery, p-corrected = 0.0039 × 5 (the threshold was corrected for the number of ROIs following Bonferroni’s method)] to sincere praise compared to flattery (Figure 2C). There was no significant difference in brain activity between the sincere praise and flattery conditions and the control condition. These results were replicated at a liberal statistical threshold when speed was accounted for (Supplementary Figure 1).

No significant regions of contrast were noted between the sincere praise and flattery conditions in the whole-brain analysis. Comparison of the sincere praise and control conditions revealed significantly greater activation of the dorsal medial prefrontal cortex (DMPFC), left inferior frontal gyrus (IFG), bilateral superior temporal sulcus (STS), and occipital lobe in the former condition (Figure 3, Table 1). To confirm that this brain activity was unique to sincere praise and not found in flattery, we also examined the brain activity in these regions in the flattery condition, and compared it to the control condition. Note that, because the activity in this region differed between sincere praise and control, there is a concern for biased deactivation in the control condition, yielding a false-positive on the comparison of flattery and control. Activation of the DMPFC, right STS, and left IFG was seen in response to sincere praise but was not significantly different between the flattery and control conditions at a lenient threshold (p > 0.05, uncorrected following Bonferroni’s method).
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FIGURE 3
 Whole-brain activation during sincere praise compared to the control condition (speed-non-distinctive contrast). The brain maps on the bottom panel of whole-brain analysis comparing the sincere praise and control conditions (speed-non-distinctive contrast). Bar graph of the brain activity in ROIs in the sincere praise and flattery compared to the control conditions (†: Bonferroni-uncorrected p-value < 0.05). Activation of the dorsal medial prefrontal cortex (DMPFC), left inferior frontal gyrus, and right superior temporal sulcus occurred only in response to sincere praise. Activity in DMPFC, left IFG, left STS, and right STS in the Flattery condition is insignificant in response to flattery. Brains were mapped onto the MNI template brain using MRIcroGL (https://www.mccauslandcenter.sc.edu/mricrogl/home).



TABLE 1 Differences in brain activation by praise type.

[image: Table 1]

In the whole-brain analysis, there were no significant regions of contrast between the flattery and control conditions. The areas differentially activated between conditions according to speed are listed in Supplementary Table 1.



3.2.2 Correlation with reliability

Among the five ROIs, a significant correlation was identified between PCC activity and reliability [r = 0.491, p-corrected = 0.01 × 5 (the threshold was corrected for the number of ROIs following Bonferroni’s method); Figure 4]. No significant correlations were found between the other ROIs and speed (left OFC: r = 0.03, right OFC: r = 0.02, left NAc: r = 0.22, right NAc: r = 0.24). The correlations of the ROIs with speed (overall and fast) are listed in Supplementary Table 2. Whole-brain regression analysis of the reliability score did not produce any significant results.
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FIGURE 4
 Correlation between reliability score and PCC activation in the sincere praise and flattery conditions. Pearson’s correlation between the reliability score and activity in the PCC. Higher reliability scores correlated with greater activity in the PCC during sincere praise compared to flattery. PCC, posterior cingulate cortex.




3.2.3 Correlation with praise-seeking

No significant correlations were identified between the activity in the five ROIs and praise-seeking (left OFC: r = 0.067, right OFC: r = 0.038, left NAc: r = −0.104, right NAc: r = −0.358, PCC: r = 0.059). The correlations of the ROIs with speed (overall and fast) are listed in Supplementary Table 3.

The whole-brain analysis revealed a significant negative correlation between left intraparietal sulcus (IPS) activation and praise-seeking (Figure 5, Table 2). To determine whether this correlation pertained to sincere praise or flattery, and involved activation or deactivation, a comparison of average values among subjects (one-sample t-test) and correlation analysis between the praise-seeking score and brain activity during the sincere praise and flattery conditions (compared to the control) were conducted. The sincere praise condition was associated with significantly less brain activity than the control condition (β = −0.449, p = 0.001), but there was no significant association in the flattery condition (β = −0.116, p = 0.555). Relative to the control condition, there was a significant negative correlation between the sincere praise condition and praise-seeking (r = −0.552, p = 0.001), but no significant correlation for the flattery condition (r = 0.304, p = 0.096).
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FIGURE 5
 Whole-brain regression analysis of praise-seeking (sincere praise − flattery) and correlation between brain activation and the praise-seeking score [(sincere praise − control) and (flattery − control)] The images on the left show the intraparietal sulcus, the activity in which was identified using whole-brain regression analysis according to praise-seeking and speed-distinctive (slow) contrasts [cluster-defining threshold: uncorrected p-value < 0.001, derived from p < 0.05 based on via family-wise error (FWE)]. Brains were mapped onto the MNI template brain using MRIcroGL (https://www.mccauslandcenter.sc.edu/mricrogl/home). Diagrams on the right show the correlation between brain activation and the praise-seeking trait (*p < 0.05).



TABLE 2 Brain regions associated with praise-seeking tendency.
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To rule out the possibility that the correlation between left IPS activation and the praise-seeking score may have been due to other personal characteristics, correlations between brain activity in the left IPS and the 15 personality indices were examined (Supplementary Table 4). A modest correlation was found between the BAS-FS (fun-seeking) and left IPS activation.





4 Discussion

The aims of the present study were to investigate the rewarding effect of the reliability of praise and explore the cognitive processes responsible for individual differences in the praise-seeking trait. We identified significantly greater brain activity in the right NAc in the sincere praise compared to the flattery condition; participants with higher reliability scores for praise exhibited greater activity in the PCC in the sincere praise compared to flattery condition. We also identified a negative correlation between praise-seeking and the difference in activation of the left IPS (sincere praise − flattery conditions); the IPS was deactivated in the sincere praise condition in high praise-seekers.


4.1 Rewarding effect

Our results support a rewarding effect of reliable praise. NAc activation is considered to reflect a rewarding effect, where the NAc shows dopaminergic innervation (Izuma et al., 2008; Lin et al., 2012); sincere praise (i.e., reliable praise) evokes more brain activity in the NAc compared to flattery, suggesting a higher rewarding effect of the former. The PCC, rather than dopamine-innervated areas, is involved in higher-order processing of social interactions (Yokoyama et al., 2017; Alcalá-López et al., 2018; Kageyama et al., 2019), probably based on self-referential processing (Brewer et al., 2013), regulating the focus of attention (Leech and Sharp, 2014), and in the functional processing and flexible response to environment changes (Leech et al., 2012). The correlation between the brain activity in the PCC and subjective reliability scores of our participants may reflect the high cognitive process, engagement with information relevant to the self, and adaptation of oneself to the environment, mirroring the rewarding effects of reliable feedback.

Reliable sincere praise may have a rewarding effect because reliability promotes accurate social perceptions. Human communication can contain misunderstanding or even deliberate lies (Koenig et al., 2004); therefore, judicious use of social information is important for survival (Laland, 2004). In addition, an accurate understanding of others’ intentions has social survival value. The whole-brain comparison between the sincere praise and control conditions in this study supports the aforementioned view, where there were differences in activation of the DMPFC, left IFG, and right STS. The DMPFC is involved in performance monitoring and modulates reward value (Duverne and Koechlin, 2017), while the left IFG and superior temporal region are involved in semantic processing (Rodd et al., 2005; Binder et al., 2009). Activation of these brain areas may reflect the understanding of the reliability of feedback, performance monitoring, and behavior modification.



4.2 Socio-emotional effect

The neural correlates of praise-seeking suggest the involvement of attentional processes. People with a high praise-seeking tendency appreciate praise and attribute negative feedback to someone or something other than themselves (Kojima et al., 2003). This biased perception was reflected in the answers to Q4 (preference for face avatar) in this study, where the participants preferred the flattering avatar over sincere praise avatar, which may be due to attentional suppression. Analysis of the neuroimaging data for the slow condition showed a stronger negative correlation between praise-seeking and brain activity in the left IPS in the sincere praise compared to the flattery condition, due to deactivation of the left IPS in high praise-seeking individuals. The IPS is part of the dorsal attentional system and is involved in top-down attentional control (Vossel et al., 2014). The perceptual bias associated with the praise-seeking trait may reflect IPS deactivation.

This top-down attentional control may be “generalized” due to positive illusion, which involves biased perceptions that maintain self-esteem. It has long been thought that positive illusions are necessary for good mental health; they also aid adaptation (Taylor and Brown, 1988; Shedler et al., 1993). Previous studies revealed that people with a high praise-seeking tendency are more likely to view past events in a positive way (Kishida et al., 2016), which amounts to a positive illusion. The mechanism for suppressing negative feedback can in fact be applied to positive illusion, as can the mechanism underlying praise-seeking (i.e., top-down attentional control) found in this study.



4.3 Different effects of praise

In this study, we revealed the neural dynamics of the different effects of praise (i.e., rewarding and socio-emotional). The rewarding effect, reflected by the activation of reward-related areas, depends on the reliability of the praise (i.e., performance feedback), and is higher for sincere praise than flattery. In contrast, the socio-emotional effect is based on the positive feedback conveyed by the praise, and is enhanced by filtering out negative feedback in individuals who have a high praise-seeking tendency. Since these two effects sometimes conflict with each other, individual differences in the value of the latter effect have caused controversy regarding the value of flattery, especially in marketing studies (Main et al., 2007; Chan and Sengupta, 2010).



4.4 Tailor-made conversations

These results may be useful for communication studies, in particular, those on “tailor-made conversations”. With the development of artificial intelligence, studies on appropriate communication based on this technology are gaining importance. In the present experiment, we found that the effectiveness of the communication was affected by praise reliability and the personality of the individual being praised. Advanced techniques to estimate the praise-seeking tendency of individuals may be useful to identify the most appropriate words for praising individuals differing in personality and background.



4.5 Limitation

A methodological limitation of the present study was the definitions of two types of praise. Our definitions are based on the previous definitions of sincere praise as performance-dependent praise and flattery as performance-independent; thus, the effects of relationship context and the situation could not be considered. However, flattery may have a social motive behind it; it may be possible to define flattery only when the actual performance is not worthy of praise. It should be noted that compared to flattery defined in a richer and more ecological social context, our “flattery” lacks such comprehensive characteristics, and the findings of our study are thus somewhat limited. Future analyses of praise should consider these factors.
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Social communication is fraught with ambiguity. Negotiating the social world requires interpreting the affective signals we receive and often selecting between channels of conflicting affective information. The affective face-word Stroop (AFWS) provides an experimental paradigm which may identify cognitive-affective control mechanisms underpinning essential social-affective skills. Initial functional magnetic resonance imaging (fMRI) study of the AFWS identified right amygdala as driving this affective conflict and left rostral anterior cingulate cortex (rACC) as the locus of conflict control. We employed electroencephalogram (EEG) and eLORETA source localization to investigate the timing, location, and sequence of control processes when responding to affective conflict generated during the AFWS. However we designated affective word as the response target and affective face as the distractor to maximize conflict and control effects. Reaction times showed slowed responses in high vs. low control conditions, corresponding to a Rabbitt type control effect rather than the previously observed Grattan effect. Control related activation occurred in right rACC 96–118 ms post-stimulus, corresponding to the resolution of the P1 peak in the Visual Evoked Potential (VEP). Face distractors elicit right hemisphere control, while word distractors elicit left hemisphere control. Low control trials require rapid “booting up” control resources observable through VEPs. Incongruent trial activity in right fusiform face area is suppressed 118–156 ms post stimulus corresponding to onset and development of the N170 VEP component. Results are consistent with a predicted sequence of rapid early amygdala activation by affective conflict, then rACC inhibition of amygdala decreasing facilitation of affective face processing (however, amygdala activity is not observable with EEG).
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affective Stroop, N170, amygdala, rostral ACC, fusiform face area, affective control, eLORETA


1. Introduction

Negotiating the complex, often contradictory world of social communication requires skillful understanding not only of the goals, thoughts, and intentions of others, but also of their emotions expressed across both verbal and non-verbal channels of communication. Due to the pragmatic nature of social communication, emotional signals may be both consistent and inconsistent across verbal and non-verbal channels, and this may change rapidly across time.

In turn, the perceived emotions of others often evoke corresponding emotions, which play a powerful role in motivating and regulating our own social responses (Ratcliffe, 2018). Consequently, an understanding of how the brain responds to such changes in consistency and inconsistency between verbal and non-verbal emotional signals is an important task for a humanly meaningful social and affective neuroscience.

Early cognitive neuroscience research leveraged a range of experimental paradigms taken from experimental psychology which elicited objective behavioral effects (reaction time and accuracy) in response to various manipulations of task conflict in order to identify and parse the neural responses underlying these well-known behavioral effects. These paradigms pitch various aspects of the experimental stimulus (e.g., location, features, context), selection of response category, motor response (e.g., right or left hand), and task requirements (e.g., name the word or name the color) to create conflicts affecting selection of the required behavioral response with observable effects on reaction time and accuracy. For example, the color-naming Stroop paradigm requires participants to respond to the color of the word while ignoring the written word, which may be congruent (e.g., when the word BLUE is presented in a blue color) or incongruent (e.g., when the word BLUE is presented in a yellow color) with the required behavioral response. Similarly, the Eriksen Flanker task requires participants to respond to the central letter or symbol in a row of symbols, where it is flanked by characters which may be congruent or incongruent with the required behavioral response (Egner, 2008).

Then as now, theories of top-down regulation (control) posit that processing conflicts elicited by these paradigms mobilize resources which regulate these conflicts in the service of task performance (Botvinick et al., 2004; Carter and van Veen, 2007). Thus, neuroimaging studies have employed these paradigms to identify both the locus of specific processing conflict effects and of the control responses theorized to accompany them. An important limitation of these studies is the difficulty in establishing the time course of these interacting neural processes due to the temporal resolution of most brain imaging technologies. This information is critical not only for the testing of specific theoretical models, but also for the development of alternative theoretical models. One way in which this can be addressed is by employing source localization of the electroencephalogram (EEG), with high temporal resolution, to specify the timing of local functional responses identified in brain imaging research. This is the approach adopted in the present study, leveraging first generation brain imaging affective neuroscience findings, to identify both the locus and timing of affective processing conflict and the control of affective conflict engendered by conflicting verbal (word) and non-verbal (facial expression) affective stimuli in a Stroop type paradigm (Etkin et al., 2006).

One approach taken to identify the locus of conflict processing effects in the Stroop or related paradigms is to identify brain activity following the presentation of stimuli combining task relevant and irrelevant features with conflicting task response mappings (incongruent or I stimuli/trials), and contrast that with brain activity following stimuli combining such features but with identical task response mappings (congruent or C stimuli/trials; e.g., MacDonald et al., 2000). The classic Stroop conflict effect is caused by I trials producing high levels of conflict while C trials produce relatively low levels of conflict, resulting in slower RTs in I rather than C trials. In the case of Stroop type paradigms, processing conflict is elicited between competing and exclusive behavioral responses, but might in principle also occur earlier at the level of stimulus processing (which underscores the importance of determining the timing of such effects). However, I trials are also expected to elicit activation of control resources to maintain the accuracy of responses in the face of Stroop type response conflicts, whereas C trials do not. Taken alone, regions of increased activation in the I vs. C comparison could indicate either or both the effects of task conflict (during stimulus or response processing) or the control processes (at the locus of either their origin or their expression) elicited to regulate this conflict.

Botvinick et al. (1999) devised a useful experimental logic based on the Gratton effect (Gratton et al., 1992) to parse cognitive control from conflict effects in neuroimaging studies of experimental conflict paradigms. Gratton et al. (1992), employing a version of the Eriksen Flanker task, reported that current trial processing conflict (as indexed by RT and accuracy) was sensitive to prior trial congruency with increased accuracy and decreased RT on high conflict I trials when they were preceded by an I trial (II trial sequence) than when preceded by a C trial (CI trial sequence). For low conflict C stimuli, this relationship was reversed such that RT increases and accuracy decreases when preceded by a I stimulus (IC trial sequence) than when preceded by a C stimulus (CC trial sequence). This effect is interpreted as due to prior activation of control resources on high conflict I trials (which is absent on prior C trials). Thus, II trials are expected to be higher in control and lower in processing conflict than CI trials. Following this logic, activation in brain regions which is greater in CI than II trials may be interpreted as due to processing conflicts and brain activation which is greater in II than CI trials due to control processes, thereby dissociating conflict effects from control effects (which are conflated in a direct I vs. C contrast).

This logic was employed by Botvinick et al. (1999) to determine that anterior cingulate cortex (ACC) activation in the Flanker paradigm was sensitive to processing conflict (CI > II) rather than control processing, a critical prediction of the theory of conflict monitoring and cognitive control (Botvinick et al., 2001). Egner and Hirsch (2005a) applied this same logic to identify brain regions which either implement or express cognitive control (CI < II) in response to processing conflict on the color-word naming Stroop task, finding control specific activation in left midfrontal and superior frontal gyrus. In order to demonstrate the effects of control specific activation on task specific sensory processing, Egner and Hirsch (2005b) developed a novel Stroop type task using face-word stimuli, where the task was to identify either the word or the face as that of a famous actor or famous politician. Face stimuli were chosen to examine the effects of control related activation on activity in target specific sensory processing pathways (i.e., on the expression of control). The logic of this design utilizes activation in the fusiform face area (FFA), an extrastriate visual area specific to the processing of face stimuli (Kanwisher and Yovel, 2006). Egner and Hirsch (2005b) determined that when faces served as targets, activity in FFA was significantly greater in the high control (II) than low control (CI) conditions. That is, the FFA was found to be the site for the expression (as distinct from the source) of conflict control effects in this context. Furthermore, functional connectivity between the FFA and control related activity in right dorsolateral prefrontal cortex (CI < II) was also enhanced in high vs. low control conditions during for face as target responses consistent with the latter region acting as the source of control related modulation expressed in the former. This paradigm became the basis for the development of the AFWS employed by Etkin et al. (2006) to study the control of interference caused by conflicting affective signals.

Both everyday experience and experimental studies point to the tendency for strong emotional experiences (and the situations which elicit them) to interfere with the speed and accuracy of behavior. Such interference between affect and cognition has been investigated using “emotional Stroop” paradigms, in which affectively arousing stimuli are presented in conjunction with (or incorporated within) stimuli to be processed in some cognitive paradigm. Affective stimuli employed in such paradigms are normatively graded according to valence and intensity (Sutton et al., 2019) with both dimensions exerting distinct interference effects with attention to ongoing “cold” cognitive processing (Sutton and Lutz, 2019). It should be noted that this is not the type of affective interference targeted by Etkin et al. in the design of their AFWS task. Rather, they sought to examine the conflict created between mutually exclusive affective signals and the neural processes elicited to control such conflict.

Face-word Stroop paradigms present visual stimuli where a word is superimposed upon a face, and participants respond to either the word or the face by identifying a salient stimulus dimension of the target feature such as whether the target is an actor or a politician (Egner and Hirsch, 2005b) or whether the target is male or female (Egner et al., 2010). Face and word pairings may be matching (congruent: C) or conflicting (incongruent: I) with respect to the target dimension. In Stroop-type paradigms, responses to incongruent trials are slower than responses to congruent trials (MacLeod, 1991) and many brain imaging studies have employed such paradigms in the cognitive domain to study neural processes underlying response conflict and the resolution of response conflicts within the brain. By presenting trials in a mixed sequence, Egner et al. (2008) sought to leverage their analysis of underlying processes by taking advantage of methods applied in previous brain imaging studies of cognitive control using Stroop type conflict paradigms (Kerns et al., 2004). Etkin et al. (2006) applied this methodology to the study of emotional conflict processing by pairing an affectively expressive face (happy or fearful) with the overlaid word “happy” or “fear” to produce a direct analogue of the perceptual, semantic, and response conflicts characteristic of cognitive Stroop type tasks in the affective domain. Due to the central importance of those findings to the current study we will next consider them in some detail.

At a behavioral level, Etkin et al. (2006) found both Stroop and Gratton effects. For congruent vs. incongruent trials, they carried out a region of interest contrast on the amygdalae which found increased activation in the right amygdala for all incongruent trials, concluding that the amygdala is responsive to conflict in emotional information. For the control related contrast of II vs. CI trials, analyses were conducted on regions of interest in bilateral dACC and medial prefrontal cortex, lateral prefrontal cortex, and rostral anterior cingulate cortex (rACC). CI trials resulted in greater activation than II trials in bilateral dACC, medial prefrontal cortex, and lateral prefrontal cortex. This was interpreted as conflict (rather than control) related, as the Gratton effect was taken to indicate that conflict was higher in CI than II trials due to the slower reaction times (RTs) of the former.

II trials (compared to CI) produced greater activation in the left rACC, which was interpreted as control related effects (based on faster RTs to II than CI trials). This interpretation was bolstered by a series of further analyses; activity in medial PFC and right DLPFC during prior incongruent trials was found to predict rACC activation in the current trial. Psychophysiological interaction analysis (Friston et al., 1997) found an inverse relationship between current trial activity for rACC and amygdala for high control (II) but not low control (CI) trials. The extent to which left rACC activity predicted reduced right amygdala activity in II vs. CI trials was also found to predict the extent to which RT on II trials was reduced in comparison to CI trials (a.k.a., the Gratton effect). An effective connectivity analysis (Friston et al., 2003) confirmed that prior trial incongruence enhanced rACC negative effective connectivity (inhibitory control) over the amygdala on the following trial. No rACC effects were found in the contrast between high and low conflict (I vs. C) trials. Etkin et al. (2006) therefore concluded that the rACC plays a key role in the resolution of processing conflicting affective signals, at least in part by the regulation of the affective (including autonomic) responses to those mixed verbal and non-verbal signals.

Etkin et al. (2006) were able to identify context dependent contralateral relations between the amygdala and rACC related to control within trials, and corresponding dynamic relations between them across trials. However, their account logically predicts a specific (unfolding) sequence of within-trial effects that is beyond the temporal resolution of standard fMRI methods to identify. Firstly, rACC control related activation should follow activation of the amygdala by conflicting affective visual stimuli. Secondly, if rACC exerts control of affective conflict by downregulating this amygdala response, it should precede a reduction in later activation during the processing of conflicting affective stimuli that would otherwise be facilitated by this initial amygdala activation. The timing of these relationships cannot be established within the temporal resolution of fMRI but may be accessible through the evoked cortical responses generated by conflicting visual affective stimuli.

The amygdalae (left and right) are amongst the most omniconnected regions in the brain (Pessoa, 2008). These connections include subcortical regions regulating sympathetic nervous system reactivity (Beissner et al., 2013), hippocampal regions involved in the memory of reward contingencies (Yang and Wang, 2017; Murray and Fellows, 2022), frontal cortex including rACC and orbitofrontal cortex (Beckmann et al., 2009), and all levels of visual processing from striate to extrastriate cortex. Thus, the amygdalae (left and right) are principal hubs in the integration affective and cognitive responses to perceptual signals within the brain.

Initial activation of the amygdala by affectively salient facial expressions (fear and happiness) occurs rapidly via magnocellular pathways from the superior colliculus and pulvinar nucleus of the thalamus (Garvert et al., 2014). Synaptic transmission time along this pathway is estimated to take 80–90 ms (McFadyen et al., 2019). Detailed visual processing of these same stimuli occurs later along a pathway which feeds forwards from specific feature identification in the occipital face area (Pitcher et al., 2011) to feature integration into facial gestalts in inferior temporal cortex and the FFA (Ishai, 2008). Anatomical studies in primates demonstrate that the amygdala projects extensively to both earlier and later regions activated in this visual processing hierarchy (Adolphs and Spezio, 2006) but most strongly to later processing regions of the fusiform gyrus (Pessoa, 2008). Morris et al. (1998) and Garvert et al. (2014) have provided evidence for top-down amygdala modulation of the processing of facial expressions in occipital and temporal visual cortex, respectively.

Based on these findings, it is expected that amygdala activation triggered by processing conflicts between incongruent sensory affective signals in the affective face-word Stroop task will drive the amplification of conflicting representations of affective meaning generated at higher levels of visual (face and word) processing hierarchies. In which case, the down-regulation of conflict-related amygdala activation by rACC reported by Etkin et al. (2006) would be expected to lead to decreased facilitation of the visual processing pathway engaged by task incongruent affective information. Although both face and word present affectively valenced visual information, affective word recognition is expected to rely upon a left hemisphere occipital to temporal visual processing pathway while affective face recognition will depend upon a right hemisphere occipital to temporal visual pathway. It may be noteworthy that control-related rACC activation in that study was only observed in the left rACC—the same hemisphere in which the conflicting affective signal (the word) is processed.

We considered that application of EEG source localization methods to the averaged visual evoked potentials (VEPs) generated by a version of face-word affective Stroop may permit us to test aspects of the functional interpretation developed above. VEPs provide the fine-grained temporal resolution to allow us to establish the timing and temporal sequence of functional events with great precision. Source localization, guided by prior results and specific predictions, permits us to identify whether the cortical regions expected to be engaged in those events match the actual regions involved.

The features of the VEP of interest for the current study are early waveforms generated by occipital and temporal cortex, which are specifically responsive to face processing. These are the P1 wave (typically arising about 60 ms post-stimulus and reaching a peak about 100 ms post-stimulus) and the immediately following N170 wave peaking about 150–170 ms post-stimulus (Luck, 2014). There is a voluminous literature on both waveforms in the event related potential literature which we do not seek to address here. What is important for the current study is that the P1 is the earliest waveform in the VEP sensitive to face related stimulus features (Pitcher et al., 2011) while the N170 is associated with numerous forms of whole face discrimination, including the affect of facial expressions (Alguacil et al., 2017; Qiu et al., 2017). Generators contributing to the P1 (in the context of face stimuli) include lateral and mid occipital cortex (Di Russo et al., 2002; Pitcher et al., 2011). While the contributions of source activity in the FFA to the N170 have been a matter of controversy (Eimer, 2011; Luck, 2012), a recent direct electro-cortical recording study shows that face elicited activity in the right FFA coincides with the timing of the scalp recorded N170 (Jacques et al., 2019). Another recent study using individual structural MRI images as head models for cortical source analysis of the N170 reported that the FFA is the major contributor to the face-sensitive N170 (Gao et al., 2019).

A tentative model of the temporal dynamics in control responses to affective stimulus conflict may be drawn: initial conflicting affective signals are relayed rapidly to the amygdalae. Conflict sensitive (possibly lateralized) amygdala activation triggers a rapid inhibitory control response from (possibly contralateral) BA32 and enhances processing of affective face features in (likely right) inferior temporal lobe (associated with the FFA). This facilitation is downregulated as a consequence of BA32 regulation of the amygdala in a later time window of the VEP (see Figure 1). The likely time course of amygdala activation and down regulation will be reflected in aspects of sympathetic nervous system activity, but that is beyond the scope of this paper.
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FIGURE 1
Proposed model for conflict and control in AFWS word-task. Face stimuli sourced from the NimStim set of Facial Expressions (Tottenham et al., 2009) and available to the scientific community at https://macbrain.org/resources/. All faces are from the Nim Stim data set publicly available for scientific research. LGN, lateral geniculate nucleus; Pul, pulvinar nucleus; AM, amygdala; IT, inferior temporal region; rACC, rostral anterior cingulate cortex (BA32); solid line, feedforward signal; light dash, inhibition; heavy dash, (variable) facilitation.


We set out to test predictions drawn from this model which extend the temporal detail reported by Etkin et al. (2006) for the AFWS task. In particular, we set out to establish the timing of BA32 control activation elicited by conflicting affective stimuli and to establish the relationship of that timing relative to the expression of control in the sensory processing of conflicting affective stimulus features. We recorded scalp EEG while administering a version of the AFWS paradigm and later conducted eLORETA source analysis (Pascual-Marqui et al., 2011) on the obtained VEPs in time windows corresponding to the rise and fall of the P1 and N170 components. Following Etkin et al., we compared I vs. C trials to identify the timing and expression of conflict control and II vs. CI trials in order to determine the timing of predicted rACC affective-conflict control. Scalp recorded EEG is unable to detect electrical activity generated by the amygdala.

We chose to depart from the paradigm employed by Etkin et al. in one very important respect: while they employed the face as the response target, we employed the word. In the results of the initial (non-affective) face-word paradigm reported by Egner and Hirsch (2005b), the statistical magnitude of the conflict effect (C vs. I reaction time difference) is much larger for the word target that the face target task. Similarly, Ovaysikia et al. (2011) compared responses to emotion word and affective faces in a similar affective face-word Stroop experiment and reported the statistical magnitude of the classic Stroop effect for RT (I > C) to be greater for the word target compared to the face target. Due to the central role of conflict in eliciting affective control in this paradigm, it was decided to adopt a word target version of the task in order to maximize the magnitude of the affective control response in the present study. In this case, further processing of the affective face stimulus becomes the source of task interference. Additionally, both the timing of VEP components and the location of the extrastriate processing pathways engaged in affective face processing are known in much greater detail than for affective words.

The issues addressed in the current study (together with the methods of inquiry and analysis) are driven by unanswered questions arising from the rationale, findings and conclusions lying in and behind the original paper of Etkin et al. (2006). While there have been over 1,600 published citations of that paper to date, to our knowledge the simple questions posed here (originating directly from that original paper) have not been addressed in any of those studies. There is, however, a group of studies likely to be of particular relevance to those which employ neuroscience methods to study word target versions of the AFWS.

Zhu et al. (2010) conducted a classical ERP study comparing VEPs to congruent and incongruent AFWS stimuli for both word target and face target versions of the task. They sought to demonstrate affective face processing effects in the early N170 component of the VEP. When responding to the face, I-trials evoked a more negative N170 compared to C trials. Alternately, responding to the word evoked a less negative N170 in I-trials. This indicates that the N170 is indeed sensitive to conflict in affective stimulus, and that modulation (control) of task relevant and task irrelevant affective stimulus features have been triggered by this very early processing stage, supporting our choice to examine these early time windows. Behavioral findings from the fMRI study by Ovaysikia et al. (2011) have been reviewed above, supporting our choice of word target in the current paradigm. That study also reports a comparison of the BOLD response between I and C trials in word and face target conditions respectively finding both overlap and differences in regions active during conflict for the word and face target. Perhaps most salient to the current study, conflict (i.e., I > C) showed greater activation in right inferior temporal regions for the word but not the face target. This is consistent with enhanced processing of affective facial features triggered by conflict when the face acts as distractor, but the precise timing of such an event cannot be determined from this study.

Yang et al. (2016) also report an fMRI study using a word target version of the AFWS. They conducted separate contrasts for negative and positive affective face stimuli (distractors) to determine regions engaged in conflict effects in each case. Significant conflict effects were observed for positive but not for negative affective faces. Valence of the affective face was a major factor in determining conflict effects. The impact of the valence of affective faces on conflict control, the focus of the current study, remains to be determined. It is clearly an important and open question whether or not control responses to affective conflict (II > CI) are linked to a specific valence of the affective face however we chose not to pursue that question in the current study.

Following these considerations, we sought to test the following predictions:


1.We predicted that, when identifying the word of the affective face-word Stroop task, participants would still show the classic Stroop effect; that is, faster reaction times to congruent face-word affective signals than to incongruent signals.

2. a)We also expected conflict related control effects in the form of significant reaction time differences between II and CI trial types.

b)We expected these differences to follow the Gratton effect with reaction time for II trials faster than for CI trials.

3.We sought to employ EEG source localization of VEP components to determine the timing of rACC affective-conflict related control activity as reported by Etkin et al. (2006).


a)We expected eLORETA estimates of source localized activity during the VEP to face-word stimuli, in the rACC, to be significantly greater in II than CI trials.

b)Due to the reversal in the laterality of stimulus processing for the incongruent distractor (from word to face, from left hemisphere to right hemisphere) we expected rACC control activation to be switched from left rACC (in Etkin et al., 2006) to right rACC in the present study.

c)We expected control related rACC activation to occur in a time window following expected amygdala activation (80 ms) but prior to control induced downregulation of (conflicting) affective-face processing.



4.We propose that affective face-word conflict triggers a rapid control response that for word targets leads to reduced facilitation of the affective component of face processing. Therefore, we expected a reduction in activity in the right FFA in the time window of the N170 for I trials compared to C trials.





2. Materials and methods


2.1. Participants

Forty-eight English speaking employees (Male = 19, Female = 29) from a local government authority at a regional Australian city volunteered for this study. Ages ranged from 25 to 65 years (M = 46.3, SD = 12.3). A total of 38 participants self-reported right-handedness and 10 self-reported left-handedness. Eight participants declared they were taking prescription medication for either a neurological or psychological condition. Ethics approval was granted by the responsible Human Research Ethics Committee. All participants provided written informed consent prior to the experiment and were debriefed on completion of their testing. Permission to conduct the study was granted by the local government authority’s Chief People and Culture Officer.



2.2. Experimental paradigm

An adaption of the emotional face-word Stroop task (Etkin et al., 2006) was created and employed to induce emotional conflict arising from the incongruence between two emotional dimensions of a stimulus. Photos of faces with fearful or happy expressions constituted the task-irrelevant dimension of the stimulus, whereas the task-relevant dimension involved identifying the emotional word that appeared across the face. Stimuli were presented with STIM2 software (Compumedics USA Ltd, El Paso, TX, USA) on a 51 cm LCD monitor. The task consisted of happy and fearful faces selected from The Research Network on Early Experience and Brain Development’s battery of 646 facial expression stimuli, developed for use in studies of face and emotion recognition (Tottenham et al., 2009). All faces in that data set are of paid actors. Images were matched on brightness, contrast, and size. Fearful and happy faces were chosen to elicit strong emotional/somatic responses. The faces were presented in color and the words “FEAR” or “HAPPY” appeared in blue capital letters 2 cm tall on screen and were positioned centrally across the face above the top lip across the nose. The facial expression and word were either congruent or incongruent (refer Figure 2 for details).
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FIGURE 2
Example stimuli of the affective face-word Stroop task. Stimuli were either congruent with respect to the word (emotion target) and face (emotion distractor) or incongruent, which were designed to elicit affective conflict. Participants were instructed to identify the emotion word that appeared across the face (i.e., happy or fear). Face stimuli sourced from the NimStim set of Facial Expressions (Tottenham et al., 2009) and available to the scientific community at https://macbrain.org/resources/. All faces are from the Nim Stim data set publicly available for scientific research.


Four different trial types were created on this combination of facial expression and emotional word, i.e., 43 congruent-incongruent (CI), 51 incongruent-incongruent (II), 44 incongruent-congruent (IC), and 14 congruent-congruent (CC). As the planned analyses was the CI vs. II comparison (with C vs. I as a secondary analysis) the stimulus sequence was constructed to maximize the occurrence of CI and II trial types. CC and IC trial types as such are not analyzed. The number of fearful/happy faces for each relevant condition can be seen in Table 1. All experimental stimuli and trial sequences employed here may be viewed or downloaded from the Research UNE repository (RUNE) at the following link https://aus01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fhdl.handle.net%2F1959.11%2F54805&data=05%7C01%7Cgjamieso%40myune.mail.onmicrosoft.com%7C6257298be77e460f0cb608db572371ec%7C3e104c4f8ef24d1483d8bd7d3b46b8db%7C0%7C0%7C638199581972550173%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C3000%7C%7C%7C&sdata=B3UkQRqoqGIXkA%2Fm5%2Ba76k30rNYuu0Xg8lMP7b%2Bk2r0%3D&reserved=0.


TABLE 1    Happy and fearful faces for each trial type.
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The task consisted of the presentation of 154 images across two blocks of trials, separated by a break. The first block comprised of 78 trials and the second block of 76 trials. The first trial of each block is not assigned a stimulus sequence. Stimuli were presented for 1000 ms and were separated using an interstimulus interval (ISI) that jittered between 1104 and 5992 ms to decrease expectancy effects. These ISI are longer than typical in an ERP paradigm and were chosen to match those reported by Etkin et al. (2006) in their original fMRI study. A white central fixation cross appeared on a black background for the duration of the ISI (refer Figure 3 for details). The trial sequence for the two blocks was programmed with MATLAB and presented in a pseudo-random order to ensure the same trial type did not appear consecutively to avoid repetition priming effects (Mayr et al., 2003). A breakdown of stimulus characteristics is listed in Supplementary Table 1.
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FIGURE 3
Example experimental paradigm of the affective face-word Stroop task. Examples of congruent and incongruent trials to examine affective conflict as well as trial combinations for conflict adaptation effects. cI, incongruent trial preceded by a congruent trial; iI, incongruent trial preceded by an incongruent trial; iC, congruent trial preceded by an incongruent trial; cC, congruent trial preceded by a congruent trial. Face stimuli sourced from the NimStim set of Facial Expressions (Tottenham et al., 2009) and available to the scientific community at https://macbrain.org/resources/. All faces are from the Nim Stim data set publicly available for scientific research.




2.3. Electroencephalogram data acquisition

Electroencephalogram was recorded using a 64-channel (channels M1 and M2 were not used in the recording) Neuroscan QuikCap (Compumedics USA Ltd., El Paso, TX, USA) arranged in accordance with the international 10/20 system and aligned with the anatomical nasion and inion points (see Figure 4). Electrodes were composed of Ag/AgCl. Signals were acquired and digitized using a SynAmps RT 24-bit digital amplifier (Compumedics USA Ltd., El Paso, TX, USA) at a sampling rate of 500 Hz and passed through a bandpass filter of DC to 200 Hz. The amplifier was connected to Curry 7 Acquisition software (Compumedics USA Ltd., El Paso, TX, USA) located on a Dell T5700 laptop, while the STIM2 software for the emotional Stroop task was run on a second Dell T5700 laptop. The recording reference was an electrode midpoint between electrodes Cz and CPz. Recordings were converted to a common average reference offline.
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FIGURE 4
Electrode locations of International 10-20 system for EEG recording for the 64 channel Neuroscan Quik-Cap. https://compumedicsneuroscan.com/wp-content/uploads/quik-cap-64ch.jpg. All faces are from the Nim Stim data set publicly available for scientific research.




2.4. Procedure

After providing written informed consent, participants completed a demographic information form and all cap electrodes were prepared using an electrolyte solution administered with an electronic pipette into the QuikCell sponge of the electrodes. Impedance levels were below 10 kΩ at the commencement of recording.

Participants were instructed to relax into a comfortable position approximately 1 m from the computer screen, and to remain as quiet and still as possible for the duration of the experiment. All participants commenced EEG recordings with 2 min of eyes closed rest followed by 2 min of eyes open rest. EEG recording was paused while participants were provided with instructions for the Stroop task. Participants were instructed to respond to the emotional word and not the facial expression as quickly and as accurately as possible and to avoid missing a response. They were instructed to nominate their response by using their right hand only on the numeric keyboard, pressing number 1 to indicate the word “FEAR” or number 3 to indicate the word “HAPPY.” In order to counterbalance the response type with motor preparation, these numbers were reversed for each alternate participant. The break allowed between the two experimental blocks was up to 20 s.

Recording recommenced at the completion of the verbal instructions immediately prior to commencement of the first block of the emotional Stroop task. Testing took approximately 90 min per participant per session, including equipment set up.



2.5. EEG analysis

Data processing was conducted using MATLAB r2018a and IBM SPSS Statistics v27. EEG was re-referenced offline to a common average channel. A 2nd order Butterworth bandpass filter set at 0.5–48 Hz was then applied. Raw data was first visually inspected to reject any obvious segments of artifact removed from the EEG. Following this, independent components analysis (Infomax algorithm) was conducted via Fully Automated Statistical Thresholding for EEG artifact Rejection (Nolan et al., 2010) to reject systematic artifacts in the dataset caused by biological processes (e.g., eye movement, scalp tension, and breathing) and environmental and electromagnetic interference (e.g., mains electric fields or activity from mobile phones).

Event Related Potentials (ERPs) are a measure of cortical activity and are time and phase locked to a stimulus. EEG waveforms were epoched between 250 ms pre-stimulus and 500 ms post-stimulus. EEGLAB version 14.1.1 (Delorme and Makeig, 2004) was used for criterion-based artifact rejection. Criteria were set to reject epochs with amplitudes greater than 60 μV, as these were likely to contain non-cortical signals. The data were visually inspected for any remaining epochs containing atypical artifact and manually removed.



2.6. EEG source analysis

Cortical source localization analyses of ERPs during each condition were conducted using The Key Institute eLORETA (exact low resolution brain electromagnetic tomography; Pascual-Marqui et al., 2011) package, which provides a single weighted minimum norm solution to the inverse problem, resulting in zero error localization in the gray matter (Pascual-Marqui, 2002; Marco-Pallarés et al., 2005). Cortical sources of task related activity were identified by computing three-dimensional distribution of current source density [the description of the method is detailed in Pascual-Marqui (2009) and Pascual-Marqui et al. (2011)] in 6239.5 mm3 gray matter voxels throughout the cortex. The weights utilized by eLORETA yield images of current density in a standardized realistic head model (Fuchs et al., 2002) based on the MNI152 template (Mazziotta et al., 2001).



2.7. Statistics

Mean reaction times for correct responses were calculated for each individual in each of the I, C, CI, and II trial types. RTs faster than 200 ms and slower than 1050 ms were excluded from the mean RT calculation. Mean RT and response accuracy rate differences between trial types were analyzed in SPSS v27 using paired samples t-tests and the Wilcoxon signed rank test, respectively. The eLORETA software package was used to conduct statistical testing of differences in voxel activity between conditions. We first computed paired samples t-tests at each voxel between designated conditions. To control for the false discovery rate we next employed the exceedance proportion test [see Friston et al. (1990, 1991) for details], a method adapted from neuroimaging to determine thresholds for a group of voxels above which the set of voxels as a whole has the designated p-value. The exceedance proportion test in the eLORETA software package calculates a series of progressively increasing thresholds (set at deciles between the lowest and highest obtained voxel statistic) and the associated probabilities. In each case, when the maximum voxel statistic was significant [as determined by non-parametric randomization testing; see Nichols and Holmes (2002)] we applied the threshold immediately below that threshold containing only the maximum voxel value and report only that set of voxels. In that case, reported Cohen’s d values are based upon the threshold t value.




3. Results


3.1. Behavioral data

Data obtained were analyzed using reaction times and error rates (Table 2). The assumptions of normality were met for all variables except those related to accuracy; for those analysis the equivalent non-parametric tests were used.


TABLE 2    Reaction times and error rates for experimental conditions across sessions.
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3.1.1. Reaction times

A paired samples t-test was used to compare participants’ mean reaction times on incongruent trials and congruent trials (see Table 2). There was a significant Stroop effect for trial congruency on participants’ reaction times, with slower reaction times found for incongruent trials; t(47) = 2.080, p = 0.021 (one tailed), Cohen’s d = 0.28.

A further paired samples t-test was used to compare participants’ mean reaction times on II trials and CI trials (see Table 2). There was a significant effect for prior trial congruency on participants’ reaction times to a current incongruent, with slower reaction times found for II trials than for CI trials; t(47) = −2.386, p = 0.021 (two tailed), Cohen’s d = −0.32. A two-tailed p-value is reported in this case because the direction of the significant difference is the reverse of that described by the Grattan effect.



3.1.2. Accuracy data

Mean accuracy was consistently high across all trial types. A Wilcoxon signed rank test indicated that II trials had a non-significant influence on participant accuracy scores compared with CI trials; z = −0.062, p = 0.950, two-tailed, r = 0.009.




3.2. Averaged face-word affective Stroop VEPs and global field power


3.2.1. Congruent and incongruent trials

Averaged VEPs for C and I trials are shown for electrodes Fz, PO7, and PO8 in Figure 5. Waveforms show an expected topography for face VEPs with a maximum negative peak in the right lateral parietal-occipital region. The P1 peak occurs at 98 ms post-stimulus and the N170 peak at 156 ms post-stimulus.
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FIGURE 5
Visual evoked potentials for congruent and incongruent trials at electrodes Fz, PO7, and PO8. C, congruent trials; I, incongruent trials. All faces are from the Nim Stim data set publicly available for scientific research.


Global Field Power (GFP) is the spatial variance of the EEG/ERP signal across all electrodes at each time point in the signal. As EEG/ERP topography is essentially the information on which source analysis operates, GFP provides an objective method by which to establish time windows for source analysis that are fitted to a particular data set but do not pre-empt the results of the analysis. The GFP time-series for C and I trials is shown in Figure 6. It can be seen that the timing of the first GFP peak closely matches that of the P1 in Figure 5, and that the timing of the second peak closely matches that of the corresponding N170 peak in the same figure.
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FIGURE 6
Averaged global field power for congruent and incongruent trial VEPs. C, congruent; I, incongruent. All faces are from the Nim Stim data set publicly available for scientific research.




3.2.2. Congruent-incongruent and incongruent-incongruent trials

Averaged VEPs for CI and II trials are shown for electrodes Fz, PO7, and PO8 in Figure 7. The P1 peak occurs at 98 ms post-stimulus and the N170 peak at 156 ms post-stimulus. The GFP time-series for CI and II trials is shown in Figure 8. The timing of the first GFP peak closely matches that of the P1 in both Figure 7 and the timing of the second peak closely matches that of the corresponding N170 peak in the same figure.
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FIGURE 7
Visual evoked potentials for congruent-incongruent and incongruent-incongruent trials at electrodes Fz, PO7, and PO8. CI, congruent-incongruent trial; II, incongruent-incongruent trials. All faces are from the Nim Stim data set publicly available for scientific research.
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FIGURE 8
Averaged global field power for congruent-incongruent and incongruent-incongruent trial VEPs. CI, congruent-incongruent; II, incongruent-incongruent. All faces are from the Nim Stim data set publicly available for scientific research.





3.3. eLORETA source analysis

Event related potential source analyses were conducted on averaged waveforms at all 62 recording electrodes. The grand averages at each electrode, in each condition, as well as individual averages and behavioral data for each participant are available for inspection and may be downloaded from the following RUNE link https://aus01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fhdl.handle.net%2F1959.11%2F54805&data=05%7C01%7Cgjamieso%40myune.mail.onmicrosoft.com%7C6257298be77e460f0cb608db572371ec%7C3e104c4f8ef24d1483d8bd7d3b46b8db%7C0%7C0%7C638199581972550173%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C3000%7C%7C%7C&sdata=B3UkQRqoqGIXkA%2Fm5%2Ba76k30rNYuu0Xg8lMP7b%2Bk2r0%3D&reserved=0.

Based on the GFP data, four time windows were established for the eLORETA analysis of cortical source activity differences between CI and II trials and between C and I trials. The first window was defined by the onset of the first GFP peak until the first peak (50–98 ms post stimulus). Note that the termination of this time window closely corresponds both to the P1 peak and to the expected magnocellular activation of the amygdala. The second window was defined by interval between the first GFP peak and the following GFP minimum (98–118 ms post-stimulus). The third window is defined by period from the GFP onset of the N170 component in the VEP until the second GFP peak (118–156 ms post-stimulus). The final window corresponds to the resolution of the N170 component and is defined by the time from the second GFP peak until the second GFP minima (154–204 ms post-stimulus).


3.3.1. Incongruent-incongruent vs. congruent-incongruent trials

For the time window 96–118 ms post stimulus the exceedance proportion test identified a group of 26 voxels above the threshold value of t(41) = −3.847 with a probability of p < 0.002 for the set. At the threshold value, Cohen’s d = 0.64 (a medium effect size).

The maximum voxel statistic (t = −4.27) was located at MNI (5, 45, 0) right BA32. Supra threshold voxels are shown in blue in Figure 9 in each Cartesian plane about the max voxel location.
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FIGURE 9
Significant voxels for incongruent-incongruent vs. congruent-incongruent trials 96–118 ms post stimulus. Blue indicates II < CI, p < 0.002. Max voxel MNI 5 45 0, right BA 32 (rACC). All faces are from the Nim Stim data set publicly available for scientific research.


The full list of suprathreshold voxels is presented in Supplementary Table 2. Significant voxels are right lateralized and fall within frontal regions BA32 (rACC), BA10, and BA11.

The II vs. CI contrast found no significant voxels in any other time window.



3.3.2. Incongruent vs. congruent trials

For the time window 118–156 ms post stimulus, the exceedance proportion test identified a group of 20 voxels above the threshold value of t(41) = −3.537 with a probability of p < 0.003 for the set. At the threshold value, Cohen’s d = 0.559 (also a medium effect size).

The maximum voxel statistic t = −3.39 was located at MNI (55, −45, 15) at right BA20. Supra threshold voxels are shown in blue in Figure 10 in each Cartesian plane about the max voxel location.
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FIGURE 10
Significant voxels for incongruent vs. congruent trials 118–156 ms post stimulus. Blue indicates I < C, p = 0.003. Max voxel MNI 55 –40 –15, right BA 20 (FFA). All faces are from the Nim Stim data set publicly available for scientific research.


The full list of suprathreshold voxels is presented in Supplementary Table 3. Significant voxels are again right lateralized and fall mainly within middle and inferior temporal lobe, BA20 and BA 37 consistent with the FFA. Another region in this significant grouping is BA6 in the frontal cortex.

The I vs. C contrast found no significant voxels in any other time window.





4. Discussion

We sought to extend the understanding of how conflicts in affective signals between verbal and non-verbal channels are resolved in the brain. We utilized the temporal resolution of the EEG to explore within-trial dynamics controlling the processing of these conflicts in the affective face-word Stroop paradigm developed by Etkin et al. In doing so, we adapted the original paradigm so that participants must respond to the word (verbal) rather than the face cue. Our first concern was to establish that this paradigm would produce both Stroop interference and control type effects at the behavioral level. This was confirmed with RTs for I trials found to be significantly longer than C trials.

Next, we sought to establish the presence of a control effect at the behavioral level between II (considered to be high control) and CI (considered to be low control) trials. There was a significant difference in RT between these two conditions, however, it was the CI trials which showed faster responses than the II trials. This contradicted our expectation of a Gratton type control effect. Instead of the high control condition being faster than the low control condition, it was slower. In fact, the effect size for this difference was larger than the effect size for the Stroop effect itself.

This pattern is similar to another widely studied behavioral control effect known as the Rabbitt effect (Rabbitt, 1966) (also known as post-error slowing), in which a correct response following an error is found to be slower than a correct response following another correct response. The error response that triggers the control adjustment by post error slowing is a high conflict event (Botvinick et al., 2001). In the present case slowing on the subsequent trial is also triggered by a high conflict stimulus on the previous trial. Thus, in both cases, the cognitive control resources required to perform the current task (indexed by RT) vary as a function of prior demands on control resources. An I trial is presumed to induce greater conflict than a C trial; consequently it will require greater activation of the relevant control resources to respond to than a C trial. As a result, the comparison between an I trial and a C trial is not only one of stimulus or response conflict but also of the level of required control (fast and accurate response to I trials requires more control than to C trials). In the case of the Gratton effect, greater control (elicited by an incongruent stimulus) on a prior trial will result in a higher level of activation (or readiness for activation) of those control resources on the current trial. So the current trial they will require less resources to initiate control and/or control will be engaged more rapidly. In the case of the Gratton effect, this translates into reduced response times but in this case—as in the Rabbitt effect—enhanced control is linked to slower response times.

This could be explained if the response criteria of participants was biased toward accuracy rather than speed. Botvinick et al. (2001) provide such a model, simulating the Rabbitt effect where high conflict trials trigger a change in response criteria. Although participants were instructed that both speed and accuracy were important, this does not guarantee that this was the case. Some support for this interpretation may be seen in the mean accuracy rates reported in Table 2 above: mean accuracy was identical (to one decimal point) for all trial types, whereas in the results reported by Etkin et al. (2006) accuracy for C trials was greater than for I trials (as is typical for Stroop type paradigms). A bias toward accuracy over response time would mean that, once engaged, control resources would be active for longer before response selection to check that an error was not being made. In this study, such a motivational set may be due to our sample who were comprised of administrative workers in a government authority, and who were tested in a workplace setting. Whilst unexpected, behavioral results do support the conclusion that higher levels of stimulus conflict in prior trials recruit greater control in responses to current conflict trials, II trials continue to express greater behavioral control than in CI trials.

The comparison of cortical source activity between high control (II) and low control (CI) trials confirmed a highly significant cluster of affective-conflict control related voxels centered in the right rACC, with lower activity on the slower II trials and higher activity on the faster CI trials. Applying the logic of Botvinick et al. from brain imaging studies to these ERP source analysis results, this CI > II activation difference would be taken to indicate conflict (rather than control) related activity, whereas II > CI voxels are taken to indicate control related activation. That is, based on the reasoning that CI trials are lower in control (hence higher in conflict) than II trials because they are slower to respond (the Gratton effect) but in this case they are faster therefore following that deeper logic we continue to interpret this finding as a control response induced by affective–conflict.

This affective-conflict-stimulus evoked control response was observed only in the 98–118 ms post-stimulus time window. This time window lies in the resolution of the P1 component of the VEP and immediately prior to the onset of the N170 component (which in this case peaked at 156 ms post stimulus). This occurs very early in the stimulus processing response, prior to the completion of sensory stimulus analysis, and hence prior to response selection and motor preparation. It precedes, rather than follows response conflict within the trial, yet it is sensitive to congruency in the previous trial. It may be that it is the discrepancy between prior trial stimulus-conflict and the current trial stimulus conflict (a form of expectancy violation) that is triggering the control response in this case.

The timing of BA32 control activity in this study is too early to be triggered by either sensory analysis of stimulus conflict or response conflict. Etkin et al. (2006) reported that control related BA32 activity was positively correlated with amygdala activity in prior trials and negatively correlated with amygdala activity in the current trial. While activity in the amygdala cannot be measured in the current study due to the limitations of the scalp EEG, it is known that affective stimuli evoke a rapid amygdala response via fast links from the pulvinar nucleus of the thalamus, which occurs prior to sensory analysis in visual cortex (Garvert et al., 2014). If BA32 control activation in this paradigm is positively related to amygdala activation in the previous trial [as in Etkin et al. (2006)], then this increased activation in the amygdala is a strong candidate for triggering the control response observed here.

In the current study, control related rACC activity was found only in the right hemisphere, unlike Etkin et al. (2006) where it was found only in the left hemisphere. This is to be expected if the neural circuitry of control being exercised here is also lateralized. In our study, the conflicting affective stimuli (faces) are processed along a right hemisphere pathway that we expected to be influenced by rACC control. Whereas in the study conducted by Etkin et al. (2006), the conflicting affective information was carried by the word which is processed along a left hemisphere pathway. The lateralization of rACC affective control for affective words vs. faces, evident when both studies are viewed in conjunction, is a new finding which merits further consideration in relation to the development of other lateralized models of affective regulation (Craig, 2011; Bruder et al., 2017).

In addition to the specific predictions made concerning rACC activation in relation to affective control, there were further unanticipated findings in our contrast of II and CI trials in this time window. While the locus of significant voxels was clearly right rACC (BA32), fully half of the significant group of voxels identified lay in right orbitofrontal cortex (BA10 and BA11; see Supplementary Table 2). Tracing studies show that rACC is a rich hub connecting many regions across the frontal cortex (Tang et al., 2019) including BA10 and BA11. These results suggest that the control related effects of rACC on the amygdala likely include interactions with other frontal regions, which may provide a basis for integrating cognitive processes with affective-conflict regulation.

The contrast between I and C trial types revealed a highly significant group of voxels mostly in right mid-inferior temporal cortex (including BA 37 fusiform gyrus; see Supplementary Table 3) and the right FFA, that was less active in the I condition than in the C condition in the time window 118–156 ms post-stimulus. Thus, in the time window between onset and peak of the N170 component, activity near right FFA is reduced at the time when affective information is being identified in the incongruent face stimulus. This is the same contrast in which Etkin et al. (2006) identified amygdala activation in response to conflict (I > C) in the affective face-word stimuli.

The amygdalae have reciprocal connections with extrastriate visual processing areas in inferior and mid temporal regions, so the interaction of these regions may occur throughout the response to each AFWS trial. Current literature indicates that the initial response of the amygdalae to affectively salient stimuli is initiated by fast magnocellular pathways (not accessible in the current study). Amongst many effects this early amygdala response is expected to prime extrastriate visual cortex for processing salient stimulus features, thus enhancing later processing in these regions. From the findings of Etkin et al. (2006), in the case of affective conflict (AFWS), this would then trigger control related activity in rACC; in that study left rACC in the case of face target, and in the current study right rACC in the case of word target. This would then result in down regulation of the amygdala with subsequent down regulation of affective-face processing in right FFA. We found reduced right inferior temporal and fusiform gyrus activity in the I trials which followed immediately from the time widow in which right rACC (BA32) control related activation was identified, consistent with the predictions of our model presented previously in Figure 1.

Current findings in the I vs. C contrast correspond closely with the ERP results reported by Zhu et al. (2010) for the word target version of the AFWS. They report a reduction in the N170 component maximal at right lateral posterior recording sites, and likely identify similar cortical source activity (not analyzed in that study) to that underlying those results. Note that while the inference drawn from I > C activation in stimulus-response conflict paradigms in the brain imaging literature (Botvinick et al., 1999; Egner and Hirsch, 2005b) dictates that this is interpreted as conflict related in the case of ERP and ERP source localization this functional inference is now drawn from I < C results. This indicates the need for great care in triangulating between EEG/ERP and brain imaging methods in the study of psychological phenomena. Zhu and colleagues also report the reverse finding for the face target version of the AFWS—an increase in the amplitude of the N170 component maximal at right lateral posterior recording sites for I compared to C trials. This result, considered with those of the current study, suggest increased affective-face processing of incongruent stimuli in the region of the right FFA when face is the target. A similar finding was also reported using fMRI by Egner and Hirsch (2005b) for their initial (cognitive) face-word Stroop paradigm, in which task relevant face processing in FFA was amplified in high control conflict trials. The I > C findings of Zhu et al. (2010) for face target likely indicate top-down upregulation of affective face processing. Returning to our current result, this would imply that top-down facilitation of extrastriate affective-face processing (which we suggest is driven by the salience response of the amygdala) is reduced on incongruent (high processing conflict) trials for the word target in the AFWS task. We take this to indicate that aforesaid facilitation is itself down regulated by the affective-conflict control mechanisms evoked by the stimulus incongruence.


4.1. Limitations

There are two important ways in which the experimental paradigm of the current study differ from Etkin et al. (2006), and both place important limitations on the interpretation of results. Firstly, the current study utilized a word target AFWS paradigm while Etkin et al. employed a face target AFWS paradigm. In order to further clarify the meaning of the current ERP source localization findings in relation to the fMRI findings of Etkin et al., it will be necessary to conduct a study which employs both face and word target versions of the AFWS in a single study [as conducted by Zhu et al. (2010)] but utilizing source localization and control-related contrasts (II vs. CI) which were not employed in that study. In addition to replication, it will be important to establish whether BA32 control related activation occurs ipsilateral to conflicting sensory processing pathways.

Secondly, the ratio of I to C trials in this study was approximately 2:1 whereas in Etkin et al. (2006) it was 1:1. The ratio of incongruent to congruent trials is known to influence the Stroop interference effect, with a higher proportion of I trials associated with reduced Stroop interference effect in RT measures (Braem et al., 2019). It is unknown how this trial type frequency effect may influence other conflict related control effects such as the Gratton effect [employed by Etkin et al. (2006)] or Rabbitt type effects (as in the current study). It is likely to enhance control (and reduce conflict) on incongruent trials and thereby diminish the Gratton effect (which was absent in the current study). It will be important to conduct an AFWS study (preferably employing both face and word response instructions) which manipulates trial type frequency across high, balanced, and low ratios of I to C trials to determine the impact on trial sequence (II, CI, IC, CC) reaction times.

It may also be useful for researchers to examine the differences in control elicited when participants are instructed on the importance of accurate responses, speedy responses, and when they receive balanced instructions. In order to unambiguously interpret I vs. C source localization differences as evidence for facilitation, absence of facilitation or conflict interference, it is necessary to include affectively neutral face and word stimuli in the AFWS paradigm [as employed for example by Ovaysikia et al. (2011) in their related fMRI study]. Confirmation of the role of the amygdala proposed in the current model would require future studies to employ magnetoencephalogram (MEG) recording, which is able track both cortical and amygdala activity with the temporal of the EEG (Dumas et al., 2013).




5. Conclusion

This research compliments and extends the findings of Etkin et al. (2006) on the regulation of affective-conflicts in sensory information, in particular between words and faces using an adaptation of the affective face-word Stroop paradigm. Using contrasts derived from cognitive neuroscience research on Stroop type tasks, they identified right amygdala activation as a primary emotional conflict response in the face response AFWS task, and left rACC as a source of affective-control which directly inhibits amygdala activation. By leveraging the precise temporal resolution of the EEG, we were able to obtain within-trial timings for initiation of rACC affective-control activation, and for the subsequent effects (plausibly expressions of control) on the extrastriate visual pathways which processed the conflicting affective-face signals.

At a behavioral level, we were able to identify a novel Rabbitt type control effect. The Rabbitt effect has been shown to be modulated by the same conflict related activity (in this case dorsal rather than rostral ACC) as the Gratton effect in a cognitive Stroop color naming task (Kerns et al., 2004). These results indicate that the control response to affective conflict can toggle between Rabbitt-type and Gratton effects, although the precise circumstances which trigger this switch and the underlying mechanism remain to be identified.

We have confirmed the role of rACC in the control response to affective conflict and identified that these effects are lateralized. Considering these findings with those of Etkin et al. (2006), it appears that right rACC is engaged in regulating affective processing when conflict arises from right hemisphere processing, and left rACC in regulating conflict arising from left hemisphere processing pathways. Our results indicate that the initiation of rACC control involves evoked cortical potentials that are not registered in the results available through fMRI. This highlights the importance of convergent (not merely parallel) inquiry in this field, and the differences in interpretation required when dealing with EEG/ERP and BOLD fMRI results.

Current results support the view that rACC regulation of affective-conflicts are triggered within trials by early conflict-related amygdala activation, leading to down regulation of the amygdala response and hence to down regulation of the amygdala’s attentional facilitation of selected affective signals (in this case targeting the right FFA). While the current findings extend our understanding of how the brain responds to affective conflicts, the ultimate utility of such knowledge lies in understanding the real world of complex social interactions in which the management of affective conflicts plays a key role in negotiating the complex interactions between self and others.
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Network Seed MNI coordinates
Default Mode (DMN) 1AG —32 -76 44
rAG 57 —63 17
PCC -2 —50 30
MPFC -2 32 —10
DorsalAttention (DAN) IPS —34 —48 44
1PS 33 —57 4
IFEF —32 -6 49
TFEF 36 —19 44
VentralAttention (VAN) 1TPJ 80 —43 16
1FG 45 29 10
Language (LN) Py —54 -33 —4
IFG —47 14 1
Somatomotor (SMN) ISMA -1 —17 55
1S1 —45 —17 49
1St 45 17 49
12 —42 —13 10
1s2 42 —13 10
Visual (VN) Thvv4 —27 81 —13
thw4 24 —82 —16
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Network pair  High dysregulation  Low dysregulation  Welch’s
group connectivity  group connectivity  t statistic
values (mean  SD)  values (mean % SD)

DMN-DAN 0.062 + 0.044 0.069 + 0.069 —0.38t
DMN-VAN 0.076 + 0.047 0.062 + 0.067 0.93
DMN-LN 0.043 + 0.041 0.066 + 0.068 —1.45t
DMN-SMN 0.078 + 0.039 0.084 + 0.068 —0.41t
DMN-WN 0.10 +0.049 0.13+0.076 —1.35t
DAN-VAN 0.099 + 0.046 0.10 + 0.061 11t
DAN-LN 0.10 +0.042 0.12 4+ 0.070 —1.39t
DAN-SMN 0.124+0.049 0.10 £+ 0.070 1.32t
DAN-VN 0.054 +0.040 0.031 +0.068 1.46t
VAN-LN 0.081 +0.042 0.088 + 0.061 .

VAN-SMN 0.102 + 0.043 0.104 + 0.062 .13t
VAN-VN 0.050 + 0.049 0.056 + 0.058 .45t
LN-SMN 0.096 + 0.039 0.10 £ 0.070 441
LN-VN 0.059 + 0.042 0.046 + 0.072 0.801
SMN-WN 0.060 + 0.035 0.047 + 0.062 0.97t

DMN, Default Mode Network; DAN, Dorsal Attention Network; VAN, Ventral Attention
Network; LN, Language Network; SMN, Somatomotor Network; VN, Visual Network. :
not significant.
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Network pair  High Dysregulation  Low Dysregulation ~ Welch's
group connectivity  group connectivity  t statistic
values (mean + SD)  values (mean = SD)

DMN-DAN 0.068 + 0.048 0.044 + 0.067 142t
DMN-VAN 0.08 + 0.062 0.001 + 0.063 447
DMN-LN 0.058 + 0.067 0.083 + 0.066 —1.441
DMN-SMN 0.069 + 0.51 0.060 + 0.68 0.53
DMN-VN 0.046 + 0.046 0.045 + 0.052 o.10f
DAN-VAN 0.098 + 0.069 —-0.01 £ 0.076 .Y
DAN-LN 0.057 + 0.073 0.12 +0.086 —2.8"
DAN-SMN 0.043 + 0.061 0.034 + 0.081 0.441
DAN-VN 0.028 + 0.046 0.035 + 0.061 —0.43f
VAN-LN 0.087 + 0.082 0.027 + 0.068 28"
VAN-SMN 0.12 £ 0.073 —0.006 + 0.08 6.04%
VAN-VN 0.1 0.08 0.027 + 0.067 4.28%
LN-SMN 0.08 +0.073 0.13+0.08 —2.59"
LN-WN 0.073 + 0.60 0.066 + 0.63 0.401
SMN-VN 0.054 + 0.062 0.051 + 0.063 0.22

DMN, Default Mode Network; DAN, Dorsal Attention Network; VAN, Ventral Attention
Network; LN, Language Network; SMN, Somatomotor Network; VN, Visual Network.
‘0 < 0.05: *p < 0.01: **p < 0.001: . not significant.
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Factor t-value p-value Cohen’s d BFio

ART after ambiguous trialsy.1 n hasty context 4181 <0.001 0767 98677
after misleading trials,.. in hasty context 3.053 0.005 0567 8330
after ambiguous tralsy.1 in cautious context 2.390 0024 0444 2.207
after misleading tralsy.+ in cautious context 0.853 0401 0158 0275
A%Correct after ambiguous trials,., In hasty context 0.894 0379 0.166 0284
after misleading trials,.. in hasty context 4208 <0.001 0781 118.923
after ambiguous tralsy.1 in cautious context 0.994 0329 0.185 0310
after misleading trals,-+ in cautious context 1.772 0.087 0329 0786

The crical t-value, the p-vallie, and the Cohen's d as a measure of the effect size are represented for each factor (after ambiguous or misleacing trialsn-1 in hasty or cautious contex,

following the analysis of reaction time and %Correct change in trial, (ART and A%Correct). Significant p-value (with a Bonferronicormected threshold of 0.05/4) are highiighted!in bold
ond biie.
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Factor P(incl) P(incl|data) BFinct BFio ”?
ART CONTEXT 0.600 0853 2.854 5.411 0.183
TRIALy1_TYPE 0.600 0.247 0219 0255 047
CONTEXT X TRIAL,.,_TYPE 0.200 0065 0278 0553 005
A%Correct CONTEXT 0.600 0322 0317 0348 0051
TRIALy+_TYPE 0.600 0626 1.416 1.444 0112
CONTEXT X TRIAL,,_TYPE 0.200 0078 0.341 0283 0050

The prior inclusion probability P(inc), the posterior inclusion probabilty P(incldata), and the change from prior to posterior inclusion 0dds (BF i) are provided for each factor (CONTEXT;
TRIAL -1 _TYPE) and their interaction (CONTEXT x TRIALy.,_TYPE), following the analysis of reaction time and %Correct change i trial, (ART and A%Correct). In adition, the BF 1o
grades the strength of evidence for the altemative hypothesis against the null hypothesis and the partial eta-squared (1) represents a measure of the effect size. BF1o revealing a

significant factor effect is highlighted in bold and blue.





OPS/images/fnhum-16-864590/fnhum-16-864590-t001.jpg
Factor MES F-value p-value 2
RT CONTEXT 2,903,696 33,667 <0.001 0987
TRIAL_TYPE 9,316,608 385188 <0.001 0546
CONTEXTX TRIAL_TYPE 6,143 0582 0562 0932
%Correct CONTEXT 2117 41.31 <0.001 0999
TRIAL_TYPE 21,663 222.91 <0.001 1
CONTEXTX TRIAL_TYPE 655 14.35 <0.001 0998
SumLogLR at RT CONTEXT 0745 7.349 0.011 0.208
TRIAL_TYPE 25172 202,421 <0.001 0888
CONTEXTX TRIAL_TYPE 0.260 2728 0.074 0089

The main eror square (MES), critical F-value, p-value, and partiel ete-squared (1) are provided for each factor (CONTEXT; TRIAL_TYPE) and their interaction
(CONTEXT x TRIAL_TYPE), following the analysis of the reaction time (RT), peroentage of comect choices (%Cormect), and sensory evidence at RT (SumLogLA at AT). Significant

Bk ws it i hokl and bis.
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Life satisfaction

Positive affect

Negative affect

B (SE) R? change B (SE) R? change B (SE) R? change
Step 1 0.012 0.009
Gender 0.022 0.050 0.037 0.031 0.006
Age 0.006** 0.002 0.00 0.001 0.030 0.034
Education 0.043 0.026 0.047** 0.016 —0.002 0.001
—0.032 0.017
Step 2 0.214+ 0.26*+*
SE/POS 0.22%* 0.036 0.21%* 0.021 0.10%*
SE/MEM 0.20%* 0.032 0.081*+* 0.019 —0.19*** 0.026
SE/HUM 0.22%* 0.033 0.15%* 0.020 —0.075** 0.023
Step 3 0.017*** 0.06
Gender x Age —0.004 0.003 0.001 0.002 0.006
SE/POS x Gender 0.16 0.071 —0.015 0.043 0.001 0.002
SE/MEM x Gender 0.072 0.063 0.023 0.038 —0.064 0.051
SE/HUM x Gender —0.18%* 0.065 0.071 0.040 0.047 0.047
SE/POS x Age 0.002 0.002 0.002 0.001 0.043 0.002
SE/MEM x Age —0.001 0.002 0.000 0.001 —0.023
SE/HUM x Age —0.007+* 0.002 0.001 0.001 0.014
Adjusted R? 0.24 0.27 0.11

**p < 0.01;*** p < 0.001. Sex was coded as 0 = men and 1 = women.
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SE_POS

SE_MEM

SE_HUM

Life satisfaction

Positive affect

Negative affect

1.97

All

0.83

0.51

M

1.96

Men

SD

0.032

0.036

0.036

0.84

0.51

0.55

Women
M SD
4.05 0.032
3.36 0.035
3.46 0.035
3.40 0.82
2.97 0.52
1.99 0.56

Younger
M SD
396 0038
333 0042
355 0042
331 0.82
291 0.55
2.01 0.55

Middle
M SD
393 0032
335 0036
350 0035
337 081
295 049
197 055

Older
M SD
402 0.046
340 0.051
345 0.051
3.55  0.860
295 0570
194  0.570

Gender and age effects

Gender: F =12.16, p = 0.0001, n? = 0.011
Age: F=1.10, p = 0.33, 1% = 0.002
Gender: F =0.017, p = 0.896, n* = 0.001
Age: F=0.57, p=0.57; 1% = 0.001
Gender: F =243, p =0.12, 1% = 0.002 Age:
F=1.10, p = 0.33, n* = 0.002
Gender: F =0.001, p = 0.97, 12 = 0.0001
Age: F=6.30, p=0.001,12 =0.012,
Older > Younger, Middle
Gender: F = 0.72, p = 0.40, n? = 0.001 Age:
F=0.38,p =097, 1% = 0.0001
Gender: F = 148, p = 0.23,1% = 0.001 Age:
F=1.62,p =020, 1% =0.003
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Model 1: Configural invariance
Model 2: Metric invariance
Model 3: Scalar invariance
Model 3a: Partial scalar

Age invariance

Model 1: Configural invariance
Model 2: Metric invariance
Model 3: Scalar invariance

Model 3a: Partial scalar

In the age invariance, the intercept of the item 8 was released in the 35-59 group.
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orthogonal first-order factors (SE/MEM and SE/HUM, each with four items).
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Factor 1 accounted mainly for the Stimulus Type effect on both P100 and P250 peak
amplitude. Factor 2 reflected the fact that stimulus impoverishment tends to increase
the N170 deflection and to degrade evidence accumulation (see aiso Supplementary
Table S4). Finally, factor 3 reflected mainly the Stimulus Type effect on ty.
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v —024  -0.01 085 077
o 087 021 002 080
P100 peak amplitude 046 0.61 059 075
N170 peak amplitude 071 049 030 063
P250 peak amplitude 010 092  -003 085

Factor 1 reflected the fact that the FIE on t decreased with increasing N170 deflection in
response to FIE (see also Supplementary Figure $4). Factor2 accourted mainly for
the inversion effect on the P100 and P250. In adition, the FIE on the P100 amplituce
was shared between factors 2 and 3. Factor 3 reflected the fact that the greater the FIE
on the P100 amplitude the less the evidence accumulation (v) was impaired (see also
Supplementary Table S2).
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Parameters

Intensity

Duration
Frequency
Density

!Percentages based on the AHA guidelines and the Hill et al. (2008) study.

Light to moderate

PE modalities within treatment protocol

Moderate to intense

Minimal practice (estimated) to

intense practice practice alter cognition and trigger
flow-state experience
Aerobic Yoga Aerobic Yoga Aerobic exercise Yoga
exercise exercise
40-60% of VO, max! Light intensity® 60-80% of More intense? Light to intense Light to intense
VO, max"?
30 min 30+ min* 20 min 20+ min* 5-10+4 min® 5-10+ min®

5 times weekly

2 days no practice
over total weekly
time

5 times weekly

2 days no practice
over total weekly
time

3 times weekly

Always a resting day
or a minimal
practice day after an
active day

3 times weekly

Always a resting day
or a minimal
practice day after an
active day

5+ times weekly

5+ days weekly or during
non-practice days in the

other modalities

5+ times weekly

5+ days weekly or
during non-practice
days in the other
modalities

2Practice beyond the "intensity threshold’ (& 65% of VO2 Max) causes more SNS strain, but could be an option for specific practitioner groups or part of a build-up schedule.

3Intensity in yoga follows from higher intensity poses and holding these poses for a longer time.

4Depending on the poses practiced, yoga may require longer practice time than aerobic exercise for similar impact.

SResearch already indicates potential for cognitive changes after 10 minutes of moderate intensity practice. Depending on the type of practice and degree to which meditation directly follows

practice, as well as therapeutic considerations, these times may even be reduced to 5 minutes.
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Amplifying, maintaining, or suppressing representations based
on current goals

Regulation based on conceptualization of sensory input and
past experience

Regulation based on perceptual representation of one’s current
somatic/visceral state

Coordinated control of stimulus-driven somatic, visceral and
cognitive/attentional responses

Coordinated skeletal-motor, visceral-motor, and endocrine
control

Coordinated cross-organ system control
Coordinated cardiovascular control

Intra cardiac control

Each level has different sets of brain and neural mechanisms as well as physiological
correlates that contribute to vagal output regulation. Higher levels have more influence
on vagal output regulation. The NVI could delineate variations in which mind-body
practices (e.g., exercise, yoga, mindfulness or anaerobic training) affect vagal tone.
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Study ID
code

Aerobic practice

Voss etal,, 2010a

Voss etal., 2010b

Chen etal., 2019

Aerobic practice

Killgore etal.,
2013

Wittfeld etal.,
2020

Yoga

Froeliger etal,
2012a

Gothe etal,, 2018

Yoga

Gotink et al., 2018

Villemure etal.,
2015

Froeliger etal,,
20120

DMN components: PCC, posterior cingulate cortex; MEG, middle frontal gyrus, EMC, frontal medial cortex; MTG, middle temporal gyrus; PHG, parahippocampal gyrus
lateral oceipital cortex; sgACC, subgenual anterior cingulate cortex. CEN: RALPEC, right anterior prefrontal cortex; PFC, prefrontal cortex. STAL State-trait Anxiety Inventory;

Neuro:
cognitive
outcomes

Functional
connectivity

DMN (PCC, MFG,
FMC, MTG, PHG)
improved intra
functional
connectivity

DMN (MTG, PHG,
LOC, MEG) improved
intra functional
connectivity

CEN (RALPEC, PEC)
improved intra
functional
connectivity

DMN
(Parahippocampus,
subgenual cingulate) -
SN (amygdala)
improved functional
connectivity during
emotional perception
task

Increased gray mass in
brain region(s) related
to:

Spatial memory,
learning processes,
executive functioning

Memory, emotion,
stress-processing,
executive functioning

Functional
connectivity
Diferent CEN
activation patterns —
improved functional
connectivity

Improved CE
efficiency

Increased gray mass in
brain region(s) related
tor

Fight-flight responses:
right Amygdala

Visual and sensory
processing,
somatosensory
awareness,
self-referential,
memory processing,
cortical responsiveness

Higher order cognitive
control, motor control

Cognitive/behavioral
impact based on
testing

Spatial working memory,
set-shifting, task-shifting
nproved

Improved executive
functions

STAI correlates low with
improved functional
connectivity through running
IPAQ high score mediated this
relationship

No

No

Improved emotional processing

Improved working memory

No

No

International Physical Activity Questionnaire.

Physiological
measures

Oxygen uptake, heart
rate and blood

pressure as a measure
of aerobic fitness

Oxygen uptake, heart
rate and blood
pressure as a measure
of acrobic fitness

VOzmax
measurement was.
used for practice

intensity guidance

Peak oxygen uptake,
oxygen uptakeat the
anaerobic threshold,
and maximal power
output.

No

Cardiorespiratory
fitness (used as
control over all
conditions)

No

No

Design

Within-subject
test design

Randomized
controlled trial

Within subject
crossover design

Correlational
rescarch design

Study on two
independent
cohorts.
Correlational
research design

Matched group
design

Matched group

design

Cohort study witl

repeated measure

Matched group
design

Matched group
design

Participants

Non-clinical
elderly adults and
young adults

Non-clinical
elderly adults and
young adults

Non-clinical
subjects

Non-clinical carly
to middle adult
ranging from 18
to 45 years of age
Non-clinical early
o elderly adult
ranging from 21
to 84 years of age

Non-clinical early
to middle adult
ranging from 18
to 55 years of age

Non-
adults between
the of 19:and 58
(mean 35.7 years
of age)

cal

Large non-clinical
population cohort
with elevated
stress

Non-clinical
adults (mean
37 years of age)

Non-clinical early
to middle adult
ranging from 18
1055 years of age

Practice
type

The elder group
participated in
graded maximal
testing on a motor
driven treadmill
“The young adult
control group was
not tested

‘The elder group
participated in 12
year intervention
trial: acrobic
walking group vs.
stretching and
toning program
“The elderly
group was
randomly
assigned to one of
two conditions
“The young adult
control group did
not participate in
practice

Within subjects

runningand
walking sessions

were
counterbalanced
witha 1 week
interval between
practices.
“12-min running
session before
emotion
perception task
during a 20-min
MRIscan
*12-min walking
session before
emotion
perception task
during a 20-min
MRIscan

Exercise per week
as measured in
minutes per week

All participants
participated in a
cycling exercise
basedona
modified Jones
protocol

>3years,3t04
times per week,
>45 min per day
yoga + mediation
vs. naive controls

>3 year, >3 days per
week,atleast 1 h per
day yoga vs. naive
controls

>5years
yoga + meditation vs.
non-practitioners (no
or <5 years of
practice)

Experienced yoga
practitioners vs. naive
controls

>3 years, 3 to 4 times
per week, >45 1
day yoga + mediation
vs. naive controls

per Controls:

Sample sizes

Elderly: N = 120
Young adults:
N=32

Elderly: N = 65
Young adult
control group:
N=32

Youngadults:
N=39

Adults: N = 61

Adults: N = 2103

Yogisin=
Controls: n =7

Yogi 3
Controls: n = 13

Yogi 218
Controls:
N=2179
Yogis:n =14
Controls: n = 14

Yogs
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Study ID Neuro- Cognitive Physiological ~ Design Participants  Practice Sample sizes

code cognitive impact measures type
outcomes based on
testing
Functional
connectivity
Brewer et al., DMN (PCC) -CEN  No No Case control Non-clinical >10 years and Meditators:
2011 (dIPEC) improved matched an average of n=12
functional 10,5654 5,148 h  Controls: n = 12
connectivity at (base of mindfulness
line) resting state meditation vs.
DMN (PCC) - SN naive controls
(dACC) improved

functional
connectivity at (base
line) resting state
DMN (PFC, mPFC)
regions are less
active at (base line)
resting state and
during meditation

Doll etal,, 2015 DMN (PCC) - SN FMI correlates No Correlation Non-clinical 2 weeks of daily Meditators:
(insSN) improved negatively with study: MA and 20-minattention  n=26
functional resting state functional to breath
connectivity at network connectivity - training for
resting state coupling no controls meditation naive

participants

Kilpatrick et al., DMN (dmPFC) - MAAS score No Waitlist control Meditation 8 weeks MBSR Mindfulness:

2011 SN (dACC) higher in MBSR group design naive healthy training vs. wait  n=17
improved functional  group adult women list control Relaxation:
connectivity at group (active n=15
resting state control)

Tarenetal, 2015  DMN (sgACC) - SN PSS correlates Cortisol correlates Single-blind Stressed 3-day intensive Mindfulness:
(amygdala) negatively with  negatively with randomized unemployed mindfulness n=19
improved functional  resting state resting state controlled triall  community meditation Relaxation:
connectivity at decoupling decoupling (RCT) adults training vs. n=16
resting state relaxation

training without
a mindfulness

component
(active control)
Increased gray mass
in brain regions
related to:
Vestergaard- Cardiorespiratory No No Matched group  Non-clinical Highly Meditators:
Poulsen et al., control, design experienced n=10
2009 self-awareness, meditators vs. Controls: n = 10
executing memory naive controls
retrieval.
Herndndez etal,  Cardiorespiratory No No Matched group  Non-clinical Highly Meditators:
2016 control, design experienced n=23
self-awareness, meditators vs. Controls: n =23
executing memory naive controls
retrieval.
Holzel et al., Learning, memory No No Waitlist control Non-clinical 8 weeks MBSR Meditators:
2011 processing, emotion group design training vs. wait  n=18
regulation, list control Controls: n =17
self-referential group
processing and
perspective taking
Luders et al., Emotion regulation No No Matched group Non-clinical Experienced Meditators:
2009 and response control design meditators vs. n=22
naive controls Controls: n =22

DMN components: PCC, posterior cingulate cortex/precuneus; mPFC, medial prefrontal cortex; dmPEC, dorsomedial prefrontal cortex; sgACC, subgenual anterior cingulate cortex. SN:
dACC, dorsal anterior cingulate cortex; , insula salience network; CEN: dIPFC, dorsolateral prefrontal cortex. EMI: Freiburg Mindfulness Inventory; MAAS: Mindful Attention and
Awareness Inventory; PSS: Perceived Stress Scale.
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Single-bout psychophysiological impact

Task positive cognition

HRR - PSNS activation and SNS withdrawal

HRV - Vagal tone (and emotion regulation)

Allostatic load reduction

Neurorestorative potential due to improved sleep
quality

Long-term (repeated single bout) impact on
neurocognition

HPA axis changes
SAM axis (indirectly measured)

Experiential learning effects

Aerobic exercise!

Attention, processing speed, executive functioning,
memory functioning are improved

Post-exercise effects have been measured that indicate
stress-buffering potential

Indices of HRV show higher outcomes - which reflects
stress buffering potential

Indications for reduced allostatic load are present —
notably direct cortisol reduction

Indications for improved sleep quality

Improved SN (amygdala) functional connectivity

Improved CEN functional connectivity and increased
gray matter in CEN regions

Indications of increased non-reactivity, executive
functioning (notably memory) and emotion processing

Yoga®

Attention, processing speed, executive functioning,
memory functioning are improved

The extent to which practice causes cardiovascular
activation (also between poses) is expected to produce
similar effects - stress buffering potential would be
implied

Indices of HRV show higher outcomes - which reflects
stress buffering potential

Indications for reduced allostatic load are present —
notably direct cortisol reduction

Indications for improved sleep quality

Changes in SN (amygdala) activation

Improved CEN functional connectivity and increased
gray matter in CEN regions

Indications of increased non-reactivity, executive
functioning, emotion processing and somatic
awareness

PSNS, parasympathetic nervous system; SNS, sympathetic nervous system; HRR, heart rate recovery; HRV, heart rate variability; HPA axis, hypothalamic-pituitary-adrenal axis; SAM axis,

sympathetic-adrenal-medullary axis; SN, salience network; CEN, central executive network.

!While aerobic exercise and yoga have significant overlap in term of practice impact, differences in physiological and neurocognitive (i.e., experiential learning) effects can also be expected.

2Most studies on yoga practiced both asana’s and meditation. The direct impact of such practice may be notably reflected in physiological changes. In the long-term, however, such practice may

not only cause experiential learning unique to yoga, but also broader effects attributable to combined practice.
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Comparison | Speed Location

MNI coordinate Voxel size Cluster p-value FWHM (mm)

Resolution

element
(resels)
Flattery—Sincere | Slow Superior L —34 —62 58 527 0.004 16.0 15.9 12.3 450.6
praise parietal
—46 —48 58
—28 =72 54

shows the region identified by whole-brain regression analysis as being associated with the praise-seeking tendency (FWE cluster p-value < 0.05). For each region, the location and coordinates of the activation peak in MNI space, activated cluster

size in number (k) of voxels (2 x 2 x 2 mm?), p-value, and the size of the resolution element (i.e., representing spatial autocorrelation) for the correction for multiple comparisons (FWHM and RESEL count) are listed. To identify the activated locations,
the Anatomical Automatic Labeling (AAL) atlas was used. FWE, family-wise error.
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Comparison Location MNI coordinate Voxel size (k) Cluster p-value FWHM (mm) Resolution

(FEW-corrected) element
(resels)
Sincere praise — Lingual L -32 —92 —14 1,952 <0.001 16.5 16.6 129 397.9
Control
—18 —94 =20
—46 —54 24
Inferior R 26 -92 -10 616 0.004
occipital
Middle L —60 =52 6 604 0.004
temporal
—50 —42 0
—62 —24 —6
Superior R 4 24 60 821 0.001
medial
frontal
6 44 42
0 50 30
Middle R 58 —24 -6 621 0.003
temporal
Superior L —46 24 —16 533 0.007
temporal
pole
—=50 24 0
—54 10 —18
Flattery — Control ns. 176 175 134 338.9
Sincere praise — n.s 17.5 17.6 13.6 337.2
Flattery

Table 1 shows the results of whole-brain analysis of activated brain areas without consideration of speed (sincere praise and flattery conditions compared to the control; FEW cluster p-value < 0.05). For each region, the location and coordinates of the
activation peak in MNI space, activated cluster size in number (k) of voxels (2 x 2 x 2 mm?), p-value, and the size of the resolution element (i.e., representing spatial autocorrelation) for the correction for multiple comparisons (FWHM and RESEL count)
are listed. To identify the activated areas, the Anatomical Automatic Labeling (AAL) atlas was used. FEW, family-wise error; n.s., not significant; L, left; R, right; FWHM, Full Width at Half Maximum; RESEL, Resolution Element.
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Parameter Parameter representation Expression
a Represents the 1 value at the end of the PRE period -
b Represents the rate of change of 1 in the PRE period -
< Represents the maximum value of 1« in the ONLINE period =
d Represents the intensity of i growth i the ONLINE period -
e Represents the inflection point of 1 growth in the ONLINE -
period
\9/ f Represents the minimum value of 4 in the ONLINE period -
M/ e
¢ Represents the minimum value of i in the POST period -
h The h parameter represents the intensity of i decay in the -
POST period
o Gain Represent the potential gain of /2 during the online period o—f
DMin
— G ptown = £ +5) Represents the point of the ONLINE period at which —llog(=t) +e
treatment reaches the minimum expected effect
\j - DiMax

U over = — 8}

Represents the point of the ONLINE period at which
treatment reaches its maximum significant effect

log (=7=) +e

The effect of potential carry-over within the trial period
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distribution
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b PEl - - - - - - = - = -
Rate of change of . in the PRE .gp» N0.0025)  -0.0304 00776 ~0.1831 0.1227 0.0004 00005 1.010 00964 08813
peiod e N00025) 00384 00803 ~0.1247 01929 00005 0.0005 1074 0.0001 00286
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Start N000001) 00811 02990 ~0.7794 0.4869 00017 00817 1329 0.0000 06371
M GA.001,0001) 325357 50,0955 - 177.1386 0.2892 06062 1025 0.3657 0.7693
Intercept N4.5,20) 36517 0.7266 2.3064 51378 00042 00116 1.066 0.0001 03857
f PEI - - - - - - - - - -
M'"‘MSL"JZ'EZ; g d'" the  gpn N(0.0,0.25) 0.1124 0.2505 ~0.3005 0.6905 00014 0.0055 1.412 0.0000 0.8875
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g PEI - - - — = - = - = —
Minimum value of  n the POST sgp» N00025) 00317 02043 02915 05173 00012 0.0075 2004 0.0687 07787
period “P N(0.0,0.25) 02654 02477 06331 02305 00014 00018 3.083 06585 09370
Start N(0.0,0.001) -0.0273 0.1042 -0.1392 0.1810 0.0006 0.0041 4.797 0.0000 0.7354
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In all simulated contexts, R software (R Core Team, 2020) was used with RStudio interface support of some packages; The models and the simulated samples of the posterior distribution were obtained with the packages jags
(Plummer, 2018) and coda (Plummer et al, 2006); The tests used for chain diagnosis are buil-in coda packages and consider the multiple comparisons of convergence of the chains using the Bonferroni correction of the significance
level; A total of 50,000 iterations were considered as adaption period for simulation methods. 100,000 iterations for bur-in and 50,000 finel samples performed with 50-in-50 jumps to simulate an independent sample; All simulations
were performed on an Intel(R) Core i7-7700HQ CPU 2.80 GHz with 8 GB of RAM. The bold items indicate the proof of significance of the each parameters factor.
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Overall (N = 30) PC group (n = 15) RD group (n = 15) x2 P-value

Age (years) 46.80 (7.7) 475 (6.4) 46.1 8.9) 052 061

Gender Male 11(36.7%) 7 (46.7%) 4(26.7%) 1.20° 0.26
Female 19 (63.3%) 8(53.3%) 11(73.3%)

Education Level Secondary 19 (63.3%) 9(60.0%) 10 (66.7%) 0.14° 071
Tertiary 11(36.7%) 6(40.0%) 5(33.3%)

C-LASER Pre-contemplation 15.07 (3.9) 17.9/(26) 1.7 2.0) 6.93 <0.001"
Contemplation 13.25(3.9) 11.9(29) 14.9(3.1) —2.66° 0.013
Preparation 13.07 (3.1) 11.93.1) 14.5(2.4) —2.45° 0.02
Action 12.21(37) 103(32) 13.9(36) ~2.49° 0.02

STAIC (State) 54.1(9.9) 530 (11.1) 55.18(7.4) -06° 054

PANAS Positive 24.8(7.9) 27.67(7.3) 22.0(7.6) 2.08° 0.05
Negative 18.3(6.0) 20.1(6.5) 16.6(5.1) 1.62° 0.12

*T-values.

®Chi-square.

Bonferroni adjustment for significance level of C-LASER is 0.05/4 = 0.013 and PANAS is 0.05/2 = 0.025. The significance level of Pre-contemplation is smaller than 0.01/4 after
correction and is indicated with **.





OPS/images/fnhum-15-727175/fnhum-15-727175-g001.gif
\Congruent (MI-C)

MiControl (MC)

-
i S0ms  200ms  S00ms  200ms | S00ms  1s  Unti response
ords

(critical words)
Event time-lock
event






OPS/images/fnhum-15-727175/fnhum-15-727175-g002.gif
o et
” T

= Fovr— Rcnoce
ey Voo ey ottt et
swe (o] "G S s o
o nargrent






OPS/images/fnhum-15-727175/fnhum-15-727175-g003.gif
02

04

08
200 0 200 400 600 80 1000 1200 1400
Component Factor Window (ms) Peak Latency_Peak Channel Explained Variance

P00 TR 119323 368 w2 5%

NiO T ws-enm 12 fz ao%

PC  TFS  392.909 705 2 3%






OPS/images/fnhum-15-727175/fnhum-15-727175-g004.gif
2 0

N400

25

1400 Potential (mV)
1808w

200 400 60 800 100 1200 1400
MLCON i

RD“‘

200 0 200 400 600 %00 1000 1200 1400

H
H
H
g

—— Readiness ~ MiCongruent  —— Pre-contemplation - MI-Congruent
" Readiness - Miincongruent  — Pre-contemplation - Ml Incongruent
T Readiness - Mi-Control —— Pre-contemplation — MI-Control






OPS/images/fnhum-15-699947/fnhum-15-699947-g003.jpg
eFAA

0.05
0.00 4
-0.05 1 .

L} L] T
Control MTBI Non-Symptomatic MTBI Symptomatic





OPS/images/fnhum-15-699947/fnhum-15-699947-g004.jpg
15 4

10

21025 |9

0.05

0.00

-0.05

eFAA





OPS/images/fnhum-15-699947/fnhum-15-699947-t001.jpg
Group FAA SD

Control 0.058 0.252

MTBI —-0.172 0.318

Group eFAA SD Emotion F4 SD F3 SD In(F4) SD In(F3) SD FAA SD

Control 0.003 0.032 Neutral 5.004 9.588 5225 10.630 0.788 1.120 0.732 1.195 0.057 0.251
Threat 5.000 9.399 5.232 10.525 0.798 1121 0.738 1.200 0.060 0.255

Non-Symp 0.021 0.034 Neutral 4.749 4.200 5.773 4.886 1.180 0.906 1.395 0.872 -0.215 0.336
Threat 4813 4.320 5.760 4.971 1.189 0.915 1.383 0.885 -0.194 0.355

Symp —0.019 0.036 Neutral 2.435 2.421 3.026 3.486 0.549 0.777 0.684 0.845 -0.135 0.291
Threat 2.467 2.503 3.088 3.524 0.545 0.799 0.699 0.860 -0.154 0.299
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Gratton

Cl
RT (ms) 577.84 (75.6) | 585.56 (75.7) | 583.24 (75.8) | 591.25 (76.6)
Accuracy (%) 95.14 (4.97) | 95.08(5.42) | 95.09 (5.57) | 95.08 (6.00)

Standard deviations are presented in parentheses. RT, reaction time in milliseconds.
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SEM, standard error of the mean; RT, reaction time; RTW-R, return to work readiness ratings; C-REL, content relevance ratings.
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