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Editorial on the Research Topic

Insights in auditory cognitive neuroscience: 2021

Imagine an expensive research and development meeting at a large company.

The presenter: “We have our top people working on this. Our top people!” This is

how we feel about the many recent breakthroughs in auditory cognitive neuroscience

research. Researchers like Tim Griffiths, Robert Zatorre, Andrew Oxenham, and the other

contributors to this Frontiers’ Research Topic have shaped and advanced the field for years.

This collection of ten short perspective papers aims to provide a readable overview of several

current (and, in many cases, timeless) topics in auditory cognitive neuroscience through the

vantage point of some of the main actors. The papers are best enjoyed as a collection rather

than independently because of the many interconnections between the topics they discuss,

some of which we will point out here.

We start with topic of processing and representation of critical auditory features. The

mechanism of pitch perception is among the oldest such topics in hearing science, going

back to Strutt (1907). The brain encoding of time-based pitch cues has seen strong empirical

support using delay-and-add noise in brain imaging studies (Griffiths et al., 1998). A classical

study by Oxenham et al. (2004) demonstrated that time-based cues are not sufficient and that

pitch perception also requires correct cochlear frequency-to-place mapping of the spectral

components of the stimulus. After over a 100 years of research, the relationship between

these two cues in pitch perception and representation is still under debate. The perspective

by Oxenham discusses recent developments and directions in the study of pitch coding

and perception.

From pitch extraction is the extraction of voice features: Pascal Belin’s discovery of the

temporal voice area in 2001 (Belin et al., 2000) opened up new research into the cortical

processing of voices and non-speech vocal sounds. This area around the middle of the

superior temporal sulcus responds more strongly to voices than other sounds. There is some

discussion of whether this area is processing speech rather than voice information, which

is reminiscent of the debate around whether the fusiform face area genuinely represents

faces or any stimuli that observers have acquired expertise with (Gauthier et al., 1999). Here

Trapeau et al. present evidence-based arguments to support the role of the temporal voice

area in genuine voice processing.
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The mismatch negativity is one of the most popular neural

metrics to study preattentive processing, predictive coding

mechanisms, auditory memory, and many other phenomena.

Its discovery in late 1978 by Finish psychologist Risto Nätäänen

created a paradigm shift in auditory neuroscience. Tervaniemi

discusses the development of stimulation paradigms from simple

sine tones to complex multi-feature sounds and paradigms,

including recent efforts to achieve ecological validity in

experiments with such tightly controlled and repetitive stimuli.

These new developments will ensure that the mismatch negativity

remains among the most significant and versatile tools in auditory

cognitive neuroscience for years to come.

Our understanding of the function and organization of the

human primary (core) auditory cortex needs to catch up to

that of the visual cortex. The auditory core is much smaller

than V1 and is divided into subfields, nested on the superior

temporal gyrus. Several functional and anatomical markers have

been discovered and allow some non-invasive access, for example,

increased myelination (Sigalovsky et al., 2006), the 40-Hz auditory

steady-state response (Gutschalk et al., 1999), or a peak in the

slope of the magneto-encephalographic response at about 20ms

(Lütkenhöner et al., 2003). Simon et al. argues that early time-

locked high gamma band responses to natural speech can track

primary cortical activity, adding a robust and ecologically valid

method to study primary auditory cortex function non-invasively.

We now turn to the organization of the auditory system.

Zatorre provides a perspective of hemispherical asymmetries in

music and speech processing, in which his group has contributed

significant theoretical and empirical advances. This is a topic with

deep historical roots going back to the recognition of lateralized

language areas by Broca and Wernicke in the late 19th century.

Zatorre unifies recent results on the processing of musical pitch

patterns in auditory networks of the right hemisphere (and

complementary lateralization of speech sounds) in the framework

of spectrotemporal modulation processing. The paper discusses the

importance of low-level differential sensitivity to acoustical features

of communication sounds (bottom-up) and high-level modulation

of asymmetries by learning, attention, or other top-down factors.

A central concept of sensory processing in the cortex is

that of partially segregated streams with different functions. This

idea was initially conceived to explain different sensitivities, and

latencies in cortical fields along the visual pathway (Schneider,

1969; Mishkin and Ungerleider, 1982; Goodale and Milner, 1992)

and later applied to audition by Rauschecker and Tian (2000)

with the proposal of “what” and “where” pathways. This idea

was reconceptualized several times, and the dual pathways have

lost their initial clear functional separation and are now often

referred to by location. These ventral and dorsal processing streams

originate in the secondary (belt) auditory cortex in rostral and

caudal fields, which then connect to different downstream areas in

the frontal and parietal cortex. A recurrent functional distinction

that has held up since the original studies in non-human primates

is that rostral fields tend to be more involved in sound recognition

and caudal areas more in sound localization. Scott and Jasmin

discuss the origins and recent developments of the dual stream

concept and its interaction with speech and voice processing of

simultaneous talkers.

The feedback or top-down auditory projections is another

principle of brain organization with powerful implications. The

cortico-fugal pathway, the thickest efferent projection in the

human brain after the pyramidal tract, instructively illustrates this.

McAlpine and de Hoz discuss how adaptation in such feedback

pathways of the auditory system aids in adaptive en- and decoding

of complex sounds by building a representation of their statistical

structure at different time scales. Exploring these feedback loops

at different granularities, from in vivo recording to human

neuroimaging, may reveal the fundamental listening processes.

Finally, we turn to topics in more applied auditory

neuroscience. Griffiths provides an overview of recent work in the

lab on predicting speech-in-noise ability based on performance

with non-speech material in basic auditory cognitive tests. Speech

in noise perception is the most important human auditory capacity

and a consistent problem for persons with hearing disorders.

Such tests may reveal the basic auditory factors that determine

speech-in-noise understanding and enable more robust, language-

independent clinical diagnosis. Rönnberg et al. discusses the

ongoing trend of including more cognitive factors in this effort

to add to the classical models based on system identification

approaches to peripheral hearing mechanisms. He proposes the

Ease of Language Understanding model, which models complex

interactions of cognitive modules, such as the different memory

systems, lexical access, and predictive and postdictive processes.

Such models help to understand the perceptual consequences of

hearing disorders and mirror the trend to include cognitive factors

in hearing aids and rehabilitation.
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Questions and controversies
surrounding the perception and
neural coding of pitch
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Pitch is a fundamental aspect of auditory perception that plays an important

role in our ability to understand speech, appreciate music, and attend to

one sound while ignoring others. The questions surrounding how pitch is

represented in the auditory system, and how our percept relates to the

underlying acoustic waveform, have been a topic of inquiry and debate

for well over a century. New findings and technological innovations have

led to challenges of some long-standing assumptions and have raised new

questions. This article reviews some recent developments in the study

of pitch coding and perception and focuses on the topic of how pitch

information is extracted from peripheral representations based on frequency-

to-place mapping (tonotopy), stimulus-driven auditory-nerve spike timing

(phase locking), or a combination of both. Although a definitive resolution

has proved elusive, the answers to these questions have potentially important

implications for mitigating the effects of hearing loss via devices such as

cochlear implants.

KEYWORDS

pitch, auditory perception, auditory neuroscience, computational models, cochlear
filtering, phase locking

1. Introduction

Pitch—the perceptual correlate of acoustic repetition rate or fundamental frequency
(F0)—plays a critical role in both music and speech perception (Plack et al., 2005). Pitch
is also thought to be crucial for source segregation—our ability to selectivity hear out
and attend to one sound (e.g., a singer or your conversation partner) in the presence
of other sounds (e.g., backing instruments or neighboring conversations). Experimental
approaches to understanding pitch can be traced back to Seebeck (1841), Ohm (1843),
and Helmholtz (1885/1954). Indeed, an early dispute (Turner, 1977) foreshadowed a
long-running debate that continues to this day in various forms on what aspects of sound
the auditory system extracts in order to derive pitch.
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2. A time and a place for pitch

2.1. Historical roots

The classic pitch-evoking stimulus is a harmonic complex
tone, which repeats at the fundamental frequency (F0) and
consists of pure tones with frequencies at integer multiples
of the F0 (F0, 2F0, 3F0, etc.). The components that form the
harmonic tone complex are known as harmonics. We perceive
a pitch corresponding to the F0 of a harmonic complex tone,
even when the component at F0 itself is missing (the so-called
pitch of the missing fundamental; Oxenham, 2012). Much of
the debate surrounding pitch has focused on whether pitch
is extracted via the frequency-to-place mapping that occurs
along the basilar membrane (place code; e.g., Wightman, 1973;
Terhardt, 1974; Cohen et al., 1995), via the timing of stimulus-
driving spiking activity in the auditory nerve that is phase-
locked to the periodicities present in the stimulus (temporal or
time code; Licklider, 1951; Cariani and Delgutte, 1996; Meddis
and O’Mard, 1997), or via some combination of the two (place-
time code; Shamma and Klein, 2000; Cedolin and Delgutte,
2010).

Place theories can be likened to a Fourier transform,
followed by pattern recognition or template matching to identify
the F0 based on the pattern of places along the basilar
membrane responding to different harmonics of a complex tone.
These theories or models are often referred to as rate-place
models, because they are based on the average firing rate and
the tonotopic location of auditory-nerve fibers. Time theories
have often been implemented via an autocorrelation function,
again with either a peak-picking or template-matching stage
to identify the dominant underlying periodicity. This timing
information can be extracted from the temporal fine structure
(TFS) of individual spectrally resolved harmonics, as well as
from the temporal envelope fluctuations at the F0 produced by
the interactions of spectrally unresolved harmonics (Oxenham,
2012). The contrast between the spectral representation and
the autocorrelation function goes some way toward explaining
why it has been so difficult to distinguish between the two
approaches: the power spectral density and the autocorrelation
functions are Fourier transforms of each other, meaning that
they are mathematically equivalent and any change to one
representation will invariably lead to a change in the other.

Aside from being difficult to distinguish between peripheral
rate-place and time codes, the question becomes moot by
the level of the cortex, because neurons no longer phase-
lock to frequencies higher than a few hundred hertz, meaning
that any code based on phase-locked information must have
been transformed to another code by this stage of processing
(Fishman et al., 2013). So why should we be interested in how
information is being extracted from the auditory periphery?
One strong rationale is that people with sensorineural hearing
loss and/or cochlear implants can be severely limited in their

perception of pitch. Understanding how pitch is extracted
in the normally functioning auditory periphery may provide
important insights into how best to improve pitch perception
via devices such as cochlear implants.

2.2. Rethinking arguments in favor of a
time code

A number of arguments exist in favor of a time code for
pitch. However, recent work has led to a rethinking of many of
these arguments, as listed below.

2.2.1. Pitch is still heard, even in the absence of
any place cues

Amplitude-modulated white noise can elicit a pitch (Burns
and Viemeister, 1976, 1981), as can a harmonic complex tone
that has been highpass filtered to remove any spectrally resolved
harmonics (Houtsma and Smurzynski, 1990). The pitch of
such sounds is thought to be extracted via the periodicity in
the temporal envelope of the stimulus, providing prima facie
evidence that periodic temporal information can be extracted
from auditory-nerve activity to encode pitch.

However, temporal-envelope pitch is fragile. The resulting
pitch is susceptible to interference through noise or
reverberation (Qin and Oxenham, 2005), insufficient to
convey multiple simultaneous pitches (Carlyon, 1996; Micheyl
et al., 2010; Graves and Oxenham, 2019), and produces
discrimination thresholds (just-noticeable differences in pitch)
that are several times worse than those of complex tones with
spectrally resolved harmonics (e.g., Mehta and Oxenham, 2020).
This evidence for poor human processing of temporal-envelope
pitch suggests that the timing information extracted from the
envelope is insufficient to explain the highly salient and accurate
perception of pitch we experience with everyday sounds.
Indeed, our insensitivity to temporal-envelope pitch poses a
problem for timing-based models of pitch, which generally
perform too well (relative to human listeners) in cases where
only temporal-envelope cues are present (Carlyon, 1998), and
require somewhat ad hoc assumptions to bring their predictions
into line with the perceptual data (Bernstein and Oxenham,
2005; de Cheveigné and Pressnitzer, 2006).

2.2.2. Pitch discrimination is too good to be
explained by place cues

We are exquisitely sensitive to small changes in the
frequency of pure tones and the F0 of complex tones, to
the extent that trained listeners can detect changes of less
than 1% (e.g., Micheyl et al., 2006). A place code requires
the change in frequency to produce a detectable change in
the response level at one or more places along the basilar
membrane (leading to a change in average firing rate in one
or more auditory-nerve fibers). Standard estimates of human
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frequency selectivity (Glasberg and Moore, 1990), combined
with estimates of the level change needed to be detectable,
lead to predicted thresholds for frequency discrimination and
frequency-modulation detection that are considerably higher
(worse) than observed in humans (Micheyl et al., 2013).
Moreover, computational modeling suggests that the amount
of information present in the timing of auditory-nerve fibers
can exceed the information present when considering just the
spatial distribution of average firing rates by two or more orders
of magnitude (Siebert, 1970; Heinz et al., 2001; Guest and
Oxenham, 2022).

On the other hand, place cues may be more accurate than
we thought. Early estimates of peripheral frequency selectivity
came from physiological studies in small mammals (e.g., Kiang
et al., 1967). More recent work combining otoacoustic emissions
with behavioral studies using forward masking has suggested
that human cochlear tuning is sharper than that in the most
commonly studied smaller mammals by a factor of 2–3 (Shera
et al., 2002; Sumner et al., 2018). Sharper tuning implies more
accurate place coding of small changes in frequency and pitch.
In addition, computational modeling has shown that frequency
and intensity discrimination in humans can be explained within
the same rate-place framework if the reasonable assumption
is made that there exists some non-stimulus-related (noise)
correlation between cortical neurons with similar frequency
response characteristics (Micheyl et al., 2013; Oxenham, 2018).
Finally, the ability to detect small fluctuations in the frequency
of pure tones (frequency modulation, or FM) shows a significant
correlation with estimates of cochlear tuning in people with a
wide range of hearing losses, consistent with expectations based
on place-based frequency and pitch coding (Whiteford et al.,
2020). Based on these newer results, there may no longer be a
need to postulate an additional timing-based code to account
for human frequency and pitch sensitivity.

2.2.3. Pitch perception degrades at high
frequencies

Our ability to discriminate small changes in the frequency of
pure tones degrades at frequencies beyond about 4 kHz (Moore,
1973; Moore and Ernst, 2012), as does our ability to recognize
even well-known melodies (Attneave and Olson, 1971). This
degradation is at least qualitatively consistent with the loss of
phase-locking at frequencies beyond 1–2 kHz observed in other
mammalian species, such as cat or guinea pig, and possibly
humans (Verschooten et al., 2018). In contrast, the sharpness
of cochlear filtering, on which place coding depends, actually
improves with increasing frequency (Shera et al., 2002), leading
to predictions of better, not worse, pitch discrimination.

However, changes in pitch at high frequencies may not be
due to loss of phase locking. Several recent strands of evidence
suggest that the link between poor high-frequency pitch and
degraded phase-locking may not be so clear cut. First, complex
pitch perception remains accurate even when spectrally resolved

harmonics are all above 8 kHz (and so likely beyond the range
of usable phase-locking), so long as the F0 itself remains within
the musical pitch range (Oxenham et al., 2011; Lau et al., 2017).
This suggests that phase-locked information is not necessary for
complex pitch perception. Second, the degradation of frequency
and FM sensitivity at high frequencies (and at fast FM rates),
which had been ascribed to a loss of usable phase-locked
information (Moore and Sek, 1996), is also found for tasks that
do not involve TFS but instead involve comparisons of level
fluctuations across frequency, as would be needed by a rate-
place code for frequency (Whiteford et al., 2020). It may be that
sensitivity to frequency changes and pitch at high frequencies
is poorer due to cortical, rather than peripheral, limitations
because pitch from high frequencies is less common and less
relevant to us for everyday communication (Oxenham et al.,
2011).

2.2.4. The time code is robust to changes in
sound level

Perhaps the most compelling remaining argument is that
place cues may be dependent on overall sound level, with
cochlear tuning broadening and most auditory-nerve responses
saturating at high levels, whereas timing cues are generally
less susceptible to non-linearities and saturation (Carney et al.,
2015).

However, human data show level dependencies too.
Behavioral studies show a decrease in the number of spectrally
resolved harmonics, and a concomitant decrease in pitch
discrimination ability, with increasing sound level, in line with
the predicted effects of broader cochlear tuning (Bernstein and
Oxenham, 2006a). Also, high-threshold, low-spontaneous-rate
auditory-nerve fibers remain unsaturated, even at high sound
levels (Liberman, 1978; Winter et al., 1990), leaving open the
possibility of rate-place coding over a wide range of sound
levels.

In summary, none of the primary arguments in support of
phase-locked encoding of TFS cues for pitch remains compelling
in light of recent empirical data and computational modeling.
Indeed, several aspects of the human data, such as the inability
to use timing information when it is presented to the “wrong”
place along the cochlea (Oxenham et al., 2004) and the ability to
perceive complex pitch with only high-frequency components
for which little or no timing information can be extracted
(Oxenham et al., 2011; Lau et al., 2017; Mehta and Oxenham,
2022), suggest that timing information may be neither necessary
nor sufficient for the perception of pitch.

3. Asking why as well as how:
Machine learning approaches

As noted in the previous section, it has been suggested
that poorer pitch discrimination for high-frequency pure
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tones may be a consequence of less exposure and less
ecological relevance of these high-frequency stimuli, rather
than a consequence of poorer peripheral encoding (Oxenham
et al., 2011). A more comprehensive approach to ecological
relevance was taken earlier by Schwartz and Purves (2004),
who suggested that many aspects of pitch perception could
be explained in terms of the statistics of periodic sounds in
our environment, such as voiced speech. This approach can
be thought of as asking “why” pitch perception is the way
it is, rather than “how” it is represented in the auditory
system. A similar approach has been taken more recently by
harnessing deep neural networks (DNN) and training them
on a large database of over 2 million brief segments of
periodic sounds, taken from speech and music recordings
embedded in noise (Saddler et al., 2021). Using a well-
established computational model of the auditory periphery
(cochlea and auditory nerve) as a front end (Bruce et al.,
2018), Saddler et al. (2021) found that after training the
networks to identify the F0 of these sounds, the networks were
able to reproduce a number of “classical” pitch phenomena,
supporting the idea of Schwartz and Purves (2004) that many
aspects of pitch perception can be explained in terms of the
statistics of the sounds we encounter, and extending it by
providing quantitative comparisons of the model’s predictions
and human performance.

Saddler et al.’s approach also extended beyond the “why”
and returned to “how” by testing the relative importance of
the spectral resolution and phase-locking in their front-end
model. Their simulation results suggested that the spectral
resolution of their model was not critical to their results, but
that phase-locking was. This result, taken at face value, might
suggest support for time over place models of pitch. However,
the predictions are at odds with empirical data showing that
poorer spectral resolution, either via hearing loss in humans
(Bernstein and Oxenham, 2006b) or via broader cochlear filters
in other species (Shofner and Chaney, 2013; Walker et al.,
2019), does in fact affect pitch perception. This mismatch
between model predictions and empirical data may be because
the model has complete access to all the timing information
in the simulated auditory nerve. In that sense, the conclusion
from the DNN model can be treated as a restatement of the
earlier findings from optimal-detector or ideal-observer models
(Siebert, 1970; Heinz et al., 2001) that timing information from
the auditory nerve provides much greater coding accuracy than
average firing rate (rate-place code), and so is more likely to
influence model performance. Although the DNN approach
holds great promise, the implementations so far have not been
tested on the most critical pitch conditions (e.g., on spectrally
resolved harmonics outside the range of phase locking) and have
remained limited to F0s between 100 and 300 Hz. Although
this range spans the average F0s of male (∼100 Hz) and
female (∼200 Hz) human voices, it represents less than 2 of
the more than 7-octave range of musical pitch, meaning that

the majority of our pitch range remains to be explored with
this approach.

4. Remaining questions and
clinical implications

4.1. Why is timing extracted from the
temporal envelope but not TFS?

If the auditory system can extract pitch from the temporal
envelope, why not from TFS? A speculative reason is
based on the processing that occurs in the brainstem and
midbrain. Temporal-envelope modulation produces amplitude
fluctuations that are broadly in phase across the entire
stimulated length of the basilar membrane. Many types of
neurons in the brainstem and beyond are known to integrate
information from across auditory nerve fibers with a range
of characteristic frequencies (CFs). By receiving input from
auditory-nerve fibers that are synchronized with the period of
the temporal envelope and are in phase with each other, the
responses from such neurons can be more highly synchronized
to the waveform (in terms of vector strength) than those
in the auditory nerve itself (Joris et al., 2004). In the case
of responses to the TFS of a sinusoidal component (a pure
tone or a spectrally resolved harmonic), however, the rapid
phase transition of the traveling wave around CF (Shamma
and Klein, 2000) means that even auditory-nerve fibers with
similar CFs are unlikely to be in phase with each other.
The outcome could therefore be desynchronized input to
brainstem units, and an inability to transmit the phase-locked
responses to TFS beyond the auditory nerve. Note that some
brainstem units, such as the globular and spherical bushy
cells in the cochlear nucleus, do show highly phase-locked
responses to low-frequency CF tones (Joris et al., 1994).
However, these are only more synchronized than the auditory-
nerve fibers below about 1 kHz, and drop off rapidly thereafter,
a pattern that reflects behavioral sensitivity to binaural
timing differences but not to monaural or diotic pitch. One
possibility, therefore, is that sensitivity to temporal-envelope
periodicity is based on brainstem and midbrain sensitivity
and tuning to amplitude modulation (Joris et al., 2004).
Perceptual sensitivity to amplitude modulation deteriorates
above about 150 Hz (Kohlrausch et al., 2000), also with an
upper limit of around 1 kHz (Viemeister, 1979). In contrast,
information regarding the frequency components themselves
may be based solely on place or tonotopic information.
Therefore, the difference between the strong pitch based on low-
number spectrally resolved components and high-numbered
unresolved components may reflect a difference between rate-
place coding of the former and temporal (phase-locked) coding
of the latter.
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4.2. Implications for cochlear implants

Cochlear implants are the world’s most successful
sensorineural prosthetic device, providing hearing to over one
million people worldwide (Zeng, 2022). Despite their success,
cochlear implants do not provide “normal” hearing to their
users, and one major shortcoming involves the transmission
of pitch. Pitch has been defined in multiple ways for cochlear
implants. “Place pitch” refers to the sensation reported by
cochlear-implant users as the place of stimulation is changed by
altering which electrode is activated (Nelson et al., 1995); “rate
pitch” or “temporal pitch” is the sensation reported by cochlear-
implant users when the electrical pulse rate is changed (Pijl and
Schwarz, 1995; Zeng, 2002). For pure tones in acoustic hearing,
place and rate covary, but for complex tones, they can be
dissociated and are typically referred to as pitch (corresponding
to the F0) and brightness (an aspect of timbre related to the
spectral centroid of the stimulus). The rate pitch experienced by
cochlear-implant users is most akin to the temporal-envelope
pitch experienced by normal-hearing listeners in the absence
of spectrally resolved harmonics (Carlyon et al., 2010; Kreft
et al., 2010), whereas cochlear-implant place pitch seems to
behave more like brightness in normal-hearing listeners than
pitch (Allen and Oxenham, 2014).

The type of pitch that is not available to cochlear-implant
users with current devices is the one that normal-hearing
listeners rely on: the salient pitch provided by low-numbered,
spectrally resolved harmonics. Some efforts have been made to
provide this information to cochlear-implant users via TFS cues,
but while there may be benefits to binaural hearing (Francart
et al., 2015), there is no evidence yet to suggest that pitch
salience or accuracy comparable to that in normal-hearing
listeners can be induced via temporal coding (Landsberger,
2008; Kreft et al., 2010; Magnusson, 2011). The failure to
induce accurate pitch perception via electrical pulse timing
is expected, if we accept that pitch is typically conveyed via
place cues, and that timing cues can only elicit the relatively
crude pitch normally produced by temporal-envelope cues.
Would it be possible to provide cochlear-implant users with
sufficiently accurate place cues to recreate the kind of pitch
elicited via spectrally resolved harmonics? Recent studies using
acoustic vocoder simulations suggest that this will not be
possible with current technology (Mehta and Oxenham, 2017;
Mehta et al., 2020). These studies suggest that the spectral
resolution required to transmit resolved harmonics requires the
equivalent of filter slopes that exceed 100 dB/octave. Current
cochlear implants have resolution that seems equivalent to
slopes somewhere between 6 and 12 dB/octave (Oxenham and
Kreft, 2014), perhaps extending to 24 dB/octave when using
focused stimulation techniques (DeVries and Arenberg, 2018;
Feng and Oxenham, 2018). Thus, the unfortunate conclusion

is that the limited spectral resolution of cochlear implants is
unlikely to provide the information necessary to elicit a salient
pitch. This conclusion provides an additional impetus for the
search for new technologies, based perhaps on neurotrophic
agents to decrease the distance between electrodes and neurons,
a different stimulation site, such as the auditory nerve, or a
different stimulation strategy based, for instance, on optogenetic
technology (Oxenham, 2018).
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not “just" Speech Areas

Régis Trapeau1, Etienne Thoret2,3 and Pascal Belin1,4*
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The Temporal Voice Areas (TVAs) respond more strongly to speech sounds

than to non-speech vocal sounds, but does this make them Temporal “Speech"

Areas? We provide a perspective on this issue by combining univariate,

multivariate, and representational similarity analyses of fMRI activations to a

balanced set of speech and non-speech vocal sounds. We find that while

speech sounds activate the TVAs more than non-speech vocal sounds, which

is likely related to their larger temporal modulations in syllabic rate, they do

not appear to activate additional areas nor are they segregated from the

non-speech vocal sounds when their higher activation is controlled. It seems

safe, then, to continue calling these regions the Temporal Voice Areas.

KEYWORDS

voice, speech, Temporal Voice Areas, functional MRI, humans, decoding,

representational similarity analysis

1. Introduction

It is a well-replicated finding that the Temporal Voice Areas (TVAs) of secondary

auditory cortex are significantly more active in response to human voices compared to

non-vocal environmental sounds (Belin et al., 2000; Kriegstein and Giraud, 2004; Andics

et al., 2010; Frhholz and Grandjean, 2013; Pernet et al., 2015).

Neuroimaging voice localizers typically include speech in the human voice category

of stimuli, as well as vocalizations with minimal linguistic content (here after, non-speech

vocal sounds) such as coughs, laughs, or simple sustained vowels. TVA responses to non-

speech vocal sounds are typically smaller than speech sounds (Belin et al., 2002; Fecteau

et al., 2004; Bodin et al.’s, 2021), and in some cases not significantly stronger than control

sounds (Belin et al., 2002). This has led some researchers to doubt that the TVAs are

sensitive to vocal sounds, in general, and suggest that they are in fact Speech Areas, that is,

responsive to the phonemic and/or semantic content of the input signal [e.g., component

5 in Norman-Haignere et al. (2015) study].

Yet, other results indicate that even non-speech vocal sounds induce greater TVA

activity than control sounds (Bodin et al.’s, 2021) or lead to above chance classification

into vocal/non-vocal categories (Rupp et al., 2022), suggesting a selectivity to this

category of sounds in the TVAs.

Here, we provide a perspective on this issue by performing additional analyses of a

published dataset (Bodin et al.’s, 2021), in which the same number (n = 12) of individual

speech and non-speech vocal sounds were used along with 24 non-vocal sounds.
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Visualization using symmetrical colormaps (−max < t-

value < max; allowing easy visual comparison of activation

location differences between contrasts irrespective of

significance threshold) of whole brain fixed-effects group

t-maps of speech sounds vs. non-vocal sounds contrast

FIGURE 1

BOLD activations. Fixed-e�ects t-maps projected on the MNI152 surface of the speech vs. non-vocal contrast (A), non-speech vs. non-vocal

contrast (B), and the speech vs. non-speech contrast (C). Colormaps were adjusted to be symmetrical, with limits corresponding to the maximal

t-value in each contrast. Areas with significant (p < 0.05, corrected) activation to each contrast are outlined in black.

(Figure 1A) and non-speech vocal sounds vs. non-vocal sounds

contrast (Figure 1B) reveals topographically similar patterns

of activation in both contrasts, suggesting that TVA activity

is not limited to speech sounds. T-maps of both contrasts

closely resemble those obtained by contrasting human voices
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vs. other types of sounds [compared with figure 1G from

Bodin et al.’s (2021) study]. There is no clear visual evidence

for supplementary regions recruited by speech stimuli, and

both contrasts share the same maximum of activation in the

left superior temporal gyrus. The main difference between the

two contrasts is the higher general level of activation when

using speech instead of non-speech vocal sounds. The speech

vs. non-speech vocal stimuli contrast (Figure 1C) confirms

this observation, as well as the apparent absence of additional

regions activated by speech.

The larger general activation elicited by speech compared to

non-speech vocal sounds might imply that speech sounds have

a special status in the TVAs. To further investigate the role of

speech and non-speech vocal sounds in the TVAs, we examined

how a voice/non-voice decoder based on TVA activation

performs for speech and non-speech vocal sounds, even when

controlling for activation level differences between speech and

non-speech. We also examined whether the representational

geometry in the TVAs groups together speech and non-speech

relative to non-vocal sounds.

2. Materials and methods

This analysis was performed on data collected in a previous

study, which was designed for comparative neuroimaging

between humans and nun-human primates (explaining the small

sample size), but allowed distinct analyses of the activity evoked

by speech and non-speech vocal sounds (Bodin et al.’s, 2021).

Please refer to that study for a detailed description of materials

and methods. The following sections present methodology that

is specific to the present analysis.

2.1. Participants

Five native French human speakers were scanned [one

man (author RT) and four women; 23–38 years of age].

Participants gave written informed consent and were paid for

their participation.

2.2. Auditory stimuli

The analysis was performed on fMRI events corresponding

to a subset of the stimulus set used in Bodin et al.’s (2021)

study. Two main categories of sounds were used: human voices

and non-vocal sounds, each containing 24 stimuli, for a total

of 48 sound stimuli. Each main category was divided into

two subcategories of 12 stimuli, forming four subcategories in

total (cf. Supplementary Table 1). Human voices contained both

speech [sentence segments from the set of stimuli used inMoerel

et al.’s (2012) study, n = 12] and non-speech vocal sounds [vocal

affect bursts selected from the Montreal Affective Voices dataset

(Belin et al., 2008), n = 12].

Non-vocal sounds included both natural and artificial

sounds from previous studies from our group (Belin et al.,

2000; Capilla et al., 2013) or kindly provided by Petkov et al.

(2008) and Moerel et al.’s (2012). Supplementary Figure 1 shows

spectrograms and waveforms of the speech and non-speech

vocal stimuli.

2.3. fMRI protocol

Detailed description of the fMRI protocol can be found

in Bodin et al.’s (2021) study. In brief, functional scanning

was done using an event-related paradigm with clustered-

sparse acquisitions on a 3-Tesla MRI scanner (Prisma, Siemens

Healthcare), equipped with a 64-channel matrix head-coil. To

avoid interference between sound stimulation and scanner

noise, the scanner stopped acquisitions such that three

repetitions of a 500-ms stimulus (inter-stimulus interval of

250 ms) were played on a silent background. Then, seven whole-

head functional volumes were acquired (TR = 0.945 s). Two

functional runs, each containing one repetition of each stimulus,

were acquired for each participant. Participants were instructed

to stay still in the scanner while passively listening to the stimuli.

2.4. fMRI general linear modeling

General linear model estimates of responses to speech

stimuli vs. non-vocal sounds, to non-speech vocal stimuli vs.

non-vocal sounds, and to speech stimuli vs. non-speech vocal

sounds were computed using fMRISTAT (Worsley et al., 2002).

2.5. Decoding

We tested whether support vector classification with a linear

kernel [SVC: Chang and Lin (2011)] was able to predict, from

beta values in primary auditory cortex (A1) and TVAs, whether

fMRI events corresponded to the presentation of vocal or non-

vocal sounds. We first tried this decoding using only speech

vocal sounds and then using only non-speech vocal sounds. To

have a balanced frequency in each category tested (n = 12), only

half of the non-vocal sounds were used during classification.

As the dataset consisted of sessions containing two functional

runs during which a repetition of each stimulus was presented,

we used a two-fold cross-validation, with each run serving

successively as train and test sets. For each participant, the

classifier was first trained on data from one functional run and

tested on the other, and the other way around in a second

fold. The reported classification accuracy is the average of the

scores obtained in two-fold cross-validation. Above significance
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threshold in classification accuracy was determined by building

a bootstrapped distribution of classification scores obtained on

100,000 iterations of two-fold dummy classification tests with

random labels. Comparisons between different classification

results were tested using Wilcoxon signed-rank tests.

2.6. Representational similarity analysis

Representations of dissimilarities within the stimulus set

in A1 and TVAs were assessed using the representational

similarity analysis (RSA) framework (Kriegeskorte et al., 2008;

Nili et al., 2014). Representational dissimilaritymatrices (RDMs)

capturing the pattern of dissimilarities in fMRI responses, and

generated by computing the Euclidean distance between stimuli

in multi-voxel activity space, were compared with three binary

categorical models: (1) a “human" model in which human

voices are categorized separately from non-vocal sounds, with

an equal contribution of speech and non-speech vocal stimuli;

(2) a “speech" model categorizing speech apart from all other

sounds (i.e., non-vocal and non-speech vocal stimuli); and (3)

a “non-speech" model categorizing non-speech human voices

apart from other sounds (i.e., non-vocal and speech stimuli).

We also compared brain RDMs with an acoustical RDM

reflecting the pattern of differences between the modulation

power spectra [Thoret et al. (2016); MPS: quantifies amplitude

and frequency modulations present in a sound] of the 48 stimuli

(see Supplementary Figure 2).

Planned comparisons were performed using two-sample

bootstrapped t-tests (100,000 iterations, one-tailed) that

compared the within vs. between portions of the brain and

acoustical RDMs, as shown in Supplementary Figure 3.

2.7. Regions of interest

RSA and SVC were performed in two regions of interest

(ROI): primary auditory cortex (A1) and Temporal Voice Areas

(TVAs) in each hemisphere.

In each participant and hemisphere, the center of the A1

ROI was defined as the maximum value of the probabilistic map

(non-linearly registered to each participant functional space)

of Heschl’s gyri provided with the MNI152 template (Penhune

et al., 1996). The 57 voxels in the functional space that were the

closest to this point and above 50% in the probabilistic maps

constituted the A1 ROI.

In each participant and hemisphere, the TVAs’ ROI was the

conjunction of three TVAs (posterior, middle, and anterior).

TVA locations vary from one individual to another and were

therefore located functionally. The center of each TVA region

corresponded to the local maximum of the human voice > all

other sounds t-map [computed using both speech and non-

speech events, see Bodin et al.’s (2021)], whose coordinates were

the closest to the corresponding TVA reported in the study of

Aglieri et al. (2018). The 19 voxels in the functional space that

were the closest to this point and above significance threshold in

human voice > all other sounds t-map constituted a TVA ROI.

The TVAs’ ROI for one hemisphere was the conjunction of the

three TVA ROIs of 19 voxels, forming a ROI of 57 voxels.

2.8. Standardization

To assess the contribution of either categorical or

topographical differences in stimulus activation, activity

patterns of each ROI (RSA: 48 stimuli × 57 voxels; SVC:

96 events × 57 voxels) were standardized using two methods

before running RSA and SVC: a standardization along stimuli,

where z-scores were computed for each voxel along the

stimulus (RSA) or event (SVC) dimension [which is the default

standardization in machine learning packages; Pedregosa

et al. (2011)], and a standardization along voxels, where

z-scores were computed for each stimulus (or event) along

the voxel dimension (see Supplementary Figure 4). For RSA,

standardization was performed on activity patterns before

computing RDMs. For SVC, standardization was performed on

all events (both runs) before splitting data in train-test sets.

3. Results

3.1. Decoding stimulus categories

Decoding results are shown in Supplementary Figure 5. For

both standardization methods, when attempting to classify

fMRI events in speech or non-vocal categories, the SVC

performed poorly in A1 and well above significance level in

TVAs (mean scores for standardization method along stimuli

and along voxels, respectively. A1: x = 0.58 and 0.57; TVAs:

x = 0.89 and 0.84). When using non-speech events instead

of speech events, performance in A1 remained poor and

performance in TVAs dropped to values close to significance

level (A1: x = 0.56 and 0.61; TVAs: x = 0.65 and 0.64). The

differences in SVC performance when using speech or non-

speech vocal stimuli were not significant for both A1 and

TVAs. However, in the TVAs, classification accuracy was

higher for speech than for non-speech vocal sounds for all

the participants, suggesting that this difference may become

significant with a larger sample of participants. The differences

in SVC performance between standardization methods were not

significant for both A1 and TVAs.

3.2. Representational similarity analysis

The visual representation of the pattern

of Spearman correlations among brain RDMs
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FIGURE 2

Representational similarity analysis (RSA) in A1 and the TVAs. Cerebral RDMs showing percentile dissimilarities in pairwise fMRI response to the

48 stimuli, for both ROIs and standardization methods (A). Portions of the RDMs corresponding to the main and sub-categories of stimuli are

indicated next to the bottom right RDM. Cerebral RDMs were compared (Spearman correlations) with three categorical model RDMs (B) and

one acoustical RDM (C), for each standardization method. These comparisons are represented via multidimensional scaling (D).

(Figure 2A), categorical models (Figure 2B), and

acoustical RDM (Figure 2C) was performed via

multidimensional scaling (MDS, Figure 2D) for both

standardization methods.

Using standardization along stimuli, cerebral RDMs

computed in the left and right TVAs cluster together close to

the “speech" (especially for TVAs-L) and “human" categorical

models, and separated from the “non-speech" categorical model,
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the acoustical model, or the A1 brain RDMs. All three planned

comparisons (see Supplementary Figure 3) were significant in

the TVA RDMs (all p-values are below 0.01 after Bonferroni

correction for 24 comparisons), while nothing was significant

in A1.

Using standardization along voxels, TVA RDMs are less

separated from A1 RDMs and closer to the “human" than the

“speech" model. Only speech vs. non-speech test was significant

in the TVAs, while nothing was significant in A1.

4. Perspective

The univariate analysis suggests that speech sounds activate

the same set of regions as non-speech vocal sounds, simply more

strongly. There is no clear evidence of additional areas activated

specifically by speech sounds, as shown in Figure 1C, in which

the contrasts of speech vs. non-speech vocal sounds show the

same distribution of regions as the classical speech vs. non-vocal

sounds contrast. This voice network appears to be recruited by

both speech and non-speech vocal sounds, but more strongly by

speech sounds.

The classification analysis confirms this notion: while

classification accuracy for vocal vs. non-vocal sounds was larger

on average for speech than for non-speech vocal sounds, the

difference was not significant (likely due, though, to our small

number of participants), and both were above chance level.

Controlling for differences in activation level between stimuli

with the standardization along voxels did not change this pattern

(Supplementary Figure 5).

The Representational Similarity Analysis helped refine

this picture. While A1 RDMs did not show any similarity

with any of the categorical model RDMs (Figure 2B), the

TVA RDMs were strongly associated, in both hemispheres,

with the “speech” model, categorizing speech apart from

all other sounds including non-speech voice. However,

when controlling for stimulus activation levels via the

voxelwize standardization (Supplementary Figure 4), the

picture changed and the “human" model, grouping speech

and non-speech vocal sounds together and apart from the

non-vocal sounds, was the most closely associated to both left

and right TVAs.

Overall, our analyses indicate that speech does not have

a special status compared to non-speech vocal sounds in the

TVAs, apart from the fact that they drive them to a higher

activation level. This particular result needs to be further

investigated in future studies, but is likely related to the more

complex spectro-temporal structure of speech compared to

non-speech vocal sounds (Supplementary Figure 1), with more

pronounced temporal modulations around 4 Hz, close to

the syllabic rate in English, (Supplementary Figure 2). Spectro-

temporal complexity is indeed known to increase the strength

of activation in non-primary auditory fields (Samson et al.,

2011). It seems safe, then, to continue calling these regions

the Temporal Voice Areas. Furthermore, using the more

encompassing term of “voice" instead of “speech" to name

these areas, opens up more questions and hypotheses for

future studies using dedicated experimental designs with larger

sample size, that will help to understand how spectro-temporal

complexity, linguistic content, or attention to distinct voice

features (von Kriegstein et al., 2003) modulate the cortical

processing of voice.
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Mismatch negativity (MMN) studies were initiated as part of a well-controlled

experimental research tradition with the aim to identify some key principles

of auditory processing and memory. During the past two decades, empirical

paradigms have moved toward more ecologically valid ones while retaining

rigid experimental control. In this paper, I will introduce this development of

MMN stimulation paradigms starting from the paradigms used in basic science

and then moving to paradigms that have been particularly relevant for studies

on music learning and musical expertise. Via these historical and thematic

perspectives, I wish to stimulate paradigm development further to meet the

demands of naturalistic ecologically valid studies also when using MMN in

the context of event-related potential technique that necessarily requires

averaging across several stimulus presentations.

KEYWORDS

music, audition, musical learning, cognition, EEG, fMRI

Introduction

Thanks to versatile development in theoretical and methodological domains,
auditory cognitive neuroscience has witnessed immense progress in past decades. When
considering the development of methodology in the field, the main emphasis of scientific
discussion is commonly given on methods in data acquisition and analyses. However,
when considering the key questions of the field (specifically brain basis underlying
neuroplasticity particularly in the domains of auditory learning, development, and
aging), it is evident that validity of the stimulation paradigms is also of utmost
importance. If these paradigms (that is, their sounds and the auditory soundscapes
created by them) fail to address the neurocognitive processes of interest, the results are
of minimal use in scientific or applied perspectives.

Notably, while a transition from well-controlled laboratory-based studies toward
ecologically valid stimulation and recording paradigms has occurred in several related
research traditions such as social and emotion neuroscience, it is questionable whether
this is a feasible framework for studies in auditory cognitive neuroscience, particularly
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when event-related potential (ERP) technique and the mismatch
negativity (MMN) are of interest. This perspectives paper
aims to offer a framework for observing the development of
stimulation paradigms of the MMN field since the 1970s and to
propose some future novel advancements. The discussion will be
divided into two main sections, the first on basic MMN studies
and the second on MMN studies in music-related contexts.
After them, the brain generators of the MMN will be briefly
illuminated. In the end of the paper, future directions of the
MMN will be discussed.

Historical overview on mismatch
negativity studies in oddball and
multi-feature paradigms

When pioneering studies that launched mismatch
negativity (MMN) were conducted (Näätänen et al., 1978),
the fundamental question of the highest theoretical relevance
was actually quite simple: is it possible to isolate a difference
signal from the human brain? In other words, is there a neural
signal that can differentiate acoustically different frequent
standard and rare deviant sounds from each other? At that time,
EEG recording and sound stimulation technologies were rather
limited, and studies were conducted using sinusoidal sounds
in an oddball paradigm. Once MMN had been established
as a general index of the difference monitoring and sensory
memory, empirical studies were conducted to indicate those
sound parameters that are encoded in the sensory memory
(e.g., Paavilainen et al., 1993 for duration, and Näätänen
et al., 1987 for intensity). Further, parametric studies were
conducted to indicate the accuracy of the sensory memory
in this encoding (Sams et al., 1985 for frequency) and the
correspondence between the MMN parameters and perceptual
accuracy (Tiitinen et al., 1994 for frequency; Amenedo and
Escera, 2000, for duration).

The next generation of studies aimed to avoid the co-
occurrence of acoustical deviance and rareness of the deviant
stimulus. This may sound simple, but it is less so since perceptual
deviance is most often coupled by acoustical features. The
solutions were diverse. First, Yabe et al. (1997) and Tervaniemi
et al. (1994a) used sound omission as the deviant stimulus in
isochronous sequences and in tone pairs, respectively. They both
showed that MMN can be generated by a sound omission but
only within a definite window enabling integration of incoming
auditory information for some hundreds of milliseconds only.
Second, Winkler et al. (1995) used a phenomenon called
missing fundamental that denotes an “illusion” of the sound’s
fundamental frequency being identified even if this specific
frequency is not present in the sound at all; it is computed in the
brain based on the spectrum of the harmonic overtones. They
showed that the MMN indeed reflects perceived fundamental
frequency that can be created by several combinations of

overtones, while a subset of the same overtones in a different
constellation causes a perception of a different fundamental
frequency and, subsequently, the MMN. Third, Tervaniemi et al.
(1994b) utilized another auditory illusion created by Shepard
tones. They can be presented in an ascending or descending
manner in a loop to give an impression of an endlessly ascending
or descending pitch (Figure 1). In the MMN experiment, these
Shepard tones were looped to create an illusion of continuous
pitch decrement that was eventually interrupted by a pitch
repetition or by an ascending pitch. It was found that both pitch
repetition and ascending pitch evoked the MMN when using
Shepard tones. This was taken as evidence of the MMN being an
index of violated prediction of the pitch of the sound-to-come
rather than an index of sensory memory representation only.

Despite the theoretical relevance of the paradigms
mentioned above, they had less to offer for applications of
the MMN in clinical studies or studies with child participants.
In traditional oddball paradigms, one sequence had one or
maximally three deviants, making the studies rather long and
repetitive, particularly if the signal-to-noise ratio was to be
optimized by maximizing the number of sound presentations.
As a solution, Näätänen introduced the idea of having several
deviants in one sequence with one standard. Here, the basic
assumption is that a standard sound is encoded as a sum of
its acoustic features. Thus, one deviant can differ from this
standard “template” independently by one or several features,
as shown by so-called additivity studies by Schröger (1995) in
which the MMN parameters sensitively reflected the number of
violated sound features. When MMN recorded in a traditional
oddball paradigm was compared with an MMN recorded in
this multi-feature paradigm, there was no significant difference
in the MMN parameters (Pakarinen et al., 2010). However, the
recording time was remarkably shorter and thus the MMN

FIGURE 1

Visual analogue (endless Penrose stairs) of ever
ascending/descending sound sequence created by Shepard
(reproduced from Wikipedia).
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recordings became more feasible with many clinical populations
and in children.

Mismatch negativity paradigms in
music-related studies

Based on the paradigm development described above, about
15 years ago interests emerged to develop “musical” MMN
stimulation paradigms to probe the neural basis of musical
skills. The first of these paradigms was based on the idea
about multiple acoustical features being encoded in parallel
and thus being behind the generation of the MMN. In the
group of prof. Vuust, the starting point was an Alberti bass—
a looped sound sequence often used in the classical era as
an arpeggio. There, the sounds of a given triad chord were
presented in the order “lowest, highest, middle, highest” in
a looped manner (Vuust et al., 2012; Figure 2A). In this
paradigm, the recording time was less than 15 min for a total
of six different deviants, thus data collection is considerably
faster than in traditional paradigms. In the melodic multi-
feature paradigm developed by prof. Huotilainen, a looped 2-s
melody was used as the starting point (Putkinen et al., 2014;
Figure 2B). This melody also included a total of six deviants,
three of which modulated the structure of the melody for its
successive presentations. The data collection here also took less
than 15 min.

By employing these musical multi-feature paradigms, it was
shown that the MMN reflects the musical expertise and their
participant background in a genre-specific manner; the sound
parameters that are most important in a performance of a given
musician evoke the largest MMN, P3a response, or both [for
a review, see Putkinen and Tervaniemi (2018)]. The MMN
was also shown to emerge in a gradual feature-specific manner
during music training in children learning to play an instrument
during their school years from 9 to 13 years of age (Putkinen
et al., 2014). Furthermore, implicit vs. explicit forms of expertise
were shown to have different neural trajectories as reflected by
the MMN; while enthusiastic jazz listeners had a diminished
MMN to a slide deviant, professional jazz performers showed an
enlarged MMN to this deviant and to timbre and pitch deviants
(Kliuchko et al., 2019). Thus, these paradigms highlighted the
complexity of music learning and have also been helpful in
differentiating implicit and explicit profiles in music listeners
vs. performers.

In addition to looped melodic and chordal paradigms,
various MMN studies have also been conducted using
randomized chord sequences consisting of two or more triad
chords (e.g., major chords as standards and minor chords as
deviants). These studies have been conducted using several
paradigms and there is no paradigm we could nominate as
the prevalent paradigm (unlike in looped musical paradigms).
Here, the first paradigms only used two chords and thus had

the co-occurrence of acoustic and musical deviance; major
and minor chords were different from each other in both
manners [Tervaniemi et al., 1999; Brattico et al., 2009; and
Tervaniemi et al., 2011 with magnetoencephalography (MEG)
and Tervaniemi et al., 2000 with positron emission tomograpy
(PET)]. More recently, Virtala et al. (2011) with EEG; Figure 2C
created a paradigm in which the contribution of acoustical
deviance could be excluded. This was accomplished by creating
the stimulus chords from various tones at several frequency
levels. By this design it was possible to control and balance
how often each tone was presented either as part of a major
chord or as part of a minor chord. Thus, any difference
in the MMN evoked by the chords was a result of its
category (major/minor) and not its acoustical composition.
Using this chord-MMN paradigm, it was observed that already
newborn infants can differentiate major and minor chords
from each other (Virtala et al., 2013) and that music training
enhances this differentiation in adolescents and in adults
(Virtala et al., 2012, 2014).

In addition to major/minor mode, another dimension
of any musical interval or chord is its consonance or
dissonance. This attribute is often reduced as the pleasantness
and unpleasantness of the intervals or chords, respectively,
even if this nomenclature is not accurate since some
individuals prefer dissonant “unpleasant” intervals, chords,
and music excerpts over consonant “pleasant” intervals
(see next paragraph). To investigate the effects of musical
expertise on consonance/dissonance discrimination, Linnavalli
et al. (2020) created two types of dissonant chords and
introduced them in the context of consonant chords. They
included groups of professional musicians and non-musicians
as their participants. It was found that both groups of
participants discriminated dissonant chords from consonant
ones both neurally and behaviorally. In the behavioral task,
the musicians were more accurate than the non-musicians
without a group difference in the MMN elicitation. As the
dissonant chords elicited MMN responses for both groups,
sensory dissonance seems to be discriminated in an early
sensory level, irrespective of musical expertise, and the
facilitating effects of musical expertise for this discrimination
seems to be activated only in later stages of auditory
processing, as reflected by performance in the behavioral
auditory task.

As the last example of the use of MMN in music-
related studies, a recent paradigm developed by Sarasso
et al. (2022) will be introduced. Sarasso and colleagues used
intervals of two kinds: consonant (perfect fifth) and dissonant
(tritones) at low and high frequency levels. The novel aspect
in their study is that the data were analyzed based on
the participants’ preference for these intervals; half of them
preferred consonant intervals, half of them dissonant intervals.
It was found that irrespective of the acoustical and musical
characteristics of the intervals, it was the most preferred
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FIGURE 2

(A) Musical multifeature paradigm that includes sound patterns with six different deviant tones as indicated below the score. The sequence is
presented in one key for six bars and then transposed to a new key, in other words, it was presented at various pitch levels. Reprinted from
Vuust et al. (2012) with permission from Elsevier. (B) Melodic multifeatured paradigm that includes short melodies with three different acoustic
deviances and three different cognitive deviances as indicated on the right. Cognitive deviants change the content of the melody while acoustic
deviants do not. One of the cognitive deviants is transposition, meaning that the melody is presented at various pitch levels. Reproduced by
permission from Tervaniemi et al. (2014). (C) Chord paradigm with standard and two different deviant chords as indicated in the upper row.
During the experiment, these three chords are presented at randomly varying pitch levels (reproduced from Virtala et al. (2014) under CC-BY
license).
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and “attractive” interval that evoked larger MMN when
compared with the other, less attractive interval. Moreover,
computational Bayesian surprise index was associated with
both MMN and behavioral indices, suggesting that (early)
auditory learning is related to higher-order aesthetic processing
of music sounds.

Mismatch negativity generators

Main contribution to the scalp recorded auditory MMN
originates from the auditory cortices with an additional
generator in the right frontal lobe [for a review, see Näätänen
et al. (2010); see below]. Important in the current context is to
note that the MMN generator source within the auditory areas
may also vary as a function of the stimulus complexity: when
an identical pitch change was embedded in an oddball sequence
of sinusoidal tones versus musical chords, the MEG recordings
indicated the MMN generator to be more medially located
when more complex (musical) stimuli were used (Alho et al.,
1996). Furthermore, in non-musicians, the left vs. right auditory
cortices may adopt different roles as a function of the stimulus
type: in PET and MEG experiments, the left auditory areas
responded more strongly to changes in phonemes (Tervaniemi
et al., 2000) and rhythm (Vuust et al., 2005) while the right
auditory areas respond more strongly to changes in chords
(Tervaniemi et al., 1999, 2000). However, this asymmetry may
also be modulated by musical expertise: musicians were found
to have predominantly left-hemispheric (MEG counterpart of)
MMN to chord changes (Tervaniemi et al., 2011).

In addition to the auditory areas, also frontal areas,
particularly the right inferior frontal gyrus, can be activated
by the deviants when presented in an oddball paradigm, at
least when the stimulation has acoustically small deviances
(Opitz et al., 2002). Recently, using the melodic multifeature
paradigm, it was shown that while the sensory deviants
(e.g., timbre) were primarily processed in the auditory areas,
the cognitively more demanding deviants (e.g., transposition)
were primarily processed in the frontal areas (Bonetti et al.,
2022). Together, these findings point to the multifaceted
characteristics of the MMN generation along the sensory-
cognitive-axis of our auditory neurocognition and, respectively,
in the brain.

Finally, the deviance detection as indexed by the MMN may
be initiated already below cortical areas. This was shown by
fMRI findings using naturalistic stimuli (pseudoword/ba:ba/and
its close acoustical musical counterpart produced by saxophone)
in a semi-attend paradigm (Tervaniemi et al., 2006). There,
non-musicians were instructed to indicate by a button press
whether each sound was speech or music sound but not
to pay attention to slight deviances. It was found that in
addition to BOLD activations in the temporal and frontal areas,
deviances in sound pitch and duration activated also thalamic

structures. This finding is in line with increasing body of the
literature highlighting the roles of ascending auditory pathways
in deviance detection (Escera and Malmierca, 2014).

Future directions

This current perspective paper sought to highlight the
developments in past decades in paradigms that have been
developed in MMN studies for basic science and music-
related research projects (due to the space limitations of this
paper, clinical studies had to be ignored despite their high
relevance). Even if the MMN was originally considered as a
tool for investigating learning and neurocognition of simple
sounds in simple contexts, there are now several paradigms that
enable investigating higher-order phenomena, such as musical
development, musical expertise, and appreciation. Thus, the
progress of the paradigm development(s) enables theoretical
advancement that is needed in the larger field of auditory
cognitive neuroscience.

In the future, it is likely that also in MMN studies
the stimulus material will include elements of real music
instead of only isolated sounds or repetitive computer-generated
sound sequences. Even if this sounds implausible, there are
possibilities already available that enable such studies. One
means of meeting this challenge is offered by music information
retrieval (MIR) technology. Using a MIR toolbox (Lartillot
and Toiviainen, 2007) it is possible to identify acoustical
and musical events (sounds or sound sequences) and code
with trigger pulses any sound of interest, be it repetitive or
surprising in its context. This can be done before or after an
experiment to recorded music or after the experiment to a
music recording based on live performance during a study. MIR-
based ERP analyses were already conducted by Poikonen et al.
(2016) for sounds that had the largest computational values
related to timbre, harmony, and dynamics. After averaging
the ERPs following each of these sound categories, N100 and
P200 responses were computed and compared between three
different compositions. More recently, Haumann et al. (2021)
elaborated and further tested the feasibility of such analyses
with different musical excerpts, again with focus on P1-N1-
P2 responses.

Naturally, it should be considered that to utilize MIR-
based analysis in MMN studies, it is necessary to include some
repetitive sound features in the music excerpts. However, this
repetitiveness can also be interpreted in abstract terms, such
that sounds to be used as one category in the analyses differ
from each other in their exact acoustical features but also
simultaneously form a distinct category of the other sounds
of a given musical excerpt up to a sufficient degree (e.g.,
instrumental sounds that form a category “novel instrument”
even if they differ from each other acoustically). By careful
behavioral screening of the participants’ cognitive, emotional,
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and aesthetic ratings of the sounds as by Sarasso et al. (2022),
we can additionally categorize the sounds and subsequent
ERP/MMN responses not only based on their acoustical or
musical features but also by their perceptual loadings. By
these procedures, we can continue developing the MMN study
paradigms on sounds as part of music and not merely on sounds
as such.
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Primary auditory cortex is a critical stage in the human auditory pathway,

a gateway between subcortical and higher-level cortical areas. Receiving

the output of all subcortical processing, it sends its output on to higher-

level cortex. Non-invasive physiological recordings of primary auditory

cortex using electroencephalography (EEG) and magnetoencephalography

(MEG), however, may not have sufficient specificity to separate responses

generated in primary auditory cortex from those generated in underlying

subcortical areas or neighboring cortical areas. This limitation is important

for investigations of effects of top-down processing (e.g., selective-attention-

based) on primary auditory cortex: higher-level areas are known to be strongly

influenced by top-down processes, but subcortical areas are often assumed

to perform strictly bottom-up processing. Fortunately, recent advances have

made it easier to isolate the neural activity of primary auditory cortex

from other areas. In this perspective, we focus on time-locked responses

to stimulus features in the high gamma band (70–150 Hz) and with early

cortical latency (∼40 ms), intermediate between subcortical and higher-level

areas. We review recent findings from physiological studies employing either

repeated simple sounds or continuous speech, obtaining either a frequency

following response (FFR) or temporal response function (TRF). The potential

roles of top-down processing are underscored, and comparisons with invasive

intracranial EEG (iEEG) and animal model recordings are made. We argue

that MEG studies employing continuous speech stimuli may offer particular

benefits, in that only a few minutes of speech generates robust high gamma

responses from bilateral primary auditory cortex, and without measurable

interference from subcortical or higher-level areas.
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Introduction

Primary auditory cortex plays a key role in the human
brain’s processing of sounds, being a major gateway between
auditory subcortical areas, including the inferior colliculus
(midbrain) and thalamus, and higher order auditory cortical
areas, including secondary auditory areas, associative auditory
areas, and language areas. While the neurophysiology of primary
auditory cortex has been studied for decades in animal models,
there are still many unanswered questions. One of the hallmarks
of primary auditory cortex in animal models is its sluggishness
compared to subcortical areas, since its typical neurons time-
lock1 to acoustic modulations only up to a few tens of Hz (Lu
et al., 2001; Joris et al., 2004), though at the same time it does
respond very reliably (temporally) to brief acoustic features, with
a spiking precision of milliseconds both for punctate features
(Phillips and Hall, 1990; Heil and Irvine, 1997) and ongoing
spectrotemporally dynamic features (Elhilali et al., 2004).

Less is known about temporal processing in human
primary auditory cortex, where neurophysiological recording
techniques for healthy subjects are restricted to non-invasive
methods, primarily electroencephalography (EEG) and
magnetoencephalography (MEG). Neither EEG nor MEG has
very fine spatial resolution (typically a few centimeters) and so
may not be able to distinguish different neural sources based
purely on their anatomical origin. Both, however, have sufficient
temporal resolution to distinguish typical response latencies of
primary auditory cortex (∼40 ms) from subcortical (shorter
latency) and non-primary (longer latency) auditory areas.

Beyond these commonalities, EEG and MEG have
distinctive strengths and weaknesses. EEG is sensitive to
neural sources throughout the brain at both low frequencies
(tens of Hz) and high frequencies (hundreds of Hz) (Kraus
et al., 2017; White-Schwoch et al., 2019). It is therefore
relatively straightforward to record time-locked activity from
any auditory area of the brain, but it may be difficult to
distinguish contributions from multiple areas, at least without
additional information (e.g., response latency, which can
be used to distinguish between the sources giving rise to
the auditory P1 and N1 components). In contrast, MEG is
insensitive to subcortical neural sources (Hämäläinen et al.,
1993), though not entirely unresponsive, as seen below. Perhaps
counterintuitively, this insensitivity gives MEG an advantage
over EEG, by allowing recordings from auditory cortical sources
without substantial subcortical interference (Ross et al., 2020).
Nevertheless, MEG responses from different auditory cortical
areas can still interfere with each other.

1 We employ the term “time-locked” neural responses rather than
“phase-locked” since phase is only defined when the coupled
stimulus/response is analyzed in a narrow frequency band. The term
“time-locking”, sometimes called “neural tracking” when applied to low
frequency responses to speech, applies equally well to narrowband and
broadband cases.

Another consideration is that EEG’s sensitivity to most
auditory sources holds for both low and high frequencies, but
because of MEG’s cortical bias and because cortical responses are
usually sluggish, MEG typically only captures cortical sources
at low frequencies. An important counterexample, however,
is the case of fast (∼100 Hz) auditory time-locked cortical
responses (Hertrich et al., 2012; Coffey et al., 2016). At these
frequencies there are few, if any, cortical sources aside from
primary auditory cortex. In this sense, MEG recordings of
fast time-locked auditory cortical responses act as an exquisite
window into primary auditory cortex, without interference
from subcortical or other cortical areas. Therefore, it may be
especially suited for questions regarding how primary auditory
cortical responses are affected by cognitive processes, whether
modulated by top-down neural activity (e.g., selective attention
or task-specific processing) or supplemented by super-auditory
aspects of the stimulus (e.g., processing of speech sounds using
language-based information).

One newly established method to analyze neural responses
to continuous speech (Hamilton and Huth, 2018) is temporal
response function (TRF) analysis (Lalor et al., 2009; Ding
and Simon, 2012). TRFs are an effective tool to disambiguate
neural sources based on their characteristic latencies, as will be
discussed below.

Results

Fast (∼100 Hz) cortical time-locked auditory responses
are typically investigated using one of two different stimulus
paradigms. The more time-honored paradigm is the frequency
following response (FFR) (Kraus et al., 2017), for which a typical
stimulus is either acoustically simple, such as click trains or
amplitude modulated tones (e.g., Gorina-Careta et al., 2021),
or consists of many repetitions of a short but more complex
stimulus, such as a single syllable (e.g., Coffey et al., 2016).

The well-established FFR paradigm (or really, family of
paradigms, including the envelope following response; EFR)
has been used to great effect with EEG to investigate midbrain
responses to acoustic stimuli. Near 100 Hz, midbrain sources
dominate the EEG FFR over cortical sources, and well above
100 Hz there is little to no cortical EEG FFR contribution at
all (Coffey et al., 2019). Until the MEG FFR investigations of
Coffey et al. (2016), however, it was not widely appreciated how
substantial the cortical FFR contributions might be near 100 Hz.
In this seminal paper, the investigators presented the 120-ms
syllable/da/, synthesized with a 98 Hz fundamental frequency in
the vowel portion, for 14,000 repetitions (sufficient to also obtain
responses from subcortical sources despite the cortical bias of
MEG). The cortical responses, whose sources were consistent
with primary auditory cortex, were prominent and showed
a significant lateralization to the right hemisphere, with a
longer latency profile compared to subcortical components. This
work firmly established the measurability of distinct cortical
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contributions to the FFR near 100 Hz. In comparison, Gorina-
Careta et al. (2021) demonstrated that the MEG FFR at the much
higher frequency of 333 Hz (15,200 tone-burst repetitions)
originated solely from subcortical sources (Figure 1). Note
that both these studies demonstrate that, while MEG is not
incapable of measuring high frequency FFR from subcortical
sources, the number of repetitions required is considerable, with
an associated experimental design cost (e.g., limited to a small
number of stimulus types).

One of the limitations of the FFR paradigm is that
accessing the different latencies of distinct sources may not
be straightforward, since the FFR is ultimately just the
evoked response to a sustained stimulus: a linear sum of
overlapping responses from multiple sources with different
latencies (Teichert et al., 2022). A more recently developed
paradigm uses neural responses to continuous speech, such
as individual sentences (e.g., Hertrich et al., 2012) or longer
narrated story passages (e.g., Kulasingham et al., 2020). The

use of the continuous speech stimulus paradigm, combined
with TRF analysis, sidesteps this temporal overlap issue by
deconvolving the sustained response from the stimulus, which
often allows direct comparison of neural source peak latencies.
Though typical uses of TRF analysis employ the slow (<10 Hz)
acoustic envelope as the stimulus feature with which to
deconvolve (Di Liberto et al., 2015; Cervantes Constantino and
Simon, 2018), the TRF methodology generalizes well to other
stimulus features (Brodbeck and Simon, 2020). This includes
responses from high frequency stimulus features processed
in subcortical areas (Maddox and Lee, 2018; Polonenko and
Maddox, 2021).

High frequency (70–200 Hz) MEG TRFs were first
investigated by Kulasingham et al. (2020) using only 6 mins
of continuous speech as the stimulus. Responses source-
localized to bilateral primary auditory cortex, with a small but
significant lateralization to the right hemisphere (Figure 2A).
The peak latency of the cortical response, 40 ms, is consistent

FIGURE 1

Example frequency following responses (FFRs). Grand-averaged FFR time course and spectral representations (insets) of single-channel EEG
and magnetoencephalography (MEG) elicited in the high gamma frequency range (89 Hz; blue) and the very high gamma range (333 Hz; red). It
can be shown that the very high gamma frequency (333 Hz; red) FFR is almost entirely subcortical for both EEG and MEG. In contrast, the high
gamma frequency (89 Hz; blue) FFR is almost entirely cortical for MEG and a mix of cortical and subcortical for EEG [from Gorina-Careta et al.
(2021), Figure 1].
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with a primary auditory cortical origin. Analysis additionally
revealed that frequencies contributing to time-locking fell off
substantially above 100 Hz. This demonstration that such a short
recording can reveal responses localized to primary auditory
cortex serves several purposes. It allows future experiments to
include multiple stimulus conditions (e.g., presenting stimuli
under different task conditions or at different SNRs), and at the
same time ensures that the responses do not contain measurable
subcortical interference.

High frequency (70–200 Hz) EEG TRFs with cortical
contributions have also been recently investigated by Kegler
et al. (2022). These TRFs show a pair of peaks with
distinguishable latencies allowing inference of separate sources,
each with a separate anatomical origin and auditory processing
role (analogous to traditional P1 and N1 peaks arising from
separate cortical sources). In this case, the earlier peak at 18 ms is
consistent with a subcortical origin, and the later peak at 45 ms
is consistent with a dominantly cortical origin (Figure 2B).

It should not be surprising that invasive iEEG recordings
had already demonstrated similar high gamma time-locked
cortical responses almost a decade earlier (Brugge et al., 2009;
Steinschneider et al., 2013), using click trains and isolated speech
sounds. What is surprising is that such responses could be
seen even non-invasively. The most robust time-locked high
gamma iEEG responses are seen in primary auditory cortex,
specifically posteromedial Heschl’s gyrus (Nourski, 2017), but
smaller time-locked high gamma responses are also seen in
other auditory cortical areas. As such, iEEG remains a premiere
electrophysiological method for obtaining responses known to
originate in primary auditory cortex, but only for a fraction of
subjects relative to those eligible for MEG or EEG recordings.

Discussion

As indicated above, a physiological window into human
primary auditory cortex allows the investigation of the extent
to which primary auditory cortex is influenced by higher
order cortical areas. How, and under which circumstances,
are primary auditory cortical responses modulated by top-
down neural activity, or affected by language-specific non-
auditory features of the stimulus? A related question is to
what extent subcortical auditory areas might be influenced
by cortical processing. Neither can be answered without first
identifying the specific sources of neural activity (e.g., midbrain
vs. thalamus vs. primary auditory cortex) being modulated by
distant cortical activity.

Using MEG, Hartmann and Weisz (2019) demonstrated
that the FFR near 100 Hz from right hemisphere primary
auditory cortex is modulated by intermodal (auditory vs.
visual) attention. Most FFR investigations use EEG, which
is well-suited to separate responses from primary auditory
cortex from those originating in other cortical areas, but, as
indicated above, has difficulty in separating auditory subcortical
and primary auditory cortical contributions. Intriguing results
include: modulation of the EEG FFR by selective attention for
frequencies near 100 Hz but not above 200 Hz (Holmes et al.,
2018); modulation by overall level of attention near 150 Hz
(Price and Bidelman, 2021); and, at 100 Hz, modulation by
whether a continuous-speech masker is in a known vs. unknown
(but acoustically similar) language (Presacco et al., 2016; Zan
et al., 2019). There has also been a report of selective attentional
modulation of subcortical auditory responses to continuous
speech (Forte et al., 2017); the result has not yet been replicated,
however, and due to the specialty of the analysis method it

FIGURE 2

Example high gamma temporal response functions (TRFs). (A) High frequency (70–200 Hz) magnetoencephalography (MEG) TRF from 6 mins
of continuous speech. The grand-averaged amplitude of TRF source localized current-dipole vectors, averaged across voxels in the cortical
ROI, is shown (±standard error across subjects; red indicates amplitude significantly greater than noise). The TRF has a peak latency of ∼40 ms
and oscillates with a frequency of ∼80 Hz (note that since only the TRF amplitude is shown, and not signed current values, signal troughs and
peaks both appear as peaks). Inset: the distribution of TRF current-dipole vectors in the brain at each voxel at the moment of the maximum
response; color represents response amplitude (standardized units) and arrows represent TRF current-dipole orientations [modified from
Kulasingham et al. (2020), Figure 3]. (B) High frequency (70–200 Hz) EEG TRF from 40 mins of continuous speech. The grand-averaged
magnitude of the Hilbert transform of the TRF, averaged across channels, is shown; bright red indicates magnitude significantly greater than the
null model. The TRF magnitude significantly exceeds that of the null model in two latency ranges: between 2 and 33 ms with a peak at 18 ms
(dominantly subcortical; grey dashed line), and between 44 and 46 ms with a peak at 45 ms (dominantly cortical) [modified from Kegler et al.
(2022), Figure 3].
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is as yet difficult to rule out entirely whether the result might be
due to cortical response leakage.

More recently, using EEG with a continuous speech
stimulus, Kegler et al. (2022) demonstrated that the high gamma
EEG TRF arising from a combination of subcortical and primary
auditory cortical sources (illustrated in Figure 2B) is modulated
by word-boundary effects. This is strong evidence that a
linguistic (super-acoustic) feature can modulate either primary
auditory cortical or auditory subcortical processing (or both).
Kulasingham et al. (2022) have also recently demonstrated
that the high gamma MEG TRF, originating solely from
bilateral primary auditory cortex, is indeed modulated by
selective attention, using re-analysis of previously published
data (Kulasingham et al., 2021).

There is additional evidence that human primary auditory
cortical responses exhibit modulation arising from other cortical
areas, but the effects are subtle. Using iEEG and employing
selective attention to one of two competing talkers, O’Sullivan
et al. (2019) did not observe modulation of cortical responses
in Heschl’s gyrus (the anatomical location of primary auditory
cortex), while, in contrast, they did find modulation in non-
primary areas, as expected. Using a similar paradigm to
investigate the role of selective attention on MEG low frequency
cortical TRFs, Brodbeck et al. (2018), did see evidence of
significant TRF modulation at short latencies consistent with
a primary auditory cortex origin (in addition to the expected
strong modulation at longer latencies), but only under limited
conditions.

In animal studies, top-down (task-dependent) modulation
of neural activity in primary auditory cortex has been seen as
far back as two decades ago (Fritz et al., 2003). Despite the
robustness and reproducibility of these results, however, the
effect size is nevertheless small, and it has not been clear until
recently whether such modulations would ever be observable
non-invasively.

What is the physiological origin of the high gamma time-
locked responses from primary auditory cortex? Two theories
have been put forward. The first concerns the physics underlying
the generators of EEG and MEG signals, which are dominantly
driven by dendritic currents produced by synaptic inputs
(Hämäläinen et al., 1993; Buzsaki et al., 2012), i.e., the same
mechanisms that also give rise to the local field potential (LFP).
For primary auditory cortex, the most significant neural input is
the spiking output of the medial geniculate body (MGB) of the
thalamus, whose spiking rates can reach up to 100 Hz (Miller
et al., 2002), and whose thalamocortical fibers show ensemble-
wide time-locking up to 300 Hz (Steinschneider et al., 1998),
in animal models. A second theory, strongly tied to the first, is
that the spikes of primary auditory cortex, which can only fire
at rates well below 100 Hz, can nevertheless fire with temporal
precision of the order of milliseconds (Elhilali et al., 2004). It
has been recently shown by Downer et al. (2021) that these
precise but infrequent spikes are actually highly synchronous
across the local population, even to the point of acting as a time-
locked population model for fast acoustic features (almost up to

200 Hz). Indeed, Gnanateja et al. (2021) recently demonstrated a
connection between both these explanations, using intracortical
FFR (90–140 Hz) recordings from multiple species, to show
both an LFP FFR and a multi-unit (spiking) FFR, in the
thalamorecipient layers of primary auditory cortex.

In conclusion, recent advances in auditory neuroscience
have opened up new non-invasive windows into the
neurophysiology of primary auditory cortex. Using EEG FFR
techniques, responses are dominantly subcortical but also
contain strong contributions from primary auditory cortex at
frequencies near 100 Hz. Using MEG FFR techniques, responses
are dominantly from primary auditory cortex for frequencies
near 100 Hz (though at higher frequencies subcortical responses
can also be detected given sufficient recording time). EEG TRF
studies have the potential to show both auditory subcortical
and primary auditory cortical contributions to the time-
locked high gamma responses to continuous speech, but,
unlike FFR, segregated in time/latency. Finally, MEG time-
locked high gamma TRF studies may hold great promise in
isolating primary auditory cortical responses from other areas,
due to its insensitivity to subcortical sources and its ability
to differentiate competing cortical sources in both time and
anatomical location.
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Hemispheric asymmetries in auditory cognition have been recognized for a

long time, but their neural basis is still debated. Here I focus on specialization

for processing of speech and music, the two most important auditory

communication systems that humans possess. A great deal of evidence

from lesion studies and functional imaging suggests that aspects of music

linked to the processing of pitch patterns depend more on right than left

auditory networks. A complementary specialization for temporal resolution

has been suggested for left auditory networks. These diverse findings can be

integrated within the context of the spectrotemporal modulation framework,

which has been developed as a way to characterize efficient neuronal

encoding of complex sounds. Recent studies show that degradation of

spectral modulation impairs melody perception but not speech content,

whereas degradation of temporal modulation has the opposite effect. Neural

responses in the right and left auditory cortex in those studies are linked to

processing of spectral and temporal modulations, respectively. These findings

provide a unifying model to understand asymmetries in terms of sensitivity

to acoustical features of communication sounds in humans. However, this

explanation does not account for evidence that asymmetries can shift as

a function of learning, attention, or other top-down factors. Therefore, it

seems likely that asymmetries arise both from bottom-up specialization for

acoustical modulations and top-down influences coming from hierarchically

higher components of the system. Such interactions can be understood in

terms of predictive coding mechanisms for perception.
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Introduction

We have known since observations in the mid-19th century
about aphasia that the two cerebral hemispheres of the
human brain do not have identical functions (Manning and
Thomas-Antérion, 2011). Yet, debate continues to this day
on the underlying principles that govern these differences.
Asymmetries have been described in many domains, including
visuospatial, motor, and affective functions. But here I will focus
on asymmetries related to auditory processes. A great deal of
work has been carried out on the linguistic functions of the left
hemisphere, in part because those earliest observations showed
such salient effects of left-hemisphere lesions on language in
general and speech in particular. But it is instructive to compare
speech to that other auditory-motor communication system that
we humans possess: music.

Comparisons between music and language are extremely
valuable for many reasons (Patel, 2010), and can be carried out
at many different levels of analysis. In this mini-review I will
focus on certain acoustical features that I argue are critical for
important aspects of musical processing, and contrast them with
those most relevant for speech, to show that auditory networks
within each hemisphere are specialized in terms of sensitivity
to those features. However, one of the main points I wish to
make is that those input-driven specializations interact with top-
down mechanisms to yield a complex interplay between the two
hemispheres.

Specialization for spectral features

A great deal of evidence supports the idea that certain
aspects of musical perceptual functions depend to a greater
extent on auditory networks in the right hemisphere than the
left. This conclusion is supported by a recent meta-analysis
of the effects of vascular lesions on musical perceptual skills
(Sihvonen et al., 2019), as well as by early experimental studies
of the consequences of temporal-lobe excisions (Milner, 1962;
Samson and Zatorre, 1988; Zatorre, 1988; Liégeois-Chauvel
et al., 1998). Apart from these effects of acquired lesions, deficits
in congenital amusia (also termed tone-deafness) also seem to
be linked to a disruption in the organization of connections
between right auditory cortex and right inferior frontal regions.
Evidence for this conclusion comes from studies of functional
activation (Albouy et al., 2013) and functional connectivity
(Hyde et al., 2011; Albouy et al., 2015), as well as anatomical
measures of cortical thickness (Hyde et al., 2007) and of white-
matter fiber connections (Loui et al., 2009; Albouy et al., 2013).

These findings are compelling, but what particular aspects
of perception are most relevant in eliciting these asymmetries?
A hint comes from the amusia literature, where several authors
have found that the ability to process fine pitch differences seems
to be particularly impaired (Hyde and Peretz, 2004; Tillmann

et al., 2016). Those results are echoed in surgical lesion studies
showing that damage to an area adjacent to right primary
auditory cortex specifically leads to elevated pitch-direction
discrimination thresholds compared to equivalent lesions on
the left side (Johnsrude et al., 2000). Fine pitch resolution
is important for processing musical features such as melody
and harmony (Zatorre and Baum, 2012), which is why if that
function is impaired, amusia typically follows (Peretz et al., 2002;
Hyde and Peretz, 2004).

Many neuroimaging studies also align well with the idea that
the right auditory cortical system is specialized for fine pitch
processing. Several experiments have found that functional MRI
responses in right auditory cortex scale more strongly than those
on the left as pitch distance is manipulated from smaller to larger
in a tone pattern; that is, the right side is more sensitive to
variation of this parameter (Zatorre and Belin, 2001; Jamison
et al., 2006; Hyde et al., 2008; Zatorre et al., 2012). Supportive
findings also come from an MEG experiment examining spectral
and temporal deviant detection (Okamoto and Kakigi, 2015).
Importantly, the asymmetry of response seems to be linked to
individual differences in pitch perception skill, thus showing
a direct brain-behavior link. For example, functional MRI
activity in the right (but not the left) auditory cortex of a
group of musicians was correlated with their individual pitch
discrimination thresholds (Bianchi et al., 2017). A correlation
between individual pitch discrimination thresholds and the
amplitude of the frequency-following response measured from
the right (but not the left) auditory cortex was also observed
using MEG (Coffey et al., 2016).

If spectral resolution on the right is better than on the left,
what could be the physiological mechanism behind it? One
possible answer was provided by an analysis of local functional
connectivity patterns in relation to frequency tuning (Cha et al.,
2016). This study found that the interconnectivity between
voxels in auditory cortex is greater for those whose frequency
tuning is more similar than for voxels which are tuned to more
distant frequencies. But of greater relevance is that this pattern
was more marked within right than left core auditory regions.
In other words, frequency selectivity played a greater role on
the right than the left, which would then lead to sharper tuning
on the right, since there would be summation of activity from
neurons with similar response properties. This conclusion is in
line with electrophysiological recordings indicating that sharp
tuning of neurons to frequency in early auditory cortex depends
on excitatory intracortical inputs, rather than thalamic inputs
(Liu et al., 2007).

Specialization for temporal
features

The evidence favoring a relative enhancement of frequency
resolution in the right auditory networks is paralleled by
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evidence favoring a relative enhancement of temporal resolution
in the left hemisphere. Several functional neuroimaging studies
have shown that parametric variation of temporal features of
stimuli is better tracked by responses coming from the left
auditory cortex and adjacent regions compared to the right
(Zatorre and Belin, 2001; Schönwiesner et al., 2005; Jamison
et al., 2006; Obleser et al., 2008). Causal evidence in favor of this
concept was also provided by a brain stimulation experiment
showing increased thresholds for gap detection, after left, but
not right auditory cortex disruption (Heimrath et al., 2014).

Spectrotemporal modulations

A theoretically powerful way to integrate these findings
is by considering how these patterns fit with models of
spectrotemporal modulation. Many neurophysiological studies
exist showing that the response properties of auditory cortical
neurons across species are well described in terms of joint
sensitivity to spectral and temporal modulations found in
the stimulus (Shamma, 2001). This mechanism is thought to
enable efficient encoding of complex real-world sounds (Singh
and Theunissen, 2003), especially those that are an important
part of the animal’s communicative repertoire (Gehr et al.,
2000; Woolley et al., 2005). Sensitivity to spectrotemporal
modulations in auditory cortex has also been described using
both neuroimaging (Schonwiesner and Zatorre, 2009; Santoro
et al., 2014; Venezia et al., 2019) and intracortical recordings in
humans (Mesgarani et al., 2014; Hullett et al., 2016).

Two recent studies have brought together the research
questions surrounding hemispheric differences with the
spectrotemporal modulation hypothesis to yield evidence
that functional asymmetries map well onto this theoretical
framework. One study (Flinker et al., 2019) used MEG to
measure brain activity associated either with the verbal content,
or the timbre (male vs. female voice, which is largely based on
spectral cues) of spoken sentences. Behaviorally, they reported
that when temporal modulations were filtered out, speech
comprehension was affected but vocal timbre was not, and
vice-versa for filtering of spectral modulations. The imaging
data showed greater left auditory cortex response for the
temporal cues in speech, and a right, albeit weaker lateralization
effect for the spectral cues. The second study (Albouy et al.,
2020) used sung sentences whose speech and melodic content
had been fully orthogonalized ensuring independence of the
two types of cues (Figure 1). Behavioral data showed a double
dissociation such that degradation of temporal cues affected
comprehension of the words to the song but not the melody,
whereas degradation of spectral cues affected discrimination of
the melodies but had no effect on the speech component. The
functional imaging data reflected the behavioral data in that
speech content could only be decoded from left auditory cortex,
but was abolished by temporal degradation, whereas melodic

content could only be decoded from right auditory cortex, but
was abolished by spectral degradation.

These converging findings from experiments using different
techniques strongly support the idea that left and right
auditory cortices are linked to heightened resolution in temporal
and spectral modulation, respectively. This explanation fits
with a broader idea that the nervous system optimizes its
representations according to the properties of the physical
environment that are most relevant, as has been proposed
for vision (Simoncelli and Olshausen, 2001), and for speech
(Gervain and Geffen, 2019). I suggest expanding this concept
to encompass hemispheric asymmetries on the grounds that
humans have two main auditory communication systems,
speech and music (Zatorre et al., 2002; Mehr et al., 2021),
and that they each exploit, to some extent at least, opposite
ends of the temporal-spectral continuum; so the best way
to accommodate the competing requirements of the two
types of signals is by segregating the necessary specializations
within each hemisphere. Thus, rather than think in terms of
specializations at the cognitive domain level (speech vs. music),
we can reconceptualize it in terms of specialization at the
acoustical feature level.

This interpretation predicts that the two domains are
lateralized only to the extent that they make greater use of one or
another of those cues. We need to keep in mind that both music
and speech utilize both temporal and spectral modulations.
In the case of speech, spectral modulations are important
in carrying prosodic information, and, in tonal languages,
lexical information. Interestingly, a good amount of evidence
suggests that prosodic processing depends more on right-
hemisphere structures, in accord with our model (Sammler
et al., 2015). These kinds of spectral cues are important for
some aspects of communication, but they do not seem to be
quite as important for speech comprehension as those driven
by temporal modulations, based on the fact that degradation of
temporal but not spectral cues abolishes speech comprehension
in the two studies mentioned earlier (Flinker et al., 2019; Albouy
et al., 2020). That conclusion was already known from an early
influential study (Shannon et al., 1995) that demonstrated that
comprehension was well-preserved when normal speech was
replaced by amplitude-modulated noise passed through as few
as three or four filter banks centered at different frequencies.
This procedure degraded the spectral content but preserved
most of the temporal modulations. Indeed, this property is what
enables cochlear implants to transmit comprehensible speech
despite poor representation of spectral modulations due to the
limited number of channels available.

Music also contains both spectral and temporal
modulations. The latter are obviously critical for transmitting
information that can be used to perceive rhythm and
metrical organization, and hence the importance of temporal
modulations may vary depending on the nature of the music
and of the instruments used to generate it (e.g., percussion vs.
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FIGURE 1

Behavioral and neural effects of spectrotemporal degradation in music and speech. (A) Sung stimuli (music notation) consisted of the same
tunes sung to different phrases or vice-versa, yielding an orthogonal set of songs with matched melodic and speech content. These songs
(spectrogram and spectrotemporal plots in middle panel) were then degraded either in the temporal domain, leaving spectral modulation intact
(top), or vice-versa (bottom). The effect of this manipulation can be seen in the resulting spectrograms (right side) where the temporal
degradation smears the temporal information but leaves spectral information intact, while spectral degradation smears the spectral information
but leaves temporal information intact. The behavioral result (middle panel bar graph) shows that behavioral performance for melodic content is
severely reduced after spectral compared to temporal degradation (blue bars) while performance for speech is reduced after temporal
compared to spectral degradation (orange bars). (B) In the left auditory cortex, functional MRI classification performance for decoding speech
content is reduced to chance only after temporal degradation; while in the right auditory cortex functional MRI classification performance for
decoding melodic content is reduced to chance only after spectral degradation, paralleling the behavioral effects shown in panel (A). Adapted
with permission from Albouy et al. (2020). ***Refers to significantly above chance performance.

song). Moreover, pitch information and temporal information
interact in interesting, complex ways in music cognition (Jones,
2014). So it is simplistic to think of the two dimensions are
entirely independent of one another. However, the fact remains

that, as mentioned above, the poor spectral resolution that can
be observed with congenital amusia seems to lead to a more
global inability to learn the relevant rules of music, and results
in a fairly global deficit. So this observation would argue that
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even if both types of cues are present and important for music,
spectral cues seem to play a more prominent role.

Top-down effects

One might conclude from all the foregoing that hemispheric
differences are driven exclusively by low-level acoustical features.
But that does not seem to be the whole story. There are in fact
numerous experiments showing that even when acoustics are
held constant, hemispheric responses can be modulated. A good
example is provided by studies showing that sine-wave speech
analogs elicit left auditory cortex responses only after training
that led to them being perceived as speech, and not in the naive
state when they were perceived as just weird sounds (Liebenthal
et al., 2003; Dehaene-Lambertz et al., 2005; Möttönen et al.,
2006). A complementary phenomenon can be seen with speech
sounds that when looped repeatedly begin to sound like music
(Deutsch et al., 2011; Falk et al., 2014). Once the stimulus
was perceived as music, more brain activity was seen in some
right-hemisphere regions that were not detected before the
perceptual transformation (Tierney et al., 2013). Tracking of
pitch contours in speech can also shift from right to bilateral
auditory regions as a function of selective attention (Brodbeck
and Simon, 2022).

These kinds of results have sometimes been interpreted
as evidence in favor of domain-specific models, on the
grounds that bottom-up mechanisms cannot explain the
results since the inputs are held constant in those studies.
However, given the strength of the findings reviewed
above that spectrotemporal tuning is asymmetric, another
way to interpret these effects is that they represent
interactions between feedforward and feedback systems that
interconnect auditory areas with higher-order processing
regions, especially in the frontal cortex. Although this
idea remains to be worked out in any detail, it would be
compatible with known control functions of the frontal
cortex, which is reciprocally connected with auditory cortical
processing streams.

The idea that interactions occur between ascending,
stimulus-driven responses, and descending, more cognitive
influences can also be thought of in the context of predictive
coding models (Friston, 2010). A great deal of work has
recently been devoted to this framework, which essentially
proposes that perception is enabled by the interface between
predictions generated at higher levels of the hierarchy that
influence stimulus-driven encoding processes at lower levels
of the hierarchy. When the latter signals do not match the
prediction, an error signal is generated, which can be used
for updating of the internal model (that is, learning). These

models have gained prominence because they can explain
many phenomena not easily accounted for by more traditional
bottom-up driven models of perception, even if they also raise
questions that are not yet fully answered (Heilbron and Chait,
2018).

As applied to the question at hand, the idea would be that
as a complex stimulus like speech or music is being processed,
continuous predictions and confirmations/errors would be
generated at different levels of the system. Depending on the
spectrotemporal content of the signal, neuronal networks in the
left or right auditory cortex would predominate in the initial
processing; but as top-down predictions are generated that are
based on higher-order features, then the activity could shift
from one side to another. So, in the case of sine-wave speech
for instance, initial, naïve processing would presumably involve
right auditory cortex since the stimulus contains a great deal of
spectral modulation. But once the listener is able to apply top-
down control to disambiguate how those sounds could fit into
a linguistic pattern, then more language-relevant predictions
would be generated that could inhibit spectral-based processing
in favor of temporal-based processing. By the same token,
hemispheric differences could be amplified by these interactions
even if initial processing differences in early parts of the auditory
system are only slightly asymmetric. This scenario remains
largely speculative at the moment, but at least sets up some
testable hypotheses for future research.
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Sound is processed in primate brains along anatomically and functionally

distinct streams: this pattern can be seen in both human and non-human

primates. We have previously proposed a general auditory processing

framework in which these different perceptual profiles are associated with

different computational characteristics. In this paper we consider how recent

work supports our framework.
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“Hearing is a form of touch. You feel it through your body, and sometimes it almost
hits your face”.

— Evelyn Glennie
“Intermittently she caught the gist of his sentences and supplied the rest from

her subconscious, as one picks up the striking of a clock in the middle with only the
rhythm of the first uncounted strokes lingering in the mind”.

— F. Scott Fitzgerald, Tender is the Night

Auditory processing in primates is neuroanatomically and functionally bifurcated.
There are several models of speech and auditory processing in the human brain built
around this principle (Alain et al., 2001; Hickok and Poeppel, 2004; Rauschecker and
Scott, 2009; Jasmin et al., 2019), which originated in work on non-human primates
(NHP). The NHP literature showed that rostral and caudal auditory cortical fields
have distinctly different patterns of anatomical connectivity and different functional
properties. For example, cells in rostral superior temporal sulcus were shown to
be sensitive to the different kinds of non-human primate vocalizations (recognizing
“monkey calls”) while those in the caudal fields were sensitive to the spatial location
of the vocalizations (Rauschecker and Tian, 2000). These different functions have been
described as “what” and “where/how” pathways within the rostral and caudal fields,
respectively. Thus it was discovered that, in the visual system, auditory perception entails
more than one kind of processing, with more than one functional goal.

This discovery was transformational for functional imaging studies of human speech
processing, not just in terms of the neuroanatomical findings, but because it indicated
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that different speech perception tasks might recruit different
elements of the auditory perception network depending on the
task. Tasks that required speech recognition networks, such
as single word and sentence perception, consistently show
recruitment of rostral temporal lobe fields (Mummery et al.,
1999; Wise et al., 1999; Scott et al., 2000). By contrast, tasks
that required motor engagement—e.g., speaking aloud, reading
aloud in synchrony with other people (Jasmin et al., 2016),
or when one’s own voice is acoustically altered during speech
production (Meekings and Scott, 2021), caudal auditory fields
in humans are recruited. There is also a clear role for caudal
auditory fields in representing the spatial location of voices
(Hunter et al., 2002): all of these findings are consistent with a
role for posterior auditory fields in guiding action.

Auditory neuroscience has made strides to move beyond
mere description to computational mechanisms. Indeed, there
have been significant advances in our understanding of the
potential computational properties that underlie the functional
differences seen in rostral/caudal auditory fields. In terms of
anatomical connectivity, work by Scott et al. (2017) has shown
convincingly that rostral and caudal auditory core, belt and
parabelt areas receive different inputs from thalamic nuclei,
which follows a caudal-rostral distinction: caudal auditory areas
receive input mainly from the auditory thalamus and from the
somatosensory thalamus (Hackett et al., 2007): moving rostrally,
the medial geniculate body (the auditory thalamic input) drops,
proportionally, and rostral auditory fields receive proportionally
more input from the medial pulvinar, which receives input from
the ascending visual pathway. Moving from caudal to rostral
fields, the proportion of responses from subnuclei of the medial
geniculate body also changes—from a ventral medial geniculate
body dominance in caudal and mid-core auditory cortex, to a
rough equivalence of inputs from the ventral medial geniculate
body and the posterior dorsal medial geniculate body. Given
the sheer complexity of the mammalian ascending auditory
pathway, an important step in exploring the computational basis
of different patterns of auditory processing is going to entail
engaging with the nature of the representations of sound in these
cortico-thalamic interactions. Some work on the stimulation
of brain stem nuclei has suggested that there may even be
processing pathways as early as the cochlear nucleus that have
critical importance for speech perception (Moore and Shannon,
2009).

Scott et al. (2011) also showed that the caudal core field
(A1) shows more detailed temporal response characteristics
than the rostral temporal core area (RT): Neurons in caudal
A1 respond faster to the onsets of sounds than rostral RT, and
they are also accurate at tracking both fast and slow amplitude
modulations. This stands in contrast to rostral RT, which
responds more slowly to sound onsets and can only track slower
amplitude modulations. Recent electrocorticography (ECoG)
in humans are consistent with this macaque findings. Across
human auditory cortex, regardless of the nature of the auditory

stimuli, the neural responses in caudal auditory fields are fast,
transient, and linked to the onsets of sounds, while the neural
responses in rostral auditory fields are slow and sustained
(Hamilton et al., 2018). We argued in 2019 that these findings
suggested a critical role for neuronal temporal responses in
different kinds of computational processes on incoming sounds.
In caudal fields, the responses to sound onsets are fast and
temporally accurate, but not sustained, as responses that are
critical to the control of action would need to be. By contrast,
in rostral fields, the responses to sound onsets are slow and
sustained, which potentially reflects hierarchical patterns of
perceptual processing that interact with higher order linguistic
and predictive processes.

This work has been recently replicated and extended in
humans using fMRI. Zulfiqar et al. (2021) modeled fMRI BOLD
responses for different temporal and spectral characteristics of
the responses to stimuli. They found that caudal belt regions
of the auditory cortex showed responses to natural sound
stimuli that were fast but not frequency specific, responding
to a broad spectral range. In contrast, rostral belt regions
showed more specific spectral responses, and slower onset
responses. Further support for this comes from another ECoG
paper from Hamilton et al. (2021), which reported the shortest
onset responses (generally less than 100 ms) in caudal Heschl’s
Gyrus (the location of primary auditory cortex in humans)
and posterior superior temporal gyrus fields, and longer onset
responses (up to 500 ms) in anterior superior temporal gyrus
fields and the planum polare.

These findings strongly suggest that, as we hypothesized
in 2019, the caudal/posterior “what/how” auditory pathway is
underpinned by distinct computational processes from those
of the anterior/rostral “what” pathway. Caudal fields (core and
non-core) have responses that are generally fast, transient, and
not necessarily specifically associated with particular stimulus
characteristics: The responses in rostral fields (core and non-
core) are generally slow and sustained and can be much more
driven by stimulus specific properties. These distinctions are
generalities—as can be seen in the Hamilton et al. (2021) paper,
there is some overlap of these responses, but the general pattern
is clear: Fast transient caudal responses reflect feed forward
networks which are critical to the fast sensory guidance of
action; slow, sustained responses in rostral fields likely reflect
recognition processes which are slower as they require feedback
processes from higher order language areas, which can have a
profound effect on speech intelligibility (Obleser et al., 2007).
This pattern reflects the overall cortical thickness gradient in the
temporal lobes, such that primary auditory cortex is thin, with
fewer feedback connections that cross cortical layers, whereas
moving rostrally the cortex is thicker and has a higher ratio of
feedback connections (Wagstyl et al., 2015).

Several studies have now shown that the rostral recognition
“what” pathway, seen for intelligibility in speech, is not only seen
for speech: music and other identifiable environmental sounds

Frontiers in Neuroscience 02 frontiersin.org

43

https://doi.org/10.3389/fnins.2022.1076374
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-1076374 December 9, 2022 Time: 14:45 # 3

Scott and Jasmin 10.3389/fnins.2022.1076374

also recruit the anterior temporal lobes in humans. There
is compelling evidence that sound recognition is processed
by parallel and distinct streams within these anterior fields
(Norman-Haignere et al., 2015, 2022; Boebinger et al., 2021).
This strongly suggests that while speech may often appear
to dominate in these regions, that may be a function of the
predominance of studies that focus on speech, and of the
well-established speech processing problems that arise due to
damage in left middle temporal artery territory. Using non-
speech stimuli can show how speech fits within a wider range of
auditory stimuli—in a recent ECoG study, song showed greater
responses than speech or instrumental music within these fields
(Norman-Haignere et al., 2022). However, a computational
framework based on the temporal response properties we have
described could be applied to a wide range of auditory stimuli—
not necessarily specific to speech, as we have discussed (Jasmin
et al., 2019). A challenge for further studies will be to determine
the degree to which speech, song, instrumental music and
other sound sources recruit distinct pathways, and what the
computational properties are that may underlie these. This is
all the more critical since there is good evidence that when we
hear sounds in normal environments, they are rarely in silence,
and rostral auditory areas seem to be key for simultaneously
representing different sound sources (Evans et al., 2016).

These different auditory perceptual networks also interact
with distributed systems throughout the human brain,
including both other perceptual networks (including visual,
somatosensory systems), and non-perceptual (including
linguistic, emotional, musical networks): In many everyday
auditory environments one would imagine that both auditory
pathways are continually recruited. For example, during
conversational speech, we have suggested that the rostral
pathway is recruited to process the voice of the other speaker,

feeding into language networks that are also engaged in
generating a response, while the caudal pathway is recruited
to track the features of the other speaker’s voice (e.g., the rate
and the rhythm), such that the planned response is aligned
with the talkers voice and a smooth turn taking can managed
(Scott et al., 2009). Auditory perception requires multiple kinds
of perceptual processes, because the brain needs both to track
the meaning of our auditory environments and to guide our
production of sound into those environments.
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Analysing complex auditory scenes depends in part on learning the long-term

statistical structure of sounds comprising those scenes. One way in which the

listening brain achieves this is by analysing the statistical structure of acoustic

environments over multiple time courses and separating background from

foreground sounds. A critical component of this statistical learning in the auditory

brain is the interplay between feedforward and feedback pathways—“listening

loops”—connecting the inner ear to higher cortical regions and back. These

loops are likely important in setting and adjusting the different cadences over

which learned listening occurs through adaptive processes that tailor neural

responses to sound environments that unfold over seconds, days, development,

and the life-course. Here, we posit that exploring listening loops at different

scales of investigation—from in vivo recording to human assessment—their role

in detecting different timescales of regularity, and the consequences this has

for background detection, will reveal the fundamental processes that transform

hearing into the essential task of listening.

KEYWORDS

auditory, listen, loops, feedback, adaptation, prediction

The act of listening

Our brain is continuously interpreting the soundscape, it is listening even when we
are not. Listening is essential to understanding. Without listening, sound is meaningless
to us—a wash of noise, reflections, and competing sources vying for our attention. Many
of our listening environments are challenging—from restaurants to railway stations, we
listen in complex, multi-sensory and multi-dimensional spaces. Compared to even the most
advanced listening technologies, however, we navigate these spaces with relative ease, and
it is not obvious how we do so. We evolved to deal with listening in an embodied manner
but our experimental approaches, and often our listening technologies, pay little regard to the
immersive and embodied qualities of listening. A reductionist approach to our exploration of
the listening brain will limit the development of algorithms, devices, and therapies that seek
to establish or re-establish listening—in humans and machines—as an immersive experience.

Here, we posit that advancing our understanding of the listening brain requires a
reframing of our investigative neuroscience to include both the multi-layered soundscape
with its noisy background as well as its complex foreground. In doing so, we will have
to contend with the complexities of an extensive neural circuit and the specific features
of the auditory pathway—evident from cochlea to cortex and back—the “listening loops”
responsible for setting the cadences of our listening lives (Winer, 2005; Asilador and Llano,
2020). Sensitivity to salient foreground acoustic cues is important for processing speech
information, for example, but background features such as multi-talker babble or the flurry

Frontiers in Neuroscience 01 frontiersin.org46

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://doi.org/10.3389/fnins.2023.1081295
http://crossmark.crossref.org/dialog/?doi=10.3389/fnins.2023.1081295&domain=pdf&date_stamp=2023-03-16
https://doi.org/10.3389/fnins.2023.1081295
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fnins.2023.1081295/full
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1081295 March 11, 2023 Time: 14:39 # 2

McAlpine and de Hoz 10.3389/fnins.2023.1081295

of late-arriving reflections from walls and other surfaces in a
room also need to be integrated into our listening experience.
Exploring how the listening brain parses background features of
the soundscape is critical to survival—fight or flight—since this
sensitivity to the statistical structure of background sounds may
also enhance our capacity to attend to foreground sounds. Here
we posit that studying the mechanisms underlying the detection
and coding of the background is essential to understand listening
(McWalter and McDermott, 2018). What are the statistics of the
background that facilitate its detection? How is it coded? What
is the role of feedback? And on which time scale? How and
when does its coding depend on contextual information (spatial
context, movement, visual stimuli)? Learning the longer-term
statistical structure of acoustic environments involves an interplay
between feedforward and feedback pathways—the listening loops—
including to the level of the inner ear, which takes us directly
to the issue of how to explore listening through, and in the
context of the complex neural circuits that constitutes the
auditory brain. Though afferent, or feedforward, pathways in the
auditory brain are rightly considered vital at the juncture between
hearing and cognition, feedback (efferent) fibres outnumber
feedforward in the auditory brain to influence every station in
the pathway, including mechanical and neural structures within
the middle and inner ear (Saldaña et al., 1996; Terreros and
Delano, 2015). The functional understanding of these cortico-
subcortical loops lags well behind our knowledge of their anatomy.
Overall, it seems reasonable to assume that the act of listening
arises from activity generated in a rich subcortical network
replete with bilateral and feedback connectivity, and that this
activity operates over progressively wider time windows along
the ascending pathway (Ding et al., 2016; Kell and McDermott,
2019; Asokan et al., 2021; Henin et al., 2021), with feedback
from relatively higher centres in the auditory pathway modulating
neural activity at lower centres over potentially progressively
longer epochs (Robinson et al., 2016; Figure 1). Understanding
the functional role of cortico-subcortical listening loops in the
human brain could support the many autonomous listening
devices—from hearing aids and cochlear implants to Amazon’s
“Alexa”—that currently provide little of the capacity of human
listening abilities. Striving for signal fidelity on millisecond,
and even sub-millisecond, timescales, they often struggle to
perform in even moderately noisy environments, and fail to
operate over the multiple, and much slower, cadences of listening
that make effective communication possible. The dominance of
rapid signal-processing techniques in the development of hearing
technologies and therapies, also surfaces in machine-learning and
artificial intelligence approaches to listening. Performance remains
distinctly subpar but progress on this front will be critical if
autonomous listening devices.

Tools for exploring listening loops

If we are to take advantage of listening loops to explore the
timescales over which sensory information is integrated in the
auditory brain (Ding et al., 2016) we may need to implement some
new tools to do so. One difficulty in studying cortico-subcortical
loops has been the sampling and targeting of, not only deep-sitting

neurons, but also those specifically involved in the loop. Thanks
to the development of genetic tools, combined with the creation
of manipulation tools, we can now opto- and chemo-genetically
target deep and superficial cells specifically involved in cortico-
subcortical interactions in awake rodents (Clayton et al., 2021;
Souffi et al., 2021). The use of the newly developed large-scale
high-density recording probes (Jun et al., 2017) allows to record
activity from deep and superficial neurons simultaneously across
structures (Kleinfeld et al., 2019). The advent of brain-imaging
techniques, with the potential to sample from wide populations of
neurons within and across brain structures (Bathellier et al., 2012;
Silva, 2017), has put hearing on a more equal footing to other
sensory systems, particularly vision, for which an understanding
of cortical structure and function was well advanced through
in vivo experimentation (Hübener and Bonhoeffer, 2005). Imaging
of the auditory brain has rapidly advanced from employing simple
sounds that build on our understanding of sensory reception
and the importance of spectral analysis—tonotopy is widely
accepted as the primary representation of the cochlea (Marin
et al., 2022)—to more-naturalistic listening assessments permitted
by advances in audio technologies (Filipchuk et al., 2022). The
downside of current brain-imaging techniques, however, is that
they still favour a cortico-centric perspective, with some exceptions
(Barnstedt et al., 2015), at a time when subcortical structures
and efferent pathways are increasingly understood to be critical
to the act of listening (Cruces-Solís et al., 2018). In in vivo
experimental settings, two-photon imaging is generally confined to
the exploration of cortical structures—though this is changing with
the implementation of mesoscale imaging techniques. However,
access to subcortical structures—some deep within the brainstem—
as well investigations of the efferent pathways, remain limited,
especially in humans. Further, many practical limitations of
imaging arise beyond the inability to access subcortical structures.
The (dangerously loud) sounds generated by magnetic resonance
imaging (MRI) scanners pose a specific challenge to structural
and functional investigations of the listening brain per se, but
MRI as well as magnetoencephalography (MEG) are contra-
indicated for the use of the very listening devices that might
provide powerful insights to hearing and listening in health and
disease.

Listening loops and the adapting
brain

Exploring the auditory brain in terms of listening loops
conditioned for effective sensing and communication with
the outside world is, in fact, how the research field is
starting to align (Bajo et al., 2010; Robinson et al., 2016;
Weible et al., 2020; Yudintsev et al., 2021; Wang et al.,
2022), powered by a combination of new technologies applied
generally across sensory neuroscience (e.g. Zingg et al., 2017;
Williamson and Polley, 2019), and a specific re-imagining of
the structure and function of subcortical auditory structures
(Xiong et al., 2015; Bidelman et al., 2018; Lohse et al.,
2021). Freed from a cortico-centric approach, the concept of
listening loops provides the time-dimensional perspective to
understanding, or at least exploring, the different cadences of
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FIGURE 1

Schematic representation of major feedforward (black) and feedback (green) pathways between subcortical and cortical auditory structures, from
cochlea to primary cortex, projected on a mouse brain (BioRender).

listening (Antunes and Malmierca, 2021; Homma and Bajo, 2021),
and connects with the well-developed concept of the predictive
brain. Indeed, despite the technical challenges of accessing sub-
cortical structures, the concept of listening loops that operate over
distinct feedforward and feedback pathways provides an excellent
framework in which to investigate fundamental principles of brain
processing such as predictive coding that might be applied to
other sensory systems, not generally a role the auditory system has
performed.

One means by which the temporal dynamics of the listening
brain might be investigated, including its capacity for prediction,
is by assessing how it adapts over time to enhance the flow
of information (Latimer et al., 2019). We can define adaptation
to mean changes (usually a reduction) in neural firing in
response to sustained stimulation, though definitions of the
term are plentiful. From a functional perspective, firing-rate
adaptation seems important in the listening brain’s ability to
adjust dynamically to the listening environments in response to
changes in that environment, or in response to internal changes
that alter its overall sensitivity or dynamics. Adaptive coding is a
common phenomenon throughout the brain, and a recent review
article provides an excellent primer for understanding the different
cadences over which adaptation in the auditory brain unfolds, from
the range of milliseconds to over the life-course, as well as potential
mechanisms by which these cadences are set or arise (Willmore and
King, 2022).

Continuous adaptation within listening loops likely sets and
adjusts the cadences over which learned listening occurs, tailoring
neural responses to sound environments that unfold over seconds,
days, development, and the life-course. Exploring these loops in
the context of the adapting auditory brain—from single neurons
in animal models to human behavioural assessments—will help us
understand the immersive quality of listening, as well as advance
the many technologies currently available or under development
that purport to listen to us.
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Predicting speech-in-noise ability
in normal and impaired hearing
based on auditory cognitive
measures
Timothy D. Griffiths*

Biosciences Institute, Newcastle University Medical School, Newcastle upon Tyne, United Kingdom

Problems with speech-in-noise (SiN) perception are extremely common in hearing

loss. Clinical tests have generally been based on measurement of SiN. My group

has developed an approach to SiN based on the auditory cognitive mechanisms

that subserve this, that might be relevant to speakers of any language. I describe

how well these predict SiN, the brain systems for them, and tests of auditory

cognition based on them that might be used to characterise SiN deficits in

the clinic.

KEYWORDS
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Introduction

The ability to hear speech in noisy listening situations is the most important aspect of
natural listening carried out by humans. Problems with speech-in-noise (SiN) are ubiquitous in
peripheral hearing loss due to cochlear damage, and also in common brain disorders including
stroke and dementia. SiN ability is dependent on cochlear function and can be predicted to
an extent by the audiogram, but also depends on cortical analysis: even for aspects of auditory
pattern analysis that are independent of language.

From first principles, SiN might depend on mechanisms that allow separation of foreground
from background elements, the grouping together of foreground elements over time, selective
attention to these, and linguistic analysis. I focus here on auditory cognitive mechanism that
are responsible for the first two processes. This represents an effort to characterise mechanisms
beyond the cochlea for the detection of sound that might account for the large variance in
SiN ability that is not due to the audiogram. I do not dismiss the importance and relevance
of linguistic factors: the aim of the exercise is to define generic brain mechanisms relevant to
speakers of any language of any ability. The data suggest a large amount of the variance can be
defined in this way. I will describe behavioural measures of auditory cognition that predict SiN
ability and the brain basis for these.

Clinically, behavioural and brain measures of this level of auditory cognition provide
a potential means to characterise cortical mechanisms for auditory cognition that explain
variation in the SiN listening that is not accounted for by the audiogram. Such measures
have potential use in the prediction of hearing outcome after restoration by hearing
aids and cochlear implantation. They will not replace SiN tests clinically but suggest
a means to partition the causes of SiN impairment that might guide intervention
and rehabilitation.
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Auditory cognitive mechanisms for
speech-in-noise analysis

Listening to speech in noise is complicated even at the level of
auditory analysis before linguistic processing. Speech is a complex
broadband signal that contains features in frequency-time space that
change over time. This must be separated from background noise
that overlaps in frequency and in time. Figure 1 shows a stimulus
developed by my group to define the ability of subjects to carry out
the figure-ground separation that is required at the initial stage of SiN
analysis. The ground part of the stimulus is based on tonal elements
that are distributed randomly in frequency-time space. At a certain
point in time, we constrain a certain number of elements to remain
constant from one time frame to the next. When there are enough
elements that are on for long enough subjects hear a figure that
emerges from the ground stimulus.

In the original version of the stimulus (Teki et al., 2013) it is
impossible to say whether a figure is present or not based on the
distribution of tonal elements over frequency at a single time point.
The perceptual mechanism therefore requires a basis that operates
over time. One possibility is a local mechanism based on adaptation
within the frequency bands that remain constant. An argument
against this is the fact that detection of the figure increases as a similar
function of the number of elements, irrespective of whether the time
window is 25 or 50 ms: an adaptation mechanism would be expected
to depend on the absolute duration of the figure. Further evidence
against the adaptation model is provided in our original study based
on manipulations of the stimulus including placing broadband noise
in alternate time frames and using “ramped” stimuli containing
a systematic change over time in the frequencies comprising the
figure. The detection mechanism is robust to these manipulations.
We have developed a model for the process based on a mechanism
that “looks” at the activity in auditory cortical neurons tuned to
different frequencies to seek coherence between their activity (Teki
et al., 2013). We can derive a single metric corresponding to the
coherence between all frequency bands that predicts psychophysical
performance well. I will argue in the next section that this process first
occurs in high-level auditory cortex.

Work on listeners without a history of hearing symptoms has
demonstrated correlation between the detection of SiN in the form of
sentences in noise and both audiometry and figure-ground analysis
(Holmes and Griffiths, 2019). The subjects were “normal listeners”
(defined in terms of the average hearing levels over frequency) but
showed variable threshold increases in the high-frequency (4–8 kHz)
range of the audiogram. We demonstrated a significant correlation
between the high-frequency audiogram and SiN ability. A version
of the original figure-detection task showed a weak correlation with
SiN ability with marginal significance, and a version of the task that
required discrimination of figures based on a feature (a temporal
gap in the figure) showed a medium correlation that was significant
(r = 0.32, p ≤ 0.01, n = 97). Essentially, subjects had to discriminate
two intervals containing the same figure with and without a gap in
the middle. Hierarchal regression demonstrated that the audiogram
and figure discrimination tasks together accounted for approximately
half of the explainable variance in SiN and that the audiogram and
figure-ground tasks accounted for independent variance.

The figure-ground task can also be used to assess cross-frequency
grouping mechanisms in subjects with electrical hearing. Figure 2
shows the relationship between figure-ground detection and hearing

sentences in noise in 47 subjects with cochlear implants. The implants
were a mixture of conventional long electrodes that stimulate most
of the cochlear partition and short electrodes that preserve low
frequency acoustic hearing and stimulate the high-frequency basal
region. We tested using a figure with components in the range above
1 kHz that was always in the electrical range even for users with the
short devices. We see greater effect size (r = 0.45, p < 0.01, n = 47) for
the relationship between figure-ground analysis and SiN compared
to normal listeners, which is remarkable given that the figures are
in a restricted range that does not include the whole speech range.
Multiple linear regression demonstrated a significant effect of figure
detection (standardised beta 0.29, p < 0.05) even after accounting
for spectral modulation discrimination and temporal modulation
detection as measures of cochlear function. A model containing all
three of these non-linguistic factors accounted for 46% of the variance
in SiN ability.

The tests of figure-ground analysis in both normal hearing and
hearing-impaired listeners demonstrate a mechanism that explains
variance in SiN ability independently of peripheral encoding of the
stimulus. The idea is that a central grouping mechanism allows “pop
out” or the formation of an auditory gestalt as a central process
operating after peripheral analysis. The brain basis and clinical
application of this work is considered below. This process is plausibly
related to the perception of individual words in noise (although the
experiments all measured correlations at the sentence-in-noise level).
Mechanisms that contribute to the grouping together of words in
sentences might also correlate with sentence-in-noise ability but not
words in noise. The importance of grouping at this level was first
suggested by a link between phonological working memory (WM)
and SiN (Akeroyd, 2008; Dryden et al., 2017; Kim et al., 2020). From
first principles, sentence comprehension has to require phonological
WM at some point to allow the elements of the sentence to form
the whole sentence. For sentences in noise, mechanisms might be
based on separation of each word from noise followed by linking
together of the elements by phonological WM, or linking together
of the elements to form a “sentence gestalt” that is separate from the
background noise. Correlation between phonological WM ability and
SiN is better explained by the second mechanism. Debate about this
correlation has centred on whether it holds in all listeners or whether
age and hearing status moderate the relationship (Füllgrabe and
Rosen, 2016). Moreover, there is ongoing discussion about the degree
to which traditional phonological WM tasks depend on language
skills (Schwering and MacDonald, 2020). We have been interested to
develop non-linguistic paradigms to assess mechanisms that assess
the grouping of acoustic elements over the timescale of sentences
(seconds) that might contribute to SiN skill.

Recent work by my group examined the relationship between
WM for non-verbal sounds and sentences in noise in a group
of young listeners (Lad et al., 2020). The studies estimate WM
capacity based on the precision with which non-speech sounds
are held in memory. We use a delayed adjustment paradigm in
which participants hear a sound, and then after a delay of several
seconds adjust a second sound to match the sound heard in memory.
The reciprocal of the standard deviation of the adjusted sound
measures the precision of memory. In the context of distributed
resource models of WM that have been applied to the visual and
auditory domains (Bays and Husain, 2008; Kumar et al., 2013), this
yields a measure of the resource available for WM: the greater the
resource, the greater the precision. The study of Lad et al. (2020)
showed a significant correlation between ability for sentences in
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FIGURE 1

Figure-ground stimulus. The “ground” stimulus contains random elements distributed in frequency-time space. At a certain point in time, shown by the
first vertical dashed line, a certain number of elements (four here–shown by arrows) are constrained to remain constant from one time frame to the next.
If there are enough elements and they are on for long enough a “figure” emerges perceptually from the background.

FIGURE 2

Correlation between performance for the figure ground task (SFG,
stochastic figure ground) and a widely used US measure of
sentence-in-noise perception, AzBio. The data are for 47
cochlear-implant users (see text).

noise (subjects had to match heard sentences to a matrix of written
possibilities) and frequency precision (r = 0.36, p < 0.05, n = 44)
but not amplitude-modulation-rate precision (where precision is
defined for both measures based on the distribution of responses

as above). No correlation was seen between the audiogram and the
sentence-in-noise task. A possible interpretation of the dissociation
between frequency and modulation precision is in terms of a critical
importance of WM for the grouping of sources (like voices) that need
to be yoked together in the foreground and are defined by stable
frequency properties, as opposed to shorter events (like words). But
further data on over 100 listeners has shown a significant correlation
with WM for both frequency and amplitude-modulation rate with
a moderate effect size (Meher Lad–unpublished observation). This
suggests an alternative possibility–that there might be a common
WM resource for storing acoustic features that is a determinant of
SiN ability.

As an aside, the study of Lad et al. (2022) also examined
links between musicality and acoustic WM and found a significant
correlation. There is a longstanding debate about whether musicians
have greater perceptual abilities relevant to music such as frequency
discrimination: see (Moore et al., 2019) for a recent investigation
and discussion. In a further study (Lad et al., 2022) the
correlation between musicianship (based on the Goldsmith’s Musical
Sophistication Index) and perceptual discrimination and WM for
frequency was examined. The study showed a correlation with
frequency WM but not perception of frequency. The data highlight an
interesting specific link between musicality and WM for frequency for
which a causal relationship could in principle be in either direction.
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Brain mechanisms for auditory
cognition relevant to
speech-in-noise perception

The behavioural experiments above suggest auditory cognitive
bases for speech in noise at a pre-linguistic level relevant to words
in noise (figure-ground analysis) and sentences in noise (WM for
sound). These explain variance in SiN separate to that associated
with cochlear measures. Linguistic factors represent another cause
of variance in SiN. There are strong priors that implicate cortex in
these mechanisms. In the case of figure-ground analysis a mechanism
is required “looks” between widely separated frequencies that are, in
general, represented in separate neurons in the ascending auditory
pathway and primary auditory cortex. This suggests a mechanism
in cortex beyond primary auditory cortex. In the case of WM for
non-speech sounds a basis in auditory cortex or frontal cortex might
be considered, based on early studies using musical stimuli (Zatorre
et al., 1994).

Studies of the brain basis for figure-ground analysis have
been based on a primate model that we have developed and
human studies using functional magnetic resonance imaging (fMRI),
magnetoencephalography (MEG) and invasive neurophysiology. The
studies support a system based on high-level auditory cortex and
parietal cortex.

Unlike SiN, studies of the underlying auditory cognitive bases
for SiN that do not require linguistic processing can be studied in
the macaque. Macaques have a similar frequency range for hearing
to humans (Heffner and Heffner, 1986), and a similar lower limit of
pitch (Joly et al., 2014). The auditory cortex is situated in the superior
temporal plane at the top of the temporal lobe as in humans. The
model allows systematic neurophysiology in a way that would never
be possible in humans. Recordings of multiunit activity demonstrate
tonic responses to figure onset that are present in all three auditory
core areas in the superior temporal plane (Schneider et al., 2021). We
can also carry out fMRI in the macaque to measure BOLD activity
in neuronal ensembles: this allows a direct comparison with human
studies. The macaque studies show activity associated with figure
perception in high-level cortex over the lateral part of the superior
temporal gyrus in the superior temporal lobe in the region of parabelt
cortex, at a higher level in the auditory hierarchy than the core areas
(Schneider et al., 2018).

Human fMRI also demonstrates BOLD activity over the lateral
part of the superior temporal lobe corresponding to the presence of
figures (Teki et al., 2011), in a human homolog of auditory parabelt.
The human work also shows activity in the intraparietal sulcus. MEG
has also demonstrated tonic response to figure onset arising from
auditory cortex and intraparietal sulcus (Teki et al., 2016). Local-
field-potential recordings from twelve neurosurgical candidates have
demonstrated local-field potentials to figure onset that arise from
early auditory cortex (human core homologs in the superior temporal
plane) and high frequency oscillatory activity in the gamma band that
arise from the lateral part of the superior temporal lobe (Gander et al.,
2017).

Studies of the brain basis for acoustic WM analysis have been
based on human studies using fMRI, and invasive neurophysiology.
The studies support a system based on auditory cortex, inferior
frontal cortex and the hippocampus. The studies have been based
on a paradigm in which subjects hear two tones and are required to

remember one after a retro-cue. After a delay of seconds, they are
required to recall the tone.

fMRI has shown activity in auditory cortex during the memory
maintenance period of this paradigm (Kumar et al., 2016). The
activity was present in human core and belt homologs in superior
temporal plane. This is not surprising but is not a given based on
studies of visual WM using a similar retro-cue in which decoding of
memory content from delay activity in visual cortex was possible but
where activity levels did not increase (Harrison and Tong, 2009). I
would also point out “activity silent” models for WM maintenance
in which WM maintenance is based on synaptic strength rather
than ongoing activity per se (e.g., Wolff et al., 2017). fMRI also
demonstrated involvement of the inferior frontal cortex in WM
maintenance (Kumar et al., 2016), which is also not surprising given
the musical studies referred to above.

What was less anticipated in the fMRI WM study was the
involvement of the hippocampus in WM maintenance (Kumar
et al., 2016). The hippocampus is conventionally regarded as a
part of the system for episodic rather than WM. We needed
to use a long delay period in the fMRI study because of the
sluggish BOLD response and one idea is that episodic measures
might have been engaged during the BOLD experiment. But
we have now carried out six sets of intracranial recordings
on neurosurgical candidates with a much shorter delay and
demonstrated consistent low-frequency oscillatory activity during
WM maintenance in medial temporal lobe structures: hippocampus
and parahippocampal gyrus (Kumar et al., 2021). Readers interested
in a general account of how the computational machinery of the
hippocampus might be used for auditory analysis are referred to
Billig et al. (2022).

In summary, although fundamental auditory cognition relevant
to SiN analysis need not explicitly engage the language system,
the auditory-pattern analysis required engages cortical mechanism
well beyond what is conventionally regarded as auditory cortex. I
suggest that a complete account of the brain bases for speech in
noise needs to consider auditory cognition in addition to higher-level
linguistic analysis.

Final comments: Possible clinical
implications

I have developed an argument that problems with auditory
cognitive mechanisms explain difficulties with speech in noise that
cannot be accounted for by the audiogram. Defined in this way,
auditory cognitive deficits might be considered a type of “hidden
hearing loss.” The area is controversial. Hidden hearing loss is
sometimes used as a synonym for cochlear synaptopathy (Kujawa
and Liberman, 2009): the loss of synapses between inner hair cells
and the afferent auditory nerve caused by noise exposure. Valderrama
et al. (2022) consider other possible bases including auditory nerve
demyelination and elevated central gain and mal-adaptation in
brainstem auditory centres. Despite the controversy, the debate
about bases for hidden hearing loss has consistently focussed on
mechanisms in the ascending pathway. The cortical mechanisms
I have described here add another level of complexity. Further
work is required to examine the contribution of cortical figure-
ground analysis and acoustic WM to SiN when both conventional
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measures of cochlear function and measures of hidden hearing loss
due to brainstem factors are taken into account.

A major driver of this work is to develop new behavioural and
brain tools that might allow better prediction of the potential success
of hearing restoration using hearing aids or cochlear implants. The
stimulus in Figure 1might be thought of as an audiogram for acoustic
scene analysis that might realistically be used alongside conventional
pure tone and speech audiograms in the audiology clinic. We have
developed simple brain measures of figure-ground analysis based
on EEG that could also be used in any clinical centre (Guo et al.,
2022).

Finally, understanding of auditory cognition relevant to speech
in noise can potentially shed light on how hearing loss in middle
life explains 9% of dementia cases (Livingston et al., 2017, 2020).
We consider possible models in Griffiths et al. (2020), including
the idea that this might be due to interaction between high-level
mechanisms for auditory cognition beyond the auditory cortex,
that are stressed by natural listening in subjects with hearing
loss, and the pathological processes responsible for dementia.
The idea that follows is that speech in noise and its auditory
cognitive determinants, rather than simple hearing loss, is the critical
determinant of dementia.
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The review gives an introductory description of the successive development

of data patterns based on comparisons between hearing-impaired and

normal hearing participants’ speech understanding skills, later prompting the

formulation of the Ease of Language Understanding (ELU) model. The model

builds on the interaction between an input buffer (RAMBPHO, Rapid Automatic

Multimodal Binding of PHOnology) and three memory systems: working

memory (WM), semantic long-term memory (SLTM), and episodic long-term

memory (ELTM). RAMBPHO input may either match or mismatch multimodal

SLTM representations. Given a match, lexical access is accomplished rapidly

and implicitly within approximately 100–400 ms. Given a mismatch, the

prediction is that WM is engaged explicitly to repair the meaning of the input –

in interaction with SLTM and ELTM – taking seconds rather than milliseconds.

The multimodal and multilevel nature of representations held in WM and LTM

are at the center of the review, being integral parts of the prediction and

postdiction components of language understanding. Finally, some hypotheses

based on a selective use-disuse of memory systems mechanism are described

in relation to mild cognitive impairment and dementia. Alternative speech

perception and WM models are evaluated, and recent developments and

generalisations, ELU model tests, and boundaries are discussed.
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the ELU model, working memory, semantic long-term memory, episodic long-term
memory, adverse listening conditions, age-related hearing loss, dementia
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Background

Cognitive hearing science builds on the principle that
individual cognitive functions play an important role from very
early subcortical auditory processing (Stenfelt and Rönnberg,
2009; Sörqvist et al., 2012) to interactions among memory
systems at cortical levels of listening, language understanding,
and dialogue (Rudner et al., 2008, 2009; Rönnberg et al., 2021,
2022). Anatomically, several precise downstream corticofugal
pyramidal cell axons from neocortical layers 5 and 6 (Usrey and
Sherman, 2019) allow for early cognitive impact at subcortical
levels, even down to the cochlea (cf. the early filter model,
Marsh and Campbell, 2016). This neural organization sets the
stage for deep cognitive penetration of the very early sensory
and perceptual windows of our experience—a possibility that
had not been systematically scrutinized in the audiological and
hearing research field before the advent of the Ease of Language
Understanding model (ELU, Rönnberg, 2003). Generally, the
ELU model (Rönnberg et al., 2008, 2013, 2019) is about rapid
abstraction of the meaning of multimodal linguistic input,
mediated by working memory (WM) in adverse listening
conditions (Mattys et al., 2012).

Our early studies of speech perception and speech
understanding focused on speech-reading, or lip-reading (a
narrower term not including gesture and body language),
adult individuals with normal hearing, impaired hearing, and
deafness. The question that we posed was whether persons
with hearing impairment—through their increased reliance
on visual speech–produced superior, compensatory, visual
speech perception/understanding skills. We also investigated the
presentation modality, type of materials, type of task (Hygge
et al., 1992; even including more ecological tasks Rönnberg
et al., 1983), and whether hearing-impairment related variables
like the duration of impairment and/or the degree of hearing
loss played a role (e.g., Rönnberg et al., 1982, 1983; Lyxell and
Rönnberg, 1987; Rönnberg, 1990). The answer was surprising
since no compensatory signs were empirically observed.

The emergence of cognitive
hearing science

With further data collections, the data pattern took a
radically different turn: First, we tried to examine why some
people were such excellent speech-readers (e.g., Rönnberg, 1993;
Rönnberg et al., 1999). In a set of case studies of extreme speech-
reading skills, we demonstrated that instead of a compensatory
effect due to the hearing impairment, it was about cognitive skill
in processing and storage of perceived information, measured
by the reading span test (RST, Daneman and Carpenter, 1980;
Daneman and Merikle, 1996). High RST performance described
the cases who in their daily life relied on poorly conveyed

auditory speech information, but who still were very competent
communicatively: it could be lip-reading only (the case of SJ:
Lyxell, 1994), tactile-visually conveyed speech information (the
case of GS: Rönnberg, 1993), or a hearing-impaired person with
a speech-sign bilingual background (the case of MM: Rönnberg
et al., 1999). They all used very different communication
strategies, but effectively so. The common denominator of the
different case studies reported was that each person was well-
equipped cognitively, and that cognitive functions seemed to
operate over and above the variables we had studied up to that
point. More specifically, it was demonstrated and replicated
from the case studies that not only did high WM capacity
(WMC) play a significant role in holding information alive, thus
presumably mitigating the prediction of upcoming events, but
it also represented a cognitive workbench for reconstructing
misperceived linguistic units (i.e., postdiction, Rönnberg et al.,
2019, 2021, 2022). In the same vein, we found that other related
kinds of cognitive functions also contributed to the picture.

It was observed that cognitive functions like lexical access
speed (Rönnberg, 1990), executive functions (Andersson and
Lidestam, 2005), and inference-making capacity (Lyxell and
Rönnberg, 1987) were associated with speech perception
and understanding (reviewed in Rönnberg et al., 1998,
2021; Rönnberg, 2003). The data pattern withstood many
experimental variations, especially in difficult speech-in-noise
conditions (reviewed by Lyxell et al., 1996; Gatehouse et al.,
2003, 2006; Akeroyd, 2008; Arlinger et al., 2009; Lunner et al.,
2009; Besser et al., 2013), where WMC played the dominating
role. Thus, it was (and still is, see e.g., Mishra et al., 2021) hard
to escape the general conclusion that poor hearing and/or poorly
specified or fragmented speech stimuli depend on individual
cognitive processing skills to fill in the gaps of incomplete
input to the perceptual and cognitive systems. These findings
make up the foundation of Cognitive Hearing Science. For a
more complete and historical account of the emergence of the
field, see Arlinger et al. (2009).

Early studies of cross-modal
language plasticity

Early neurophysiological evidence spoke to the issue of
plasticity of brain tissue and prerequisites for commonalities
in central perceptual and cognitive functions. Many studies
testified to cross-modal language activations, suggesting for
example that visual areas are recruited in pre-lingually deaf
cochlear implant users (Giraud et al., 2000, 2001; Zatorre, 2001;
Kral and Sharma, 2012). In addition, tactile stimuli in the
congenitally deaf tactile aid user activate secondary auditory
areas (Levänen, 1998). Also, the duration of deprivation plays
a key role in the reorganization of the sensory cortices,
such as early sensory deprivation will result in better neural
plasticity adaptation (Tillberg et al., 1996; Bernstein et al., 1998;
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MacSweeney et al., 2001). In normal-hearing listeners, it was
suggested that silent lip-reading activates the auditory cortex
(Calvert et al., 1997), especially for skilled speech-readers
(Ludman et al., 2000). Furthermore, signed and auditory to-
be recalled story materials perceived by sign-speech bilinguals
(i.e., sign-language interpreters) have been shown to activate
temporal areas to a similar extent if a visual component
was involved for both modalities (Söderfeldt et al., 1994).
However, compared to auditory-only, specific bilateral temporal
areas activated by sign-language were involved, specifically the
addition of the left area V5, later replicated across imaging
techniques (e.g., Söderfeldt et al., 1997; Rudner et al., 2007,
but see further under boundaries). However, when it came
to WM for sign and speech, we still found that there were
similarities for left inferior frontal and inferior temporal gyri,
which subserve phonological and semantic processing areas
(Rönnberg et al., 2004)—areas that also were similarly activated
in the early Söderfeldt et al. (1994, 1997) studies. Finally, sign
language phonological awareness and word reading ability have
also been demonstrated to be associated (Holmer et al., 2016).
Again, these data suggest that the brain rapidly transcends the
“raw” sensory codes and rapidly abstracts input into modality
compatible representations.

In all, there were many early studies that suggested
commonalities and plasticity in brain activation independent
of language modality and presentation modality. In addition,
individual cognitive factors like WMC determined performance
on language perception, and the WM system seemed to have
modality-independent properties. These neurophysiological
data patterns—in combination with the behavioral data—
prompted the formulation of a modality-independent ELU
model based on individual differences in specific perceptual and
cognitive components (Rönnberg, 2003; Rönnberg et al., 2008).

The ELU model takes shape

In the formulation of the original ELU model (Rönnberg,
2003; Rönnberg et al., 2008), we were quite bold in the sense that
the assumption of an occurring mismatch between perceived
language input and long-term memory representations of
linguistic units was supposed to hold across sensory modalities
(auditory, visual, and tactile) as well as language modality
(spoken and signed). The “language processor” in the brain
was assumed to have a multimodal combinatorial capacity,
typically occurring at the “syllabic” or sublexical level across
language and presentation modes (Rönnberg, 2003; Stenfelt
and Rönnberg, 2009). All cases of mismatch were supposed to
trigger an increased dependence on WMC for reconstructive,
postdictive purposes.

In some more detail, the ELU system assumes that the
perceptual input is conceptualized as an input buffer which
Rapidly, Automatically, Multimodally Binds PHOnological

information together (RAMBPHO, cf. Baddeley, 2000, 2012;
Stenfelt and Rönnberg, 2009). This binding, or integration
process, presupposes a rapid “default mode” of abstraction
into a multimodal input, where the main task of the
system is to implicitly and directly unlock multi-attribute
phonological representations in Semantic Long-Term Memory
(SLTM), leading to access of lexical meaning (Bernstein et al.,
1998; Bavelier and Neville, 2002; Stenfelt and Rönnberg,
2009; Rönnberg et al., 2013, 2019). This process typically
occurs during a short time window from 100 to 400 ms,
depending on the paradigm, if the chain of events runs
smoothly, implicitly, and without effort. In general, this
RAMBPHO process is reminiscent of Gibson’s (1966) direct
perception approach in that the senses should be considered as
interacting perceptual systems, without short-lived intermediary
representations.

However, for hearing-impaired participants, or when
listening conditions are adverse (e.g., when competing noises
or foreign accents are present, or the signal processing in the
hearing aid is suboptimal), RAMBPHO-delivered attributes may
be fuzzy and too few in numbers to surpass a hypothetical
threshold to unlock lexical representations in SLTM (see
Rönnberg et al., 2013, for details). The consequence of such
a mismatch is that more deliberate, explicit and WM-based
storage and processing functions are assumed to be triggered.
These WM functions purportedly aim to piece together and
infer what was communicated (Lunner et al., 2009; Rönnberg
et al., 2013, 2019, 2021). These explicit functions may depend
on several inference-making operations within WM but also
include several interactions with SLTM and Episodic Long-
Term Memory (ELTM), hence taking a relatively longer time
than effortless implicit processing. The implicit processes
typically operate on a millisecond scale, and the explicit
processes may take seconds (Stenfelt and Rönnberg, 2009), and
recent evidence suggests that different brain oscillations can
dissociate the two (e.g., Gray et al., 2022). There will always be
a ratio between the two, which is assumed to vary dynamically
from moment to moment due to turn-taking and interlocutor
responses in a conversation (Rönnberg et al., 2019).

In general terms, prediction (and postdiction) processes
affect the probability that RAMBPHO will match or
mismatch with SLTM representations. On a general time
scale, RAMBPHO-delivered information always precedes
and then affects WM storage and processing operations. If a
mismatch occurs, slower postdiction processes in WM feed back
to RAMBPHO until comprehension is reached (see more under
theoretical implications) or not, for example in cases where
the listener is not sufficiently motivated to allocate resources
required for further speech processing (Pichora-Fuller et al.,
2016). Thus, it is important to acknowledge that RAMBPHO
is an obligatory part of an ELU/WM system, feeding linguistic
information to the match/mismatch mechanism—which
is at the heart of the system. The ELU model describes a
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communication system which relies on interacting memory
systems and mechanisms.

Experimental evidence

The first experimental manipulations of habitual vs. non-
habitual signal processing in hearing aids successfully tested the
cognitive consequence of the mismatch notion. We developed
several different kinds of methods to trigger a mismatch.
One example, and probably the most evident demonstration,
was that of the studies by Rudner et al. (2008, 2009). For
example, experimental acclimatization to a non-habitual kind
of aggressive hearing-aid signal processing for 9 weeks (i.e.,
FAST or SLOW wide dynamic range compression) and then
subsequent testing in a previously non-acclimatized mode of
signal processing (i.e., SLOW-FAST or FAST-SLOW), produced
strong reliance on WM in those two mismatching conditions,
compared to the matching FAST-FAST and SLOW-SLOW
conditions. As a matter of fact, the effect of just shifting from
the regular hearing-aid settings to new ones produced higher
reliance on WMC (for replications and relevant supporting
studies/reviews, see Souza and Sirow, 2014; Souza and Arehart,
2015; Rönnberg et al., 2019; Souza et al., 2019). These findings
also expose the interplay between WM and SLTM in the
development of representations, as introduced to the ELU
framework in recent years (Holmer et al., 2016; Holmer and
Rudner, 2020; Rönnberg et al., 2022). In response to a novel
input signal, such as that produced by new settings in a hearing
aid or learning a new word, the language system is likely to treat
the input as something unfamiliar, i.e., a mismatch condition,
which WM resources are used to solve. However, each time
a mismatch condition is resolved, this has the potential of
producing an adjustment to the exemplars associated with the
representational space in SLTM.

A second example is the investigation of competing effects
of different kinds of maskers. Many studies agree with our
view that so-called energetic maskers (Brungart, 2001) produce
distraction but not to the same extent as informational maskers
engaging SLTM (e.g., Rönnberg et al., 2010; Mattys et al.,
2012; Sörqvist and Rönnberg, 2012; Kilman et al., 2014), and
that distraction is more pronounced if the masker was in the
participants’ native language (Kilman et al., 2014; Ng et al.,
2015). It should be noted that the original data of WM
dependence (using “speech-like” maskers) had already been
observed and discussed (Lunner, 2003; Lunner and Sundewall-
Thorén, 2007; see a review by Rönnberg et al., 2010). Again, in
retrospect, the effects of informational or speech-like maskers
were related to partial activation of SLTM, e.g., phonologically
similar neighbors (Luce and Pisoni, 1998) or possibly, with
ELTM repetitions of SLTM contents.

Thirdly, as noted above, WMC is also an important
predictor of performance in ELTM in such circumstances

of initial speech-in-speech maskers (e.g., four-talker babble,
4T, Sörqvist and Rönnberg, 2012; Ng and Rönnberg, 2020).
Notably, the robustness of the high dependence on WM was
not influenced by the duration of hearing-aid use, at least up
to 10 years of hearing-aid use for four-talker (4T) maskers
(Ng and Rönnberg, 2020). This raises the question of whether
some kinds of conversational environments are too dynamic
to allow for a lessened dependence on WM. That is, highly
dynamic input—or input with poorly defined phonological
information—might stress the boundaries of how well the
system can adjust its representational space (Han et al., 2019).
The 4T-masker results hold irrespective of signal processing in
the hearing aid. However, contextual support (Rönnberg et al.,
2016) or plausibility/predictability of sentences may override
the need for WM resources (Moradi et al., 2013; Amichetti
et al., 2016), which in turn makes the signal-context interactions
determine the potential need for postdictive processing. The
overall idea is that the brain should not invoke WM resources
unnecessarily, e.g., when context drives a more rapid and
implicit route to comprehension. In that sense, the brain is
“lazy” and economical in spending effort and processing energy,
using a principle of least effort (cf. Ayasse et al., 2021; Silvestrini
et al., 2022).

A final study points to constraints when bimodally
combining CI-listening in one ear with listening with a hearing
aid in the other (Hua et al., 2017). These two types of
signals reaching the brain will not necessarily be RAMBPHO
compatible. From an ELU perspective, an electric and a physical-
neurostimulation might be harder to convert into some more
abstract representation than naturally occurring multimodal
sensory stimuli. Analogous to habitual vs. non-habitual signal
processing in the hearing aid, this combination of inherently
different signals to the brain does not seem to combine
easily. One indication is that RST was the most sensitive
predictor variable for bimodal sentence materials compared
to unimodal listening conditions, where the trail-making test
(primarily measuring cognitive speed) was more critical to
unimodal conditions and single word identification (Hua et al.,
2017). But, it should also be noted that the bimodal condition
facilitated speech-in-noise performance, although the cost in
terms of WM engagement and effort may create a balancing
act that the individual and clinician must decide from the
individual WMC data.

Related to these difficult (or mismatching) speech
processing tasks is a couple of recent studies corroborating the
ELU hypothesis about the engagement of WM in challenging
listening conditions. Mishra et al. (2021) found that WMC
accounted for large portions of variance (up to 80%) of word
recognition in speech noise of spondees and phonetically
balanced word lists presented at dB SNR 0, –10, and –20,
whereas in quiet the pure tone average explained 78% of the
word recognition scores and not the RST scores (see also
Kurthen et al., 2020). However, there is also evidence for
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specificity in correlations between the demands of the WM task
and the complexity of the criterion task (Heinrich et al., 2015;
see Rönnberg et al., 2021 for a discussion). Thus, the actual
principle of mismatching is replicated in Mishra et al. (2021)
with the concomitant demand on WM resources, but further
task analyses of both tests of WMC and the type of outcome
remain to be carried out (Heinrich et al., 2015). Nevertheless,
see our first attempts involving interactions among memory
systems (Rönnberg et al., 2011, 2014, 2021).

Linguistic abstraction and WM capacity

In gating tasks (Grosjean, 1980), the participants are
required to identify a consonant/vowel or a final word in
a sentence, based on the presentation of successive bits of
initial phonetic information of the speech token (Moradi et al.,
2013, 2014a,b). These studies have demonstrated that early
and successful linguistic identification requires WMC. WM is
involved in the rapid identification of e.g., a consonant when
the semantic context is lacking. Around 90 msec is necessary
to identify speech tokens in the auditory gating paradigm
(Moradi et al., 2014b). Audiovisual presentation reduces this
identification time to 40–50 msec, as does identification of final
words in highly predictable sentences (Moradi et al., 2013).
This time reduction presumably implies very rapid neuronal
communication between different brain regions that, in turn,
activate different memory systems. However, hearing loss (even
when compensated with hearing aids), age, and noisy signals,
all slow down the identification process (Moradi et al., 2013,
2014a).

A further example of rapid abstraction is a kind of priming
paradigm which has demonstrated the so-called “pop-out” effect
(see a general discussion in Davis et al., 2005), where presenting
the written version of a sentence on a computer screen creates
an enhanced perceived clarity and understanding of spoken,
noise-vocoded, sentences that are otherwise incomprehensible
due to the vocoding. In the studies by Signoret et al. (2018),
Signoret and Rudner (2019), the written version of the sentence
was presented word by word (200 msec before the vocoded
version) until a sentence was complete, and required the
participant to rate the perceptual clarity of the vocoded sentence.
Perceptual clarity is enhanced for semantically coherent and
phonologically primed sentences, but when compatibility is low,
WM processes entered into play. For example, WM was invoked
in conditions with non-matching primes, substantial vocoding,
and low semantic coherence (Signoret and Rudner, 2019).

In a recent study using magnetoencephalography (MEG,
Signoret et al., 2020), participants were to decide whether the
final word in a sentence was expected or not. The participants
had studied the sentences before the actual experiment, so
expectations on the final word were strong. Different kinds
of deviants were used as final words (in background noise):

either the final word was semantically different but rhymed
with the expected word, or was semantically related but did
not rhyme, or was different in both aspects of similarity.
Notably, WMC negatively correlated with the number of
false alarms to meaning deviants that rhymed, such that
participants with high WMC were less lured into accepting a
deviant via the RAMBPHO to the SLTM matching process.
Further, participants with higher WMC had processed meaning
deviants more easily (smaller N400 effect) compared to
participants with lower WM capacity. Participants with high
WMC, also processed the semantic mismatching more easily
(smaller N400 effects) and showed better performance at the
behavioral level. WM therefore seems part and parcel of the
prediction mechanism.

In sum, the hypothesis of RAMBPHO-like multimodal
representations that together with high WMC activate SLTM,
receive support from the above examples.

Theoretical implications

Theoretically and neurophysiologically, the RAMBPHO-
SLTM interaction necessarily utilizes very rapid subcortical and
cortical connections that allow for the implicit initial matching
process. At this stage, the prediction aspect of the ELU model
allow for matching processes most likely affecting attention to
certain aspects of the input signal, which naturally varies in
form, content, and modality (Samuelsson and Rönnberg, 1993;
Sörqvist et al., 2012; Sörqvist and Rönnberg, 2012). Because of
the correlations with WMC cited above, we can assume that
RAMBPHO rapidly “constructs” a multimodal channel to WM
that matches multi-attribute or multimodal representations in
SLTM. Thus, a high WMC may facilitate early attention fine-
tuning of auditory processing but may also reflect a highly
synchronized brain network (Fell and Axmacher, 2011). The
conclusion about some kind of early fine-tuning is reinforced
by the finding that WM processes are positively interconnected
with the effects of practice on auditory music skills (Kraus and
Chandrasekaran, 2010) and their corresponding neural brain
stem signatures (Kraus et al., 2012).

Thus, we argue that the brain always has, as its primary
aim, to abstract meaning, i.e., a cognitive hearing, sense-making,
organism. This aim holds regardless of whether the stimuli
are represented by sublexical or lexical items, or grammatical
constraints in a sentence (Ayasse and Wingfield, 2020). And,
if there is a mismatch, there is the advantage of already
existing multimodal representations maintained in WM—given
a sufficiently capacious system—which can be deconstructed
and/or reconstructed among brain networks that belong to
SLTM and ELTM (i.e., postdiction).

Furthermore, since we initially have a presumed
representation which is rapidly constructed but which also
can be deconstructed by cues, and then reconstructed again,
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perhaps several times, it necessarily takes longer to execute
explicit interactions among brain networks of the brain that
belong to the WM, SLTM, and ELTM systems. The explicit
postdiction process may take seconds, while the prediction
process is on the msec scale. The neural mechanism diverges
between them: while the postdiction process is proposed to
relate to theta-activity, the prediction process is proposed
to relate to alpha-activity (Gray et al., 2022). Typically, the
postdiction process becomes more explicit and slower the
neural process (i.e., probably related to enhanced theta activity),
whereas the prediction processes are more implicit and probably
related to faster neural activity, such as decreased alpha activity
(Gray et al., 2022) or beta activity (Signoret et al., 2013).
Although predictions are often primed implicitly in everyday
conversation in their effect on RAMBPHO, contextual cues can
be explicitly held in WM prior to the experimental materials
(Zekveld et al., 2013), in a similar vein to when postdiction feeds
back into RAMBPHO. This priming mechanism likely aims to
pre-activate specific knowledge at different levels of processing
depending on the environmental context and on individual
abilities and skills. Generally speaking, the ELU model assumes
an overarching prediction-postdiction system, both dependent
on WMC, albeit in different ways (Rönnberg et al., 2019, 2022).

Output from the ELU system

The output of the ELU system is lexical access, the grasp
of what was communicated, and what consequently may be
recalled from ELTM. Further, the output might involve a change
to SLTM, either during development (Holmer et al., 2016)
or when adjusting to novel listening conditions (e.g., Ng and
Rönnberg, 2020). We have also shown that WMC contributes
to ELTM performance in terms of sentence recognition (e.g.,
Sörqvist and Rönnberg, 2012; Zekveld et al., 2013). In Sörqvist
and Rönnberg (2012), it was demonstrated that performance
on the Size Comparison (SIC) span WM test predicted higher
immediate and delayed recall of fictitious stories masked by
a person reading from another story at encoding—SIC span
made significantly better predictions in hierarchical regression
analyses the RST. This presumably comes from the fact that
apart from processing and storage, as in the RST, SIC span
involves an additional inhibition component. For example,
the task could be to compare four-footed animals in a list
of comparisons and an additional to-be-remembered word
for each comparison: Is a zebra larger than a mouse? (the
Comparison) + the word (lion). Each list of comparisons and
words belong to the same semantic category, which could cause
confusion between comparison words and to-be-remembered
words at the recall of the list. Obviously, an inhibition factor
comes into play, and mediates better recall.

Although not a prime purpose of that study (Sörqvist and
Rönnberg, 2012), the clinical implications are important as

well. As it happened in this study, WMC was important for
both immediate performance and for ELTM. The ELTM aspect
is crucial from a listening perspective. If the actual signal
processing in the hearing aid or the adversity of the listening
situation drains too much processing capacity in the “here and
now” situation, then less is left over for storage. This implies
that conditions for change might also be circumscribed in noisy
conditions, perhaps because little WM resources are left for
successful encoding into change and development of SLTM. To
compare with a long discussion about task demands on storage
and processing, see Lunner et al. (2009) and Rönnberg et al.
(2021).

In other words, in the dialogue between a hearing-impaired
person and an interlocutor, the hearing-impaired person must
allocate explicit attention to mismatches when they occur to
be able to extract meaning, and perhaps learn something
new, from the conversation. This is not required of the
normal hearing person to the same extent. This is exactly the
reason why a measure of what is left in ELTM after smaller
amounts of storage resources remain in WM (e.g., tested a
day or two after the conversation) would clinically be a very
important ecological aspect of what it means to approach
ease of listening and understanding for a hearing-impaired
person. Without going into detail, a test that tapped into
storage, semantic processing functions, and inhibition at the
same time, would seem to be a suitable candidate based on
the data we have collected (e.g., Sörqvist and Rönnberg, 2012;
Stenbäck et al., 2015). Furthermore, what you remember from
a conversation has obvious personal and social consequences,
and such consequences might sometimes lead to developing
depression (Keidser et al., 2015).

In further support of the inhibition component, recent
studies by Stenbäck et al. (2015, 2021) verify that especially
WMC (measured with the RST) but also the Swedish Hayling
test (Stenbäck et al., 2015), which measures inhibition,
were significant predictors of performance in speech-in-
noise (SPIN, Hällgren et al., 2006) and Hagerman matrix
sentences (Hagerman, 1982). The Hayling test builds on the
ability to inhibit sentence completion of the last semantically
correct word instead of providing a semantically incorrect
but grammatically correct word. Thus, WMC and executive
functions are part and parcel of listening, understanding, and
recalling in adverse conditions.

In general, inhibition and turn-taking in real dyads or
conversation/discussion groups put large demands on the
timing of turns. If you are, e.g., interrupting too many times,
it might just be the case that you do not have sufficient
WMC to follow the line of thought in the conversation.
To do that, you need to keep in mind what was just said
and process it, at the same time as you are planning to
latch on with your own turn, and what you are going to
respond to. Therefore, taking another person’s perspective in a
dialogue demands WMC functions of maintenance, timing and
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dual storage and phonological/semantic processing. However,
taking the perspective of someone else also involves the
cognitive function of theory-of-mind (ToM), which is about
decoding and understanding other people’s intentions and
feelings, and not necessarily just grasping what was actually
said in the conversation (Hagoort and Levinson, 2014). That
is, the intended meaning might sometimes not be coded
in the meaning of the exact wording of a sentence, and
therefore, ease of language understanding is about multilevel
understanding in dialogue.

Recent findings

Füllgrabe et al. (2014) and Füllgrabe and Rosen (2016)
claimed that WMC only accounted for significant amounts
of variance in elderly hearing-impaired participants’ SPIN
performance, whereas for younger normal-hearing participants,
only a small percent of the variance was accounted for by
WMC. Nevertheless, Vermeire et al. (2019) clearly showed that
for elderly normal-hearing participants, RST was a significant
predictor of SPIN performance as well. Indeed, Gordon-Salant
and Cole (2016) showed the same results to hold across age
groups, with RST as part of the most prominent predictors. In
the same vein, with large samples, Marsja et al. (2022) used
the n200 database (Rönnberg et al., 2016) to study potential
differences in cognitive involvement due to hearing loss. Marsja
et al. (2022) used a multi-group structural equation model
(SEM) approach where the purpose was to assess whether
the contribution of a “Cognition” latent variable (based on
RST, a visuospatial WM test and a semantic WM word-
pair test, and Raven’s matrices) was equally related to a
SPIN criterion (Hagerman matrix sentences, Hagerman, 1982)
for hearing-impaired hearing-aid users compared to normal-
hearing participants. The results, based on 200 participants
per group, show that the Cognition variable accounted for
identical beta weights (-0.32) in both groups of equal average
age (60 years), when the groups were compared on an outcome
latent construct based on Hagerman matrix sentences. Thus,
the cognitive contribution to SPIN perception is not specific
to elderly hearing-impaired participants. The statistical models
were partialed out for age and hearing loss, and significant on all
relevant model fit parameters. This is generally supportive of the
initial claims of the ELU model, viz. that there is a communality
in cognitive abstraction and cognitive prediction across adult
groups with different hearing status (Rönnberg, 2003).

The devil is in the details

It is important to note that the interaction between the fine
details of task demands may make a large difference in terms
of predictability of outcome in a SPIN task. For example, in

the original RST (Daneman and Carpenter, 1980), participants
always recalled the final words in each sentence set—which
obviously invites a strategic component compared to the version
we use (Rönnberg et al., 2016), where participants are post-cued
to recalling either the first or the last word of the sentences to
be verified. In the latter case where the strategic component is
reduced, the “raw” WMC is more likely to be revealed. Our
research builds on this latter task version and that “detail” may
be a clue as to why some researchers get higher involvement
of WM than in some other studies (e.g., Ng et al., 2013; Souza
et al., 2019; Ng and Rönnberg, 2020). Other aspects relate
to contextual support either at the prediction stage or in the
sentence materials themselves; high contextual support renders
lower correlations with WMC, and vice versa (Moradi et al.,
2013; Rönnberg et al., 2016). Dependence also varies with age,
hearing status, and a host of other factors related to hearing
aid signal processing and habitual processing demands, and
not least the interplay amongst the speed, phonology, and WM
factors depends on the level of adversity of the listening situation
(Homman et al., submitted).

Structural equation modeling

In a recent study by Homman et al. (submitted) on the
hearing-impaired participants in the n200 study (Rönnberg
et al., 2016), we used Structural Equation Modeling (SEM) based
on the original cognitive parameters in the ELU model: speed,
phonology, and WM (Rönnberg, 2003). Thus, one latent speed
parameter (i.e., physical matching and lexical access speed), one
latent phonological parameter (auditory and audiovisual gating
conditions and rhyme tests, i.e., measures of RAMBPHO),
and one latent WMC parameter (i.e., based on the RST,
visuospatial WM, and semantic word-pairs), were included,
while age and hearing loss were partialed out. The results
show that phonology always contributed to the performance in
the different Hagerman conditions (irrespective of noise type,
performance level, and type of signal processing). Speed did
not directly predict the Hagerman outcome, but speed always
predicted WM, and the WM to Hagerman path was significant
only in the more difficult listening conditions involving 4T
maskers. Thus, the new and interesting result of this mediation
analysis was that speed contributed via WMC to Hagerman in
the difficult conditions, i.e., where higher degrees of mismatch
can be assumed. The general interpretation is that when being
exposed to adverse listening conditions, it is important that
WM is capacious because it takes more time to reconstruct
what was perceived, i.e., when a more laborious explicit mode
of processing is needed. An alternative interpretation would be
that the adversity of the listening situation primarily strikes at
RAMBPHO. Nevertheless, optimizing speed in WM operations
becomes critical in both cases. This result agrees with previously
reported results in Rönnberg et al. (2016), where WM was more
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strongly related to Hagerman matrix sentences than to HINT
sentences, which are contextually driven everyday sentences.
By virtue of the semantic coherence in HINT sentences, the
prediction mechanism is improved, hence lessening the demand
on WM resources for postdiction (cf. also Moradi et al., 2014b).

In a similar SEM approach, Janse and Andringa (2021)
modeled word recognition performance in degraded low-pass
filtered conditions. They used cognitive speed, vocabulary,
hearing acuity, and WM as latent constructs. In their model,
WM was the strongest latent construct relating to word
recognition in noise, replicating our research. The RST was the
test that loaded the highest on the WM factor, compared to
digit span and non-word recall (cf. Rönnberg et al., 2016). In
our current model (Rönnberg et al., 2021, 2022) we only used
WM tests that emphasize storage and processing in dual task
formats. We noted that speed of access from SLTM was our
mediating factor. However, their mediation model of vocabulary
via WM to word recognition (Janse and Andringa, 2021) is
not directly comparable to ours, as we did not use vocabulary,
but interesting indeed. The communality is that WM predictive
capacity is only predictive of SPIN performance, via some back-
up parameter such as SLTM speed or SLTM vocabulary. It
is obvious that these mechanisms support WM when more
complex interactions between WM, SLTM, and ELTM are
required for postdiction purposes.

Comparison with other models

Perception and understanding:
multimodal and multilevel aspects

Speech perception models are less comprehensive than the
ELU model, but in some cases more specific. For example, in the
Neighborhood activation model (NAM model, Luce and Pisoni,
1998), lexical access is clearly dependent on how input stimuli
matches/mismatches with the lexicon due to phonological
similarity and semantic parameters like word frequency. In
the initial word cohort model (e.g., Marslen-Wilson, 1987), the
initial information that enters the ear is assumed to activate a set
of competitors in a cohort of possible candidates, a functional
parallelism in the activation of the lexicon. As information
successively enters the auditory system, activation and selection
of candidates proceeds until only one lexical candidate remains.
There are many manipulations of the selection process e.g., by
priming, word length, or word endings that in different ways
manipulate the word recognition point, which often occurs
before the whole word has been perceived.

Furthermore, the probability of lexical access is not an all or
none process (as described in Rönnberg et al., 2013); it depends
on the RAMBPHO input and the kinds of representations it
meets in LTM. And, at some hypothetical threshold of matching
attributes lexical access is triggered. The types of error responses

we obtain may well be captured by the NAM (Luce and
Pisoni, 1998), but in addition we have also made clear that the
prediction- postdiction cycle may prime or direct the individual
ELU system to other aspects of representation in LTM that then
helps the system to surpass the threshold and retrieve the correct
lexical candidate. A good example of such priming by sentence
context can be found in a MEG study by Signoret et al. (2020),
where phonological and semantic error responses were in focus.

Also related to RAMBPHO, we focused on a special form
of priming. We dubbed the hypothesis “perceptual doping”
(Lidestam et al., 2014; Moradi et al., 2019). In brief, the priming
effects of exposure to two initial conditions (auditory only, or
audio-visually presented materials) on later auditory perception
of consonants, vowels, and sentence materials generally
demonstrated a multimodal facilitation (“doping”) effect. The
interpretation is that there is a recalibration/remapping of
the initial audiovisual presentation mode affecting the SLTM
representation of phonological and lexical attributes. With the
advantage of hindsight, a discussion of the data based on
RAMBPHO may also have been possible.

Related to our mismatch concept, earlier basic auditory
perception studies outlined the basic properties of the mismatch
negativity (MMN) effect measured with EEG (Näätänen,
1995; Näätänen and Escera, 2000). In our research, we have
emphasized the consequence of mismatch in terms WM
involvement (Rönnberg, 2003). Relevant to the current paper is
that the mismatch notion has also been applied to grammatical
levels of language processing (Federmeier, 2007), as well as
phonological/semantic processing (Signoret et al., 2020). The
ELU model is here proposed to be about levels of linguistic
mismatch, from RAMBPHO and lexical access, via grammar
to semantic coherence. Therefore, the fact that the functional
role of the frontal cortex in pre-attentive auditory change
detection has been shown for grammatical deviations is of
high importance (Hanna et al., 2014). The mismatch negativity
function automatically detects grammatical anomalies around
200 msec, after the grammatical violation point (subject–
verb agreement violations or word category violations, Hasting
et al., 2007; cf. Signoret et al., 2020 for different violation
types). Tse et al. (2013) and Hanna et al. (2014) have both
demonstrated and discussed the very early, pre-attentive and
automatic Broca/inferior frontal signals of mismatch negativity
for grammatical violations (around 200 msec), which could be
an inspiration to our new, more elaborated ELU proposal, of
co-occurring mismatch signals possible at different linguistic
levels (see below).

In our current view, the multimodal phonological level
is crucial to SPIN performance, but if implicit processing
occurs at higher levels of language like syntax, keeping auditory
characteristics under control (Hasting et al., 2007), it makes our
claim about the necessity of rapid WM interactions with SLTM
and ELTM even more important. Otherwise, these extra steps
would probably prolong the extra time for reconstruction and
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postdiction. This specification of the ELU model is that not
only is WM involved in rapid RAMBPHO-delivered multimodal
abstraction, but it is also involved in multilevel language
interactions, given that there is some central mismatch time
widow for several levels of language, and which can be processed
in parallel (cf. Marslen-Wilson, 1987). We submit that the
prediction-RAMBPHO-SLTM-postdiction interaction demands a
“moving time window” within the confines of WMC, the contents
of which are rapidly abstracted at multimodal and multilevel
aspects of input. In a more generalized form, it may be stated
that: for any given aspect of RAMBPHO-delivered linguistic
information, the cognitive consequence of a mismatch with SLTM
representations, is bound to initiate WM-based postdiction.

Furthermore, the cognitive consequence of a central
multimodal/multilevel mismatch mechanism has not been fully
realized in the ELU model, but comparisons with Central
Auditory Processing Disorder (CAPD) research could inspire
(Gates et al., 1996; Gates, 2012). However, several such
multimodal and multilevel interactions will need to exploit
all the storage and processing capacities of WM. Therefore,
the postdiction processes will necessarily take more time than
implicit predictions. But if there are rapid multilevel mismatch
functional capacities of the brain, it will allow for an advanced
analysis-by-synthesis kind of model, demanding such on-line
revisions of what is misperceived (cf. Hickok and Poeppel,
2007). It also demands parallel processing not just at the word
level. For example, in the Moradi et al. (2014b) study, high
predictability sentences were completed with only minimal
initial phonemic information of the final word (40 msec).

Thus, we still assume that relatively context-free perception
is dependent on RAMBPHO-based lexical retrieval. But,
context-bound, grammatically incorrect sentences can also
induce mismatch at some violation point in the sentence. This
implies that the functional parallelism (cf. Marslen-Wilson,
1987) is not only realized through multimodal streams of
information, as in the ELU, but also in parallel streams at
different levels of language that act in concert to optimize
implicit understanding of the discourse. This may at later
stages demand cognitive functions to keep track and focus on
the “winning stream” of information processing (cf. Moradi
et al., 2013). Again, presumably the brain is optimizing speed
of mental operations in WM even in mismatch situations.
However, to our knowledge, the mismatch studies have not
emphasized the communicative feedback, which the ELU
model denotes as postdiction, which in turn is assumed
to feed back into predictive RAMBPHO processing. This
postdiction feedback may not only alter predictions but also
induce SLTM changes.

Thus, even when well-organized and linguistically
interactive and smooth processing is taking place, mismatch
at some linguistic levels will demand reconstruction and
postdiction, typically taking more time. Parallel levels of
processing (without any mismatch) may on the other hand

synergistically integrate input and reduce processing time
(Moradi et al., 2014a,b; Signoret et al., 2020).

Working memory

In comparison with other working memory models, the ELU
model is very much inspired by two working memory traditions,
the Baddeley and Hitch (1974; Baddeley, 2012) tradition and its
many developments (e.g., the episodic buffer Baddeley, 2000, cf.
RAMBPHO), as well as the tradition following a more general
resource model tradition, with less structural assumptions on
dedicated loops and modular functions (cf. our use of the
RST, Daneman and Carpenter, 1980; Just and Carpenter, 1992;
Daneman and Merikle, 1996; Barrouillet and Camos, 2020).

More specific capacity models sometimes have taken the
form of activation of LTM relevant information, not seldom
related to expertise (Ericsson and Kintsch, 1995; Cowan,
2005; Jones et al., 2007). The activation capacity of several
representations in LTM thus becomes a measure of expertise,
or WMC. In the ELU model, there are two roads to LTM in
principle, one implicit and one explicit. This conceptualization
and difference to the above models is dependent on the
assumption that the ELU model is primarily conceived for
communication purposes, where mismatch disturbs the flow of
rapid phonologically mediated lexical access, but where WM
must engage SLTM and ELTM to optimize explicit postdictions,
as well as predictions. Seen from this horizon, the ELU model
captures what we believe to be a human propensity, viz. the
system is “lazy” or economical (cf. Richter, 2013); it does not
spend explicit resources unless sub-threshold levels of language
input cause mismatch (especially the phonologically mediated
lexical access function).

There have been several recent attempts at refining the
component concepts of the ELU-model. The ELU-model has
generated several important scientific hypotheses and ways of
investigating and testing them.

Model refinements

Edwards (2016) suggests that just before RAMBPHO
processing occurs, a process is needed that accomplishes
early perceptual segregation of the auditory object from the
background, so called Auditory Scene Analysis (Dolležal et al.,
2014). His discussion is based on the Rönnberg et al. (2008)
version of the ELU model, where RAMBPHO processing
focuses on how different streams of sensory information are
integrated and bound into a phonological representation (see
also Stenfelt and Rönnberg, 2009). Nevertheless, in Rönnberg
et al. (2019, 2022), it is made more explicit that the system
may feedback via postdiction processes, which may prime the
prediction process (Sörqvist and Rönnberg, 2012), including

Frontiers in Psychology 09 frontiersin.org

64

https://doi.org/10.3389/fpsyg.2022.967260
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


fpsyg-13-967260 September 1, 2022 Time: 13:19 # 10

Rönnberg et al. 10.3389/fpsyg.2022.967260

fine-tuning of attention (Holmer and Rudner, 2020; Andin et al.,
2021) and selection processes to specific features of the input
(Rönnberg et al., 2013). This seems to be rather close to stream
segregation, but the theoretical languages differ. By inference,
postdiction may then calibrate the selection of the auditory
object, comparable to “perceptual doping” (Moradi et al., 2019).

The second aspect is that RAMBPHO is assumed to be
primarily dedicated to phonologically relevant information,
embedded in lexical and semantic representations in SLTM.
Lexical access and semantic meaning of sentences are
tightly tied to the mismatch mechanism—and by default—
finding of a linguistic object. Thus, that aspect of Edwards
(2016) proposal does not necessarily demand model change
(Rönnberg et al., 2019).

In the D-ELU model (Holmer et al., 2016), the development
of language representations in SLTM is in focus. The original
ELU model focused on the system’s input side and the WM-
LTM interactions, but the development of appropriate SLTM
representations has hitherto received less interest. Nevertheless,
it has been demonstrated that vocabulary is very important to
speech perception in noise (Kennedy-Higgins et al., 2020), either
via WMC (cf. Janse and Andringa, 2021), for hearing-impaired
listeners (Signoret and Rudner, 2019), or in how language is
represented in bilinguals (Kilman et al., 2014; Bsharat-Maalouf
and Karawani, 2022). According to the D-ELU model, existing
lexical representations in SLTM shapes further lexical growth,
i.e., novel representations build upon existing representations
(cf. Jones et al., 2021). Novel words that are rich in lexical
attributes are more likely to be successfully encoded into SLTM,
and thus learning rates are predicted to be steeper. Further,
learning for persons with hearing loss is predicted to be worse
than for controls when the perceptual platform at the learning
stage is too dynamic (Ng and Rönnberg, 2020).

In the study by Kilman et al. (2014), and of relevance for how
representations develop, we found in Swedish native speakers
who also knew English, that the most interfering speech in
noise condition was when the speech masker was in the same
(Swedish) native language as the target. The Swedish babble
was interfering more than the English babble in stationary
noise, and in fluctuating noise. The interference from language
maskers replicates previous work (Van Engen and Bradlow,
2007; Calandruccio et al., 2010).

A recent study by Bsharat-Maalouf and Karawani (2022)
examined the speech perception of 60 Arabic-Hebrew bilinguals
and a control group of native Hebrew speakers during degraded
(speech in noise, vocoded speech) and quiet listening conditions.
There was a clear interaction in the data such that performance
in the bilinguals was on a par with the native Hebrew speakers
in quiet conditions, whereas performance in the babble noise
conditions (same language of the noise and targets) was
substantially lower. Explaining these and other effects, in terms
of proficiency (Kilman et al., 2014) of second language, age
of acquisition, propensity to learn in vocoding conditions

(Bsharat-Maalouf and Karawani, 2022), and what kinds of SLTM
representations mediate these findings is of importance for the
bilingual and developmental aspects of the ELU model. Future
publications will tell.

Aging, cognitive impairment, and
dementia

The ELU emphasis on a meaning-related focus of the brain’s
perceptual-cognitive system is assumed to prioritize multi-
attribute representation and multilevel mismatch processing.
In other words, both children and adults are primarily tuned
in to understanding language and intended communication
but can of course be instructed to learn or memorize what
has been communicated. In terms of a use/disuse principle
(Rönnberg et al., 2011, 2021), WM is on top, always dealing
with both pre- and postdiction processes on-line; the next
memory system is SLTM due to the natural semantic bias in
interpretation of conversation and discourse, and ELTM will be
relatively less used for two reasons: (1) a non-prioritized bias in
communication, and (2) denied encoding and retrieval due to
hearing loss or other adverse conditions. Thus, disuse can be a
key to why WMC is relatively spared when it comes to cognitive
decline studies (Rönnberg et al., 2011, 2014), whereas semantic
and especially ELTM decline becomes a marker of mild cognitive
impairment, which might develop into dementia.

The disuse notion of memory systems is mainly supported
by two major studies by our team: (1) In Rönnberg et al.
(2011), based on the Betula prospective cohort study (Nilsson
et al., 1997), we found that hearing loss did not selectively
affect different ELTM encoding tasks in different sensory
modalities (i.e., motorically, by text and simultaneous auditory
presentation, and auditory only compensated with hearing
aids). If anything, the hearing loss–ELTM encoding task
correlations were higher with the motorically encoded task.
This may seem counterintuitive, unless one assumes multimodal
representations and that the multimodal memory system level
is negatively affected, not memory via a specific encoding
modality. (2) In addition, long-term memory, especially ELTM
was affected by hearing loss, but not by visual impairment.
The fact that the cognitive aging and dementia-related literature
suggests that ELTM is the most sensitive predictor variable
among memory systems to mild cognitive impairment and
dementia (Bäckman et al., 2001; Fortunato et al., 2016; Younan
et al., 2020) makes our case strong. Combining (1) and (2),
we may infer that hearing loss is an important risk factor for
accelerated dementia progression (Livingston et al., 2017).

Common cause accounts (e.g., Baltes and Lindenberger,
1997; Humes, 2013; Powell et al., 2021) may predict that
hearing loss affects several encoding modalities, but they do
not predict selectivity of memory systems. In Rönnberg et al.
(2014)—building on 138098 participants from the UK Biobank
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resource—we observed that ELTM was more affected by hearing
loss than WM, thus replicating the data from Rönnberg et al.
(2011). In terms of encoding modality, the Rönnberg et al.
(2014) study employed visuospatial tests only. Still, we obtain a
negative effect of hearing loss on ELTM and not on WM. This
further supports and replicates a memory systems account of
relative use/disuse as a potentially viable ELU explanation of
the data pattern.

In addition, the potential risk of cognitive decline due to
hearing loss cannot be explained by the information degradation
hypotheses (Pichora-Fuller, 2003; McCoy et al., 2005), nor by
attention costs for the hearing-impaired person (Sarampalis
et al., 2009; Tun et al., 2009; Heinrich and Schneider, 2011). This
could have been the case had the auditory encoding condition
been negatively affected by hearing loss, even if the participants
wore hearing-aids at testing (Rönnberg et al., 2011). A further
important aspect of the 2011 data is that testing the same
models, replacing hearing loss with estimated visual impairment
(legibility of font size, on a scale from 6 to 24, Rönnberg
et al., 2011; wearing eye glasses or not, or having a diagnosis,
Rönnberg et al., 2014), did not replicate the memory system
selectivity of the hearing loss results. As a matter of fact, the
models tested were not acceptable by the structural equation
model criteria used. What is also true of the above two data
sets is that the hearing losses were only of the mild to moderate
kinds (assessed by the pure tone audiogram in Rönnberg et al.,
2011, and by the digit triplets test in Rönnberg et al., 2014),
suggesting that early prevention with hearing aids should be
employed (Arlinger, 2003), although the data for treatment by
hearing aids is relatively meager when it comes to dementia.

At any rate, hearing loss, not visual impairment, is a very
sensitive predictor variable of especially ELTM impairment,
hearing loss being the largest modifiable factor of the
development of dementia (Livingston et al., 2017). However,
that is the overall picture and the more specific underlying
mechanism as to why hearing loss is a risk factor for dementia is
still argued to be unclear (Wayne and Johnsrude, 2015; Hewitt,
2017). Other independent analyses from the UK Biobank
resource suggest that subclinical small variations in hearing
acuity may still be associated with loss of gray matter volumes
in the brain, especially in areas related to cognition and hearing
(Rudner et al., 2019; however, see further about brain atrophy
and cognitive reserve Uchida et al., 2021).

Generalizations

The previously mentioned study by Marsja et al. (2022)
suggests impressively similar (if not identical) cognitive
predictions from one hearing-impaired group compared to a
normal-hearing group on a matrix sentence latent construct.
This finding suggests a powerful generalization of the case that

Cognitive Hearing Science—and the ELU model—applies to
anyone, regardless of hearing status.

Moreover, recent studies of different speech distortions
(Kennedy-Higgins et al., 2020) show that WM and vocabulary
(i.e., SLTM) come out as the main predictors, irrespective of
the type of distortion (time-compressed and noise-vocoded
signals, and speech in noise). This informs us that the
cognitive machinery underlying speech perception and speech
understanding is rather invariant in its reliance on certain
cognitive building blocks irrespective of how underspecified or
distorted target stimuli are. As already argued, it presupposes
that rapid abstraction into formats suitable for WM is a
prerequisite for the system to work.

An interesting extension of the generalization aspect is the
study by Blomberg et al. (2019) of adults with Attention Deficit
Hyperactivity Disorder (ADHD). She also used different kinds
of speech distortions (normal vs. noise-vocoded), orthogonally
combined with type of background noise (clear speech, white
noise, and speech babble). Materials were taken from the
Swedish HINT sentence corpus, which consists of everyday
sentences (Hällgren et al., 2006). Results showed that compared
to an age-matched control group there was no interaction
between group and type of masker or stimulus distortion
(but main effects were observed), generalizing the Kennedy-
Higgins et al. (2020) findings to another group of participants,
with similar kinds of distortion manipulations. This pattern
may depend on the possibility that the cognitive analysis and
representations are multimodal and information-based rather
than modality-specific. Importantly, different assessments of
WM were used to construct a cognitive factor that heavily
influenced performance across the distortion/noise conditions,
supporting the ELU model.

As long as information collated or bound by RAMBPHO
is incomplete in some of the many ways that will cause
mismatch, dependence of WM tests indicate that a certain level
of generalization is possible to make. But, we would not argue
that RAMBPHO processing of e.g., vocoded speech is exactly
the same as e.g., RAMBPHO processing of rapid wide dynamic
range compression of speech. The general point is that at a
cognitive postdiction level you must (for different reasons) infer,
manipulate, and “mentally fill in” some pieces of information
that demand WM processing, as well as retrieval of LTM
information, to reconstruct poorly specified stimulus materials.
Any other model that emphasizes the cognitive work needed
in degraded, distorted, or perceptually demanding conditions
would also be supported by such findings across groups and
stimulus conditions (e.g., the FUEL framework, Pichora-Fuller
et al., 2016).

Finally, another experiment seems to indicate that load on
WM is reflected in larger pupil dilation responses (assumed to
reflect cognitive load) than the physical characteristics (SNR) of
the task (Zekveld et al., 2018), implying that high level cognitive
processing in WM is accomplished, but pushes the system to its
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limits for participants with low WMC. This study was followed
up by a study on an auditory Stroop task (measuring executive
control), where pupil size was higher in conflict conditions (e.g.,
saying “left” in the right ear). This connects well with our early
observations that not only did WMC play an important role in
speech understanding, but also executive functions or cognitive
control seemed important (Badre, 2021). In ELU terms, the
postdictive phase of inferring what was uttered, may use both the
processing capacities of WM but also of related or overlapping
executive and cognitive control functions.

Testing the boundaries of the ELU
model

Neuroimaging studies show that sensory deprivation, e.g.,
deafness, during development cause reorganization of superior
temporal regions (auditory cortex; Bavelier and Neville, 2002;
Merabet and Pascual-Leone, 2010; Andin and Holmer, 2022).
Theories behind such cross-modal reorganization differs, with
some suggesting pure neural processes and some suggesting
behaviorally driven processes. In the case of early deafness,
the latter has gained most attention, with two main lines of
explanations (see extensive review in Cardin et al., 2020). The
first explanation proposes functional preservation, where the
type of processing in a sensory deprived region, i.e., auditory
cortex, is preserved but applied to a different modality (e.g.,
visual instead of auditory). This notion finds support in results
suggesting that superior temporal regions, which respond to
speech in hearing individuals, are activated in response to
sign language in deaf but not hearing signers (MacSweeney
et al., 2001; Cardin et al., 2013). Such reorganization
supports an extension of the ELU model to the manual-visual
language modality.

The second proposal is that reorganization reflects a
functional shift. This idea is supported by studies reporting
activation in superior temporal regions during cognitive tasks
(Twomey et al., 2017), and suggests modality-dependent
differences in cognitive processes. This perspective speaks
against one of the original claims of the ELU model, i.e., that
there is a modality-independent “language processor” in the
brain. This is of course given that superior temporal regions
are exclusively engaged in language processing. However,
the empirical evidence to date lends support for both
explanations and it has also been suggested that they can coexist
(Cardin et al., 2020).

In WM studies using sign-language material (e.g., Rönnberg
et al., 2004; Bola et al., 2017; Cardin et al., 2018; Andin et al.,
2021), the superior temporal regions (auditory cortex) and
occipito-parietal regions (in speech-sign bilinguals, Rönnberg
et al., 2004) are activated to a greater extent for deaf compared
to hearing individuals. However, in a recent neuroimaging study
from our lab, we found that the activation of auditory cortex

did not increase with increasing WM load in a sign language-
based task, suggesting a general sensory-perceptual processing
role in response to visual linguistic material (Andin et al., 2021)
in line with functional preservation. Further, we found support
of a modality-specific pattern in relation to the degradation
of the sign-language signal. In previous studies on auditory
signal degradation in individuals with normal-hearing and
impaired hearing, similar changes in neural activation have been
identified for both increased WM load (amount of information
needed to be kept in memory) and acoustic degradation. These
findings have been taken as evidence for resource models of
WM in general and the ELU model for language processing
in particular (Obleser et al., 2012; Petersen et al., 2015; Peelle,
2018; Rönnberg et al., 2019). Although visual degradation of
the language signal resulted in similar effects at the behavioral
level, the neural overlap was absent for sign language in deaf
early signers (Andin et al., 2021). Hence, while increasing WM
load was reflected in increased engagement of the frontoparietal
working memory network, as predicted, the degradation of
the visual signal instead caused activation of bilateral inferior
occipital and temporal cortices. The lack of neural overlap,
might challenge the validity of the ELU model, potentially
reflecting modality-specificity. However, it should be noted that
the same effect was found for hearing non-signers. Hence, the
effect might be related to presentation modality rather than the
language modality. Further studies investigating the auditory
and visual domain within the same paradigm are needed to
further evaluate the modality-generality of the ELU model.

Conclusion

1. Cognitive and communicative data patterns preceding
the formulation of the ELU model (Rönnberg, 2003)
were described. Individual cognitive ability was (and is)
important for communicative competence.

2. Rapid multimodal and multilevel abstraction by means
of RAMBPHO is supported by recent and previous
experiments. WM stores these types of information in an
on-line “moving window.”

3. Parallel levels of mismatch negativity make the system
extremely effective and rapid in deconstruction and
reconstruction, prediction and postdiction.

4. A use-disuse principle was introduced and combined with
a multimodal memory systems account to suggest why
hearing loss strikes at ELTM, SLTM, and WM in that order
of decreasing negative impact.

5. Recent preliminary modelling gives strong and more
nuanced support of a mediation model of the original
ELU parameters, which takes into account that processing
speed is important for WM operations only in adverse
SPIN conditions Phonology (i.e., RAMBPHO) is a
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basic predictor variable of SPIN performance under
all circumstances.

6. New models, such as the D-ELU were discussed. SLTM
adaptations show acclimatization to certain non-habitual
signal processing strategies, as well as to “perceptual
doping.”

7. Language proficiency and bilingualism are further factors
discussed in the D-ELU context.

8. Generalization studies have shown that hearing-impaired
and normal hearing persons equally on a cognition factor
as predictor of SPIN performance. Moreover, the reliance
on WM across different signal distortion conditions is
equal when comparing persons with ADHD and normal
hearing persons.

9. Boundary conditions are discussed in a sign language
context in terms of preserved brain functions which are
applied to another language modality; or in terms of a
functional shift, where deaf participants’ sign language use
is assumed to change brain organization.
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