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Editorial on the Research Topic

Progress monitoring and data-based decision-making in

inclusive schools

Despite extensive research and positive practices related to inclusive education, some

students still struggle with academic skills. Progress monitoring (PM) is a valuable approach

that can provide explicit feedback to teachers in schools about how students respond to

instruction. The fundamental idea behind PM is to document the learning development

of students and use the data to inform instructional decisions about interventions over

time, using repeated, brief, and reliable standardized tests. PM is a formative diagnostic that

enables the measurement and evaluation of learning development at multiple points in time,

providing feedback to teachers and learners. Unlike summative assessment, which evaluates

learning outcomes, PM aims to measure for the purpose of supporting learning.

Without PM, students with exceptional needs may be evaluated based on their

performance relative to their classmates, rather than their own individual progress. Research

indicates that when teachers use PM, positive effects on student outcomes can be seen.

However, the use of PM is not widespread, which may be due to teachers having additional

work or a lack of knowledge on how to use PM in the context of data-based decision

making. Additionally, tests or online platforms for PM are not available in many countries

and languages.

To effectively measure learning progress, PM measures must provide both the

psychometric quality criteria for status tests and the quality to measure learning progress.

Classical test theory is no longer sufficient for this purpose since learning trajectories differ

among students. PM measures must be uniform over time, both for an individual student

and for specific groups of students (measurement invariance), and PM must be sensitive

to learning trajectories (i.e., sensitive to change, even for weak learners). Moreover, PM

measures must be brief and easy to use so they can be used frequently in everyday teaching.

Therefore, it is crucial that PM measures are practical, useful, and economical. This is

because PM can only be effective when teachers reflect on their instructional decisions based

on the new information provided by the PMdata. Compared to status tests, the requirements

of PM are much higher, both psychometrically and in terms of practical implementation.
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Therefore, PM should be supported by adapted materials and

recommendations to aid teachers and students.

In the field of education, a range of studies have been conducted

to improve the reliability and effectiveness of various methods used

for assessment, monitoring and evaluation of student progress. The

following studies are a few examples of such efforts.

Methods

Wilbert et al. conducted a study to analyze the statistical power

of piecewise regression analyses in single-case experimental studies.

Their research demonstrated that this method can be a useful tool

for planning and assessing single case studies, which are crucial for

reviewing evidence-based practice.

Forthmann et al. conducted a simulation study to assess

the reliability of measures used for monitoring student progress.

They found that reliability estimation works well across a variety

of simulation conditions, but it can be biased under certain

circumstances, such as when data quality is very poor or empirical

reliability is estimated.

Ketterlin-Geller et al. described an approach to adapting

Automated Item Generation (AIG) principles to develop parallel

progress monitoring measures.

Schurig et al. presented a study on continuous norming in

learning progress monitoring for a spelling test. Their data was

obtained through a longitudinal study of students in grades 2 to 4.

Test construction

Anderson et al. conducted a longitudinal study on mental

computation over a period of 34 weeks with data collected for 12

measurement intervals. Their research was affected by the COVID-

19 pandemic.

Israelsen-Augenstein et al. developed a new measure, the

Monitoring Indicators of Scholarly Language (MISL), which was

shown to be a valid measure of narrative production abilities.

Winkes and Schaller developed a written expression

curriculum-based measurement (CBM-W) suitable as a

universal screening tool but not for progress monitoring of

individual students.

Case studies

Leidig et al. conducted a study on the impact of the Good

Behavior Game (GBG) on at-risk students’ academic engagement

and disruptive behavior. They used behavioral progress monitoring

with a multiple baseline design in a German inclusive primary

school sample.

Merlo et al. introduced a tool called BEHAVE to monitor

inclusive interventions and presented two case studies involving

kindergarten children with neurodevelopmental disorders.

Teacher training

Stecker and Foegen developed an online system to support

algebra progress monitoring and determined that it improved

teachers’ scoring in algebra measures based on online instruction.

Jungjohann et al. developed a video intervention

for linear trend identification using Tukey Tri-Split and

demonstrated that the video instruction is more effective

than text-based hints.

Hase et al. conducted an online survey study on the usage of

learning data from Digital Learning Platforms (DLP).

Van den Bosch et al. examined teachers’ visual inspection

of Curriculum-Based Measurement (CBM) progress graphs using

eye-tracking technology. Their study revealed variability in

teachers’ patterns of graph inspection, which was linked to their

abilities to describe the graphs.
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Generalizability of Written Expression
Curriculum-Based-Measurement in
the German Language: What Are the
Major Sources of Variability?
Julia Winkes1*†‡ and Pascale Schaller2†‡

1 Department of Special Education, University of Fribourg, Fribourg, Switzerland, 2 Institute of Primary Education, University
of Teacher Education Bern, Bern, Switzerland

This study aimed to identify the sources of measurement error that contribute to the
intraindividual variability of written expression curriculum-based measurement (CBM-W)
and assess how many German writing samples of 3 or 5 min duration are necessary to
make sufficiently reliable relative and absolute decisions. Students in grade 3 (N = 128)
and grade 6 (N = 118) wrote five CBM-W probes of 5 min each within 1 week, which
were scored for commonly used metrics (i.e., words written, correct writing sequences).
Analyses within the generalizability theory framework showed that between-student
differences accounted for 36–60% of the variance. The student × writing prompt
interaction was the largest source of variability, particularly among younger students
(44%), while writing prompt per se and writing time explained no variance. Two to four
writing samples of 3 min are sufficient for most scoring methods to achieve relative
reliability >0.80. CBM-W in German proved inadequate for the grade levels studied for
absolute decisions. These findings imply that CBM-W in this form in German-speaking
primary grades is suitable as a universal screening tool but not as a tool for progress
monitoring of individual students.

Keywords: curriculum-based measurement (CBM), writing, generalizability theory, reliability, variability

INTRODUCTION

Although writing is a crucial competence for students’ academic and professional success (Traga
Philippakos and FitzPatrick, 2018, p. 165), The National Commission on Writing in America’s
Schools and Colleges (2003) designated it a neglected basic skill. This wake-up call was a response
to the National Assessments of Educational Progress, which captured many students who did
not reach a proficient writing level. In 2011, for example, 74% of eighth-graders scored at the
“basic” or “below basic” levels, and only 3% could be described as advanced writers compared to
their grade level requirements (National Center for Education Statistics, 2011). So, in addition to
students with a learning disability, there are a significant number of low achieving writers who
lack writing proficiency (Graham and Perin, 2007). Until now, writing at the text level has hardly
been included in national assessments in German speaking countries, with the exception of the
DESI study (DESI-Konsortium, 2006). It showed that at grade 9, about 29% of the students are
not able to formulate a letter adequately for the addressee and that the linguistic quality of these
students’ writing is also extremely low. Thus, although the educational system, curriculum, teaching
methods, and orthography to be learned differ between German-speaking and English-speaking
countries, it can be surmised that, as in English-speaking countries, weak writing skills are present

Frontiers in Education | www.frontiersin.org 1 June 2022 | Volume 7 | Article 9197567

https://www.frontiersin.org/journals/education
https://www.frontiersin.org/journals/education#editorial-board
https://www.frontiersin.org/journals/education#editorial-board
https://doi.org/10.3389/feduc.2022.919756
http://creativecommons.org/licenses/by/4.0/
mailto:julia.winkes@unifr.ch
http://orcid.org/0000-0002-4383-1926
http://orcid.org/0000-0002-3600-5386
https://doi.org/10.3389/feduc.2022.919756
http://crossmark.crossref.org/dialog/?doi=10.3389/feduc.2022.919756&domain=pdf&date_stamp=2022-06-15
https://www.frontiersin.org/articles/10.3389/feduc.2022.919756/full
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/
https://www.frontiersin.org/journals/education#articles


feduc-07-919756 June 13, 2022 Time: 11:40 # 2

Winkes and Schaller Generalizability of Written Expression Curriculum-Based-Measurement

but probably underdiagnosed in German-speaking countries.
The problem is exacerbated by the lack of standardized
writing assessments in German, so that writing is usually only
systematically evaluated at the spelling level and cannot be
reliably assessed at the text level. Struggling writers produce
texts that are generally shorter, less interesting, and poorly
organized at the sentence and paragraph level (Hooper et al.,
2002). The children’s texts are marred by inordinate numbers
of mechanical, spelling, and grammatical errors (Dockrell et al.,
2015). Therefore, the difficulties of these children go far beyond
pure spelling problems since the spelling is only a small part of
the skills required to produce linguistically correct and content-
appropriate texts of good quality. A competency that is an
indicator of writing quality at the text level is writing fluency (Kim
et al., 2017; Poch et al., 2021). At the same time, writing fluency
proves to be sensitive to change since both speed/productivity
and accuracy increase with a growing writing routine. Skills that
serve as indicators of general performance in an academic area
are useful as vital signs for screening students at risk and for
progress monitoring (Fuchs, 2004, 2017). For this purpose, short,
reliable, and valid learning samples are used in curriculum-based
measurements (CBM), which capture critical skills simply and
economically (Deno, 1985).

CBM Writing (CBM-W), as an indicator of writing
proficiency, uses short writing samples for this aim. The
students are given writing prompts, such as pictures or
introductory sentences and asked to write for 3 or 5 min.
Various scoring methods are available, such as the number of
words written (TWW), the number of words spelled correctly
(WSC), the number of correct writing sequences (CWS), or the
number of correct minus incorrect writing sequences (CIWS).
Thus, the collected measures do not focus on content-related
text quality (e.g., ideation or genre specificity) but either on
writing quantity (TWW), spelling (WSC), or linguistic units
whose correct realization requires the integration of individual
sub-competencies (writing motor skills, retrieval of linguistic
knowledge, semantics and spelling) (CWS and CIWS).

Since the beginning of CBM research, great importance
has been attached to ensuring that the methods used reflect
the learners’ performance in reliable ways – despite their easy
handling and the short time for implementation and scoring
(Fuchs et al., 1983). Reliable information is key because it builds
the foundation for the teachers’ important (high stakes and low
stakes) data-based decisions (McMaster and Espin, 2007). Parallel
forms are needed in their functions as repeated screenings and
progress monitoring. These require high parallel test reliability
(rank-ordering of students) and stability (consistent within-
student performance over time) (Campbell et al., 2013). This
central claim contrasts with an observation we made in a previous
research project on CBM-W (Winkes and Schaller, 2022). In
this study, students in grades 3–6 wrote ten writing samples
within a short period of 2 weeks. Parallel test reliability was
satisfactory overall, but a closer look at the children’s test data
revealed considerable intraindividual variability between student
test scores. We found this observation remarkable because the
CBM samples were collected within a quite short period. In
general, meaningful variation in performance within individuals

is not fundamentally new for CBM (Christ et al., 2016). It invites a
closer look at the issue of “variability” – here specific to CBM-W.
Accordingly, the present study aims to understand the sources
of this variability in more detail and examine the influence of
story starter, rater/class, and length of writing sample on the
generalizability of CBM-W in German.

Potential Sources of Variability in Written
Expression Curriculum-Based
Measurement
Taking the object of learning as a starting point, increased
intraindividual variability in writing, compared to other
performance areas such as reading, spelling, or mathematics,
is not necessarily surprising. On the one hand, variability
can be understood as an expression of the complexity of the
writing process itself. Text writing is a problem-solving process
that requires the integration of different hierarchy-low and
hierarchy-high processing skills and thus does not succeed with
equal fluency and quality at all times (Alamargot and Chanquoy,
2001; Kent and Wanzek, 2016). On the other hand, writing a text
is a creative language-productive task, which leads to a special
starting point. In other areas of CBM, the number of given
items (e.g., arithmetic problems, words to be read) that can be
correctly solved in a defined time is usually recorded. In writing,
on the other hand, the items to be assessed are produced by
the child himself.

Two children with the same writing skills will arrive at two
very different final products based on the same story starter. The
same is true when testing a child repeatedly. Even using the same
story starter and under comparable contextual conditions, a child
is unlikely to use the same words and phrases to write a story on
two different occasions. As Ritchey et al. (2016) point out, writing
opens up opportunities for students to actively avoid difficult
words or choose simpler words and sentence structures, which
influences the difficulty of different texts.

A certain variability is, therefore, to be expected, which is
inherent to the writing process itself and which is caused by
the open nature of the task. For this reason, it is particularly
important in writing to design the conditions for progress-
monitoring measurements so that as many external sources
of measurement error as possible can be reduced and that as
much of the remaining variance as possible can be attributed to
the subject itself. Potential sources of measurement error could
include, for example, the different story starters, the length of
the writing time, or the rater. In the following, we discuss the
state of knowledge regarding the importance of these factors
concerning CBM-W.

The Task or Writing Prompt
So far, the role of writing prompts has been surprisingly
little investigated in CBM-W. Existing studies on this topic
focus on what kinds of writing prompts are appropriate at
which grade level. For example, various word- and sentence-
level task formats have been suggested for beginning writers,
requiring text production in response to a picture or story starter
with descriptive or narrative content (Ritchey et al., 2016). In
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the higher grades, the question arises in particular whether
expository or narrative prompts better represent students’
academic writing abilities, as they are potentially more in line
with typical school writing tasks [for two recent meta-analyses
related to the validity of different writing genres, see Romig
et al. (2017, 2020)]. Within the different genres (e.g., expository
vs. narrative), it is assumed that different tasks are comparable
and that the writing prompts used are equivalent, without this
assumption having been sufficiently tested empirically to date
(Keller-Margulis et al., 2016a). In contrast, for other forms of
CBM (e.g., reading fluency; mathematics), great importance is
attached to the development of parallel test versions. As Christ
et al. (2016) describe, the variability of student performance
across forms in CBM research has led to the standardization not
only of the procedures for administration and scoring but also
of the materials used. This development does not seem to have
established itself specifically in writing. While collections of tasks
are available at CBM-W1, 2, it is also possible for practitioners
to invent story starters themselves, as long as they are age-
appropriate and do not evoke a one-word response (Hosp et al.,
2016). However, McMaster and Espin (2007) point out that
students’ background knowledge and interest in different writing
prompts may vary greatly, affecting the quality and quantity of
their writing. Existing studies of writing prompt comparability
use alternate-form reliability to examine how closely different
writing samples correlate with each other [see for grades 1–5
the studies of Gansle et al. (2002), Weissenburger and Espin
(2005), Gansle et al. (2006), Campbell et al. (2013), and Allen
et al. (2019)]. They usually set a Pearson’s correlation coefficient
of r ≥ 0.70 for sufficient reliability in CBM-W (Allen et al.,
2019, p. 10). The various scores usually reach this threshold.
However, Allen et al. (2019) found large differences between
the correlation coefficients. For example, for grade level 3, the
CIWS coefficients vary between 0.31 and 0.92, and for TWW,
between 0.50 and 0.91. McMaster and Espin (2007, p. 69)
point out that the standards for reliability coefficients should
possibly be set domain-dependently. For CBM of oral reading
fluency, reliability coefficients of r > 0.85 are usually reported.
Such high coefficients are not expected for CBM-W, which is
probably related to the test setting: A text as a continuation
of a story starter can take an infinite number of possible
forms, which is not the case for reading fluency. Moreover,
the procedure established in CBM-W for eliciting parallel test
reliability, namely calculating the correlations between several
CBM tests administered simultaneously, only verifies part of
the necessary conditions for parallel tests. These should also
have equal means and variances (Christ and Hintze, 2007). This
assumption has not yet been controlled for CBM-W.

The Writing Time
The main characteristic of progress monitoring and
CBM procedures is that they are highly time-efficient in
implementation and evaluation (Deno, 2003). This is the only
way to ensure that regular use is possible in everyday school life,

1www.aimsweb.com
2www.interventioncentral.org

especially if used in parallel in several performance areas (e.g.,
reading, spelling, writing, mathematics). Thus, the duration of
CBM-W should be as short as possible but as long as necessary
to ensure a sufficiently reliable capture of the feature to be
examined. Most studies on CBM-W refer to 3-min writing
samples preceded by a planning period of 1 min, and this
procedure is also the standard in practice (Hosp and Kaldenberg,
2020). However, the effects of increased writing time (e.g., 5, 7,
or 10 min) on the reliability of measures in CBM-W have been
studied on several occasions. Younger students showed only
slight differences in the reliability of shorter and longer writing
samples (Espin et al., 2000). For older students, increasing the
writing time to 5–7 min was necessary to achieve reliability >0.70
(Weissenburger and Espin, 2005; Campbell et al., 2013), which
was also true for the English language learners (ELL; Espin et al.,
2008). It is still unclear up to which grade level a writing time
of 3 min is sufficient and from when the writing time should be
increased. Of course, the choice of writing duration also depends
on the purpose. Espin et al. (2008) recommend a 7-min writing
sample for older students due to increased reliability if CBM-W
is used as a screening only one to three times per school year. For
use at shorter and more regular intervals (e.g., once per week),
they recommend a more economical 5-min writing sample.

The Rater
Since CBM-W evaluates texts using different scores, the question
arises as to what role the rater’s influence plays in the results.
Campbell et al. (2013) report very high interrater reliabilities:
they indicate average interscorer agreement from 80% (CIWS)
to 99% (TWW). The differences between scores that report text
volume (TWW) and scores that address writing accuracy can
plausibly be explained because, in TWW, only the words are
counted, whereas CWS or CIWS assess the correctness of writing
sequences. Different ratings of the same writing sequence are
sometimes related to the fact that different raters assume different
target structures announced by the child. The very high interrater
reliabilities also for CWS and CIWS [see, Weissenburger and
Espin (2005), Gansle et al. (2006), Campbell et al. (2013), and
Keller-Margulis et al. (2016b)] are probably due to intensive
training of raters, which cannot be assumed in the practical
application of CBM-W.

Generalizability Theory
Studies on the psychometric properties of CBM-W have so far
almost exclusively used the framework of Classical Test Theory
(CTT) by investigating parameters such as parallel test reliability,
interrater reliability, or criterion validity. Especially in the context
of progress monitoring, where an idiographic reference norm
is usually used, Generalizability Theory (G-theory) provides
an alternative. It has three advantages: First, it can investigate
different sources of measurement error simultaneously. It uses
repeated measures ANOVA to estimate the variance components
for each source of variation (referred to as facets in G-theory
terminology) in the observed values and the interactions among
these facets. Thus, G-theory provides a good overview of
the main contributors to measurement error, which, unlike
in CTT, are analyzed in the same model. This information
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can subsequently be used to effectively optimize assessment
procedures (Hintze et al., 2000).

The second advantage of G-theory concerns the reliability
coefficients reported. In CTT, the calculation of parallel test
reliability examines whether a child moves in the same rank
relative to the other children in the group on repeated
performance measures within the subject group, such as the class.
If, for example, the weakest child in the class always achieves the
lowest measurement result in the class over five measurement
points, then classical test theory evaluates this as an indication
of high parallel test reliability, although the child’s competence
values may vary greatly between these five measurement points
(see Keller-Margulis et al., 2016a). In G-theory, there is a
corresponding coefficient of generalizability (G-coefficient) to
this classical reliability coefficient, which is thus informative for
relative decisions related to the ranking of subjects (Cardinet,
1998).

In addition, the dependability-coefficient (D-Coefficient)
is another parameter that focuses on the performance
level, independent of the ranking. It can be used to make
absolute, criterion-referenced decisions. D-coefficients are
more conservative than G-coefficients for this reason. They are
particularly suitable for use in progress monitoring, as Fan and
Hansmann (2015) argue: “. . . research has acknowledged that
having high-rank order reliability at a group design level (like
the generalizability coefficient in G theory) cannot guarantee
the comparability of CBM-R scores used at the individual
student level” (S. 207). The minimum thresholds of G- and D-
coefficients depend on the application situation. For low-stakes
decisions, a reliability of 0.80 is considered sufficient and feasible
in practice. However, for high-stakes decisions it is usually argued
referring to Nunnally (1967) that coefficients below 0.90 are
unacceptable (Graham et al., 2016; Keller-Margulis et al., 2016a;
Kim et al., 2017; Wilson et al., 2019). The third advantage of
G-theory is that G-coefficients and D-coefficients can not only be
generated for the actual conditions of investigation but it can be
estimated with the help of so-called decision studies (D-studies)
how these coefficients vary under other conditions. This allows
identifying the minimum requirements to obtain sufficiently
high measurement reliability. For example, how many writing
samples of what duration are necessary to achieve reliability
above 0.80 for relative or absolute decisions can be checked.

Use of Generalizability Theory in Written
Expression Curriculum-Based
Measurement
The advantages of G-theory over CTT lead to popularity in
writing assessments. A recent review of the content of the
journal “Assessing Writing” from 2000 to 2018 (Zheng and Yu,
2019) indicates that G-theory was the most frequently used
method during this period. However, existing studies mainly
examined college students or adult L2 learners. Which factors
influence the reliability of writing scores in children has not
yet been much addressed (Kim et al., 2017). Specifically, for
CBM-W, generalizability theory has been used only twice: In the
study of Keller-Margulis et al. (2016a), 2nd–5th grade students

wrote three 7-min writing samples at three time points each
year. After each minute, subjects changed the color of their
pen while writing so that the impact of writing time on the
reliability of the measures could be assessed (from 1 to 7 min).
Other facets included students (between student differences),
story starter, benchmark (time within a year), and interactions
among these factors. Nearly half of the variance in CBM-W
proved to be the non-systematic error. Reliability above 0.80 –
as the threshold for low-stakes decisions – was achieved with the
relative reliability coefficient at most grade levels by three 3-min
writing samples, the D-coefficient for absolute decisions reached
the threshold of 0.80 with two 5-min or three 4-min tests. For
contexts with high stakes decisions, depending on grade level and
scoring method, three 5- to 7-min writing samples were needed
for sufficient relative reliability above 0.90, and three 7-min
writing samples were necessary for sufficient absolute reliability.
Thus, the typical CBM-W implementation convention of using
a single writing sample of 3 min as a screening instrument
proves inadequate. The use of multiple longer writing samples,
on the other hand, severely limits the feasibility of CBM-W in
its function as a screening, making widespread implementation
unrealistic for many schools. Therefore, the authors are skeptical
about whether CBM-W is the best way to identify at-risk
students in writing.

In the second study, which used G-theory, Kim et al. (2017)
examined the influence of rater (N = 2) and task (N = 3)
on the reliability of writing tasks in expository and narrative
genres for 3rd and 4th-grade students. The writing time here
was 15 min per text, so the task does not correspond to
conventional implementation conditions for CBM-W, but the
texts were analyzed using the scoring methods for CBM-W,
among others. For the evaluation via TWW and CWS, it
was found that most of the variance was explained by the
person (57–69%) and another large proportion by the interaction
between person and task (31–41%). Variability was minimal
when explained by rater, person × rater, or the non-systematic
error. Subsequent D-studies indicated that for both absolute
and relative decisions, two to four tasks and a single rater
were necessary to reach the criterion of 0.80 and five to
six tasks and one rater were necessary for the criterion of
0.90 reliability.

The Present Study
The present study explores the major sources of variability of
CBM-W in German in grades 3 and 6. CBM-W has only been
investigated in two studies with divergent results using G-theory.
Language structural differences also prevent the unreflected
transfer of evaluation measures from one language to another:
While the English orthography has a deep phoneme-grapheme
correspondence, German has a more complex morphemic
structure than English, which affects word length. German also
has more complex rules for capitalization and punctuation
(commas). Due to these linguistic differences, it is important to
go beyond existing English-language studies to determine the
optimal conditions for CBM-W in German.

The two central questions for the practical application of
CBM-W, which we will address in the planned paper, are:
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(1) Which factors contribute to intraindividual variability in
CBM-W, and to what extent?

(2) Under which minimum measurement conditions does
CBM-W achieve sufficient reliability for relative and
absolute decisions?

The following hypotheses precede the data analyses:

(1) In grade 3, prompts play a larger role, meaning that the
facet story starter explains more variance than in grade 6.
These differences are likely related to the fact that grade 3
children have less extensive vocabularies for certain topics
and less world knowledge than grade 6 children. This,
in turn, results in the younger children producing less
text volume as they spend more time finding words and
generating ideas. Thus, vocabulary size and vocabulary
quality are likely to have less impact on the test score
achieved as children get older.

(2) Increasing writing time from 3 to 5 min positively affects
measurement reliability at both grade levels, as reflected in
higher G- and D-coefficients. In grade 6, this effect is even
more positive since existing studies indicate that in lower
grades, shorter writing samples are sufficient for reliable
values, whereas, in higher grades, a longer writing time is
appropriate to achieve adequate values.

(3) Based on the observation that many children’s achieved
scores vary between measurement time points, it can be
assumed that the D-coefficients differ significantly from
the G-coefficients.

MATERIALS AND METHODS

Participants
Written expression curriculum-based measurement was
conducted with a sample of third (N = 128) and sixth (N = 118)
grade German-speaking students. Nine third grade classes and
seven sixth grades classes from nine different schools participated
in the study. The participating schools were spread over the
German-speaking part of the canton of Fribourg (CH). Schools
from both rural and urban areas participated in the study. The
sample consisted of 71 girls (55.5%) and 57 boys (44.5%) in grade
level 3 and 57 girls (48.3%) and 61 boys (51.7%) in grade level
6. A total of 119 students (48.4%) reported being multilingual,
with 163 participants (66.2%) describing German as their first
language. On average, the students were 8.8 years (SD 4.4) old in
grade 3 and 11.8 years (SD 5.0) in grade 6. The active consent of
the Education Directorate of the Canton of Fribourg, the school
administrators, the class teacher, the parents and the child was a
prerequisite for participation in the study.

Instrument
The instrument consists of five writing samples. The following
story starters were used: “Last week I was allowed to take my pet
to school when...”, “I never believed in magic until Luke at school
today...”, “While walking on the beach, I discovered a stranded
message in a bottle.”, “Finally it worked, I invented the machine
that...”, “My feet are lifting off the ground. I’m flying!”. These

five writing prompts were used in the same order for the third
and sixth grades.

Procedure
The data collection was part of a larger study of writing fluency
and its subcomponents.

Administration
The CBM-W samples were collected using a standardized
implementation guide by teachers in the participating classes
according to the usual standard for conducting CBM-W (Hosp
et al., 2016). Students were given a sheet with the pre-printed
story starter and lines to write on. They were told they had 1 min
to think and then 5 min to write a story. After writing for 3 min,
students were asked to mark with a cross the point to which they
had written up to that point. The test administrator checked for
accurate adherence to the time constraints. The students wrote
the five writing samples within one school week.

The evaluations of the tests were done by trained students
of special education. The training of the raters included an
introduction to the scoring methods and the joint evaluation of
several sample texts. There was the possibility to ask questions via
an online forum during the data evaluation, which was actively
used. No systematic checks were made to see if raters agreed with
each other. In many other studies on writing assessment, training
continues until high interrater reliability is ensured. Error
variance attributable to the facet rater can thus be significantly
reduced. The procedure chosen here realistically corresponds to
the conditions under which CBM-W is implemented in school
practice. The influence of the rater is presumably higher in
school than in controlled studies, where many hours of rater
training time are invested (Allen et al., 2019). Kim et al. (2017)
also discuss that in a study examining factors influencing the
reliability of a measurement method, it is preferable not to ensure
a predetermined level of agreement between raters because the
goal is to survey the influence of the facet rater under training
conditions that are realistic in practice.

Scoring
This article focuses on four scoring methods: TWW, CWS,
CIWS, and %CWS. These scoring methods include production-
dependent measures (TWW, CWS), production-independent
accuracy measures (%CWS) and accurate-production indices
(CIWS) (Malecki and Jewell, 2003; Jewell and Malecki, 2005):

• Total Words Written (TWW): The number of written
words separated by another by a space is counted.
The words do not have to be spelled correctly
(Espin et al., 2000).

• CWS: Fuchs and Fuchs (2007, 12) define CWS as follows:
“A correct word sequence is one that contains any
two adjacent, correctly spelled words that are acceptable
within the context of the same to a native (English)
speaker. The term ‘acceptable’ means that a native speaker
would judge the word sequences as syntactically and
semantically correct.” Thus, the orthographic, semantic,
and grammatical fit of what is written is assessed when
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evaluating writing sequences. Correct writing sequences are
marked with a carat between the two words. The evaluation
of correct punctuation in English includes only the correct
capital letter at the beginning of the sentence and the
correct end mark at the end of the sentence. In German,
we also evaluate the presence of necessary commas but not
literal speech marks. In addition, it should be noted that in
German, all nouns are capitalized, so capitalization is more
complex than in English.

• Correct Minus Incorrect Writing Sequences (CIWS):
Analogous to the correct writing sequences, incorrect
writing sequences can also be evaluated. Between two words
or a word and a punctuation mark, an incorrect sequence
is then marked using an inverted carat if at least one of
the two is incorrect in terms of orthography, semantics,
or syntax. Missing elements (words or punctuation marks)
in the present study were marked by two consecutive
incorrect sequences. Subtracting the incorrect sequences
from the correct ones yields an accurate production
index, which incorporates writing fluency and accuracy
(Jewell and Malecki, 2005).

• Percentage of Correct Writing Sequences (%CWS): This
method – calculated as the percentage of correct sequences
from the sum of correct and incorrect sequences – is
independent of the amount of text written and is therefore
considered a measure of accuracy (McMaster and Espin,
2007).

It should be noted that not every scoring method has proven
to be equally reliable and valid at every grade level. While TWW
is more suitable for younger students at the beginning of writing
acquisition, CWS and CIWS are recommended for use around
the third-grade level, but certainly for older students (McMaster
and Espin, 2007; Saddler and Asaro-Saddler, 2013; McMaster
et al., 2017; Romig et al., 2017; Payan et al., 2019).

Data Analysis
The statistical tests include analyses within the framework of
G-theory (G-studies, D-studies). All calculations were performed
separately for the third and the sixth grade for TWW, CWS,
CIWS, and %CWS. The analyses were performed with the
software G-String VI (Bloch and Norman, 2021)3, which is
a graphical user interface for the operation of urGENOVA
(Brennan, 2001). In the generalizability studies (G-studies),
variance components were estimated for main and interaction
effects of the facets student (facet of differentiation; between
student differences), rater (differences across raters), and story
starter (differences in performance across writing prompts). The
resulting two-facet design is not fully crossed because the facet
student is nested in raters.

Furthermore, it should be noted that the texts were assigned to
the raters by class. This methodological aspect will be addressed
in more detail in the discussion, but it is already mentioned here
to better understand the data. The facet rater thus also includes
the differences between different classes, which is why this facet
is labeled rater/class in the results tables.

3https://github.com/G-String-Legacy/G_String/releases/tag/1.0.1/gstring_25.jar

The G-studies are calculated separately for the scoring
methods TWW, CWS, and CIWS for 3 and 5 min of writing.
Studies that also integrate duration of assessment as a facet
must always collect student performance per minute (e.g., words
read correctly per minute, math problems solved correctly per
minute), since otherwise, the variance explained is simply a sign
of more items solved in more time [see, e.g., Christ et al. (2005)
and Keller-Margulis et al. (2016a)]. However, in the current study,
student performance was not recorded after every minute but
only after 3 vs. 5 min. The only scoring method for which time
(differences in writing performance due to writing time) can be
integrated as a facet in the G-study is the production-independent
scoring procedure %CWS. This results in a three-facet design
with the corresponding interactions.

In G-theory, negative variance components may occur. If
these are small, they are usually set to zero (Stumpp and
Großmann, 2009; Bloch and Norman, 2012; Briesch et al., 2014).
In the present study, negative variance components are replaced
by zero following this suggestion but are marked in the tables
(∗). To address research question 2, decision studies (D-studies)
were subsequently conducted in G-string. These indicate how
generalizability and dependability coefficients change when the
measurement conditions vary (Briesch et al., 2014). Reported are
both types of coefficients for one to five writing samples with 3-
or 5-min writing time.

RESULTS

The descriptive results for all scoring methods and both grade
levels are shown in Table 1. There is an increase in mean
performance between the 3rd and 6th-grade levels for all scoring
methods and through the increase in writing time.

Results of the G-Studies
The G-studies addressed the question of which factors contribute
to the variability of the evaluated scoring methods and to what
extent. Table 2 documents the variance components for TWW,
CWS, and CIWS in grades 3 and 6 for 5-min writing samples.
The corresponding results for 3-min writing samples are similar
to those presented here. They can be found in Supplementary
Table 1. Obviously, the facet student explains the most variance
for all scoring methods in the third and sixth grades. For 5-
min writing samples, between 45% (CWS grade 3) and 64%
(CIWS grade 6) turn out to be between-student differences.
The rater/class facet also explains a significant portion of the
variance, between 7 and 24%. The influence of story starter and
the interaction story starter × rater is extremely small in both
grade levels and across all scoring methods, with a maximum of
3% variance explanation. Residual variance (i.e., non-systematic
error) amounts to between 20 and 43%, whereby CIWS in grade
3 stands out due to a high proportion of error variance.

In the G-study for %CWS, time was included as a facet. Table 3
shows that also, in this case, the facet of differentiation (student)
explains a considerable proportion of the variance: about 35% for
3rd grade and 60% for 6th grade. Duration of Assessment (time)
does not explain any variance at either grade level (0.02% each),
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TABLE 1 | Descriptive statistics (M and SD).

Grade 3 Grade 6

3 min 5 min 3 min 5 min

M SD M SD M SD M SD

Probe 1 TWW 15.79 7.59 27.87 11.90 31.17 10.49 52.71 16.60

CWS 7.02 4.81 12.60 7.61 24.29 10.68 40.44 17.61

CIWS −4.32 7.29 −7.15 11.15 12.09 14.66 19.34 23.84

% CWS 39.29 18.53 39.00 15.86 65.70 17.91 64.82 16.99

Probe 2 TWW 18.96 8.02 31.52 13.22 32.29 11.74 53.15 18.86

CWS 8.98 5.85 14.35 8.40 25.48 12.80 41.97 20.87

CIWS −4.31 8.98 −8.31 13.68 12.83 16.27 21.39 25.69

% CWS 40.65 19.73 40.10 18.02 65.35 18.26 64.98 16.90

Probe 3 TWW 19.77 8.80 33.73 13.41 34.43 11.50 56.97 18.33

CWS 9.56 5.99 15.54 9.12 27.30 12.47 44.85 20.67

CIWS −3.91 9.33 −8.35 14.95 14.37 17.11 23.00 28.00

% CWS 42.61 19.98 40.34 17.26 67.14 18.36 65.96 17.65

Probe 4 TWW 19.30 9.02 33.60 14.16 34.28 13.90 57.96 20.78

CWS 8.54 6.06 15.02 9.75 26.42 13.59 44.64 21.03

CIWS −5.70 9.30 −9.45 14.98 12.95 17.78 21.63 27.25

% CWS 36.71 19.63 37.88 18.31 65.45 20.69 64.80 18.80

Probe 5 TWW 20.22 9.51 35.05 15.12 35.26 13.27 59.80 20.34

CWS 10.10 6.99 16.59 10.85 27.48 13.68 46.89 22.19

CIWS −3.79 9.05 −8.54 14.60 13.46 17.72 22.86 29.60

% CWS 41.50 19.57 39.60 17.17 64.80 19.24 64.51 18.93

TABLE 2 | Results of the G-studies for 5-min writing samples for TWW, CWS, and CIWS.

Grade 3 Grade 6

Facet s2 % s2 s2 % s2

Results for TWW

Rater/Class 48.33 24.78 46.36 12.46

Student (nested in Rater/Class) 96.35 49.41 213.38 57.36

Story starter 6.72 3.44 9.02 2.42

Rater/Class × Story starter 3.38 1.73 6.70 1.80

Residual 40.31 20.67 97.05 26.08

Total 195.09 100.03 372.51 100.12

Results for CWS

Rater/Class 19.37 22.26 79.01 18.40

Student (nested in Rater/Class) 39.99 45.96 253.22 58.97

Story starter 2.08 2.39 5.84 1.36

Rater/Class × Story starter 0.49 0.56 1.57 0.37

Residual 26.04 29.93 89.74 20.90

Total 87.97 101.10 429.38 100.00

Results for CIWS

Rater/Class 13.61 7.08 93.97 12.87

Student (nested in Rater/Class) 92.94 48.32 472.02 64.63

Story starter −0.39 0.00 1 0.14

Rater/Class × Story starter 2.16 1.12 −1.48 0*

Residual 83.64 43.48 163.36 22.37

Total 192.35 100.00 730.35 100.00

*Negative variance components were set to zero. The sum may differ from 100 due to rounding.
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nor does Story Starter. Particularly informative for %CWS is the
Student × Story starter interaction, which contributes most to
variance explanation for 3rd grade (44%) and still accounts for
25% for 6th grade.

Results of the D-Studies
When addressing the question “with how many writing
samples of which duration and with which scoring procedures
does CBM-W achieve sufficient reliability for relative and
absolute decisions?” we arrived at different answers for the
two investigated grade levels: The results indicate that for the
6th-grade level, more complex scoring measures are indicated
for relative decisions, but for the 3rd-grade level already the
production measure TWW, measured by two writing samples
of 5 min, is sufficient to exceed the threshold for low-stakes
decisions of 0.80 (Table 4). Also, for CWS, three 5-min writing
samples for the 3rd grade reach the value of 0.82, while CIWS
and %CWS turn out to be inappropriate for this grade level. The
situation is different at the 6th-grade level: for %CWS two 5-min
writing samples reach 0.81, for CIWS and CWS already, two 3-
min writing samples also reach 0.81, and for TWW, two 5-min
writing samples are indicated. If one sets a stricter threshold of
0.90 for high-stakes decisions, it can be reached for students in
grade level 3 only from four 5-min writing samples for TWW.
In grade 6, the most time-efficient approach for achieving a
relative reliability coefficient >0.90 would be to collect four 3-min
samples using CWS or CIWS. Thus, while for relative decisions,
procedures can be identified that are sufficiently reliable for
making pedagogical decisions, this is not true for absolute
decisions: only in one case is a benchmark of 0.80 reached for
low-stakes decisions, and that is at the 6th-grade level for four 3-
or 5-min writing samples.

DISCUSSION

Procedures for universal screenings and progress monitoring
pursue the goal of reliably and validly recording and
documenting the individual learning developments of students
over time economically. For this purpose, they require parallel
tests that show high stability and consistent within-student
performance over time. Observations from a previous study on
CBM-W (Winkes and Schaller, 2022) revealed, in contrast to this
requirement, significant intraindividual variability in the writing
performance of German-speaking primary school children over
a short-term data collection period. In the present study, we
chose generalizability theory as the methodological framework
both to address the question of the big sources of variability
for CBM-W and to investigate the effects of this variability
on the reliability of CBM-W in terms of relative (rank order)
and absolute (criterion-referenced) decisions under different
measurement conditions.

So, what are the major sources of variability in CBM-W?
On the positive side, a substantial portion of variance can be
attributed to students (between student differences), ranging
from 36 to 65%, depending on grade level and scoring measures.
In grade three, student variance explanation is lower than in

grade six, where children explain about 60% of the variance for
all scoring methods. For the G-studies without the time facet, the
second-largest source of variance is unsystematic error variance
(20–43%), followed by rater/class (7–25%). For the production-
independent scoring method %CWS, assessment duration could
be integrated as an additional facet in the G-study. Here, student-
story starter-interaction emerges as the main source of variability
in grade 3 (44%), ahead of between-student differences (35%). For
sixth-graders, the variance explained by student × story starter
was much lower, but still 25%. It is also revealing which factors
do not turn out to be a big source of variability, which is the case
for story starters, for example. Thus, the very small differences
between grade 3 and grade 6 are not significant, and hypothesis 1
(story starter has a more important role in grade 3 than in grade
6) could not be confirmed.

Hypothesis 2 assumed that increasing the writing time would
positively affect the G- and D- coefficients. This hypothesis
is supported, but the differences in the reliability coefficients
between 3 and 5 min writing times are small in many cases. As
predicted in hypothesis 3, the D-coefficients, on the other hand,
deviates significantly from the G-coefficients. While between two
and four writing samples are sufficient for relative decisions to
exceed the threshold of 0.80, it is not reached by the D-coefficients
for absolute decisions with one single exception (%CWS in 6th
grade with four texts).

Which Sources of Variability Can Be
Optimized for Written Expression
Curriculum-Based Measurement?
Compared to other performance domains, assessments in the
area of writing generally suggest an increased intraindividual
variability. This is probably due in part to the complex cognitive
demands of the writing process and in part to the open-ended
tasks used in writing assessments (Kent and Wanzek, 2016;
Ritchey et al., 2016). In the present study, approximately 60% of
the variance was explained by students for all scoring methods for
sixth-grade children and somewhat less for third graders. Other
studies that examined children’s writing performance using
generalizability theory, using conventional evaluation methods
(e.g., holistic or analytic teacher ratings), consistently found lower
variance explained by the facet “person” [e.g., 10% in the study
of Bouwer et al. (2015); 38–46% in the study of Graham et al.
(2016) and 23–48% in the study of Schoonen (2012)]. Thus, in
this respect, CBM-W is not inferior to other forms of writing
assessments, also indicated by Kim et al. (2017).

The role of the writing prompt has been investigated for
CBM-W primarily in the context of studies of parallel test
reliability. However, these studies are less informative when an
idiographic frame of comparison is applied, as is the case for
progress monitoring (Christ and Hintze, 2007; Christ et al., 2016).
That is why G-theory can make a relevant contribution here
as an alternative to CTT. The analyses of variance within the
G-studies presented indicate that story starters as a facet hardly
explain variance. This finding is congruent with existing studies
of writing that used G-theory (Schoonen, 2012; Keller-Margulis
et al., 2016a; Wilson et al., 2019). This result may be considered
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TABLE 3 | Results of the G-study for %CWS with time as a facet.

Grade 3 Grade 6

Facet s2 % s2 s2 % s2

Rater/Class 26.46 7.62 23.17 6.77

Student (nested in Rater/Class) 124.34 35.83 207.90 60.78

Story starter 0.81 0.23 −0.57 0*

Time 0.08 0.02 0.22 0.02

Rater/Class × Story starter 0.90 0.25 2.10 0.61

Rater/Class × Time 0.21 0.06 −0.08 0*

Student × Story starter 153.02 44.09 86.36 25.25

Student × Time −1.36 0* 0.49 0.14

Story starter × Time 0.61 0.17 −0.16 0*

Rater/Class × Story starter × Time 0.08 0.02 0.032 0.09

Residual 40.50 11.67 22.14 6.47

Total 347.01 99.96 342.70 100.13

*Negative variance components were set to zero. The sum may differ from 100 due to rounding.

positive in terms of the practical utility of CBM-W in that as many
different story starters as desired can be used by teachers. The
story starters do not differ systematically in terms of difficulty.

However, of great practical importance for using CBM-W is
the interaction between student and story starter which proved
to be a large source of variability when estimating the variance
components for the scoring method %CWS. It explained 44%
of the variance for the younger children (grade 3) and still 25%
for the older children (grade 6). This result is in line with other
studies on writing assessment, in which this effect also explained
a very significant part of the variance (Schoonen, 2012; Bouwer
et al., 2015; Graham et al., 2016). The question arises whether
this effect in the mentioned studies is due to the combination
of tasks of different genres or whether it also exists within one
genre. Bouwer et al. (2015) used 12 texts (3 texts in each of
four different genres), which were written at three different data
collection points. They were able to show that generalizability of
children’s writing performance between different genres is not
warranted (see also Graham et al., 2016). Writing assessments
must therefore either include multiple texts of different genres or
the interpretation of their results must be narrowed specifically
to the genre used. However, the person × task interaction effect
persists even within the same genre, as demonstrated by both
Bouwer et al. (2015) and Kim et al. (2017). Specific to CBM-
W, results to date have been inconsistent. While Kim et al.
(2017) documented a large student × task interaction (both
within the narrative genre and within expository genre), one
did not occur in Keller-Margulis et al. (2016a). Our results
support the assumption that it is not the individual story starters
per se that contribute to variability but rather that children
respond differently to tasks. As a possible explanation, it has been
suggested that children’s background knowledge and experiences
differ concerning different writing tasks (Schoonen, 2005; Kim
et al., 2017). Since CBM story starters are usually designed to
accommodate the child’s background experience (Hosp et al.,
2016), this reasoning is not completely convincing. The story
starters are very open in their formulations and allow the
students to make associations in different directions, which is

why the world and background knowledge in a specific area
should hardly carry any weight, especially since the content
of the story is not the subject of the evaluation, but purely
formal linguistic aspects are assessed. Therefore, supplementary
explanations for the marked interaction effect between a person
and a story starter should be considered. We suspect that,
especially for younger children, the specific conditions of the
writing assessments might have a significant influence, such as the
time of day (morning, afternoon), whether the texts were written
before or after recess, and which subjects were taught before,
and so on. Furthermore, in the writing domain, motivational
processes are considered to be of great importance. It is expected
that children’s personal and situational interests may vary with
different writing stimuli and on different occasions (Troia et al.,
2012). The influence of external conditions (e.g., time of day)
could be included as an additional facet in future studies to verify
this hypothesis.

For methodological reasons, the duration of the writing
sample could only be integrated into the G-studies for %CWS.
It did not explain any variance here, which is also consistent with
the results of Keller-Margulis et al. (2016a), who investigated the
influence of this facet on the generalizability of CBM-W more
systematically. Thus, in the grade levels studied here, there is no
evidence that intraindividual variability in the context of CBM-
W is caused by the shortness of the writing sample and could
be substantially reduced by longer writing samples. As described
above, however, the duration of assessment could play a role in
older students’ writing (Weissenburger and Espin, 2005; Espin
et al., 2008; Campbell et al., 2013).

Discussing the role of the rater is difficult for the current study
because the raters were assigned by class and thus confounded
with class (see below). Both together turn out to be variance
components with a significant influence, explaining up to 25%
of the variance. Whether differences between raters or between
the performance of different classes in different schools manifest
themselves here cannot be decided based on the present results
and should thus be addressed in further research. However, we
cannot exclude – also due to the somewhat more complex scoring
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TABLE 4 | Results of the D-studies for TWW, CWS, CIWS, and %CWS.

Reliability coefficients for TWW

Relative decisions (G-coefficient) Absolute decisions (D-coefficient)

Grade n probes 3 min 5 min 3 min 5 min

3 1 0.62 0.71 0.46 0.49
2 0.76 0.82 0.55 0.57
3 0.83 0.88 0.59 0.60
4 0.86 0.91 0.62 0.61
5 0.89 0.92 0.63 0.62

6 1 0.63 0.69 0.50 0.57
2 0.77 0.81 0.61 0.67
3 0.84 0.87 0.66 0.72
4 0.87 0.90 0.68 0.74
5 0.89 0.92 0.70 0.76

Reliability coefficients for CWS

Relative decisions (G-coefficient) Absolute decisions (D-coefficient)

Grade n probes 3 min 5 min 3 min 5 min

3 1 0.52 0.61 0.40 0.45
2 0.68 0.75 0.51 0.54
3 0.77 0.82 0.56 0.58
4 0.81 0.86 0.58 0.60
5 0.84 0.88 0.60 0.61

6 1 0.68 0.74 0.53 0.59
2 0.81 0.85 0.62 0.66
3 0.87 0.89 0.65 0.69
4 0.90 0.92 0.67 0.71
5 0.92 0.93 0.68 0.72

Reliability coefficients for CIWS

Relative decisions (G-coefficient) Absolute decisions (D-coefficient)

Grade n probes 3 min 5 min 3 min 5 min

3 1 0.42 0.53 0.40 0.48
2 0.59 0.69 0.55 0.62
3 0.68 0.77 0.64 0.69
4 0.74 0.82 0.69 0.73
5 0.78 0.85 0.73 0.75

6 1 0.68 0.74 0.60 0.65
2 0.81 0.85 0.70 0.73
3 0.87 0.90 0.74 0.76
4 0.90 0.92 0.76 0.78
5 0.92 0.94 0.77 0.79

Reliability coefficients for %CWS

Relative decisions (G-coefficient) Absolute decisions (D-coefficient)

Grade n probes 3 min 5 min 3 min 5 min

3 1 0.39 0.42 0.36 0.38
2 0.56 0.59 0.50 0.52
3 0.66 0.68 0.57 0.59
4 0.72 0.74 0.62 0.64
5 0.76 0.78 0.65 0.67

6 1 0.66 0.68 0.61 0.63
2 0.79 0.81 0.72 0.74
3 0.85 0.86 0.77 0.79
4 0.88 0.89 0.80 0.81
5 0.90 0.91 0.82 0.83
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rules for CBM-W in German – that the person evaluating has a
relevant impact on the accuracy of the measurements.

Implications for the Use of Written
Expression Curriculum-Based
Measurement as a Screening and
Progress Monitoring Tool
Conclusions for the use of CBM-W in practice can be drawn
primarily from the D-studies. It should be noted that these only
shed light on the aspect of reliability and must be supplemented
for an overall conclusion by findings on the validity of the various
scoring methods in different grades (McMaster and Espin, 2007;
Romig et al., 2017). If we look only at the reliability results, we
should distinguish between the use of CBM-W in the context
of universal screenings and progress monitoring. These are two
quite different tasks, but ideally, CBM-W should be suitable for
both purposes (Payan et al., 2019).

Screenings whose goal is to identify the weakest writers in a
group (Dunn, 2020) are typical contexts for relative decisions
based on subjects’ rankings. For this reason, G-coefficients are
informative here if the group (e.g., class or students at the same
level) rather than an external benchmark is used as a reference.
It has already been shown in previous studies that the standard
procedure, namely the collection of a single writing sample of
3 min, is not suitable to achieve sufficient reliability >0.80 (or
even >0.90) (Keller-Margulis et al., 2021). Rather, depending
on the grade level and scoring method, the evaluation of two
to four 3-min writing samples is necessary for this purpose.
Increasing the writing time leads in some constellations to the
fact that fewer writing samples must be collected, but the total
effort does not necessarily decrease. For example, in grade 3,
relative reliability >0.80 is achieved with CWS by four 3-min
samples (=12 min of writing time) or by three 5-min samples
(=15 min of writing time). Accordingly, the feasibility and time-
consuming nature of CBM-W as a universal screening tool is the
main reason CBM-W is rarely implemented in practice (Payan
et al., 2019). On the other hand, it must be stated that there
are currently no alternatives for economical, reliable, and valid
procedures to detect at-risk children in the area of writing in
the context of universal screenings (Saddler and Asaro-Saddler,
2013). This underlines the need to understand more precisely
the factors influencing the measurement accuracy of CBM-W
and thus be able to optimize the procedure. Also, it should be
reconsidered whether feasibility could be improved by reducing
the frequency of screenings. It is recommended to conduct a
writing screening three times a year with all students (Hosp et al.,
2016; Traga Philippakos and FitzPatrick, 2018). However, Keller-
Margulis et al. (2016a) found little within-year variance in student
growth across different measurement points in the year in their
study and therefore suggest limiting oneself to a single screening
per year in the fall.

G-Theory provides an additional reliability coefficient in
the form of the dependability coefficient. The D-coefficient
focuses on the level of performance, regardless of rank. It is
thus preferable for progress monitoring, in which students are
compared with their performance over time (Fan and Hansmann,

2015). Concerning this intended use of CBM-W, we can conclude
that the present analyses indicate that CBM-W is not sufficiently
reliable – at least in German and in the grade levels studied – to
be recommended for progress monitoring. For a single writing
sample of 5 min duration, the highest D-coefficient in level 3 is
0.49 (TWW), and in grade 6 is 0.65 (CIWS) and fails to achieve a
reliability >0.80. Even by using multiple writing samples – which
would be impractical for weekly assessments anyway – only one
case (%CWS in grade 6 with four measurements of 3 or 5 min
each) succeeds in achieving sufficient reliability. This result is, in
fact, disappointing, but it reflects well our initial observation.

Limitations and Future Research
Finally, some methodological aspects should be discussed, which
can be optimized in future studies by simple modifications.
Reference has already been made to assigning children’s texts to
the raters, which leads to difficulties in interpreting the results.
Texts were distributed to raters class by class. As a result, the
facet “rater” is mixed with the factor class, and it is impossible
to separate both factors’ influence. Puranik et al. (2014) found
significant differences between classes in writing instruction and
the amount of time students spent on school writing activities
in a study of kindergarten classes. This was reflected in a high
variation in spelling and writing skills at the class level. This
study also raises the possibility of a substantial influence of the
“class” level on student performance. In future studies, children’s
texts should not be presented to raters on a class-by-class basis
but should be randomized. Moreover, Bloch and Norman (2012)
point out that it is also problematic when the same rater is
involved in multiple subject ratings because rater variance is
confounded with subject variance. Thus, if G-theory is used in
the context of CBM, where there are usually always multiple
samples of student performance, then randomization between
tests and raters should continue consistently so that different
raters evaluate different samples of a child.

A second possibility for optimization concerns the facet time.
Only by including this facet in the %CWS method could the
interesting interaction between student and story starter be
uncovered. To consider the writing time as a facet for the other
scoring methods, a marking in the text (or the change of pens)
would be necessary (Christ et al., 2005; Keller-Margulis et al.,
2016a) after every minute of writing time. Consideration of time
is also reasonable in future G-studies of CBM-W because we
still know too little about at what grade level and how great an
increase in writing time is beneficial and therefore indicated.
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In intervention research, single-case experimental designs are an important way to gain
insights into the causes of individual changes that yield high internal validity. They are
commonly applied to examine the effectiveness of classroom-based interventions to
reduce problem behavior in schools. At the same time, there is no consensus on good
design characteristics of single-case experimental designs when dealing with behavioral
problems in schools. Moreover, specific challenges arise concerning appropriate
approaches to analyzing behavioral data. Our study addresses the interplay between
the test power of piecewise regression analysis and important design specifications
of single-case research designs. Here, we focus on the influence of the following
specifications of single-case research designs: number of measurement times, the initial
frequency of the behavior, intervention effect, and data trend. We conducted a Monte-
Carlo study. First, simulated datasets were created with specific design conditions
based on reviews of published single-case intervention studies. Following, data were
analyzed using piecewise Poisson-regression models, and the influence of specific
design specifications on the test power was investigated. Our results indicate that
piecewise regressions have a high potential of adequately identifying the effects of
interventions for single-case studies. At the same time, test power is strongly related
to the specific design specifications of the single-case study: Few measurement times,
especially in phase A, and low initial frequencies of the behavior make it impossible
to detect even large intervention effects. Research designs with a high number of
measurement times show robust power. The insights gained are highly relevant for
researchers in the field, as decisions during the early stage of conceptualizing and
planning single-case experimental design studies may impact the chance to identify
an existing intervention effect during the research process correctly.

Keywords: single-case design, single case analysis, Monte-Carlo simulation, behavior problems, special
education, research design, single-case experimental design
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INTRODUCTION

While experimental group designs are the most common way of
testing educational and psychological research hypotheses,
single-case experimental designs (SCED) experienced a
renaissance over the last decades (Smith, 2012). In intervention
research, SCEDs are a vital way to gain insight into the causes of
individual changes that yield high internal validity (Kratochwill
et al., 2010; Shadish et al., 2015). Among others, SCEDs are
commonly applied to examine the effectiveness of classroom-
based interventions to reduce behavioral problems in schools.
Several literature reviews of SCED behavioral intervention
studies have been published in the past few years. For example,
Briesch and Briesch (2016) summarize the findings of single-case
research on 48 behavioral self-management intervention studies.
Soares et al. (2016) synthesized results of 28 single-case studies
focusing on the effect size of token economy use in classroom
settings. More recently, Moeyaert et al. (2021) summed up the
body of research on the effects of peer-tutoring on academic and
social-emotional outcomes and included 46 single-case studies.
Several additional examples of the application of SCED in similar
fields can be identified (e.g., Busacca et al., 2015; Harrison et al.,
2019). However, at the same time, there is no consensus on
good design characteristics of SCED when dealing with count
data. Moreover, specific challenges arise concerning appropriate
approaches to analyzing behavioral SCED data.

This paper aims to clarify these questions by specifying which
factors (hereafter design specifications) influence the chance (i.e.,
statistical test power) of detecting an intervention effect in a
single-case behavioral intervention study. In addition, based on
the results gained, we aim to provide recommendations for SCED
or at least to identify criteria for a researcher to consider when
planning a single-case study.

Design Recommendations for
Single-Case Studies
The most basic structure of a SCED consists of time series
measurements on one individual divided into two phases:
Continuous measurements occur before the start of a specific
event (phase A) and continuous measurements taken after the
event, e.g., the manipulation of an independent variable (phase
B). This design can be extended to numerous variations regarding
the number and order of phases (e.g., ABAB or AB1B2B3) based
on specific research questions and assumptions on the nature of
the behavior and the resulting data (Nock et al., 2007). Following
the experimental logic of counterfactual thinking, the data of
phase A serve as a reference for what would have happened
in phase B if no intervention had taken place. Therefore, the
level and development in phase B are compared to the level and
development in phase A.

Despite the usefulness and importance of such SCEDs in
applied research, researchers have to find common ground on
how many measurements and phases should be included in
SCED. Kratochwill et al. (2013) provide an overview of single-
case intervention research design standards developed by a panel
of experts in SCED methodology. However, these important

design recommendations include only very general design
specifications and do not consider the specific characteristics of
the measured feature (scaling and distribution). In contrast, we
hypothesize that recommendations should be different when the
measurements are count data (e.g., problem or error frequencies,
which are Poisson distributed) or standardized scales (e.g., T or Z
test scores, which are Gaussian distributed). We also hypothesize
that choosing a particular SCED design depends on several design
specifications (see Figure 1): the initial problem intensity at the
start of a study, the intervention effect’s expected strength (a level
or a slope effect), and an expected data trend.

Single-Case Data Analyses
In addition to the design specifications, we also need to determine
the method of data analysis since not all methods have the
same sensitivity (or power). If someone decides to base the data
analysis solely on visual inspection, one might recommend a
different design than if the data analysis is based on a piecewise
regression model.

Traditionally, single-case data have been analyzed through
visual analysis (Parker and Brossart, 2003). Specifically,
visual analysis is based on visual inspection of graphed
time-series data where patterns related to level, trend, and
overlapping/non-overlapping phases are evaluated to determine
intervention effects (e.g., Parker and Vannest, 2012). Critics
point out that visual analysis is overly subjective, vulnerable to
misinterpretations due to data trends or outliers, and has less
power (an increased type II error risk) compared to statistical
analyses (Greenwald, 1976; Jones et al., 1978; Keppel, 1982;
Matyas and Greenwood, 1990; Allison, 1992; Klapproth, 2018;
Wilbert et al., 2021). There is evidence that agreement among
multiple analysts and the consistency of their conclusions could
be increased by using systematic protocols (Maggin et al., 2013;
Wolfe et al., 2019).

Several statistical analysis techniques have been developed
to overcome these critics throughout the last decades, either
as a complement or a substitute for visual analysis. These
procedures comprise overlapping indices (see Parker and
Brossart, 2003) and “classical” statistical tests for comparing
differences between groups like Student’s t-tests and Mann-
Whitney U-tests. These approaches have both benefits and
significant limitations (e.g., not addressing autocorrelation and
the existence of a trend throughout the data). Consequently,
more complex statistical approaches have been applied to single-
case data. These primarily include regression-based accounts
(Huitema, 1986; Beretvas and Chung, 2008), randomization tests
(Edgington and Onghena, 2007; Dugard et al., 2012; Heyvaert
and Onghena, 2014), and mixed-effect models (Davis et al., 2013;
Shadish et al., 2013; Moeyaert et al., 2014). These approaches
address many of the former shortcomings like autocorrelation
and the existence of a trend throughout the data (piecewise-
regression models and randomization test), differentiate between
immediate and continuous effects of an intervention (piecewise
regression models), and allow the mutual analysis of several
SCEDs (mixed models).

Many criteria considered in visual analysis are included and
modeled in these more sophisticated statistical approaches (e.g.,
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FIGURE 1 | Design specifications potentially influencing the test power of single-case experimental designs (SCEDs).

immediate and evolving intervention effects, data trends, data
variability, complex phase contrasts). Other criteria specific to
visual inspection may have to be investigated in more detail so
they can be added to the statistical models explicitly (e.g., non-
linearity of effects, outliers, lagged onset of intervention effects).

It is not easy to decide which approach is the “best”
for analyzing single-case data. The underlying approaches
to data analyses and statistics are fundamentally different:
Piecewise regression analyses model data according to
a complex theoretic model about the structure of single
cases. Conversely, visual inspection relies on human
expertise, pattern recognition, and intuition while overlap
indices are targeted toward practitioners as an easy and
accessible way to calculate effect sizes to validate their
subjective judgment.

Based on the abovementioned arguments and studies,
we consider piecewise regression models as one potentially
appropriate and versatile approach among other alternatives.
Notwithstanding, applying regression-based analyses (piecewise
regression models and mixed models) comes with additional
questions about the adequate distribution for modeling the
dependent variable (more precisely, the error term) and the
proper link function. Most implementations of regression
analyses for SCED data are based on OLS estimators (e.g.,
Huitema and Mckean, 2000) or generalized models with ML
estimators based on Gaussian distributions (Ferron, 2002;
Beretvas and Chung, 2008). While these estimators are adequate
when the measured variable is continuous and normally
distributed (e.g., a score in a standardized math test), they are less
suitable for analyzing count data.

However, in single-case research, there are multiple types
of dependent measures including count or frequency data.
This is predominantly the case in SCEDs focusing on
behavioral problems in schools: the dependent variable is
often conceptualized as the frequency of a specific behavior
within a certain period (e.g., disruptive or aggressive behavior).
Frequencies are discrete numbers in nature; the Gaussian
distribution models continuous values. Furthermore, frequencies
can never be negative. Nevertheless, all negative numbers are
modeled with a certain probability in a Gaussian probability
density function. In line with this, Shadish and Sullivan (2011),
in their overview of published SCED studies, argue:

Of particular interest is the fact that nearly all outcome
variables were some forms of a count. Most parametric statistical
procedures assume that the outcome variable is normally
distributed. Counts are unlikely to meet that assumption and,
instead, may require other distributional assumptions. In some
cases, for example, the outcome is a simple count of the number
of behaviors emitted in a session of a fixed length, which has a
Poisson distribution (p. 979).

Binomial and Poisson distributions might be adequate
alternatives. Binomial distributions display the probability of
an outcome frequency given the number of events and the
probability of an outcome for each event. Therefore, they are
adequate for modeling count data and proportions (e.g., the
frequency of behaviors). In cases where the occurring number
of events is low, but the potential number of events is high,
Poisson distributions are a viable alternative. These distributions
depict a binomial distribution when the number of potential
events approximates infinity, and the expected frequency of an
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outcome (λ) is given. While a binomial distribution gives the
probabilities of frequencies in the case of a finite exact number
of possible occurrences, the Poisson distribution depicts the
expected frequencies of an outcome when the number of possible
occurrences approximates infinity. Such conditions are often
met when behavioral data are measured. Consider, for example,
a researcher investigating the occurrence of inappropriate
behavior. At its extreme, a student might show inappropriate
behavior at any second. At the same time, it is also realistically
possible that no inappropriate behavior occurs at all.

Despite these arguments, piecewise Poisson-regression
models are not widespread in SCED research. This depicts
a potential limitation to existing studies as effects might
not have been adequately identified as relying on flawed
distributional assumptions impacts the power of the chosen
analytical approach. In addition, the use of Poisson distributions
in regression models as means of analyzing SCED has not
been examined in detail. Insights into test power and alpha
error rate are lacking. However, such insights might yield
crucial additional information on the adequacy of the design
specifications of SCED.

Study Aims
The present paper aims to investigate the test power of piecewise
regression analyses for analyzing SCEDs with count data.
Thereby, we aim to address the impact of essential design
specifications of SCEDs on test power. More specifically, we
examine the influence of the following aspects on the test power:

(1) The initial frequency of the (problem) behavior,
(2) The strength of the intervention effect,
(3) The number of measurement times in phase A (baseline)

and phase B (intervention),
(4) The interaction between initial frequency, the strength of

the intervention effect, and the number of measurement
times,

(5) The interaction of the number of measurement times in
phase A and phase B, and the initial frequency of the
behavior,

(6) The presence of a trend in the data,
(7) The interaction of a trend in the data, the strength of the

intervention effect, and the number of measurement times.

Besides the test power, we will also report the alpha-error
probabilities (type I errors) for all investigated conditions. Our
regression approach will extend the piecewise regression model
proposed by Huitema and Mckean (2000) to include Poisson
distributed dependent variables. These insights might depict an
important orientation for deriving design principles of adequate
SCED in the context of behavioral data.

MATERIALS AND METHODS

To answer the research questions mentioned above, we set up
several Monte-Carlo simulation studies that focused on specific
design specifications of SCEDs. The general idea behind such
simulations is to generate a high number of random single-case

datasets with specified conditions (e.g., a specific intervention
effect). Afterward, these datasets are analyzed (here, using a
piecewise Poisson-regression model). Comparing the results of
each analysis to the initial setup of the random case generates four
results:

(1) True-positive: The initial setup contained an intervention
effect, and the analysis found a significant effect.

(2) True-negative: The initial setup did not contain an
intervention effect, and the analysis did not find a
significant effect.

(3) False-positive: The initial setup did not contain
an intervention effect, and the analysis found a
significant effect.

(4) False-negative: The initial setup did contain an
intervention effect, and the analysis did not find a
significant effect.

The proportion of true positive results is the power, and
the proportion of the false-positive results is the alpha error
probability of a test for the given design specifications.

Data Simulation Rationale
The data simulation followed the rationale elaborated below.
For any studies applying a Monte-Carlo approach, the validity
of the findings and their relevance to practice depend on
the characteristics of the data generated. Therefore, we paid
particular attention to aligning the simulated data, if reasonable,
with the reality of published SCED studies.

Phase Design
AB-Designs are the simplest form of a SCED comprised of a
baseline (phase A) and an intervention phase (phase B). At
the same time, AB depicts the building block for any multiple-
phase design, and the multiple baseline design (MBD) – the
most frequent SCED (Shadish et al., 2014). Therefore, we decided
to choose an AB design as the underlying phase design of
the simulated data.

Outcome Variable
We were particularly interested in analyzing intervention
studies in which a teacher or researcher attempts to reduce
a specific (problematic) behavior during classroom learning.
Here, the target behavior is captured through systematic direct
observations (e.g., Hintze et al., 2002; Lane and Ledford, 2014;
Ledford et al., 2018), which are the “most widely used outcomes
in single-case research” (Pustejovsky, 2018, p. 100). Thus, we used
Poisson-regression models. The simulated data should represent
count data (frequency of the observed behavior).

Initial Problem Behavior Frequency
Another potential factor influencing the test power and alpha-
error probability of the analyses is the frequency of the dependent
variable. The behavior of interest to the particular research
question may be scarce (e.g., self-harming behavior during class)
or widespread (e.g., disturbing behavior). Hence, the problem
behavior frequency depends on the behavior of interest and
the exact operationalization. Therefore, we decided to set up a
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simulation where we vary the expected problem intensity starting
with a low frequency of 5 to a high frequency of 30. These
frequencies follow the mean baseline frequencies of adverse
valence outcomes described in the overview of 303 published
SCEDs provided by Pustejovsky et al. (2019, p. 24). In simulations
where we did not focus on the relevance of behavior frequencies,
we chose an expected behavior frequency of 15.

Number of Measurement Times in Phase A
A certain proportion of published SCED studies include fewer
than three phase A measurement times (Pustejovsky et al.,
2019). This contradicts both current recommendations (e.g.,
Kratochwill et al., 2013) and the basic requirements of regression
methods. We simulated single-case data using a minimum of
three measurements per phase following usual conventions (e.g.,
Hitchcock et al., 2014). Further, Pustejovsky et al. (2019) found
that the number of phase A measurements was below 20 for
the overwhelming majority of SCED studies. Most studies had
between 2 and 15 phase A measurement times. Therefore, we
set up a simulation varying the length of phase A between 3
and 19 measurements. In line with Smith (2012), who found
an average of 10.2 phase A observations in their review of 400
published SCED studies, we used 10 phase A measurements for
the other simulations.

Number of Measurement Times in Phase B
In addition to varying phase A (baseline) lengths, the number
of measurement times in phase B (intervention) also varies, for
example, due to the number of sessions of an implemented
intervention. We, therefore, varied the number of measurement
times (the length) of phase B in one simulation. Usually, the
length of phase B exceeds the length of phase A. We took this
into account by setting the minimum length of phase B to 10
measurements and the maximum to 50. We set 20 phase B
measurements as a fixed value for the other simulations.

Intervention Effect
Another essential characteristic of SCED studies is the strength
of the intervention effect (i.e., the reduction of the problem
behavior). Most of the published research using SCEDs usually
reports quite significant effects; however, it needs to be considered
that this might also be due to a publication bias (Travers
et al., 2016; Dowdy et al., 2022). In addition, the majority
of the published SCED studies report different measures of
effect sizes (such as overlap indices). Only a few studies report
effect sizes associated with regression analysis. Therefore, it is
difficult to derive an expected “mean” intervention effect from
existing studies. We addressed this challenge by setting up
a simulation with varying intervention effects employing the
level effect between 20% and 80% problem reduction. We used
a reduction of the dependent variable by 50% for the other
simulations. In practice, behavior reductions of this magnitude
are considered substantial (Vannest and Sallese, 2021, p. 17). We
further assumed that, on average, no additional slope effect would
be present in the data, but we included a slope effect for each case
randomly drawn from a gaussian distribution with a mean of zero
and a standard deviation of 10% of the initial problem behavior

frequency. We considered that an intervention does not exactly
exert the same effects on every individual.

Trend Effect
Another common feature of single-case data is the presence
of a trend effect in the data. This trend indicates an overall
development in the problem behavior, which already appears
in phase A (baseline) and is independent of the intervention.
This trend might be positive (increasing the problematic
behavior frequency across time) or negative (reducing the
problematic behavior) and depends on many individual variables
(e.g., additional support from home; negative peer influence;
maturation). Therefore, we set up a simulation for positive and
negative trend effects by varying the trend’s strength between
a decrease of 60% to an increase of 60% of the problem
behavior frequency throughout all measurements. For all the
other simulations, we included a random trend effect for each
simulated single-case drawn from a gaussian distribution with
a mean of zero and a standard deviation of 10% of the initial
problem behavior.

Monte-Carlo Design
We conducted three simulations. Each simulation varied specific
SCED specifications.

For simulation 1, we varied the intervention effect (4
iterations: −0.2; −0.4; −0.6; −0.8), the number of measurement
times in phases A (9 iterations: 3, 5, 7, 9, 11, 13, 15, 17, 19), and
the number of measurement times in phase B (7 iterations: 10, 15,
20, 25, 30, 40, 50), resulting in 4× 9× 7 = 252 design conditions.

For simulation 2, we varied the initial frequency of the
behavior (6 iterations: 5; 10; 15, 20; 25; 30), the intervention
effect (4 iterations: −0.2; −0.4; −0.6; −0.8), and number of
measurement times (6 iterations: 15, 21, 27, 33, 39, 45 where
1/3 of the measurements belong to phase A and 2/3 to phase B),
resulting in 6× 4× 6 = 144 design conditions.

For simulation 3, we varied the initial frequency of the
behavior (6 iterations: 5; 10; 15, 20; 25; 30), the trend effect (5
iterations: −0.6; −0.4; 0; 0.4; 0.6), and number of measurement
times (6 iterations: 15, 21, 27, 33, 39, 45 where 1/3 of the
measurements belong to phase A and 2/3 to phase B), resulting
in 6× 5× 6 = 180 design conditions.

For each design condition within each simulation, 10,000
random single cases with the respective design specifications
were generated (the generation algorithm below). Each case
was analyzed with a piecewise Poisson-regression model (see
below). The proportion of significant intervention effects in these
analyzes is the test power for the respective attributes for that
design condition.

In a second step, another 10,000 random single-cases were
created for each design condition. This time, the intervention
effect was set to zero for all cases. Again, each case was analyzed
with a piecewise Poisson-regression model. The proportion of
significant intervention effects detected in these analyses is the
design condition’s alpha-error probability.

Preparatory tests have shown that we need a rather high
number of 10 000 cases per variant to achieve a stable estimate.
This is due to various random parameters and several interactions
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TABLE 1 | Overview of the parameter settings and iterations (runs) for the three simulations.

Parameter Simulation 1 Simulation 2 Simulation 3

Initial behavior frequency (start) 15 {5, 10, 15, 20, 25, 30} {5, 10, 15, 20, 25, 30}

Phase A and B length (MTA/MTB) MTA = {3, 5, 7, 9, 11, 13, 15,
17, 19} crossed1 with
MTB = {10, 15, 20, 25, 30, 40,
50}

MTA+B = {15, 21, 27, 33, 39,
45} with MTA = 1/3 and
MTB = 2/3 of the length.

MTA+B = {15, 21, 27, 33, 39,
45} with MTA = 1/3 and
MTB = 2/3 of the length.

Intervention effect (level) {−0.2, −0.4, −0.6, −0.8} {−0.2, −0.4, −0.6, −0.8} −0.5

Trend effect2 (trend) N (µ = 0, σ2
= 0.1× start

MTA+B
) N (µ = 0, σ2

= 0.1× start
MTA+B

) {−0.6, −0.4, 0, 0.4, 0.6} * start/
MTA+B

Slope effect3 (slope) N (µ = 0, σ2
= 0.1× start

MTB
) N (µ = 0, σ2

= 0.1× start
MTB

) N (µ = 0, σ2
= 0.1× start

MTB
)

Curly brackets depict iterations. 1Crossed means that each iteration in MTA is combined with each iteration in MTB. 2A trend effect is a continuous change of the
behavior frequency independent of the intervention effect and across all measurement times. 3A slope effect is a continuous change of the behavior frequency due to the
intervention and across Phase B.

that go into the data generation algorithm (see section “Results”
and Table 1).

The random cases were generated with the R package scan
(Wilbert and Lüke, 2022). The same package was used for
calculating the test power and alpha error probability. The source
code for all analyzes is available as an online supplement to
this paper1.

Data Generation Algorithm
Firstly, a random single-case was created by calculating the
expected behavior frequency (λ) for each measurement (i). The
formula adapts a piecewise-regression model for single cases:

λi = start + level × start × phasei + trend ×mti

+slope× phasei × (mti −MTA) (1)

where,
i = The index of a measurement.
start = The initial problem frequency at the start of the study.
phase = A variable with 0 for phase A and 1 for

phase B measurements.
level = The change of expected problem behavior frequency

due to the intervention (e.g.,−0.5 for a 50% reduction).
mt = The measurement time.
trend = A trend effect leading to a change in problem behavior

frequency for each measurement. Calculated by N (µ = 0, σ2
=

0.1× start
MTA+B

).
slope = A change of expected problem behavior frequency

for each measurement that starts with the onset of phase B. For
simulations 1 and 2 calculated by N (µ = 0, σ2

= 0.1× start
MTB

).
MTA = The number of measurement times of phase A.
Second, the observed values for each measurement y were

drawn from a Poisson distribution with the expected probability:

P(y;λ) =
e−λλy

y!
(2)

Depending on the respective aim of the simulation, start,
MTA, MTB (the total number of measurements – MTA), level, and
trend were varied.
1https://osf.io/ys3a9/

Figure 2 shows three corresponding examples of single cases.

Data Analyses Model
Each randomly generated case was re-analyzed with a piecewise
regression model (Huitema and Mckean, 2000) adapted for
Poisson distributed data:

log(yi) = β0 + β1mti + β2phasei + β3phasei(mti −MTA)+ ei
(3)

Table 2 shows an example of a piecewise Poisson-regression
analysis for the first example case of Figure 2. Here, the level
phase B effect is significant (B = −1.18, p < 0.01). As the
original construction algorithm for that single case entailed an
intervention effect, the result of this analysis is true-positive.

RESULTS

In the present study, we investigated how various specifications
of SCEDs affect the statistical power of regression-based analyses
assuming Poisson-distributed behavioral data. In addition, we
focused on those design parameters that we believe are most
frequently discussed and most likely to be influenced by
researchers when planning a SCED. All figures in this paper
are created with the software packages ggplot (Wickham,
2016) and scplot (Wilbert, 2022). All data and analyses are
reproducible and made available on the project page (see text
footnote 1).

Simulation 1: Intervention Effect and
Number of Measurement Times in
Phases A and B
First, we examined the statistical power as a function of the
intervention effect and the number of measurement times in
phases A and B. The initial frequency of the behavior is kept
constant, and the trend- and slope effect sizes are randomly
generated for each case with an expected value of zero (see
Table 1).

Figures 3A-D depict the power (blue lines) and alpha-error
probability (red lines) for all design conditions. The figures also
include lines marking the usually recommended minimal power
level of 80% and the maximum alpha-error probability of 5%.
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FIGURE 2 | Three random single cases based on exemplary design specifications.

TABLE 2 | Piecewise Poisson-regression table, for case 1 in Figure 2.

Parameter B 2.5% 97.5% SE t P

Intercept 2.73 2.38 3.05 0.17 15.81 < 0.01

Trend 0.01 −0.05 0.06 0.03 0.30 0.76

Level phase B −1.18 −1.65 −0.71 0.24 −4.93 < 0.01

Slope phase B 0.02 −0.04 0.08 0.03 0.65 0.52

X2(3) = 54.38; p < 0.001; AIC = 154.

The length of phase A is plotted on the x-axis (between 3 and
19). The shape of the dots describes the respective length of phase
B (between 10 and 50). The facets (Figures 3A-D) refer to the
strength of the intervention effect (between−0.2 and−0.8).

No relevant power is obtained for a small intervention effect
(20% reduction of the problem behavior) regardless of the
number of measurement times in phases A and B (Figure 3D).
With a reduction of problem behavior by 40% at the beginning
of phase B (Figure 3C), a significant power of more than 80%
is only achieved with a large number of measurement times;
more precisely, with 11 measurement times in phase A and ≥50
measurement times in phase B, as well as with 13 measurement
times or more in phase A and ≥40 measurement times in phase
B. If the intervention reduces the problem behavior by 60%
(Figure 3B), sufficient power is achieved with designs of ≥5
measurement times in phase A and ≥15 measurement times
in phase B, improving further with ≥11 measurement times in
phase A. For designs with ≤ 10 measurement times in phase B,
sufficient power is achieved only with ≥9 measurement times
in phase A. With an 80% reduction of the problem behavior

with the intervention’s start, statistical power is satisfactory
across all design conditions (Figure 3A). In particular, with
≥15 measurement times in phase B, the probability of detecting
an intervention effect is high regardless of the number of
measurement times in phase A.

The alpha-error probability is stable at 5% across all
design conditions.

Simulation 2: Initial Frequency of the
Behavior, Intervention Effect, and
Number of Measurement Times
Next, we consider the influence of the intervention effect size, the
initial behavior frequency, and the total length of the design (see
Table 1 for a list of all parameters in this simulation). Figure 4
shows the results and is analogous to Figure 3. The number of
measurement time points (1/3 phase A and 2/3 phase B) is plotted
on the x-axis (between 15 and 45). The shape of the dots describes
the strength of the intervention effect (between −0.2 and −0.8).
The facets (Figures 4A–F) refer to the initial frequency of the
behavior (between 5 and 30).

Both a very low initial behavior frequency and few
measurement times lead to poor test power. Regardless of the
other specifications of the design, small intervention effects
(20% reduction of problem behavior at the beginning of phase
B) cannot be detected reliably (Figures 4A-D, lines with
crosses).When the intervention reduces the target behavior by
40% (lines with squares), sufficient power is achieved only when
the initial behavior frequency and the number of measurement
times are high (≥20 initial behavior frequency and ≥33 MT;
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FIGURE 3 | Power and alpha error rates (line colour) for different intervention effect sizes (part) and measurement times per phase (dot shape and x-axis)
(simulation 1).

≥25 initial behavior frequency and ≥27 MT). Large intervention
effects such as an 80% reduction in problem behavior can
be reliably detected at initial behavior frequencies of ≥10.
For medium-level effects of the intervention (60% reduction;
Figure 4, lines with triangles), a sufficient power depends on
the combination of the other conditions: If the initial behavior
frequency is ≥20, sufficient power is reliably achieved. With ≥30
measurement time points, sufficient power is achieved even with
an initial frequency of 10 or 15. With an initial behavior frequency
of 5, on the other hand, even a large number of measurement
times no longer helps to achieve sufficient power.

The alpha-error probability is stable at 5% for all
design conditions.

Simulation 3: Initial Frequency of the
Behavior, Data Trend, and Number of
Measurement Times
Finally, we would like to consider in more detail the interplay of
the initial behavior frequency, the number of measurement times,
and the data trend (see Table 1 for a list of all parameters in this

simulation). Figure 5 depicts the results and is built analogous
to the previous figures. The number of measurement time points
(1/3 phase A and 2/3 phase B) is plotted on the x-axis (between 15
and 45). The shape of the dots describes the strength of the trend
effect (between −0.6 and 0.6). The facets (Figures 5A-F) refer to
the initial frequency of the behavior (between 5 and 30).

A data trend of 60% reduction in the problem behavior
frequency throughout the study (Figure 5, lines with circles)
strongly reduces the test power for all design conditions. Only
exceptionally high initial levels of the problem behavior (≥25)
and large numbers of measurement times (≥33; Figure 5E)
show a power level ≥80%. In cases with a weaker, negative
data trend (≥−40%), this problem is no longer observed
(lines with triangles), and the power is comparable to designs
without a trend.

The effect of the initial behavior frequency on the test power
described in section “Simulation 3: Initial Frequency of the
Behavior, Data Trend, and Number of Measurement Times” can
be similarly identified here: Only for designs with an initial
behavior frequency ≥15 sufficient power is achieved for most
cases. Especially in Figures 5C-E, the interaction between all
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FIGURE 4 | Power and alpha error probability (line colour) for different intervention effect sizes (dot shape), initial behavior frequency (part), and number of
measurement times (x-axis) (simulation 2).

three parameters becomes apparent: While sufficient power is
not achieved for designs with a substantial negative data trend,
the detection rate is acceptable for increasing (or stable) problem
behavior (≥0) and designs with≥27 measurement times. In cases
with a high initial behavior frequency (≥25; Figure 5E), the
power approaches 100% quite rapidly.

Again, the alpha-error probability is stable at 5% for all
design conditions.

DISCUSSION

The goal of the paper at hand was to shed light on the usefulness
of applying piecewise Poisson-regression models (in terms of
statistical power) to analyze single-case data under varying design

specifications. Specifically, we investigated the influence of phase
length, intervention effect size, initial frequency of the dependent
variable, and the size of a trend effect on test power.

Overall, the results of the conducted simulations indicate that
Poisson-regressions have a high potential of identifying (i.e.,
a test power of 80% or higher) intervention effects. However,
at the same time, the test power was low under specific
conditions. Hence, following our theoretical assumptions, test
power seems to be related to the specific design specifications
of the SCED study. The alpha-error probability was 5% for all
conditions, even with very strong trend effects. The insights
gained are highly relevant for researchers in the field, as design
decisions during the early stage of conceptualizing and planning
SCED studies might impact the overall potential of correctly
identifying an existing intervention effect. Our results might
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FIGURE 5 | Power and alpha error probability (line colour) for trend effects (dot shape), initial behavior frequency (part), and number of measurement times (x-axis)
(simulation 3).

guide researchers on crucial elements of SCEDs to prevent
unfavorable decisions.

In our study, the level effect of the intervention had a powerful
influence on statistical power. Strong effects, where the behavior
was reduced by 60% or higher, were correctly identified under
almost all conditions. However, the exact characteristics played a
crucial role when the intervention effects were medium or low.
Effects that were equivalent to a reduction of 20% could not be
correctly identified (independent of the design characteristics).
Prior knowledge about the intervention’s expected effect size
might help researchers make research design decisions that lead
to higher statistical power. However, such knowledge might not
be available for all kinds of interventions. Moreover, the expected
intervention effect is not something researchers have control
over. Therefore, the following discussion will primarily focus on

parameters that are at least under partial control of the researcher,
designing and conducting the study.

Initial Behavior Frequency
In contrast to the effect size, researchers can influence the
operationalization of the outcome variable. A dependent variable
can be operationalized differently, leading to different outcome
variable frequencies (e.g., a higher sampling rate or larger
observation intervals for each measurement time). This is an
asset for researchers as the results of our study indicate that the
outcome variable frequency has a substantial impact on statistical
power, too. Low initial behavior frequencies set high demands
on the number of measurement times required to correctly
identify effects (especially when the intervention effect is small)
or might even wholly prevent its identification (initial behavior
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frequency ≤ 5). Based on our results, we would recommend
targeting operationalizations that allow initial problem behavior
frequencies greater than 20. Such frequencies are in line with the
existing state of research in SCED (Pustejovsky et al., 2019).

Number of Measurement Times in
Phase A
The number of measurement times is one of the main design
elements of SCEDs that the investigator can influence. Our study
indicates that the length of phase A has a significant influence
on the resulting test power: Low numbers of measurement times
in phase A (≤7), which are common, hinder the identification
of even strong intervention effects (60% reduction). Nonetheless,
such low numbers of measurement times (e.g., 3) depict the
lower end of the recommendations in the relevant literature
(e.g., Kratochwill et al., 2013). This suggests that many published
single-case studies have low power due to a short phase A length.
It is better to prolong phase A than phase B in those cases.
This seems to be a particularly relevant finding, as researchers
might feel forced to begin an intervention (phase B) as quickly as
possible due to ethical (stressful classroom situation) or economic
(costs which come along with the extension of phase A) reasons.
However, our results emphasize the need to extend phase A
(even under challenging conditions) as the costs for a short
phase A might be the failure to identify a potentially helpful
intervention. Extending phase B cannot compensate for a low
number of measurement times in phase A. Based on our results,
we recommend at least nine measurement times during phase A
when the estimated intervention effect is an estimated reduction
of 60% or more. When the reduction is between 40% and 60%,
collect data for at least 15 measurement times in phase A and
extend phase B to at least 30 measurement times.

Number of Measurement Times in
Phase B
A similar pattern of results occurs when focusing on the number
of measurement times in phase B. Again, an increment in the
number of measurement times leads to an overall increase in
statistical power. However, the number of measurement times
in phase A and intervention effect size seem to be of higher
relevance (given a reasonable number of at least 15 measurements
in phase B). This implies that extending phase B does not
improve statistical power to a sufficient level if the number
of measurement times in phase A is too small. For smaller
intervention effects (i.e., a reduction of 40%), the length of
phase B seems of additional relevance when the length of
phase A increases.

Trend Effect
Depending on the situation, one can make assumptions about
the presence, intensity, and direction of a data trend (e.g., when
researchers receive information about the student’s development
prior to the study). In many situations, however, trend effects are
difficult to predict. Our results suggest that piecewise Poisson-
regressions are robust to the possible influence of trend effects
(i.e., the results showed no increased alpha error risk even

when very strong trend effects were prevalent). Nevertheless,
a strong negative trend effect (i.e., a reduction of 60% across
all measurements of a single case) affects test power. Since this
finding occurs mainly in situations where the initial frequency
of the behavior is low, a possible explanation could be a floor
effect (e.g., due to the data trend frequencies being so low that the
intervention effect cannot develop its full strength). Since trend
effects thus might play an important role in predicting test power,
it seems crucial to control for the presence of such effects during
data analysis. Here, the results of a piecewise regression analysis
might help detect a strong trend effect after the data collection.
Recognizing a data trend could subsequently serve as further
evidence for a potential limitation of test power.

The results of our study clearly emphasize the power
of piecewise Poisson-regressions in analyzing SCED studies.
Despite the usefulness of the chosen analytical approach,
it becomes clear that important design specifications must
be considered. Despite our efforts to derive some guiding
principles, it becomes clear that the test power depends on an
intricate interplay between various design specifications. What an
adequate single-case experimental design looks like depends on
the context, the type of intervention, and the behavior to address.
As with all other hypothesis-testing research designs, researchers
planning SCED studies should include power analyses in their
research planning. Factors such as the number of measurement
times or the precise operationalization of the dependent variable
can often be adjusted to improve the design of studies from the
very beginning. In addition, post hoc power analyses also help
to provide at least a rough estimate of the statistical power and
uncover the strength and caveats of a design. Based on our results,
it additionally becomes clear that the characteristics of SCEDs
that come along with high test power deviate from common
practice, especially regarding the number of measurement times.

Limitations
Despite the insights gained, the study at hand has some
limitations. First, our insights are limited to a specific scenario
(i.e., count data; an intervention aiming at a frequency
reduction), which cannot be generalized to all potential
scenarios that might occur in practice. Therefore, additional
simulation studies addressing other scenarios are recommended.
Specifically, our intervention effect only comprised a level effect
and no additional slope effect. However, a slope effect might
occur (depending on the interventional approach). Second, we
focused on AB designs as the essential ingredient of many SCED
variants. In research practice, AB designs only represent one
design among other SCEDs. Therefore, the validity of our results
is restricted to AB designs.

Implications for Analysis of Single-Case
Experimental Designs
We focused on the use of regression analysis in this study. Other
procedures exist to estimate phase differences in SCED data, such
as overlap indices or randomization tests. Our results are not
simply generalizable to these procedures. However, we would
argue that the power of these procedures is no higher than that
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of the regression analyses analyzed here. Thus, the requirements
for achieving sufficient power are likely to be even higher.
Fortunately, software packages are available today to calculate
exact power estimations for specific design specifications. All
analyses in this study have been calculated with the R package
scan (Wilbert and Lüke, 2022), which also allows for calculating
the power for different SCEDs (e.g., multiple baseline and
multiphase designs; gaussian or binomial distributed data) and
other methods of data analysis (e.g., randomization tests or
Tau-U).

Based on the result of our analyses, we would like
to recommend that researchers conduct a priori power
analysis for any SCED they are planning. If the intended
research design yields insufficient power (usually below
80%) or the alpha-error probability is too high (usually
above 5%), two optional modifications to the SCED can
increase the power of the design: (1) Increasing the
number of measurement times, especially in phase A (often
phase A is too short). (2) Implement a more sensitive
operationalization that increases the frequency of the dependent
variable (ideally to an initial frequency of at least 20). In
addition, conducting a multiple-baseline design with three
or more cases/situations or adding a second A and B
phase (withdrawal design) may also increase the statistical
power of the design.

Researchers cannot and will not always optimize decisions
regarding their specific research design in favor of statistical
power. Sometimes, the specific circumstances in which SCEDs
are applied prevent this (e.g., ethical reasons, opportunities
to implement an intervention in the institutional context).
Whenever possible, however, we consider it necessary for

research in SCEDs to take into account the test power and
alpha-error probability and, accordingly, to conduct only those
studies that can realistically detect an existing intervention effect.
We believe that it would be beneficial in the future to present
and demand considerations of statistical power for publications
reporting SCEDs as well.
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The current study examined the impact of the Good Behavior Game (GBG)

on the academic engagement (AE) and disruptive behavior (DB) of at-risk

students’ in a German inclusive primary school sample using behavioral

progress monitoring. A multiple baseline design across participants was

employed to evaluate the effects of the GBG on 35 primary school students

in seven classrooms from grade 1 to 3 (Mage = 8.01 years, SDage = 0.81 years).

The implementation of the GBG was randomly staggered by 2 weeks across

classrooms. Teacher-completed Direct Behavior Rating (DBR) was applied

to measure AE and DB. We used piecewise regression and a multilevel

extension to estimate the individual case-specific treatment effects as well

as the generalized effects across cases. Piecewise regressions for each

case showed significant immediate treatment effects for the majority of

participants (82.86%) for one or both outcome measures. The multilevel

approach revealed that the GBG improved at-risk students’ classroom

behaviors generally with a significant immediate treatment effect across

cases (for AE, B = 0.74, p < 0.001; for DB, B = –1.29, p < 0.001).

The moderation between intervention effectiveness and teacher ratings

of students’ risks for externalizing psychosocial problems was significant

for DB (B = –0.07, p = 0.047) but not for AE. Findings are consistent

with previous studies indicating that the GBG is an appropriate classroom-

based intervention for at-risk students and expand the literature regarding

differential effects for affected students. In addition, the study supports
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the relevance of behavioral progress monitoring and data-based decision-

making in inclusive schools in order to evaluate the effectiveness of the GBG

and, if necessary, to modify the intervention for individual students or the

whole group.

KEYWORDS

classroom behavior, good behavior game, multilevel analysis, piecewise regression,
single case design

Introduction

The national prevalence rates of mental health problems
in Germany indicate that approximately 17 to 20% of
schoolchildren demonstrate psychosocial problems (i.e.,
externalizing problems such as aggressive behavior or
hyperactivity, and internalizing problems such as depressiveness
or anxiety) with various degrees of severity (Barkmann and
Schulte-Markwort, 2012; Klipker et al., 2018). These problems
can negatively affect classroom behaviors and the social and
academic performance of individual students (Kauffman and
Landrum, 2012) and their peers (Barth et al., 2004). As the
majority of students with behavioral problems in Germany are
educated in inclusive schools without special education services
(Volpe et al., 2018), teachers need strategies to successfully
deal with their behavior problems, promote social-emotional
development, and continuously evaluate the effectiveness of the
implemented strategies.

Research reviews have demonstrated that group
contingencies such as the Good Behavior Game (GBG;
Barrish et al., 1969) are effective interventions for managing
externalizing behavior problems in general education
classrooms (Maggin et al., 2017; Fabiano and Pyle, 2019).
The GBG is an easy-to-use interdependent group contingency
intervention with extensive empirical support that utilizes
students’ mutual dependence to reduce problem behaviors and
to improve prosocial and academic behaviors (Flower et al.,
2014). The main features of this game are easily comprehensible
(Flower et al., 2014): (1) selecting goals and rules, (2) recording
rule violations, (3) explaining the rules of the game and
determining the rewards, (4) dividing the students in two or
more teams to play against each other, and (5) playing the
GBG for a specified amount of time. In the classic variant,
the team receives a mark (“foul”) when a team member
breaks a rule. At the end of the game, the team with the
fewest fouls wins. In multi-tiered-systems of support (MTSS;
Batsche, 2014), the GBG is typically integrated in regular
classroom instruction in tier 1 as a part of a proactive classroom
management approach (Simonsen and Myers, 2015). When
the GBG is played in conjunction with behavioral progress
monitoring, this combination provides an appropriate way to
facilitate data-based decision-making in supporting students
at risks for emotional and behavioral disorders (EBD) within

a MTSS: If an individual student does not respond to the
GBG, this information can be used to decide whether further
interventions should be added in tier 2 (Donaldson et al.,
2017). In Germany, evidence-based practice within MTSS is
still in its infancy (e.g., Voß et al., 2016; Hanisch et al., 2019);
this also applies to globally known interventions such as the
GBG and data-based decision-making based on behavioral
progress monitoring. Given the potential benefits of the GBG
for students with or at risk for EBD, additional information is
needed on its impact and suitability in a German population.

Evidence base of the good behavior
game

For group design studies in general, the GBG meta-
analysis by Flower et al. (2014) indicated moderate effects
(Cohen’s d = 0.50) on problem behaviors (e.g., aggression,
off-task behavior, and talking out), whereas the meta-analysis
of randomized-controlled trials of the GBG by Smith et al.
(2021) resulted in only small but significant effect sizes for
conduct problems (i.e., aggression or oppositional behavior)
(Hedges’ g = 0.10, p = 0.026) and moderate but not significant
effect sizes for inattention (i.e., concentration problems and
off-task behavior) (Hedges’ g = 0.49, p = 0.123). For conduct
problems, the comparatively smaller effects are likely due
to the rigorous standards of randomized-controlled trials,
implying, for instance, less biased estimates of study effects; for
inattention, this may reflect the significant heterogeneity of the
findings and the overall small number of included studies (Smith
et al., 2021). Meta-analyses of single-case research of the GBG
(Bowman-Perrott et al., 2016; Flower et al., 2014) and class-
wide interventions for supporting student behavior (Chaffee
et al., 2017) found a significant and immediate treatment effect
for reducing challenging behaviors (e.g., disruptive behavior,
aggression, off-task behavior, talking out, and out-of-seat)
(Flower et al., 2014: β = −0.2038, p < 0.01) and medium to
high effects across both general and special education settings
(Bowman-Perrott et al., 2016: TauU = 0.82; Chaffee et al.,
2017: TauU = 1.00) with larger effects on disruptive and
off-task behavior (e.g., out-of-seat, talking out, interrupting,
pushing and fighting) (TauU = 0.81) than on-task behavior (e.g.,
working quietly, following teacher’s instructions, and getting
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materials without talking) (TauU = 0.59), and higher effects
for students with or at risk for EBD (TauU = 0.98) than
for students without any difficulties (TauU = 0.76) (Bowman-
Perrott et al., 2016). Although the meta-analyses revealed the
effectiveness of the GBG across settings, it must be noted that
the majority of research examined the impact of the GBG in
general education settings with typically developing students
(Moore et al., 2022). Even though the studies included often lack
concrete information on the implementation of mainstreaming
or inclusive education in the sample, against the background of
the development of the school systems since the 1990s, it can be
assumed that many studies of the last 30 years were conducted
in mainstreaming or inclusive settings.

When interpreting the meta-analytic findings, some
methodological aspects have to be considered. In some studies
using a group design, students were nested within classrooms.
This approach is helpful to infer the effectiveness for a
population of students based on inferential statistics. However,
it does not automatically allow to distinguish which students
the GBG was effective for and which students did not benefit at
all (or even increased their problem behavior). In fact, in group
research designs, the behavior of individual students differing
from the mean of all students is considered a measurement
error, and the groups’ effect size does not tell us anything about
case-specific treatment effects (Lobo et al., 2017). In principle,
this also applies to subgroup analyses, even if they examine the
effects more specifically. Furthermore, as Smith et al. (2021)
noted, the available group design studies and single case studies
measure similar but finally different outcomes: While the
results of group design studies allow conclusions regarding
general, cross-situational changes in student behavior (trait), no
conclusions can be drawn about the effects of GBG on targeted
behavior in the classroom situations in which GBG is played
(state). The reverse is equally true. Against this background, the
comparability of results of group studies and single-case studies
is constrained. In addition, regarding the meta-analyses of
single-case research, it is important to consider that most of the
included studies investigated the impact of the GBG on a group
or a class, not on individual students (Donaldson et al., 2017).

Evidence base for effects on at-risk students in
single-case research using progress monitoring

There is limited information about the impact of the GBG
on students with or at risk for EBD in single-case research
using progress monitoring. As Bowman-Perrott et al. (2016)
critically noted, most studies included in their meta-analysis
focused on typically developing students with a normal range
of disruptive behaviors. From a methodological perspective, the
information provided by single-case research is limited due to
the composition and nature of the samples and the methods of
data analysis used. With only a few exceptions, the vast majority
of single-case studies investigated a class or a group as a single-
case and analyzed data at the classroom level (Donaldson et al.,
2017). This approach is helpful to test the positive impact of

the GBG on a group as a whole, but it does not allow analysis
at the level of individual students (Donaldson et al., 2017;
Foley et al., 2019). Furthermore, the sample sizes are relatively
small (i.e., three to 12 cases), and the studies varied widely
with regard to sample characteristics (e.g., setting, classroom
size, class composition). As a result, neither the findings of
individual studies nor the aforementioned meta-analyses can
simply be generalized to specific populations of students, e.g.,
at-risk students (Bowman-Perrott et al., 2016; Donaldson et al.,
2017).

In only three of the four studies reporting individual student
data included in the meta-analysis by Bowman-Perrott et al.
(2016), the target students were explicitly identified as the most
challenging students in their class (i.e., students displaying more
disruptive behaviors than peers) (Medland and Stachnik, 1972;
Tanol et al., 2010; Hunt, 2012). We found six further studies
investigating the impact of the GBG on students with or at risk
for EBD at the level of individual students (Donaldson et al.,
2017; Groves and Austin, 2017; Pennington and McComas,
2017; Wiskow et al., 2018; Foley et al., 2019; Moore et al.,
2022). In seven of the aformentioned nine studies, all of the
target students showed improvements, although to differing
degrees. However, Donaldson et al. (2017) and Hunt (2012)
found individual non-responders. Furthermore, Donaldson
et al. (2017) and Moore et al. (2022) reported decreasing
positive effects of the GBG over time for some children
who frequently exhibited disruptive behavior. As Donaldson
et al. (2017) concluded, only teachers who play the GBG with
progress monitoring at the level of individual students can avoid
unnecessary implementation of individualized interventions,
and identify students who need additional support beyond the
class-wide intervention.

In the few studies that have examined the effects of the
GBG at the level of individual students, one can analyze the
differential impact on individual students, but one cannot
conclude whether the GBG is effective for a specific group
of students, e.g., with or at risk for EBD. No study at the
individual level or at the group level used an inferential
statistic approach to examine whether the effects are statistically
significant, which is important to generalize the results (Shadish
et al., 2013). Even in single-case research, researchers are
not only interested in specific individual treatment effects
to support evidence-based decisions, but also whether the
effects can be generalized to other cases. To our knowledge,
no study evaluating the efficacy of the GBG has used
inferential statistics to generalize the average treatment effect
across cases within the same study. Accordingly, neither
the results of studies at classroom level nor those at the
level of individual students are representative for students
with or at risk for EBD, so that the evidence for this
group remains comparatively weak (Bowman-Perrott et al.,
2016; Donaldson et al., 2017). In addition to case-specific
inferential statistics, multilevel models enable investigating the
overall effectiveness across participants considering the average
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treatment effect, variations across cases and possible influential
factors (Moeyart et al., 2014).

Psychosocial problems as moderator for the
effects of the good behavior game

Additional research on the students’ individual
characteristics is needed to assess the possible influential
factors (Bowman-Perrott et al., 2016; Maggin et al., 2017).
The results of group design studies suggest that students’
psychosocial problems (i.e., externalizing problems such as
aggressive behavior or hyperactivity, and internalizing problems
such as depressiveness or anxiety) are associated with the
effectiveness of the GBG: They indicate differential effects of the
GBG on externalizing and internalizing problems depending
on the students’ individual risk levels and types (e.g., van Lier
et al., 2005; Kellam et al., 2008; Spilt et al., 2013) with partly
contradictory results for students with or at risk for severe
externalizing behavior problems (e.g., aggressive, violent, and
criminal behavior) and for students with combinations of risks
(e.g., combination of social and behavior risks). Analyzing
single-case research, Bowman-Perrott et al. (2016) identified
the EBD risk status as a potential moderator for the effect
on externalizing classroom behaviors (i.e., larger effects for
students with EBD or at risk for EBD), however without further
investigation of the risk level and subtype of behavior problems.
Therefore, the role of students’ psychosocial problems as a
potential moderator requires further investigation.

The current study

In sum, the existing research adds different pieces to the
puzzle whether GBG is an evidence-based intervention, partly
also for students with or at risk for EBD (Bowman-Perrott
et al., 2016). There is some support for the effectiveness of the
GBG either for individual students or for groups of students,
e.g., with or at risk for EBD (Joslyn et al., 2019; Smith et al.,
2021). However, our study is the first study about the GBG
that uses a large sample of individual at-risk students nested in
classrooms and tested the hypothesis of individual, general, and
differential effectiveness within the same study using inferential
statistics on individual and group level at the same time.
Typically, the number of cases in single-case research varies
between 1 and 13 (Shadish and Sullivan, 2011). Our large
sample of 35 students and our methodological approach give
us the opportunity to examine case-specific treatment effects as
well as effects across cases under stable conditions. Combining
group statistics and single-case statistics makes all Council of
Exceptional Children’s standards for classifying evidence-based
special education interventions (Cook et al., 2015) applicable for
our study (see Supplementary Material).

Therefore, the current study is designed to extend previous
research by investigating the impact of the GBG on at-risk
students’ classroom behaviors in inclusive settings in Germany

using behavioral progress monitoring and analyzing the data
using regression analyses to estimate case-specific treatment
effects as well as effects across students. In particular, we
investigate the interaction between the impact of the GBG and
students’ psychosocial problems due to the potential influence
of students’ individual risks. We hypothesized moderate to large
effects on at-risk students’ academic engagement and disruptive
behavior for the majority of students and across all cases with an
immediate treatment effect, and only a small additional slope
effect. Furthermore, we anticipate that students’ psychosocial
problems moderate the intervention effects. We hypothesize
that the impact of the GBG would interact with the magnitude of
students’ behavioral problems. Specifically, we assume that the
higher students’ externalizing problems are, the more effective
the GBG will be.

Method

Participants and setting

In Germany, inclusion in schools is primarily understood
as learning together of students with and without special
educational needs in general school settings (KMK, 2011).
This study was conducted in an inclusive primary school in a
midsize town in western Germany (North Rhine-Westphalia)
with 12 first-through-fourth-grade classrooms. Due to the legal
requirements of North Rhine-Westphalia, support in the areas
of learning, speech and behavior can be provided in all grades
regardless of the formally identified special educational needs,
so that there is no administrative ascriptive diagnosis for some
of the students with special educational needs. Furthermore,
as a rule, no formal diagnosis of special educational needs
in learning, behavior, and speech is provided for first and
second graders. In the inclusive primary school in our study,
approximately 50 children were with or at risk for learning
disabilities and/or EBD. In line with official school records,
approximately 70% of all students had a migration background.

After the introduction of the project during the teachers’
conference, seven general education teachers decided to
participate in the study with their classes. Each of these
classroom teachers nominated five students based on their
professional experience and judgment as the most challenging
students in their classroom (n = 35; five first graders,
15 second graders and 15 third graders; five girls and 30
boys). Based on teacher ratings on the Strengths and Difficulties
Questionnaire (SDQ; Goodman, 1997), 22 (63%) of the
nominated students showed externalizing risks, whereas only
two (6%) demonstrated internalizing risks, two students (6%)
showed risks in both areas, and nine students (26%) exposed
no psychosocial risks. Further demographic information and the
SDQ data are summarized in Table 1.

After consultation with the teachers to identify the
classroom situation believed to be the most problematic
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TABLE 1 Student demographic information and data of the behavioral screening instrument (SDQ).

SDQ

Classroom (Grade) Student Gender Age Migration background Externalizing scorea Internalizing scoreb

A (1st) S1 Boy 6 0 9+ 1

S2 Boy 6 0 11++ 0

S3 Girl 7 0 6 0

S4 Boy 7 1 5 3

S5 Boy 6 1 7+ 1

B (2nd) S6 Boy 7 1 8+ 1

S7 Boy 8 1 4 3

S8 Boy 7 1 13+++ 3

S9 Boy 7 1 15+++ 6+

S10 Boy 7 0 18+++ 4

C (2nd) S11 Girl 7 1 10++ 3

S12 Boy 7 0 13+++ 1

S13 Boy 9 0 13+++ 3

S14 Boy 7 1 10++ 4

S15 Boy 8 1 8+ 1

D (2nd) S16 Boy 7 1 4 0

S17 Boy 7 0 6 3

S18 Boy 7 0 9+ 4

S19 Boy 7 1 4 7+

S20 Girl 7 1 6 10+++

E (3rd) S21 Boy 9 1 3 1

S22 Boy 8 1 6 0

S23 Boy 9 0 8+ 5

S24 Boy 9 0 6 1

S25 Boy 8 0 12+++ 3

F (3rd) S26 Girl 9 0 13+++ 2

S27 Boy 8 1 11++ 2

S28 Girl 8 1 7+ 3

S29 Boy 8 1 10++ 1

S30 Boy 8 0 10++ 9++

G (3rd) S31 Boy 8 0 6 2

S32 Boy 8 1 9+ 0

S33 Boy 8 0 9+ 3

S34 Boy 9 1 11++ 1

S35 Boy 8 0 10++ 0

For the migration background, 0 = no and 1 = yes. For SDQ externalizing and internalizing scores, + = slightly raised, ++ = high and +++ = very high.
aCategorization by Goodman et al. (2010): 7-9 = slightly raised, 10-11 = high, 12-20 = very high. bCategorization by Goodman et al. (2010): 6-7 = slightly raised, 8-9 = high, 10-
20 = very high.

concerning externalizing classroom behaviors, we defined the
target instructional period for playing the GBG for each
classroom (i.e., individual work in math for classroom B, D,
and G, and individual work in German language for classrooms
A, C, E, and F).

Measures

Direct behavior rating
Direct Behavior Rating (DBR; Christ et al., 2009) was

used to measure academic engagement (AE) and disruptive
behavior (DB). DBR has already been adapted, evaluated, and

implemented for German classrooms using the operational
definitions of AE and DB provided by Chafouleas (2011)
(Casale et al., 2015, 2017). AE included students’ active or
passive participation in ongoing academic activities such as
engaging appropriately in classroom activities, concentrated
working, completing tasks on time and raising their hands.
DB was defined as behaviors disrupting others or affecting
students’ own or other students’ learning, such as speaking
without permission, leaving one’s seat, noisemaking, having
undesirable private discussions and fooling around. For
both dependent variables, we used a single-item scale
(SIS) with these broadly defined items representing a
common behavior class (Christ et al., 2009). Previous
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research focusing on the German DBR scales supports
their generalizability and dependability across different
raters (i.e., general classroom teachers and special education
teachers), items, and occasions (Casale et al., 2015, 2017).
These studies showed that the DBR-SIS provides dependable
scores (8 > 0.70) for an individual student’s behavior after
four measurement occasions. Furthermore, measurement
invariance testing across high-frequency occasions with short
intervals showed the sensitivity of DBR (Gebhardt et al.,
2019). In addition, previous research from the United States
supports the reliability, validity and sensitivity of DBR to
changes to the SIS regarding the targeted behaviors (e.g.,
Briesch et al., 2010; Chafouleas et al., 2012). The teachers
observed the behavior of the five nominated students in the
target classroom situation during baseline and intervention.
Immediately after each observation, the teachers rated both
AE and DB for each of the five students on a paper-pencil
questionnaire using a 6-point Likert-type scale (i.e., 0 = never,
5 = always).

Strengths and difficulties questionnaire for
teachers

Participants’ internalizing and externalizing problems were
assessed with the German version of the worldwide used
behavioral screening questionnaire SDQ (Goodman, 1997)
for teachers. It consists of 25 items equally divided across
five subscales (hyperactivity, conduct problems, emotional
problems, peer problems, and prosocial behavior). Besides the
5-factor model, a 3-factor model containing the factors of
externalizing problems, internalizing problems, and prosocial
behavior is used to interpret results (Goodman et al., 2010).
Evaluations of the German version indicate an acceptable
fit both of the 5-factor model (Bettge et al., 2002) and the
3-factor model (DeVries et al., 2017), and a good internal
consistency for the teacher version of the SDQ (Cronbach’s
α between 0.77 and 0.86; Saile, 2007). After each item was
scored by teachers on a 3-point Likert-type scale (0 = not

true, 1 = somewhat true, 3 = certainly true), we calculated
the internalizing and externalizing subscales by summing the
conduct and hyperactivity scales for the externalizing subscale
and summing the emotional and peer problems scales for the
internalizing subscale (Goodman et al., 2010).

Design and procedures

A multiple baseline across-classroom design with a 2-week
staggered randomized-phase start was used. Each classroom was
randomly assigned to a single a priori designated intervention
start point (Kratochwill and Levin, 2010). After the baseline
phase, which was previously determined to be at least 8 but
not more than 38 days, the intervention phase (70 to 100 days)
started with a 2-week interval between the groups depending on
the start point. Due to holidays and cancelled lessons because
of school events, full-day conferences, part-time employment of
teachers, and in-service training, the number of days with the
opportunity to play the GBG fluctuated between 61 to 87 days.
The GBG was played de facto 3 to 5 days a week. Phase lengths
for each classroom are displayed in Table 2.

Teacher training and mentoring
To support an effective implementation, we developed a

program with the components shown in Figure 1 according to
recommendations from the literature (Hagermoser Sanetti et al.,
2014; Poduska and Kurki, 2014) and considering the specific
school setting. In addition, the teachers received training on
the use of DBR based on Chafouleas (2011), consisting of the
theoretical background, the practical use of DBR, and feedback
by a research assistant.

In total, the training before the implementation of the
GBG included 14 hours for classroom management and GBG
(i.e., 10 hours in-service training and 4 hours self-study)
and 5 hours for DBR (in-service training). Self-study was
implemented as an e-learning course with text, audio, video, and

TABLE 2 Design data, treatment integrity, and treatment usability for each classroom.

Treatment Usability (M)

Classroom A B Treatment Intensitya Treatment Integrityb Acceptability Understanding Collaboration Feasibility

A 8 100 97.70% 92.86% 5.29 4.75 5.33 5.17

B 8 100 79.76% 100% 5.43 5.25 6.00 5.17

C 18 90 87.01% 100% 4.29 4.75 4.67 4.67

D 38 70 81.97% 89.29% 4.86 4.75 5.33 5.00

E 18 90 70.89% 100% 4.71 5.25 5.00 4.67

F 28 80 83.10% 88.10% 4.71 4.50 5.67 4.67

G 28 80 64.79% 88.57% 5.00 5.00 5.00 4.83

A = baseline phase length in days; B = intervention phase length in days; M = mean values. For treatment usability, higher scores are indicative of more extreme responding in the direction
of the scale assessed.
aTreatment intensity as number of days the GBG was played based on the adjusted opportunities to play, expressed as percentage. bTreatment integrity rated by observer.
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FIGURE 1

Components of teacher training and mentoring.

interactive elements. The in-service training featured input with
video examples, discussion, and small group practice including
feedback from both trainers and peers. In addition, the teachers
received a detailed printed intervention manual with all steps
and materials. Immediately before the start of the intervention
phase, details regarding the introduction phase of the GBG
and specific individual questions were clarified in a two-hour
implementation planning meeting. During the intervention
phase, we provided six brief appointments (15 to 20 minutes)
for performance feedback spread over the entire intervention
period following work shadowing, in each case combined with
talks about pending issues and difficulties, and one appointment
(1 hour) for a detailed consultation after ten weeks based on
the results of the behavioral progress monitoring. Motivational
interviewing/trouble shooting was offered two times on site by
the trainers (1 hour) and additionally by email.

Baseline
Teachers completed the paper-pencil-based DBR-SIS for

each student each day at the end of the target instructional
period. The assessment units were 10 minutes long.

Intervention
The classic version of the GBG was played (Flower et al.,

2014) with dividing the students in two or more teams to
play against each other, marking “fouls” for rule-breaking, and
rewarding the team with the fewest fouls as winner of the game.
The teachers divided their class into five to six teams using the
existing assigned group seating arrangements, with five to six
students on each team. The teams were maintained throughout
the intervention phase. Contrary to previous practices reported
by Donaldson et al. (2017), no student was placed on his or
her own team because of behavior, e.g. disruptive behavior. If

problems arose on a team, the teacher spoke with the team to
find common solutions. After the teams had given themselves
names (e.g., “Lions” and “The cool kids”), each team received a
sign with the team name, which was affixed to the team table.
A poster at the front of the classroom listed three to four rules
that had been previously jointly compiled (e.g., “I am quiet” – “I
work intently” – “I sit in my seat”). Moreover, a timer was placed
near the poster to be clearly visible to all teams, and the names of
teams were written on the board to mark the fouls. Respecting
the specific classroom situation and the relationship with the
students, the goals, rules, rule violations, and rewards slightly
deviated across classrooms (e.g., rewarding with goodies such as
chocolate or gummy bears, small prizes such as stickers or pens,
or activities such as group games or extra reading time). After
10 minutes playing in the defined period, the teachers counted
the fouls, named the winning team and delivered the reward to
the winning team.

Treatment integrity
At six measurement points, trained observers collected

treatment integrity data on the accuracy with which the
teacher implemented the GBG using a seven-item treatment
integrity checklist adapted from the Treatment Integrity
Planning Protocol (TIPP; Hagermoser Sanetti and Kratochwill,
2009) with dichotomous ratings (agreement – disagreement).
In addition, the teachers completed an analogous treatment
integrity checklist with additional options for comments (e.g.,
reasons for not playing the game or information on problems)
and noted the number of fouls overall and per team on each
day. The total adherence across all classrooms throughout the
six measurement points was 94.12% (range = 88.1% to 100%).
For these days, the interobserver agreement (observer – teacher)
was 100%. Teachers’ ratings over the whole treatment period
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showed that the overall treatment integrity measured by daily
self-assessment was 96.15% (range = 85.5% to 100%).

Treatment usability
Treatment usability from the teachers’ points of view was

assessed with the German version of the Usage Rating Profile
(URP; Briesch et al., 2017) consisting of 20 items loading on four
factors. The teachers indicated the extent to which they agreed
with each of the items using a 6-point Likert scale (i.e., 1 = strong
disagreement, 6 = strong agreement). The results of the URP
revealed agreement regarding the usage of the GBG intervention
across all teachers for each factor: M = 4.9 (SD = 0.38) for
acceptability, M = 4.9 (SD = 0.28) for understanding, M = 5.2
(SD = 0.45) for home-school collaboration, and M = 4.88
(SD = 0.23) for feasibility. Treatment integrity and usability are
shown in Table 2.

Data analysis

To examine the impact of the GBG on AE and DB on
each single case and across cases, descriptive statistics and
inferential statistics were used to analyze the data. Therefore,
after calculating phase means and effect sizes for each single
case, we conducted regression analyses for each single case
and across cases to replicate the results as well as to obtain
statistical significance and overall quantification (Manolov and
Moeyaert, 2017). The multilevel approach to estimate the overall
effects was also used to analyze the interaction between students’
psychosocial problems and the intervention effects. First, we
reported descriptive statistics and calculated the non-rescaled
non-overlap of all pairs (NAP; see Alresheed et al., 2013)
with medium effects indicated by values of 66% to 92%, and
strong effects indicated by values of 93% to 100%. Subsequently,
we analyzed the data using a piecewise regression approach
(Huitema and McKean, 2000). This procedure enables the
control of developmental trends in the data (trend effects)
and the differentiation between continuous (slope effect) and
immediate (level effects) intervention effects. We conducted
piecewise regressions for each single case and a multilevel
extension (see Van den Noortgate and Onghena, 2003; Moeyart
et al., 2014) for all cases with measurements at level 1 nested
in subjects at level 2. The multilevel analyses were set up as
a random intercept and random slope model with all three
parameters (trend, slope, and level effects) as fixed and random
factors. To test the significance of the random effects, we applied
a likelihood ratio test for each random slope factor comparing
the full model against a model without the target factor.
To analyze the moderating effects of students’ internalizing
and externalizing problems on the intervention effects, we
inserted cross-level interactions into the model. All analyses
were conducted using R (R Core Team, 2018) and the scan
package (Wilbert and Lüke, 2018).

Results

Descriptive statistics

Table 3 summarizes descriptive statistics, including
the NAP as a common effect size for both AE and DB.
The non-rescaled NAP indicated a medium or strong
effect for both dependent variables for all participants,
varying between 77.8% and 99.8% for AE and between
78.3% and 100% for DB. In detail, there were strong
effects for 12 (34.29%) and medium effects for 23
(65.71%) participants regarding AE, and strong effects
for 18 (51.54%) and medium effects for 17 (48.46%)
participants regarding DB.

Inferential statistics

We analyzed the data case by case, conducting piecewise
regression analyses to calculate the impact of the GBG on
AE and DB for each case. Subsequently, we used a multilevel
extension to calculate the impact of the GBG for all cases with
measurements at level 1 nested in subjects at level 2.

Piecewise regression for each single case
Fourteen cases showed both significant level increases in

AE and decreases in DB (p < 0.05). Three participants (S2,
S3, and S20) showed significant level increases only for AE
(p < 0.05), whereas 12 participants demonstrated significant
level decreases only for DB (p < 0.05). The slope effect was
significant for increases in AE as well as decreases in DB for three
participants (p < 0.05 for S10, S26, and S33). Four participants
(S19, S21, S29, and S35) demonstrated neither a significant level
nor a significant slope effect for one of the dependent variables
(p > 0.05). The results for each case are shown in Table 4.

Multilevel analyses
First, we conducted multilevel analyses of all single cases.

Overall, for AE and DB, we found significant level effects.
On average, AE increased by 0.74 points (p < 0.001) on a
6-point Likert-type scale, and DB decreased by 1.29 points
(p < 0.001). Furthermore, the significant slope effect for DB
indicated a decrease of 0.01 points (p = 0.002) per measurement
occasion. The similar increasing slope effect for AE failed to
reach statistical significance (p = 0.055). Second, we calculated
the random effects regarding the variability between cases.
We found significant level effects for both of the dependent
variables. For AE, the estimated standard deviation for the level
effect was SD = 0.65 (p < 0.001), whereas for DB, it was SD = 0.81
(p < 0.001). The estimated standard deviation for the slope effect
was SD = 0.00 (p = 1.000) for AE and SD = 0.15 (p = 0.034) for
DB. The results for both fixed and random effects are shown in
Table 5.
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TABLE 3 Descriptive statistics for the 35 single-cases for both dependent variables.

Case nA nB Academic Engagement Disruptive Behavior

misA misB MA (SD) MB (SD) NAP (%) misA misB MA (SD) MB (SD) NAP (%)

S1 8 100 1 24 2.0 (1.2) 3.5 (1.1) 88.6 1 24 1.1 (0.4) 0.2 (0.4) 93.9

S2 8 100 1 17 2.1 (1.2) 3.6 (1.1) 86.9 1 18 1.1 (0.7) 0.4 (0.8) 83.8

S3 8 100 1 20 3.6 (0.8) 4.1 (0.8) 77.8 1 20 1.1 (0.7) 0.2 (0.6) 90.2

S4 8 100 1 20 3.4 (0.5) 4.7 (0.7) 95.9 1 21 2.3 (1.1) 0.1 (0.3) 99.4

S5 8 100 1 19 3.1 (1.1) 4.3 (0.8) 87.8 1 20 1.1 (0.9) 0.1 (0.3) 88.7

S6 8 100 1 36 1.9 (0.9) 3.5 (0.8) 94.2 1 38 2.1 (1.1) 0.0 (0.2) 99.8

S7 8 100 2 41 2.3 (1.2) 2.5 (1.2) 79.6 2 41 1.8 (0.8) 0.2 (0.4) 98.6

S8 8 100 1 38 1.9 (1.3) 3.2 (0.9) 88.9 1 38 2.1 (1.1) 0.0 (0.1) 99.9

S9 8 100 1 34 1.4 (0.8) 3.6 (0.8) 97.8 1 35 3.7 (0.5) 0.0 (0.3) 100.0

S10 8 100 2 41 2.2 (1.5) 3.3 (0.9) 88.5 2 42 1.0 (0.6) 0.0 (0.1) 96.1

S11 18 90 5 33 1.9 (0.3) 2.6 (0.6) 90.0 5 34 2.9 (0.9) 0.2 (0.7) 98.7

S12 18 90 5 43 3.8 (0.6) 4.4 (0.7) 89.5 5 43 2.7 (0.9) 0.2 (0.5) 99.3

S13 18 90 7 37 2.4 (0.5) 2.7 (0.5) 88.3 7 37 1.8 (0.6) 0.2 (0.5) 98.7

S14 18 90 5 31 2.4 (0.7) 3.0 (0.5) 88.1 5 32 1.8 (0.7) 0.1 (0.3) 99.4

S15 18 90 5 34 2.9 (0.3) 3.7 (0.5) 93.7 5 35 1.8 (0.7) 0.1 (0.4) 98.9

S16 38 70 11 23 3.7 (0.5) 4.1 (0.6) 84.5 11 23 1.5 (0.8) 0.8 (0.7) 86.9

S17 38 70 11 20 3.7 (0.7) 4.3 (0.8) 86.2 11 22 1.0 (0.7) 0.4 (0.5) 87.0

S18 38 70 13 28 4.0 (0.5) 4.7 (0.5) 91.1 13 29 0.7 (0.6) 0.1 (0.4) 90.6

S19 38 70 13 26 3.1 (0.8) 4.1 (0.8) 91.7 13 27 0.6 (0.8) 0.3 (0.5) 85.3

S20 38 70 11 20 3.5 (0.7) 4.7 (0.6) 94.2 11 22 0.1 (0.3) 0.0 (0.0) 78.3

S21 18 90 7 38 3.7 (0.6) 3.5 (0.7) 79.9 7 40 0.9 (0.7) 0.7 (0.8) 85.4

S22 18 90 4 36 3.6 (0.7) 4.4 (0.6) 88.9 5 38 1.4 (0.9) 0.6 (0.6) 90.3

S23 18 90 4 37 3.3 (0.6) 3.7 (0.9) 85.0 4 38 1.3 (0.6) 0.5 (0.6) 90.5

S24 18 90 4 43 4.0 (0.8) 4.4 (0.6) 84.9 4 45 1.3 (0.6) 0.6 (0.6) 90.7

S25 18 90 3 55 3.3 (0.8) 4.2 (0.6) 93.6 3 57 2.0 (0.7) 0.7 (0.6) 97.3

S26 28 80 12 29 3.3 (0.8) 3.3 (0.6) 82.2 12 29 2.0 (1.1) 1.7 (0.8) 84.5

S27 28 80 12 26 3.5 (0.6) 3.4 (0.7) 79.3 12 26 2.1 (1.0) 1.8 (0.9) 83.6

S28 28 80 13 29 2.1 (0.5) 2.7 (0.8) 90.4 13 29 3.1 (0.7) 2.0 (0.9) 94.0

S29 28 80 14 32 2.4 (0.6) 3.0 (0.9) 91.2 14 32 2.8 (0.8) 1.6 (0.9) 94.8

S30 28 80 16 30 3.2 (0.6) 3.9 (0.7) 93.6 16 30 2.1 (0.9) 0.6 (0.7) 96.7

S31 28 80 12 36 2.7 (1.3) 4.8 (0.6) 97.7 12 36 1.2 (1.4) 0.1 (0.4) 92.4

S32 28 80 12 36 3.2 (1.2) 4.9 (0.3) 97.4 12 36 1.1 (0.7) 0.0 (0.2) 96.5

S33 28 80 12 35 1.9 (1.1) 4.9 (0.4) 99.8 12 36 1.7 (1.2) 0.1 (0.3) 96.2

S34 28 80 12 36 4.2 (0.6) 4.9 (0.4) 93.8 12 36 0.6 (0.6) 0.0 (0.2) 92.5

S35 28 80 12 36 4.1 (0.8) 4.8 (0.6) 93.1 12 36 0.4 (0.6) 0.1 (0.5) 88.6

n = number of data points, which was the same for all of the students within the same group in each classroom; mis = missing data points; M = mean, SD = standard deviation; NAP = non-
rescaled non-overlap of all pairs. Missing data points resulted from the school and teacher factors (e.g., public and movable holidays, cancelled lessons, part-time employment, and illness)
as well as student illness, incomplete DBR, etc.

Interaction with students’ psychosocial
problems

We inserted cross-level interactions between level effects
and the different SDQ subscales into the model. For AE, we did
not find significant interactions with the level of the intervention
phase for either the SDQ total score (B = 0.03, p = 0.292) or one
of the subscales (Bint = 0.03, p = 0.505; Bext = 0.03, p = 0.423).
The analysis for DB showed a significant interaction for the
externalizing subscale (B = −0.07, p = 0.047) and no significant
interactions for the other scales (Btotal = −0.05, p = 0.076;

Bint = −0.02, p = 0.927). Table 6 contains the results for both
dependent variables.

Discussion

The purpose of the current study was to evaluate the
impact of the GBG on at-risk students’ AE and DB in
an inclusive primary school in Germany using behavioral
progress monitoring. Extending previous studies, we used
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TABLE 4 Piecewise regression analyses for the 35 single cases for
both dependent variables.

Case Academic Engagement Disruptive Behavior

Trend Level Slope Trend Level Slope

S1 −0.22 2.12* 0.22 0.08 −1.31* −0.08

S2 −0.23 1.85* 0.24 0.08 −0.71 −0.09

S3 −0.08 1.26* 0.07 −0.16 −0.65 0.16

S4 −0.09 1.58* 0.09 0.12 −2.68* −0.12

S5 0.03 0.82 −0.03 −0.3* −0.06 0.3*

S6 0.23 0.72 −0.23 −0.23* −1.34* 0.23*

S7 −0.15 0.14 0.16 −0.06 −1.5* 0.06

S8 −0.06 0.84 0.07 −0.13* −1.64* 0.13*

S9 −0.16 2.4* 0.17 −0.09* −3.33* 0.09*

S10 −0.36* 1.93* 0.36* 0.11* −1.33* −0.11*

S11 0.03 1.16* −0.04 −0.07 −2.3* 0.07

S12 0.06 −0.59 −0.04 −0.05 −2.08* 0.05

S13 0 0.36 0 −0.04 −1.14* 0.04

S14 0.02 0.62* −0.02 0.07* −2.06* −0.07*

S15 0.03 0.34 −0.02 −0.02 −1.45* 0.02

S16 −0.01 0.56* 0.01 0.02 −1.21* −0.01

S17 −0.01 0.54 0.02 0 −0.73* 0.01

S18 0 0.53* 0 −0.01 −0.55* 0.01

S19 0.03* −0.18 −0.02 −0.02 0.04 0.02

S20 0.01 0.74* −0.01 0 −0.16 0

S21 −0.05 0.06 0.05 0.05 −1.03 −0.04

S22 −0.06 1.28* 0.05 0.11* −1.94* −0.11*

S23 0 0.11 0.01 0.02 −0.83* −0.02

S24 −0.05 0.77* 0.05 0.04 −1.17* −0.03

S25 −0.01 0.62 0.01 0.03 −0.99* −0.04

S26 −0.05* 0.39 0.05* 0.07* −1.4* −0.06*

S27 −0.01 −0.15 0.01 −0.06* 0.36 0.06*

S28 −0.01 0.51 0.01 0 −1.21* 0

S29 −0.02 0.08 0.04 −0.01 −0.27 −0.01

S30 −0.03 0.52 0.04 0.02 −1.44* −0.02

S31 0.01 1.88* −0.01 0.05* −1.77* −0.05*

S32 −0.01 1.7* 0.01 0.01 −1.02* −0.01

S33 −0.04* 3.51* 0.04* 0.06* −2.38* −0.06*

S34 −0.01 0.7* 0.02 0 −0.48* 0

S35 0 0.55 0 −0.03 0.1 0.02

* = significant (p < 0.05).

piecewise regression for each of the 35 single cases and
a multilevel extension to examine both level and slope
effects. Furthermore, we examined the interaction with
students’ psychosocial problems as potential influencing factors
moderating the effectiveness.

Main findings

The individual-level data analyses revealed that the majority
of at-risk students benefited from the GBG. Whereas the non-
rescaled NAP indicated a medium or strong effect for both
dependent variables for all participants, the inferential statistics
did not reveal statistically significant improvements for all cases.
Piecewise regressions for each single case enabled us to identify

significant immediate treatment effects for 14 participants for
both outcomes (40.0%), for three participants for AE only
(8.57%), and for 12 participants for DB only (34.29%). However,
six students (17.14%) showed no significant level effects for AE
or DB. The results at the individual level support and extend
the limited prior research, indicating that the classroom-based
GBG intervention is effective for improving at-risk students’
classroom behaviors, but there are students who do not respond
to the intervention (Hunt, 2012; Donaldson et al., 2017; Moore
et al., 2022). Consistent with previous research reporting class-
wide data (Flower et al., 2014; Bowman-Perrott et al., 2016),
the multilevel approach revealed that the GBG improved AE
and reduced DB for students with challenging behavior with
a significant immediate treatment effect across cases. In line
with the meta-analysis by Bowman-Perrott et al. (2016), the
GBG was more effective in reducing DB than increasing AE.
Similar to Flower et al. (2014), we found statistically significant
slightly decreasing DB throughout the intervention phase. In
contrast to the single case studies by Donaldson et al. (2017)
and Moore et al. (2022), in which some participants with or at
risk for EBD showed slightly increasing trends over the course
of the intervention, this slope effect indicates a continuous and
decreasing change in DB.

The findings from the present study extend prior meta-
analysis results (Bowman-Perrott et al., 2016) by investigating
students’ psychosocial risks as potential moderators for the
impact of the intervention. We found significant moderating
effects for students’ externalizing problems on the intervention
effect for DB, meaning that the higher students’ externalizing
problems were, the more effective the GBG was. These findings
correspond with the results of reviews on the subject of
interventions for aggressive behavior (Waschbusch et al., 2019)
as well as longitudinal studies evidencing the GBG as an effective

TABLE 5 Fixed and random effects of the multilevel
piecewise-regression models for academic engagement and
disruptive behavior.

Fixed effects Random effects

Parameter B SE t p Estimated SD L p

Academic Engagement

Intercept 3.02 0.14 21.83 < 0.001** 0.74 109.59 < 0.001**

Trend 0.00 0.00 −0.92 0.358 0.01 1.94 0.746

Level Phase B 0.74 0.13 5.86 < 0.001** 0.65 65.71 < 0.001**

Slope Phase B 0.01 0.00 1.92 0.055 0.00 0.02 1.000

Disruptive Behavior

Intercept 1.50 0.13 11.63 < 0.001** 0.71 210.92 < 0.001**

Trend 0.01 0.00 3.19 0.001** 0.02 12.90 0.012**

Level Phase B −1.29 0.15 −8.77 < 0.001** 0.81 138.84 < 0.001**

Slope Phase B −0.01 0.00 −3.18 0.002** 0.15 10.43 0.034*

* = significant (p < 0.05); ** = significant (p < 0.001).
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TABLE 6 Interaction of psychosocial problems with the impact of the good behavior game.

Scale B SE df t p B SE df t p

Academic Engagement Disruptive Behavior

SDQ total

Intercept 2.94 0.12 2376 24.25 < 0.001** 1.61 0.12 2349 12.24 < 0.001**

Trend 0.00 0.00 2376 3.72 < 0.001** 0.00 0.00 2349 0.30 0.766

Level Phase B 0.67 0.17 2376 5.30 < 0.001** −1.20 0.13 2349 −9.33 < 0.001**

SDQ total −0.06 0.03 33 −2.22 0.034 0.04 0.03 33 1.40 0.172

Level Phase B*SDQ total 0.03 0.03 2376 1.06 0.292 −0.05 0.03 2349 −1.77 0.076

SDQ int

Intercept 2.94 0.13 2376 22.99 < 0.001** 1.61 0.14 2349 11.76 < 0.001**

Trend 0.00 0.00 2376 3.70 < 0.001** 0.00 0.00 2349 0.34 0.738

Level Phase B 0.67 0.13 2376 5.32 < 0.001** −1.20 0.05 2349 −9.15 < 0.001**

SDQ int −0.05 0.05 33 −0.94 0.356 −0.01 0.05 33 −0.09 0.927

Level Phase B*SDQ int 0.03 0.05 2376 0.67 0.505 −0.02 0.05 2349 −0.39 0.697

SDQ ext

Intercept 2.94 0.12 2376 23.88 < 0.001** 1.61 0.13 2349 12.60 < 0.001**

Trend 0.00 0.00 2376 3.70 < 0.001** 0.00 0.00 2349 0.30 0.766

Level Phase B 0.67 0.13 2376 5.37 < 0.001** −1.20 0.13 2349 −9.41 < 0.001**

SDQ ext −0.07 0.04 33 –1.98 0.056 0.07 0.04 33 1.93 0.062

Level Phase B*SDQ ext 0.03 0.03 2376 0.80 0.423 −0.07 0.04 2349 −1.99 0.047*

SDQ total = SDQ total score; SDQ int = SDQ subscale internalizing problems; SDQ ext = SDQ subscale externalizing problems; * = significant (p < 0.05); ** = significant (p < 0.001).

intervention to reduce aggressive behavior for children with
high risks in general (van Lier et al., 2005) and in boys with
persistent high risks (Kellam et al., 2008). However, even though
the majority of students with externalizing risks benefited
from the intervention, three of the non-responders showed
high risks assessed by their teachers. This finding leads to
the assumption that for children with high externalizing risks,
further individual factors moderate the effectiveness of group
contingencies (Maggin et al., 2017). No effects were found for
internalizing risks. Considering that the majority of the students
nominated by teachers showed no internalizing problems,
we cannot deduce effects for students with internalizing
risks from our study.

Overall, our findings indicated that the impact of the
classroom-based GBG program varied as a function of
individual children. For both outcomes, and in particular for AE,
there was large variability between individuals. There are several
explanations for this finding. Although no clear pattern emerges
in our data, it is possible that aspects of treatment integrity and
usability may have affected the outcomes, particularly among
the non-responders (Moore et al., 2022). From a methodological
point of view, for some students in our sample, the high
AE values at baseline led to minimal room for improvement,
suggesting a possible ceiling effect (Ho and Yu, 2015). Likewise,
there might have been floor effects for some of the students with
low DB at baseline. Furthermore, it is important to consider the
situation in which the GBG was played. It is possible that the
target situation was not the most difficult part of the lesson for
all of the nominated students; thus, their AE and, in part, their
DB might not have been as problematic as usual. In addition,

struggling with learning strategies, as a common problem of
students with challenging behavior (Kauffman and Landrum,
2012), could affect the effectiveness of the GBG regarding AE.
The implementation of additional components such as self-
monitoring strategies (Bruhn et al., 2015) could be necessary to
increase AE for non-responding students (Smith et al., 2021).

Interestingly, we could not find any interaction of
externalizing problems and intervention effectiveness for
AE. In addition to the aforementioned possible ceiling
effects, the similarity of the measured constructs must be
considered. Although hyperactivity and conduct problems
can negatively impact school functioning and academic
performance (Mundy et al., 2017), the externalizing subscales
of the SDQ as a standardized measure for assessing child
mental health problems are more closely linked to disruptive
classroom behaviors than to academic engagement as a typical
school-related construct. Further associated factors, such
as psychological and cognitive dimensions of engagement,
including having sense of belonging or motivational
beliefs (Wang and Eccles, 2013) or the level of academic
enabling skills (Fabiano and Pyle, 2019), could moderate the
intervention effects on AE.

Limitations

The findings from this study should be interpreted by
considering several potential limitations. First, not all of
the nominated students in our sample had high ratings in
the externalizing and/or internalizing subscales of the SDQ.
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Therefore, it can be assumed that not all of the nominated
students were at risk for EBD. Although research has indicated
that teachers are competent in identifying students in their
classrooms with problem behaviors (Lane and Menzies, 2005),
we believe that in addition to teacher nomination, future
research should use other methods to identify students with
challenging behavior (i.e., systematic behavioral assessment
in the baseline).

Second, teachers both delivered the intervention and rated
students’ performance. The ‘double burden’ of teaching and
rating as well as the teachers’ acceptance of the intervention
could affect their ratings. However, despite limited associations
between behavioral change and acceptability, research has
demonstrated the sensitivity of the DBR-SIS completed by
implementing teachers (Chafouleas et al., 2012; Smith et al.,
2018). Furthermore, we were unable to conduct systematic
direct observations by trained observers or video recordings. As
such, we decided to use the DBR-SIS as an efficient tool with
acceptable reliability, validity and sensitivity within our aims.

Third, our dependent variables were broad categories
combining different behaviors. These target behaviors enabled
us to compare our results, particularly with the findings
of the existing meta-analysis. On the other hand, students’
individual changes in specific behaviors could not be tested.
Furthermore, we only investigated one potential moderator
for the impact of the intervention. However, the differentiated
analysis of these risks for two key aspects of classroom
behaviors extends previous research independently of the need
for further investigation.

Implications for research and practice

Analyzing the responses to the GBG using behavioral
progress monitoring helps to identify students who need
additional support on tier 2 in a MTSS and to recognize
at an early stage if positive effects are decreasing over time
for individual students (Donaldson et al., 2017; Moore et al.,
2022). The selected combination of data analysis methods
enables precise alignment with our aims and considers the
characteristics of the data (Manolov and Moeyaert, 2017):
Due to our large sample and the analytical method chosen,
we were able to investigate the impact of the GBG on
individual at-risk student classroom behaviors as well as its
effectiveness across cases. We therefore believe that our study
is a methodologically sound study about the GBG that could
be used to substantiate the evidence classification of the GBG.
Considering the fact that the single-case studies of the GBG
work with small samples and use methods for data analysis that
do not address the problem of autocorrelation, misestimates
of effectiveness due to the methods chosen are plausible
(Shadish et al., 2014), and the number of non-responders tends
to be underestimated. The number of non-responders indicates

that we should be very careful with the transfer of results
of studies investigating a class or a group as a single-case
to the behavioral development of individual students with
challenging behavior. Therefore, further single-case research
with larger-than-usual samples and meta-analytical approaches
are necessary to extend the findings regarding the impact of the
GBG on at-risk students’ classroom behaviors as well as further
potential moderators. As shown in our study, externalizing
risks seem to moderate the impact of the GBG on reducing
disruptive behavior. Thus, our findings imply that in future
intervention studies, the effects should be controlled for possible
influences of externalizing risks. Furthermore, in addition to
potential individual factors, functional characteristics (Maggin
et al., 2017), environmental moderators, such as the classroom
level of aggression (Waschbusch et al., 2019), peer factors, and
school climate (Farrell et al., 2013), should be examined.

Overall, the results of our study suggest that the GBG
facilitates at-risk students’ behavioral development in
inclusive settings in Germany. In particular, in our sample,
students who were assessed by teachers as exhibiting high
externalizing behavior problems can benefit. These results
should encourage teachers to implement this classroom-based
intervention and to monitor its effect using behavioral
progress monitoring. Our findings also suggest that a
combination of the behavioristic method of the GBG with
cognitive methods such as self-monitoring (Bruhn et al.,
2015) could be necessary to enable the effects regarding
AE. In our study, treatment integrity was high, and
teachers assessed the intervention as suitable for their
daily work. However, whether the intervention can be
sustainably implemented depends on several factors. Despite
the simple rules of the game, coaching throughout the
implementation and positive impacts, teachers do not see
sufficient possibilities to integrate the GBG naturally in
their daily work (Coombes et al., 2016). Furthermore, the
teachers in our study likewise reported that they did not
find the time to play the GBG due to school events or
learning projects. In addition, some found it difficult to
consistently implement behavioral progress monitoring. To
increase sustainability, the maintenance of both the GBG
and progress monitoring should be carefully planned and
monitored. If this is successful, the GBG, in conjunction
with behavioral progress monitoring, is an appropriate
classroom-based intervention to improve at-risk students’
classroom behaviors and to adjust students’ supports data-based
at an early stage.
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The purpose of this cross-sectional study was to determine the differences

in narrative macrostructure abilities of children in different age groups

using a progress monitoring tool based in discourse theory. A majority of

existing research regarding narrative developmental patterns has been based

in schema theory. The Monitoring Indicators of Scholarly Language (MISL)

rubric is based in discourse theory and was designed to characterize aspects

of narrative proficiency in school-age children. The data for this project

consisted of 687 narratives elicited using the Aliens subtest from The Test of

Narrative Language—Second Edition (TNL-2). There were 1,597 participants

who ranged in age from 4; 0 to 15; 0 (year; month). An ordinary least squares

regression where age predicted total macrostructure score, followed by a

series of post hoc ordinal logistic regressions (OLR) where age predicted each

individual MISL rubric element was used. Results of both the simple regression

on total macrostructure score and the series of ordinal regression analyses for

each macrostructure element indicated that age was a significant predictor

of the scores children received. Collectively, these results suggest that the

MISL is a developmentally valid measure of narrative production abilities.

Developmental milestones based on discourse theory are reported to be

substantially later than has been reported for schema theory. The differences

are highlighted and the implications for progress monitoring for narrative

development are discussed.

KEYWORDS

narrative language, progress-monitoring measures, narrative macrostructure,
language impairment, narrative discourse
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Introduction

The study of narrative discourse is a critical pursuit in the
field of speech language pathology, particularly for professionals
who work with school-aged children. Discourse can be defined
as text or spoken language beyond the sentence level (Hughes
et al., 1997; Nicolosi et al., 2004), while narratives are a genre of
discourse also known as stories (Berman and Nir-Sagiv, 2007;
Graham et al., 2013; Dockrell et al., 2014). Knowledge and
use of narrative discourse requires a child to produce stories
that contain specific structural features of narrative language
and serves a specific communicative goal (Berman and Nir-
Sagiv, 2007; Carvalhais et al., 2021). Narrative discourse is
valued in the study of school-aged children’s language because
the ability to successfully produce a narrative is considered
an important developmental milestone and is included in the
Common Core State Standards for students in the United States
(National Governors Association Center for Best Practices and
Council of Chief State School Officers, 2010). In addition,
research has suggested that preschool and school-age children
who struggle with narrative production and comprehension
are more likely to experience later academic difficulties in
tasks involving reading, writing, and oral language (Liles et al.,
1995; Greenhalgh and Strong, 2001; Catts et al., 2002; Roth
et al., 2002; Justice et al., 2006; Gillam et al., 2017). Narrative
comprehension and production require a complex integration
of social, linguistic, pragmatic, and cognitive skills that make it
an ideal method for studying a child’s communication abilities
(Liles, 1993; Wagner et al., 2000; Botting, 2002; Nippold et al.,
2014). Due to their complex nature, narratives can and are used
as a measure of language ability for students in a wide age
range (MacLachlan and Chapman, 1988; Dollaghan et al., 1990;
Leadholm and Miller, 1992; Wagner et al., 2000; Westerveld
et al., 2004; Nippold et al., 2014). While most researchers
agree that typically developing children produce “adult-like”
narratives by the age of six or seven (Hughes et al., 1997), there is
evidence that narratives continue to grow in complexity through
adolescence (Applebee, 1978; Peterson and McCabe, 1983; Roth
and Speckman, 1986; Purcell and Liles, 1992; Liles, 1993; Crais
and Lorch, 1994; Munoz et al., 2003; Stadler and Ward, 2005).

This makes the evaluation of narrative discourse skill, which
is often conducted through language sample analysis, a unique
context in which to gain a more complete picture of a child’s
language profile over time. Therefore, a number of progress
monitoring tools have been designed to make discourse level
analysis more accessible to speech language pathologists. These
tools have largely been based in schema theory, which has been
the prevailing conceptualization of narrative discourse structure
used in the field of speech language pathology and education.
In schema theory, narratives are largely defined by the elements
they contain (Meyer, 1975; Mandler and Johnson, 1977;
Rumelhart, 1977; Thorndyke, 1977; Stein and Glenn, 1979) and
consist of a setting and episode (Stein and Glenn, 1979). The

setting system consists of the main character(s) and the physical,
temporal and/or spatial location of the story. An episode
includes the main character, a goal, actions/attempts directed
at achieving that goal (often referred to as attempts), and a
consequence or resolution. More complex episodes include the
main character’s internal responses (feelings) related to the goal,
and plan(s) to achieve their goal. Aspects of the story (character,
setting, goals, plans, actions, consequences) are referred to as
story grammar elements (SGEs).

Schema theory views a child’s ability to comprehend or
produce a narrative as related to their internal organization
or knowledge of story grammar elements (Rumelhart, 1975;
Mandler and Johnson, 1977; Stein and Glenn, 1979). Schemata,
in a sense, form our expectations of what components a story
should possess, so that information can be processed more
efficiently. Stein and Glenn (1979) proposed developmental
stages for the types of narratives that children produce with
preschoolers often telling stories that “describe characters” and
“list actions” in a temporal order. At about 6 years of age,
children are said to tell stories that include the aims or intentions
of the character but may not include specific names of their
characters. Between the ages of 7–8, children were reported to
begin telling stories that have a “chain of reactive sequences” or
“abbreviated episodes.” Key elements included in an abbreviated
episode include an initiating event with a chain of actions taken
by the characters. Stories that include an abbreviated episode
often omit a conclusion.

A full episode, according to Stein and Glenn (1979), contains
a basic episode and is produced by children 8–9 years of age.
A story that includes a full episode includes an initiating event,
attempts, and a consequence that are related and included in a
cohesive and sequential order. By the time a child is 11, they
are said to tell stories that are complex and include elaborated
episodes with multiply embedded plans, and/or attempts.

A longitudinal study conducted by Berman and Nir-Sagiv
(2007) is one of the only studies that has been conducted to
substantiate the developmental stages proposed by Stein and
Glenn (1979). The researchers analyzed written texts produced
by 80 English-speaking children and adults. The participants
were split into four age groups (i.e., elementary school children,
junior high school students, high school students, and university
students). Each participant was asked to write a narrative retell
from a video prompt. These stories were then coded for different
linguistic and narrative elements to determine the complexity of
the narratives produced by individuals in each age group. They
reported that story retells produced by the elementary school
children in this study differed from reports of stories produced
by preschool children. Preschool children typically produce
stories that often contain weakly developed narrative macro-
and microstructure elements. For example, the children do not
produce a wide variety of macrostructure elements (i.e., story
grammar elements; SGEs), and fail to include microstructure
elements like subordinating and coordinating conjunctions. The
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researchers proposed that the preschool children in their studies
may not have had the linguistic and cognitive skills necessary
to establish causal and temporal relationships within their
narratives. However, by early school-age (around 4th grade,
or approximately ages 8–9), they determined that the children
were developing linguistic foundations that allowed them to
include basic story elements in their written stories. These
children did not yet produce narratives that were elaborate
and included clear causal connections. The data gathered from
this study indicated that children may develop the ability
to produce well-formed narratives that utilize all SGEs after
fourth grade. The researchers’ findings differed from Stein
and Glenn (1979) because it wasn’t until children were older
(i.e., junior high school students) that they produced written
narratives that were well developed and included complex and
elaborated episodes. These findings suggest that oral and written
narrative development may differ slightly, however, similar
development patterns are observed. Knowing the trajectory of
narrative development can assist speech-language pathologists
in applying and understanding the needs of children when using
progress-monitoring tools to assess narrative abilities of children
on their caseloads.

Assessment tools based in schema theory require the
examiner to note the presence or absence of specific story
elements used by the storyteller and have been elicited from a
range of story prompts (e.g., story retells, sequenced pictures).
Children who include certain elements, or “more” story
elements are thought to have better narrative abilities than
children who omit important story elements or use fewer
elements (Berman, 1988; Strong, 1998; Boudreau and Hedberg,
1999; Miles and Chapman, 2002; Reilly et al., 2004). Other
scoring rubrics incorporate subjective “text-level” judgments to
rate overall story quality (Applebee, 1978; Stein, 1988; Hedberg
and Westby, 1993).

For example, The Strong Narrative Assessment Procedure
(SNAP; Strong, 1998) is a tool aligned with schema theory
designed to measure both macro- and microstructure elements
of narratives. Standardized samples of text-level discourse are
elicited using audiotaped stories that narrate the wordless
pictures books: A Boy, a Dog and a Frog (Mayer, 1967), Frog,
Where Are You? (Mayer, 1969), Frog Goes to Dinner (Mayer,
1974), and One Frog Too Many (Mayer, 1975). Children are
asked to retell each of these stories after listening to them.
The story retells are recorded, transcribed and analyzed for 26
different narrative macrostructure and microstructure elements.
This assessment provides information about overall use of SGEs
and general language features in the stories children produce.
Both of these assessments provide information related to the
knowledge and use of specific types of SGEs used by children
in their stories. Differences in narrative performance across
ages have been documented in narrative retell tasks using
this assessment and are comparable to the developmental data
reported by Stein and Glenn (1979) and Berman and Nir-Sagiv
(2007) (see Strong, 1998; John et al., 2003).

John et al. (2003) completed a study to determine if the
SNAP yielded differences in story retelling abilities in children
across different ages. Story retell samples were elicited from
61 typically developing children between the ages of 6 and 11.
The children were assigned to three different age groups for
the purpose of data analysis. The SNAP assessment (i.e., story
grammar analysis) was used to score the story retell samples
that were elicited using four wordless picture books created for
the study. The researchers found that the mean scores for the
proportion of story grammar elements retold were consistent
with previous literature (e.g., Stein and Glenn, 1979) because the
children in their sample recalled initiating events, attempts, and
consequences more often than elements like internal response.
Age was found to be a significant predictor for the story
grammar element of internal response. The children in the
youngest age group recalled significantly fewer instances of
internal response as compared to the other two age groups.
In addition, the children in the oldest age group (i.e., 11-year-
olds) reported the element of internal response more often than
those in either of the other groups. Children in this sample
were demonstrating the use and recall of elements included
in a basic story episode (i.e., initiating event, attempt, and
consequence), as well as recalling instances of internal response
by the time they were 7 years old. As children grew older,
they demonstrated a greater number of recalls of instances of
internal response, with children who were 11 years old including
a significantly larger amount than all other children included in
the study. Using the SNAP, a story grammar analysis is gathered
that has been shown to yield differences in narrative story
retelling ability across age. However, information regarding the
causal and temporal connections established by children in
stories and the global organization and coherence of a story
is not gleaned using this assessment. This information may
be necessary in order to more completely understand a child’s
narrative discourse abilities.

An alternate understanding of narrative ability comes from
discourse theory, which is a broad subfield of linguistics
dedicated to the study of language and communication beyond
the sentence level. Here, we use the term discourse theory to
refer to the narrower scope of discourse processing, as described
in the Event-Indexing model, which focuses on the construction
of a mental representation during narrative comprehension
and production (Zwaan et al., 1995). Discourse theory can
be thought of as an extension of schema theory that aims to
account for a larger number of variables. Discourse theorists
recognize the importance of schemata in narrative production
and comprehension, as schemata as it allows for the child to
more efficiently and accurately recall story information and
adapt/monitor their mental representation of the story content
(Kintsch and van Dijk, 1978; van Dijk and Kintsch, 1983;
Zwaan et al., 1995). However, discourse theory provides a
more in-depth explanation for how local and global coherence
in narratives (or more generally discourse) are established.
Kintsch and van Dijk (1978) highlighted the importance of
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forming a coherent text-base in order to create a fully formed
situation (mental) model of the narrative. They proposed that
when processing a narrative, the individual clauses are reviewed
at the proposition level (i.e., a predicate and argument) and
are compared for argument overlap within working memory.
From this point of view, the likelihood that a proposition is
stored and subsequently influences the mental representation
of the narrative increases as a function of the amount of
times they overlap with other propositions across causal (i.e.,
the causal connections between events) and temporal (i.e., the
temporal relationship between events) dimensions (Zwaan et al.,
1995). The greater the overlap, the more likely a particular
proposition is to be important to the central theme or plot.
The explicit inclusion of causal and temporal connections
between events in a story is a critical component of evaluation
for discourse theory-based narrative assessment tools, as it
provides an objective measure of the storyteller’s understanding
of the relationship between events in a story. Therefore,
narrative progress monitoring tools based in discourse theory
require a measurement of the level and overlap of propositions
across causal and temporal events in a story in addition to a
measurement of the use and knowledge of SGEs. Notably such
measures of causal and temporal events in a story are not seen
in tools designed from schema -theory.

One of the first tools to incorporate both aspects (discreet
scores for story elements and holistic ratings of overall story
quality) was the Narrative Scoring Scheme (NSS; Miller et al.,
2003; Heilmann et al., 2010). The Narrative Scoring Scheme was
developed to measure the use of specific story elements as well as
overall story “quality” using story retelling of Frog Stories (e.g.,
Mayer, 1967, 1969, 1974, 1975). Key story elements measured
include an introduction, conflicts, and the conclusion of the
story. These elements constitute the “macrostructure” analysis,
whereby other aspects of language microstructure are measured
by noting the presence or absence of language used to describe
character development and to differentiate between the main
and supporting characters. Holistic judgments are also made to
analyze inter-textual cohesive quality referencing, and cohesion.

To our knowledge, no study has evaluated the development
of children’s oral narrative abilities using a rubric designed
specifically to measure aspects of macrostructure and
microstructure based in discourse theory. As discourse theory
transcends the use of schema theory, it may be beneficial to
understand the developmental trajectory of children’s narratives
in their school-age years. The Monitoring Indicators of Scholarly
Language (MISL; Gillam et al., 2017) rubric is a progress-
monitoring tool that has been designed to track children’s
development of oral narrative skill over time and is based in
discourse theory. The MISL was designed to measure stories
that range from simple descriptions to complex multi-episodic
narratives. Both a macrostructure and microstructure subscale
are included and yield a total narrative proficiency score based in
discourse theory. The macrostructure subscale accounts for the

use of SGEs as well as the level to which each element is causally
and temporally connected in the global organization of a story.
The microstructure subscale accounts for the use of literate
language features necessary to establish temporal and causal
connections locally in stories. It utilizes discrete measurement
criteria for the use of story grammar elements as well as the
causal connections between them reflecting the nature of the
interrelationships between critical episodic elements. This is
achieved by removing some of the subjectivity inherent in the
use of holistic judgments and making them “discreet.” This is
more in line with the notion of macrostructure as introduced
by Kintsch and van Dijk (1978) (and others), who maintain that
macrostructure is not measured by documenting the presence
or absence of story elements or holistic judgments of cohesion,
but rather by the causal framework that exists between them.

The MISL has been shown to be a valid and reliable
measure for charting progress in oral narrative growth (Gillam
et al., 2017). In the first study, the MISL was used to
score stories told by 109 children with language impairments
(ages 5; 7–9; 9) who participated in a normative study
for the Test of Narrative Language—Second Edition (TNL-
2; Gillam and Pearson, 2017). The stories elicited from the
Aliens subtest were used to assess psychometric adequacy
measured for inter-rater reliability, internal consistency and
construct validity. The Aliens subtest is an oral narrative
prompt where the child is asked to tell a story from a
picture. The MISL was shown to demonstrate good inter-
rater reliability for the macrostructure and the microstructure
subscales (ranging from 92 to 100% for each item) and
acceptable levels of both internal consistency reliability (>0.70
Cronbach’s alpha) and construct validity for use in measuring
overall narrative proficiency (MISL total score). It has yet
to be established, however, whether each subscale element is
developmentally sensitive to narrator age and if so, whether
that extends beyond the elementary school-age range (5–
9 years). In addition, we were interested in knowing whether
MISL scores across ages reflect the same developmental
stages proposed by Stein and Glenn (1979) that were
supported by Berman and Nir-Sagiv (2007).

Measurement of the presence of SGEs as well as their
causal relationship to one another is critical if we are to
gain a more thorough understanding of a child’s knowledge
of narrative structure. Research has explored the role of
causal connectivity in written discourse and has revealed that
statements in written text that include a large number of
causal connections tend to be more readily recalled (Espin
et al., 2007), judged as more important by the reader (Trabasso
and Sperry, 1985), and retrieved from memory more quickly
(O’Brien and Meyers, 1987) than statements that have a smaller
number of connections. Similar findings have been described
in oral discourse tasks (Cevasco and van den Broek, 2008).
Though previous summaries of child’s narrative development
(Stein and Glenn, 1979; Berman and Nir-Sagiv, 2007) have
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reported children incorporating basic episodes in their stories
around ages of 7–8 years old, we predict that MISL scores
would reflect a later timeline, as they require the narrator
to explicitly indicate the causal relationships between SGEs,
not just simply state events in a logically ordered sequence
(as is the case in schema theory-based assessment tools). We
therefore hypothesize that children in this age range who may
have less knowledge of narrative structure, as well as less well-
developed language abilities, may frequently fail to produce
basic episodes with explicitly stated causal connections between
initiating events, actions and consequences. To determine
the typical age at which both basic and elaborate narratives
were produced based on discourse theory criteria, narratives
produced by children from a larger age range, including
older school-age children (4–15 years), were evaluated using
the MISL rubric.

The purpose of this project was to understand the nature
of child’s oral narrative development following discourse theory
using a progress monitoring tool for children ages 4–15. To
address this purpose, the following questions were posed:

1. Are measurements of macrostructure ability (as measured
by the MISL rubric) sensitive to changes across age?

2. At what age do the majority of children in the sample
achieve proficiency (i.e., a score of 2 or more) across each
macrostructure element?

Materials and methods

Participants

A total of 687 narratives were analyzed in this study,
which were elicited from participants drawn from the normative
sample of 1,597 children in the TNL-2 (Gillam and Pearson,
2017). The participants ranged in age from 4; 0 to 15; 0
(M = 8; 9, SD = 2; 8). There was a roughly even split in the
reported biological sex of participants, with 51.8% of narratives
(n = 356) having been elicited from females, and 48.2% of
narratives (n = 331) having been elicited from males. Samples
were elicited from children whose reported ethnicity was white
(86%), black or African American (9%), two or more ethnicities
(2%), Asian or Pacific Islander (1.5%), American Indian, or
Alaskan Native (0.6%), with the remaining 0.9% preferring to
not respond. Close to one-third of the sample were identified
as qualifying for free and reduced lunch programs (29.1%),
with the remaining 70.9% either not qualifying or choosing
to not report this information. Finally, narratives were elicited
from children across different regions in the United States,
including the Northeastern region (21.8%), the Southeastern
region (16.7%), the Midwestern region (7.6%), and the Western
region (53.9%).

Materials

The TNL-2 (Gillam and Pearson, 2017) is a standardized
measure of narrative proficiency that assesses a child’s
comprehension and production of stories in three progressively
independent contexts. The first context requires participants to
listen to a story, answer questions about it, and retell the story
(McDonald’s subtest). Next, students are asked to listen to a story
that is modeled using a set of sequenced pictures (Shipwreck
subtest), answer questions about it, and then create a new
account with a novel set of sequenced images (Late for School
subtest story). The last context involves asking participants to
listen to a story about a single picture (Treasure subtest), answer
questions about it, and create a new account from a unique
image (Aliens subtest). The prompt for the Aliens subtest is a
novel scene that depicts an alien family that is landing in the
park. Children are asked to generate a story based off of the
picture prompt. The narratives for this project were elicited
from the Aliens subtest of the TNL-2 assessment.

The MISL rubric was used to score the Aliens subtest story
from each participant’s TNL-2 assessment. The MISL includes
a macrostructure and microstructure subscale. The scores from
these scales are then combined to reflect an overall narrative
proficiency score. Story elements are judged as absent (score
of 0), emerging (score of 1), present/mastered (score of 2),
or elaborated (score of 3). Scores on the MISL are awarded
based on how the story elements (e.g., initiating event, action,
consequence) are causally/temporally related rather than the
number of times an element is observed in a narrative. A score
of 0 is interpreted as evidence that the story does not contain the
elements that make up a basic story episode. These stories may
contain simple descriptions of objects or actions (e.g., There is
a ship. They are eating). A score of 1 indicates that a story may
have an emerging episodic structure (e.g., There is a girl. She is
hiding in the bush). A score of 2 is interpreted as evidence that a
story contains the necessary elements to constitute a basic story
episode (e.g., The girl is hiding behind a bush and then jumped
out to scare the aliens. She ran home to tell her parents about
the aliens because she was scared). A score of a 3 indicates that
the story is complex and elaborated (e.g., Jill and Jack were at the
park. They hid behind the bush because the aliens landed. They
decided to jump out from behind the bush to scare the aliens.
After they scared the aliens, they ran home to tell their parents
all about their day at the park. Their parents didn’t believe their
story, so they took them back to the park. When they got to the
park, the aliens were gone). The macrostructure subsection of
the MISL is designed to measure both SGEs and the temporal
and causal connections that make the narrative both locally
and globally coherent. There are seven SGEs measured in the
MISL, including Character, Setting, Initiating Event, Internal
Response, Plan, Action, and Consequence (see Table 1). Similar
to the view of Stein and Glenn (1979), Character and Setting are
scored individually, as they exist outside of the overall sequence
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of the plot. The remaining elements comprise a chain of events
that begins with Initiating Event and resolves with consequence.
This causal chain is critical to maintaining the global cohesion
of a narrative that allows the story recipient to construct and
maintain a situation model, or a mental representation of the
narrative, which underlies narrative comprehension (Zwaan
et al., 1995; Graesser et al., 1997).

In order to determine whether a causal connection exists
between statements in a story, a cause must come before its
outcome (temporal priority), be in operation when the outcome
occurs (operativity) and be necessary for the consequence to
occur (necessity; Mackie, 1980; van den Broek, 1990; Zwaan
et al., 1995). Children often produce stories in which the
conditions for causality are not met. For example, in the story,
“John went to the store to buy some food. He forgot his money.”
It is implied that John was unable to buy food because he did
not bring his money. The conditions necessary for causality are
not met in this case because, while there is a temporal order
(went to store, forgot money) there is no “outcome” stated.
Most narrative macrostructure scoring systems, that are based
in schema theory, would not only the presence or absence
of specific story elements with “more” being better than less
(Berman, 1988; Strong, 1998; Boudreau and Hedberg, 1999;
Miles and Chapman, 2002; Reilly et al., 2004).

While the presence or absence of story elements is part of the
MISL scoring system, it also includes judgments about the causal
nature of the events in the story. The conditions of causality in
scoring story episodes is reflected in MISL scoring by utilizing an
interdependent scoring system between initiating event, internal
response, plan, action, and consequence. The minimal score that
indicates the conditions of causality are met is a 2 for each of
these items. For example, if the story stated:

John went to the store to buy groceries. He forgot his money,
so he was not going to be able to buy his food. He decided to call
his mother and ask her to bring him some money so he would
be able to buy his groceries. He called his mother, and she was
happy to bring him some money. After John’s mom brought
him money, he finished his grocery shopping and came home
to make his mom dinner to thank her for saving the day.

The initiating event in the story was the problem of John
not being able to buy food without money. He then called his
mother [action causally related to buying groceries (initiating
event)], requested funds (action), and received funds (action).
John then bought groceries (consequence) because that is what
he originally came to the store to do (initiating event). Schema
systems might give credit for the presence or absence of the
initiating events, action, and consequences because they are
stated in the story. For example, an action might be identified if
a story contained the sentence “The girl ran over to her mother.”
However, in order for this statement to earn a score of 2 for
attempt using the MISL, it would need to be clearly tied to an
initiating event such as, “The girl ran over to her mother because
she was afraid of the thunder.” In the previous sentence, a score

of 1 would be given for the sentence, “The girl ran over to her
mother” using the MISL because there is no “clear link to an
initiating event” using causal language.

General procedures

Story transcription
Stories were recorded on portable digital audio recorders

and transcribed verbatim by research assistants who were
blind to the purpose of the study. Systematic Analysis of
Language Transcripts conventions were used to code each
utterance (SALT; Miller and Iglesias, 2019). The utterances were
segmented into communication units (C-units) consisting of an
independent main clause and phrases or clauses subordinated to
it. Each transcript was reviewed by a second research assistant
for spelling, mazing, morpheme segmentation and utterance
segmentation. Transcription disagreements were addressed by
both transcribers who listened to the digital recording together
and discussed the differences until a resolution was reached.
Reliability between primary and secondary transcribers was
calculated on 20% of the data. The total number of C-units
and mazes (i.e., false starts, revisions) were calculated, and the
number of discrepancies were determined. The discrepancies
were then subtracted from the total number of C-units and
mazes and a percentage agreement was calculated. Reliability
was 96.7% for C-unit segmentation and 96.1% for identification
and coding of mazes.

Monitoring indicators of scholarly language
training

Research assistants met with the first author to review the
subscales, definitions and scoring criteria of the MISL using
example stories. Twenty stories that represented a variety of
story types and quality levels were selected for use in MISL
training. Research assistants were given five stories at a time to
score. After they were scored, the research assistants met with
the first author to discuss the scores and the reasoning behind
the scoring decisions. This process was repeated until all 20 had
been scored. After the training period, the research assistants
were given 10 new stories to score that were not part of the TNL-
2 database. These stories were used to determine when a research
assistant had reached an overall and point-by-point reliability
score of 80% or higher for scoring the MISL subscales. Only then
were they considered to be sufficiently trained to participate in
scoring stories for the study.

Two research assistants who had met these criteria and who
were blind to the purpose of the study independently used the
MISL rubric to score de-identified narrative transcripts. These
research assistants independently scored stories in increments
of 30. After each subset of 30 stories, the research assistants met
together with the first author to review scores and discuss any
scoring disagreements. This was done to minimize any effect of
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TABLE 1 Macrostructure subscale story elements and scoring criteria.

Story element 0 (not present) 1 (emerging) 2 (mastery) 3 (elaborated)

Character No main character is included or
an ambiguous pronoun is used to
reference a person

Includes at least one main
character by using a non-specific
label with a determiner (e.g., the
boy, a girl)

Includes at least one main
character that is referenced to
using a proper noun

Includes more than one main
character using proper nouns

Setting No reference to a location or time
is used

Only references to a general place
or time is included (this reference
is not necessarily related to the
story)

Reference to a specific time or
place that is related to the story is
included

A reference to the place are
created using proper nouns, and a
reference to a specific time are
included

Initiating Event No indication of an initiating
event—series of descriptions

Initiating event is stated, however,
this event does not motivate
actions from the characters

One initiating event is stated that
motivates actions from the main
characters

Two or more initiating events are
included that motivate separate
actions from the main characters

Internal Response No feelings from the characters
are stated

Feelings from the characters are
stated, however, there is not clear
relationship to the initiating
event.

Feelings are stated that is clearly
related to the initiating event

Multiple instances of feelings are
stated that are clearly related to
the initiating event.

Plan No statement is included that
describes the character’s plan to
take action

Statements about plans to take
action are included, however,
these plans are not directly related
to the initiating event.

One statement depicting a plan is
included that is directly related to
the initiating event.

Multiple statements about plans
the characters have to take action
are included that are directly
related to the initiating event.

Attempt No actions/attempts are taken by
the characters

There is use of action verbs in
descriptive sequences that do not
have a clear link to an initiating
event.

The use of action verbs in the
story are clearly linked to the
initiating event

A complicating action that
impedes the actions characters
take in response to the initiating
event are included.

Consequence There is no clear “ending” or
resolution stated that is related to
an initiating event

The outcome or resolution of the
action is linked to another action,
not the initiating event

One resolution of actions stated
that is directly related to the
initiating event

Two or more outcomes are stated
that are directly related to the
initiating event

coder drift, which is a phenomenon resulting from systematic
and predictable variation in rater decisions over time. Any
differences in scores were discussed and resolved by the research
assistants under the direction of the first author. Reliability on
each macro- and microstructure element was calculated on the
uncorrected data for each item (point by point). The number of
agreements was divided by the total number of item decisions
and then multiplied by 100. Reliability between primary and
secondary scorers was calculated on 100% of the data for the
project. Interrater reliability for MISL total scores was 85%.

Data analysis

Pearson correlation analysis was used to first establish
convergent validity between the macrostructure section of the
MISL rubric and the TNL-2 Aliens subtest raw production
score. This step was necessary to establish the appropriateness
of utilizing the normative database collected for the TNL-2
as a normative database for MISL scores. The macrostructure
total score and the TNL-2 Aliens subtest raw production scores
were found to have high levels of convergent validity, based on
correlation analysis, r(686) = 0.766, p < 0.001, indicating that
the normative sample for the TNL-2 could adequately serve as a
normative sample for the MISL macrostructure.

Research question one, which aimed to determine the
sensitivity of each macrostructure element to the age of
narrator was addressed through an ordinary least squares
regression where age predicted total macrostructure score,
followed by a series of post hoc ordinal logistic regressions
(OLR) where age predicted each individual MISL rubric
element. OLR was utilized to capture the ordinal nature
of the MISL scores, which are on a scale of 0–3, with
each score representative of a different level of narrative
proficiency. Use of a generalized linear modeling method
like OLR was necessary, as both ordinary least squares and
analysis of variance assume a continuous dependent variable
with normally distributed residuals. In each OLR, age of
narrator predicted each individual macrostructure element
score (Character, Setting, Initiating Event, Plan, Internal
Response, Action, Consequence) for a total of seven models.
Beta coefficients were converted to odds-ratios for ease
of interpretation.

To address research question two, which was to
evaluate the age at which the majority of the children in
the sample had proficient scores (i.e., a score of two or
higher) for each macrostructure element, descriptive statistics
were utilized. Mainly an evaluation of the modal score
for each age (separated by year) was evaluated for each
macrostructure element.
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Results

The ordinary least squares linear regression indicated
that age of narrator was a significant predictor of total
macrostructure score β = 0.97, t(687) = 19.52, p < 0.001,
meaning that each 1-year increase in age was associated with a
0.97 point increase in macrostructure total score (see Table 2).
The R-squared value estimates that 35.64% of the variance
in macrostructure total score can be accounted for by age
of the narrator.

Results of each OLR model indicated that age was a
significant predictor of all macrostructure elements (p < 0.001),
whereby a positive trend was seen between the age of narrator
and their score on each of the seven macrostructure elements.
Odds-ratios ranged between 1.13 and 1.60, indicating that for
each 1-year increase in age of narrator, the odds of receiving
the next highest macrostructure score increased by 1.13–1.60
times across each of the elements. The smallest effect size was
seen for internal response, however, the relationship between
age of narrator and MISL score was still statistically significant,
[ordered odds ratio (Estimate)] = [1.13], 95% CI = [1.07, 1.19],
Wald = [4.522], p < 0.001. The largest effect size was seen for
Consequence, where each 1-year increase in age was associated
with 1.6 times increase in the odds of receiving the next score
level, 95% CI = [1.50, 1.71], Wald = [13.975], p < 0.001. Results
of each OLR model are presented in Table 3.

An array of Jitter plots depicting the distribution of
individual scores for each element by age is shown in Figure 1.
Modal scores (i.e., the most commonly occurring score) by
age for each element are discussed in the following sections
and are also depicted in Table 4. Modal scores are provided
in place of the mean and standard deviation, since scores are

TABLE 2 Macrostructure total score predicted by age.

Estimate (β) Std. Error t-value p-value

(Intercept) 0.574 0.456 1.26 0.208

Age 0.972 0.05 19.52 <0.001***

Statistical significance is indicated by *** = < 0.001; R2 = 0.355.

TABLE 3 Results of OLR for macrostructure element scores by age.

Model Estimate (SE) Odds-ratio [CI] Wald p-value

Character ∼ Age 0.40 (0.03) 1.49 [1.39, 1.60] 11.3 <0.001***

Setting ∼ Age 0.28 (0.03) 1.33 [1.24, 1.42] 8.51 <0.001***

IE∼ Age 0.41 (0.03) 1.50 [1.41, 1.60] 12.74 <0.001***

IR∼ Age 0.12 (0.03) 1.13 [1.07, 1.19] 4.52 <0.001***

Plan ∼ Age 0.22 (0.03) 1.25 [1.18, 1.33] 7.6 <0.001***

Action ∼ Age 0.35 (0.03) 1.42 [1.33, 1.51] 11.01 <0.001***

Con ∼ Age 0.47 (0.03) 1.60 [1.50, 1.71] 13.97 <0.001***

Statistical significance is indicated by *** = < 0.001. IE, Initiating Event; IR, Internal
Response; Con, Consequence.

ordinal in nature and represent different stages of SGE mastery.
Scores were also not normally distributed, so the mean score
for each age would not accurately represent the middle of the
score distribution.

Examination of the distribution of scores in Figure 1,
revealed a distinct increase in scores for character for 9- and
10-year-old children; whereby younger children ages 4–9 most
frequently received (mode) a score of 1 on character. Children
between the ages of 10–15 most frequently received (mode) a
score of 3 for character, indicating not only proficiency for this
age range, but elaboration.

The modal value for setting remained at a score of 1 across
all ages, however, it can be seen in Figure 1 that the distribution
of scores was more widespread from ages 10 on. This means
that while 1 remained the most common setting score regardless
of age, older children were more likely to include Setting at the
proficient or elaborated level.

For initiating event score the modal score was consistently 2,
indicating proficiency, for ages seven and older. The Jitter plot
in Figure 1 shows an evident cluster of scores at 3 for initiating
event from age 8 and older, and a cluster of scores 0 and 1 for
ages 4–7, with 2 remaining the most frequent initiating event
score across all ages.

The modal score for internal response was 0 for each age
apart from the 12 and 15-year-old group. As can be seen in the
Jitter plot for internal response in Figure 1, the largest cluster of
scores across ages was 0, however, there was a smaller number
of scores at 0 from ages 12 on. This finding indicated that while
it was common for narrators to exclude the use of internal
response in their stories, there was greater likelihood for its
inclusion at later ages.

For plan, there was a clear increase at ages 9 and 10 in its
presence and sophistication in children’s stories. Prior to that,
for ages 4–9 the most frequent score for plan was 0. By the time
students reached ages 10–15 the most frequent score for plan
was 2, indicating proficiency in using the story element causally
to indicate intentions of characters. The Jitter plot of plan in
Figure 1 reflects these clusters, in addition to showing a small
cluster of scores at 1 for the middle age range and a sparse cluster
of scores at 3 in the older age range.

Following plan, action had a modal score of 2 across the
majority of the age-range included in the sample (7; 0–15; 0).
As can be seen in the Jitter plot, there appeared to be a greater
spread in scores for narratives elicited from children between 5;
0 and 8; 0, with a roughly even spread amongst scores of 0, 1, and
2 for this age-range. There is a clearer band of scores at 2 points
from ages 9; 0 to 15; 0, potentially indicating more common
usage of causally connected actions at around 8–9 years of age.

Finally, the most evident break in scores could be seen for
consequence, whereby there was a clear change from the absence
of consequence from stories (score of 0) to the presence of
consequence at the level of proficiency (score of 2) or elaboration
(score of 3) at age 9 and older. As can be seen in the Jitter plot
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FIGURE 1

IE, initiating event; IR, internal response.

TABLE 4 Modal scores for macrostructure element by age.

Age of narrator

4 5 6 7 8 9 10 11 12 13 14 15

Char 1 1 1 1 1 1 3 3 3 3 3 3

Sett 0 1 1 1 1 1 1 1 1 1 1 1

IE 0 2 1 2 2 2 2 2 2 3 3 2

IR 0 0 0 0 0 0 0 0 2 0 0 2

Plan 0 0 0 0 0 0 2 2 2 2 2 2

Act 0 0 1 2 2 2 2 2 2 2 2 2

Con 0 0 0 0 0 2 2 2 3 3 3 2

Cells highlighted in gray represent where a score ≥ 2 are consistent across increasing ages, indicating proficiency (2) or mastery (3).

for consequence (see Figure 1), the cluster of scores indicates a
positive trend whereby older children received higher scores on
consequence than younger children.

Discussion

The purpose of this study was to understand the nature
of oral narrative macrostructure development in school-age
children using a metric based in discourse theory that defines

macrostructure as the story elements and the causal connections
between them. This is a departure from prior work based in
schema theory that has quantified oral macrostructure abilities
by noting the presence or absence of story elements or making
holistic judgments about the quality and developmental level of
an oral narrative. The MISL incorporates discrete criteria for
measuring story elements and their causal connections which
removes some of the subjectivity of these earlier rubrics. Our
first aim was to determine whether the MISL was sensitive
to differences in oral macrostructure abilities across age using
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this newer approach. Results indicated that there was strong
convergent validity between the TNL-2 Aliens subtest score and
the MISL score, r(686) = 0.766, p < 0.001. Results of both
the simple regression on total macrostructure score and the
series of ordinal regression analyses for each macrostructure
element indicated that age was a significant predictor of the
scores children received. Collectively, these results suggest that
the MISL is a developmentally valid measure of oral narrative
production abilities.

The second research question asked at what age the majority
of children in the sample used each macrostructure element
in oral narratives. Earlier studies used simple counts and
holistic judgments of story elements to measure the quality
or developmental level of narratives. The MISL requires that
causal connections be explicitly stated in order for specific
story elements related to the creation of a complete or complex
episode (initiating event, internal response, plan, attempt,
consequence) to be given a score of 2 or higher. Further,
scores of 2 for character and setting are not given unless
2 or more examples of these story elements are stated in a
story. This imposes a more rigid requirement on the scoring
of episodes than those based in schema theory. Therefore,
we expected to find that our developmental trajectory for
the use of macrostructure elements might reflect a lengthier
timeline than earlier studies. Following schema theory, Stein
and Glenn (1979) asserted that preschool-age children reach
the developmental milestone of telling stories that describe
characters and list actions chronologically. These findings were
supported by Berman and Nir-Sagiv (2007). Consistent with this
research, the preschoolers who participated in our study were
observed to include characters in their stories. For example, 4-
year-olds demonstrated a modal score of 1 for character, and 0
for all other SGEs (n = 32).

It was not until age 6 in our sample that we observed
higher modal scores of 2 for character, setting and action
(n = 64) at which time children were describing characters
by name and clearly attributing the actions they described in
their stories to the characters they introduced. Our observation
with regard to this finding is that schema frameworks that
do not discreetly measure causality between story elements
may be associated with “earlier” achievements in the use of
story elements than those based in discourse theory. Similarly,
Stein and Glenn (1979) asserted that by age six children
typically tell stories that include the aims or intentions of
their characters (plans). This was supported by John et al.
(2003) where children in their sample were including internal
responses and aims of the characters in story retells by the time
they were 7-years-old. Using the more rigid criteria imposed
by characterization of macrostructure as “including causal
connections” our 6-year-olds were not observed to include
clearly aligned plans and intentions in their stories, with most
scoring a 0 or 1. Scores of 1 would indicate a “planning
word” was used (e.g., thought, decided) but without a clear
causal relationship to the character, it would not be given

a score of 2 which was required to meet our definition of
whether the story element was “present.” The achievement of
“complete episode” was reported by Stein and Glenn (1979)
and Berman and Nir-Sagiv (2007) between the ages of 7–8
in which children were reported to tell stories that included
an initiating event, action, and consequence. Our findings
were that the three critical elements defining the achievement
of complete episode (initiating event, action, consequence)
occurred at 9 years of age. The MISL rubric requires that
all three elements (i.e., initiating event, action, consequence)
be clearly and specifically connected to each other using
specific language (e.g., because, so). Following these criteria, the
emergence and stabilization of consequence was most impacted.
Initiating event and action stabilized slightly earlier in the
current data sample. Our effect size estimates indicated that
for each 1-year increase in age, the score for the use of a
specific element increased. Thus, as children aged, they were
increasingly better at using language to link story elements
together using causal language. For example, younger children
(i.e., 4 and 5-year-olds) produced stories like, “The car was
crashing. The people were walking by the car.” Stories like this
received scores of 1 for initiating event and action because a
possible initiating event (e.g., The car was crashing) was stated,
and an action was stated (e.g., The people were walking by
the car.), however, the events were not causally and temporally
related. Whereas children who were 9 years of age produced
stories like:

The car was about to crash into the big hole, so the people
inside started to scream. Then, they pressed on the brakes and
turned the wheel to get away from the hole. They missed the
hole, and everyone was safe.

Stories like this received a score of 2 for initiating event,
action, and consequence—indicating that the three critical
elements of a story were included, and they were causally related.
In contrast, using a rubric based in schema theory, younger
children would receive the same scores as children who were
9 years old in our sample because they would receive scores that
reflected whether a story grammar element was present or not.

It was not until age 10 that we observed scores of 2 for
the story elements of internal response and plan (n = 273).
Stories included words that might be associated with planning or
feelings the characters may have had, however, students were not
observed to consistently use causal language to connect them
to the basic episode until much later than reported in earlier
studies (Stein and Glenn, 1979; John et al., 2003; Berman and
Nir-Sagiv, 2007). It is well supported that individuals from a
very young age regularly pay attention to goal motivated actions,
plans, and internal responses in the stories they hear or read and
tend to include those elements in the stories they create on their
own (Lynch and van den Broek, 2007). However, children in
the current sample were not shown to consistently use literate
language features to establish causal connections between an
initiating event and a plan until the age of 10. A child in our
sample who was 10 years of age might produce a story like:
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The car was about to crash into the big hole. The people
inside of the car were scared. Then, they decided to press on
the brakes and turned the wheel to try and get away from
the hole and that is what they did. They missed the hole, and
everyone was safe.

This story would have received a score of 2 for plan because
it was temporally related to the initiating event. A score of
1 would have been rewarded for internal response because a
feeling was stated. The scores using the MISL for children
this age reflect the emergence/presence of some of the story
grammar elements (e.g., internal response), and mastery of
others (e.g., initiating event, action, plan, consequence). In
contrast, using a rubric based in schema theory, the children
would have received scores that reflected mastery of all of the
story grammar elements by this age because the child included
at least one example of the element in their story.

Finally, the emergence of complex episodes in oral
narratives was reported by Stein and Glenn (1979) asserted that
by the time a child is 11 years of age produce stories that are
intricate and include an elaboration of the complete episode.
This also has been supported by a variety of studies looking at
the complexity of narratives in written contexts (Dockrell and
Connelly, 2016; Jagaiah et al., 2020). Remember that elaboration
occurs when a child includes multiple episodes with and more
than one plan, action sequence. This was supported in oral
narratives by the work of John et al. (2003), where 11-year-old
children were found to include elements like internal response
at a higher rate than their younger peers. In our sample, it was
only children 13 years of age and older (n = 67) that were shown
to consistently elaborate on their story and include complex
episodes in oral narratives. A child who was 13 in our sample
might produce a story like:

The white Jeep was about to crash into the big hole in the
desert. The people inside of the car were scared. Then, the driver
John said, “Hey. Everyone stop screaming so I can think.” He
decided to press on the brakes and turned the wheel to try and
get away from the hole and that is what they did. They missed
the hole, and everyone was safe. Then, all of a sudden, a huge
thunderstorm came, and rain started falling fast. Everyone was
getting wet, so they decided to drive and find a rock to hide
under. That’s what they did. They found a rock and waited until
the thunderstorm ended to go home.

This story would have received scores of a 3 for initiating
event, plan, action, and consequence because the child included
more than one complete story episode where these elements
were causally and temporally related. In contrast, using a rubric
based in schema theory, a child that produced a more complex
story would have received scores similar to those observed at
ages 9 or 10 because they would have only received a point based
off of the presence/absence of the story grammar elements.

It was not until the age of 15 that we observed scores that
reflected “mastery” for the use of internal response (feelings).
A child that was 15 years of age may have produced a story like:

The white Jeep was about to crash into the big hole in the
desert. The people inside of the car were scared so they started
to scream and panic. Then, the driver John said, “Hey. Everyone
stop screaming so I can think.” He decided to press on the brakes
and turned the wheel to try and get away from the hole and that
is what they did. They missed the hole, and everyone was safe.
John felt relieved.

A child who produced this story would have received a score
of 2 for internal response because the relationship to the feelings
was explicitly stated and related to the initiating event. Prior
research that has reported the earlier use of internal response
at the age of 9 was conducted using story retell data (Berman
and Slobin, 1994). Research has demonstrated that having an
adult model in a story retell task has benefited the narrative
performance of typically developing children for sentence
complexity and story macrostructure (Sheng et al., 2020). In
addition, research has demonstrated that both monolingual
and bilingual children include more content in their stories
when retelling a story vs. telling a unique story from a picture
(Schneider and Dube, 2005; Lucero and Uchikoshi, 2019). The
current research utilized story tells which may require more
sophisticated language ability. This may have contributed to
the findings that the mastery of this element was not found
until the children were 15 years old. It could be that the nature
of the task (i.e., creating a story) made it more difficult for
the children to utilize complex language to create temporal
and causal connections in their stories related to the use of
internal response.

Clinical implications

A child’s ability to successfully produce a narrative is an
important developmental milestone for school-age children
(Hughes et al., 1997). As narratives are complex in nature,
they can be used as a measure of language ability throughout
development (Hudson and Shapiro, 1991; Hughes et al., 1997;
National Governors Association Center for Best Practices
and Council of Chief State School Officers, 2010; Ukrainetz,
2015; Petersen et al., 2020). Many studies have discussed the
usefulness of a schema theory-based approaches which employ
measurement of SGEs to examine narrative ability (Stein and
Glenn, 1979; Merritt and Liles, 1987; Berman and Nir-Sagiv,
2007; Bitetti and Hammer, 2021). Not surprisingly, many
narrative interventions have been designed that focus on the
explicit teaching of SGEs to students who are delayed in their
narrative language abilities (for reviews with examples see
Petersen, 2011; Favot et al., 2021; Pico et al., 2021). However,
measuring narrative discourse abilities using rubrics based in
schema theory may not provide clinicians with a complete
picture of the underlying language abilities a child has to bring to
the “narrative production table.” This has the potential to result
in the use of narrative interventions that do not address the
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nature of the difficulties children may experience in becoming
proficient in narrative comprehension and production (oral and
written). Studies of written discourse have consistently shown
that statements in stories that have a large number of causal
connections tend to be judged more important, recalled more
frequently and retrieved more quickly, than stories with fewer
causal connections (Trabasso and Sperry, 1985; O’Brien and
Meyers, 1987; Espin et al., 2007). These findings have also been
reported for oral discourse (Cevasco and van den Broek, 2008).
Current rubrics and narrative macrostructure scoring systems
that focus almost entirely on the presence or absence of story
elements while asking the rater to make a holistic judgment
about whether the story is also “cohesive” in nature may not
capture this important aspect of narrative ability.

Limitations and future directions

There were several limitations of our study that are
important to consider in the interpretation of the findings.
One limitation is the differences in sample sizes at different
ages. Participants in this study were drawn from the normative
sample for the TNL-2, meaning that we had a larger number of
children toward the middle of the age distribution than on the
edges of the distribution (i.e., the youngest and oldest ages in
the sample). However, because age was normally distributed, we
found it appropriate to conduct an ordinal logistic regression
to analyze our data and account for differences at each score
level by age. Additionally, a potential limitation is found in
the generalizability of our findings. The original data used
in our analyses came from participants in a few different
locations in the United States. Given that the majority of
the participants were Caucasian, it is difficult to determine if
our results would generalize to children of other ethnic and
cultural backgrounds. The benefit of narrative sample analysis,
however, is that their use tends to be more sensitive to such
differences in backgrounds of participants than standardized
assessments (MacLachlan and Chapman, 1988; Dollaghan et al.,
1990; Leadholm and Miller, 1992; Wagner et al., 2000; Nippold
et al., 2014). Still, additional analyses on a more diverse
population of children are needed to better generalize these
results to the population of school-age children. As culturally
and ethnically diverse populations grow in the United States, it
would be beneficial to understand whether results for narrative
production would vary across diverse backgrounds.

Finally, stories for this study were from the Aliens subtest
from the TNL-2. This study has evidence for the use of
this rubric for a spontaneous story-generation prompt. It
may be necessary to conduct studies to understand the use
of the MISL on stories produced from different elicitation
contexts to continue to explore its validity. In the future,
it would be beneficial to explore the validity of the MISL
across different narrative elicitation contexts. Results might

differ for contexts such as story-retell or personal narratives,
which are also commonly used in assessment. In addition, it
may be important to understand the use of the MISL with
children of differing language abilities, including those who
are at-risk for language impairment. This would increase our
ability to understand differences in narrative production abilities
of typically developing children and those who are at-risk.
That knowledge may lead to stronger evidence for the use
of interventions targeted at increasing narrative production
abilities of children who are at-risk for language impairment.
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Digital learning platforms (DLP) provide various types of information about

student learning when used for learning and practice. This learning data

holds potential for individualized instruction, which has become increasingly

necessary for adequately addressing learners’ individual needs. For primary

schools in particular, this is important for developing inclusive schools.

However, despite the potential of DLP and the learning data that can be

obtained from them, they are rarely used by teachers. Furthermore, little is

known about factors that lead teachers to use learning data for instruction

and individual support. To address this research gap, we conducted an online

cross-sectional survey study of N = 272 primary school teachers in Germany.

After describing the respondents’ current and previous usage of learning data

from DLP, we used structural equation modeling (SEM) to test the influence of

predictors on respondents’ intention to use as well as their usage of learning

data from DLP. Finally, we discuss the need for increased usage of learning

data in teacher education and training, contributing to ongoing debates about

the usage of digital learning data in educational research and practice.

KEYWORDS

Data-Based Decision Making, digital learning platforms, individualization, Learning
Analytics, primary school teacher, structural equation modeling, Theory of Planned
Behavior

Introduction

Today, teachers face a variety of challenges in their daily school life, including an
increased number of administrative tasks, a heterogeneous student population, and the
digitization of schools (Schmid et al., 2017; Tondeur et al., 2018). Overcoming these
challenges can be exhausting, but also holds potential for the further development
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of schools and teaching. More precisely, combining
different challenges can provide additional opportunities for
development. For example, digital learning platforms (DLP) can
support the development of individual learning requirements
in the context of inclusive education. This is especially relevant
for primary schools due to their high heterogeneity (Schwab
et al., 2017). The usage of DLP contributes to the ability of
all learners to participate in the classroom (Vanbecelaere
et al., 2020; Schaumburg, 2021). Regarding the support of
learners, DLP hold an added value of particular importance: the
availability of learning data. Using this learning data, teachers
can track and reflect on individual learning processes and
implement appropriate learning support (FitzGerald et al.,
2018). To date, such data usage is found primarily in research
on Data-Based Decision Making (DBDM) and Learning
Analytics (e.g., Mandinach and Schildkamp, 2020; Blumenthal
et al., 2021; Krein and Schiefner-Rohs, 2021). Although the
benefits of using (digital) learning data have been highlighted in
previous research, the factors that promote or hinder primary
school teachers’ usage of learning data from DLP, especially
in Germany, remain mostly unconsidered. Therefore, based
on the Theory of Planned Behavior (TPB) (Ajzen, 1991) and
in consideration of further potentially influential factors, we
conducted a cross-sectional survey study among German
primary school teachers to investigate the antecedents of their
intention to use and usage of learning data from DLP.

First, we consider digital media which collect learning data
for the teacher, DLP, and their potential for individualized
practice. We then address the usage of learning data in the
context of instructional design. These two topics provide the
contextual basis for the study to examine the intention to use
and usage of learning data from DLP. Second, the introduction
of the TPB will allow us to predict the intention to use as
well as the usage of learning data from DLP based on an
established model.

Digital learning platforms for
individualized practice

According to Böhme et al. (2020), the aims of using
digital media in schools are, on the one hand, the promotion
of a critical use of digital media and, on the other hand,
the support of learning. Especially in highly heterogeneous
inclusive school settings, there is a great potential of digital
media, as digital media have the potential to increase the
participation of all students in the classroom (Vanbecelaere et al.,
2020; Schaumburg, 2021). In this context, digital media can
support teachers with diagnostic information and thus foster
individualized learning offers (Schaumburg, 2021).

There are several types of digital media that can improve
student learning, such as intelligent tutorial systems, drill-
and-practice programs, or learning management systems

(Nattland and Kerres, 2009; Petko, 2014). However, in the
context of this study, we did not study a specific type of digital
media. Reinhold et al. (2020, p. 1) emphasize “that it is not the
mere medium that does have an effect on learning outcomes,
but rather the appropriate way of implementing it into the
classroom as well as certain features that technology enhanced
learning environments can offer.” Therefore, the focus is on
digital media that are used for individualized practice. To specify
these, the term DLP is used comprehensively. As examples for
DLP Anton or Bettermarks can be mentioned (Holmes et al.,
2018; Schaumburg, 2021). Here, DLP contain the following
characteristics: First, DLP include practice exercises that
students can work on (Greller et al., 2014; Daniela and Rūdolfa,
2019). During the assignment, DLP analyze the students’ input
and provide them with direct, formative feedback (Daniela
and Rūdolfa, 2019; Hillmayr et al., 2020). At the same time,
student results (as an example for learning data) are stored
and displayed on a teacher-dashboard within the DLP (Greller
and Drachsler, 2012; Greller et al., 2014). Furthermore, DLP
create interaction with students and teachers as well as between
them (Faustmann et al., 2019; Hillmayr et al., 2020). In the best
case, DLP include the possibility of adaptive adjustments by
the system itself or the teacher (Daniela and Rūdolfa, 2019).
In particular, by using learning data provided by DLP, teachers
have the opportunity to provide individualized instruction to
their students. The usage of learning data for instructional
design—with both digital and analog data—has already been
addressed in several research fields, which are presented in the
following chapter.

Usage of learning data for instructional
design

Under the term of DBDM—which refers to “the systematic
collection and analysis of different kinds of data to inform
educational decisions” (Mandinach and Schildkamp, 2020,
p. 1)—learning data in teaching and learning processes
became a major focus of research. Among others, DBDM
can help teachers determine instructional steps that meet
learners’ diverse needs (Mandinach and Gummer, 2016; Prenger
and Schildkamp, 2018; Peters et al., 2021). Because DBDM
focuses on every child, not just children with identified
special educational needs, it is consistent with the idea of
an inclusive school environment (Mandinach and Gummer,
2013; Knickenberg et al., 2020). DBDM assumes that teachers
collect a variety of data (i.e., quantitative, qualitative; analog,
digital) in their daily practice. However, as a large amount
of data is available, especially in the age of digitalization,
teachers should consider which data they want to use and
for what purpose (Schildkamp, 2019). Since the usage of DLP
should be embedded in a pedagogical concept, the usage
of learning data and the resulting decision making evokes
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pedagogical actions (Molenaar and Knoop-van Campen, 2017;
Kerres, 2018). Therefore, on the one hand, teachers need
pedagogical knowledge, perceptions, and an openness to the
fact that pedagogy changes with the integration of digital media
and learning data. A positive attitude toward the usage of
learning data is considered essential (Blumenthal et al., 2021).
On the other hand, teachers need data literacy to analyze and
appropriately interpret learning data and to set and implement
learning goals (Schildkamp and Kuiper, 2010; Mandinach and
Gummer, 2016; Molenaar and Knoop-van Campen, 2017; Krein
and Schiefner-Rohs, 2021).

In recent years, the research field of Learning Analytics
evolved. This can be seen as a further development of research
on DBDM. Here, the usage of learning data is considered
only in a digital context. Learning Analytics help teachers and
learners to individualize learning processes based on digital
learning data (Krein and Schiefner-Rohs, 2021). The idea of
Learning Analytics grew due to the large amount of learning
data collected with the help of digital technologies (Greller
et al., 2014). Learning Analytics deal with digitally generated
data that is analyzed and presented in real time (Ifenthaler and
Drachsler, 2020). Learning Analytics and DBDM pursue the
same goal: Both concepts aim to support teachers in making
pedagogical decisions based on learning data and not only on
experience and intuition, for example, to enable individualized
learning processes (Schildkamp and Kuiper, 2010; Greller et al.,
2014). Digital learning data, as collected by DLP, include,
for example, how long students practiced with the DLP, how
many tasks they worked on, and whether they solved the tasks
correctly or incorrectly.

Despite the potential of learning data for instructional
design, it is, yet, not being used to a great extent for decision
making among teachers (Schildkamp and Kuiper, 2010; Kippers
et al., 2018). Especially in Germany, few teachers and schools
have practiced DBDM to date. However, in other countries such
as the United States and the Netherlands, DBDM is already
being implemented more frequently (Blumenthal et al., 2021;

Schaumburg, 2021). Studies of DBDM have found positive
effects for students and teachers in primary schools. For
example, Keuning et al. (2019) showed that teachers’ data
usage had a positive impact on student achievement in
mathematics and spelling. Anderson et al. (2020) found that
progress monitoring—which is also a DBDM concept to identify
learning problems—can help students acquire reading skills
and help teachers to address student heterogeneity. Further,
Souvignier et al. (2021) reported that student achievement in
reading and mathematics improved after a progress monitoring
intervention. Peters et al. (2021) identified the potential of
DBDM for teachers dealing with particularly low-performing
students. Molenaar and Knoop-van Campen (2018) observed
teachers’ usage of learning data from DLP and found that
Dutch teachers referred to the learning data multiple times
during their instruction and that the data influenced their
pedagogical actions. Although some studies have addressed
DBDM and Learning Analytics in school contexts, there is
still a need for further research. The usage of learning data
retrieved especially from DLP and the intention to use the
learning data for individualized instruction has not been
covered empirically. Therefore, a need for research is indicated
(Molenaar and Knoop-van Campen, 2017; Blumenthal et al.,
2021; Schaumburg, 2021).

Explaining teachers’ behavioral
intention and usage of learning data

In order to better understand why primary school teachers
use data from DLP (or not), further studies are needed.
To gain insights into the factors which are associated to
teachers’ intention to use and their usage of learning data
from DLP, we refer to the TPB (Figure 1; Ajzen, 1991)
as a theoretical framework. Also, teacher-specific factors are
considered additionally. Since this research focuses on the
usage of learning data from DLP and not on the usage
of the DLP as a technology, the TPB is preferred over

FIGURE 1

The Theory of Planned Behavior [oriented to Ajzen (1991, p. 182)].
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models that address acceptance of technology, such as UTAUT
(Venkatesh et al., 2003).

The TPB was developed as an extension of the Theory
of Reasoned Action (Fishbein and Ajzen, 1975) and aims
to explain and predict human behavior in various situations
(Ajzen, 1991). Fundamental to the explanation of behavior
is that actual behavior is predicted by intended behavior.
A high behavioral intention increases the probability for actual
behavior. In some instances, there is a gap between intention and
behavior. Accordingly, though a person might have a specific
intention, the behavior is not always performed (Sheeran, 2002).
The TPB attempts to explain this intention-behavior-gap by
considering the factors that influence intention as well as by
examining the relationship between the intention and the actual
behavior (Sheeran, 2002). According to the TPB, an intention
is predicted by attitudes toward the behavior, subjective norms,
and perceived behavioral control (Ajzen, 1991). Attitude refers
to a person’s positive or negative feelings toward a behavior. The
subjective norm includes the expectations a person has about
the reactions of others. Finally, perceived behavioral control
contains the estimation of the person’s skills, competencies, and
resources to perform the behavior (Nistor, 2020).

In educational research, TPB has proven to be a useful
instrument to explain teachers’ intentions and actual behavior.
TPB has been used in (primary) teaching studies on inclusive
education and individualized student support (Hellmich et al.,
2019; Knauder and Koschmieder, 2019), DBDM (Pierce
et al., 2013; Prenger and Schildkamp, 2018), and technology
acceptance (Teo and Tan, 2012). In a cross-sectional survey
study on N = 290 German primary school teachers, Hellmich
et al. (2019) identified the school principal’s expectations as
indicators of subjective norms as the largest factor influencing
teachers’ intentions to implement inclusive education. Positive
attitudes toward inclusion and teachers’ self-efficacy beliefs
about organizing inclusive education were also, but were
found to be less important. Knauder and Koschmieder (2019)
applied the TPB to investigate teachers’ intrinsic and extrinsic
motivational intentions to support students individually as
well as to predict teachers’ individualized support and lesson
design in a cross-sectional survey study involving N = 488
Austrian primary school teachers. For the intrinsic motivational
intention, they found a strong association between attitude
and individualized support, but no significant influence of
subjective norms and perceived behavioral control (Knauder
and Koschmieder, 2019). This was different for extrinsic
motivational intention. Here, school as a factor of subjective
norms had a significant influence on the intention to support
students, whereas attitude and perceived behavioral control did
not predict their extrinsic motivational intention to support
students individually (Knauder and Koschmieder, 2019). For
the context of DBDM, the TPB model was also able to
explain teachers’ intention to use data from different sources
to inform their teaching. Also, in a cross-sectional survey

study of approximately 1,000 Australian teachers, Pierce et al.
(2013) used the TPB model to gain insights into teachers’
perceptions of factors influencing their intention to use data
from national testing in their lesson planning, confirming the
usefulness of the TPB model in explaining teachers’ intention
to use data. Prenger and Schildkamp (2018) tested an extended
version of the TPB model (affective and instrumental attitude,
subjective norms, perceived behavioral control, self-efficacy,
collective efficacy) to explain teachers’ intentions as well as their
instructional data usage related to curriculum assessments. They
conducted a cross-sectional survey study with N = 131 primary
school teachers in the Netherlands. Perceived behavioral control
predicted instructional data usage, whereas, intention to use
data was significantly predicted only by affective attitude and
instrumental attitude (Prenger and Schildkamp, 2018). Teo
and Tan (2012) reported that TPB is a useful instrument for
explaining technology acceptance in educational contexts. In a
cross-sectional survey study of N = 293 Singapore pre-service
teachers, attitude toward technology were found to have the
greatest influence on intention to use technology. Perceived
behavioral control and subjective norms were also identified
but were found to be less important predictors (Teo and Tan,
2012). The abovementioned studies indicate the relevance of
the TPB model in educational research. To date, however, no
study has used TPB to examine teachers’ usage of learning data
received from digital media such as DLP in the context of
individualization.

Since "teaching is an activity where teachers enact their
conceptions about teaching and learning" (Yan et al., 2021,
p. 229), it might be useful to consider other factors besides
the TPB Model in order to gain more insight. The TPB model
includes only a few personal factors and these factors are
particularly related to the investigated behavior. However, a
systematic review demonstrated the relevance of other factors,
such as teaching beliefs, to the implementation of formative
assessment (Yan et al., 2021). Accordingly, it can be assumed
that the didactic context in which learning data from DLP is
used should be considered. Learning data from DLP is related
to the usage of DLP, is embedded in practice, contains feedback,
is used for individualization, and is to be regarded overall in the
context of data-based instructional design. Other studies that
have examined the usage of media didactics in the classroom in
general hypothesized that didactical concepts have an influence
on the intention to use digital media in schools (Tappe, 2017;
Gellerstedt et al., 2018). This assumption is also adopted in the
present study and will be tested to predict teachers’ intention to
use learning data obtained from DLP.

Purpose and research questions

The theoretical overview above illustrated that digital
media, especially DLP, are suitable to address the challenges of
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heterogeneous groups of students and to support and encourage
learners individually. Learning data from DLP are of great
importance in this context. Research on DBDM and Learning
Analytics highlights the utility of learning data for instructional
design. However, the reasons why teachers intend to use, use
or do not use learning data from DLP have not yet been
investigated. Therefore, this study—with reference to the TPB—
seeks to answer the following research questions:

1. To what extent do primary school teachers in Germany use
learning data from DLP for individualization?

2. What predicts teachers’ intentions to use and the usage of
learning data from DLP?

Materials and methods

Study design

To gain insights into German primary school teachers’
technology and data acceptance, we conducted an online cross-
sectional survey study using LimeSurvey from October to
December 2021. The study was developed from a psychological
and educational perspective as part of the Competencies for
Digitally-Enhanced Individualized Practice (CODIP) project. In
this article, we focus on clarifying teachers’ intentions to use and
their usage of learning data from DLP. An examination of the
acceptance of DLP itself will be provided in another publication.
Primary school teachers from the northern German federal
states Bremen, Hamburg, Mecklenburg-Western Pomerania,
Lower Saxony, and Schleswig Holstein were recruited by
sending emails to their schools. In addition, teachers were
reached via social media, and we also commissioned a market
research panel to recruit teachers. Participation in the online
survey took an average of 20 min.

The study was preregistered at Open Science Framework
before we accessed the research data.1 Additionally, because the
study involved human subjects, it was reviewed and approved
by the Ethics Committee of the Leuphana University Lüneburg.
Furthermore, the study was approved by the respective
education offices of each involved federal state.

Participants

To find participants, 2,684 schools in northern
Germany were contacted. The resulting total sample of
the study consisted of N = 272 primary school teachers
who were predominantly female (86%). This distribution
corresponds to the findings obtained by the survey of
the Federal Statistical Office for the school year 2020/21
(Federal Statistical Office of Germany, 2022). Most participants

1 https://doi.org/10.17605/OSF.IO/PG6R4

were between 40–49 and 50–59 years old (each 28%), 19% were
between 30–39 years, 13% were older than 60 years, and 12%
were younger than 30 years. The distribution is roughly in
line with the information from the Federal Statistical Office, in
which the 40–49-year age group is the largest, with the 30–39-
year age group second, followed by the 50–59-year age group
(Federal Statistical Office of Germany, 2022). Work experience
was also captured by time ranges. Most of the teachers had
11–20 years of work experience (28%), followed by 26% with
21–30 years of work experience, while 20% of the teachers
were career starters with up to 5 years of work experience. The
remaining teachers had 6–10 years (13%), 31–40 years (11%),
and more than 40 years (2%) of work experience.

Survey instrument

The online survey started with an introductory video. This
self-created video included a definition of DLP and its resulting
learning data. The definitions were intended to ensure that all
participants had the same understanding of DLP and learning
data from DLP. Similarly, teachers who do not have experience
with learning data from DLP can answer the questionnaire based
on the video. The questions were divided into four sections:
(1) DLP, (2) learning data from DLP, (3) digital media, and (4)
didactical concepts. The sections relevant for this article Sections
“Purpose and research questions,” Materials and methods,” and
“Results” will be described in detail below. All scales used in
the survey were adapted from existing measures or were based
on theoretical assumptions. The item wordings were altered to
the context of usage of data from DLP. Table 1 summarizes all
characteristics of the scales used within this research context.

Learning data from digital learning platforms
Following TPB (Ajzen, 1991) as a theoretical framework to

explain teachers’ intentions to use learning data from DLP, we
used scales to assess teachers’ self-reported data usage, their
intentions to use learning data from DLP, their attitude toward
learning data from DLP, their perceived behavioral control
regarding learning data from DLP and their subjective norm
regarding learning data from DLP.

To assess data usage in the context of individualization
we developed items on purpose-related usages like using data
from DLP for identifying student needs, setting learning goals,
or revising lessons based on individual needs. Because to date
no study had examined teachers’ usage of learning data from
DLP, we adapted items on general usage of learning data to
this context. This also applies to the following scales concerning
learning data from DLP.

Within this questionnaire, intention to use data from DLP
was measured using three different stages. Thus, the items
addressing the intention to use included thinking about a
behavior, planning the behavior, as well as the determination of
the intention to actually perform the behavior. Still, if teachers
answered that they have not used learning data from DLP yet,
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TABLE 1 Scale characteristics.

Number of items Response scale Most representative item References

Usage of data from DLP 5 1 = No, never for this
reason–4 = Yes, regularly
for this reason

“I use data from DLP to set learning goals
for individual students”

Moore and Shaw, 2017

Intention to use data from DLP 3 1 = No–4 = Yes “I plan to use data from digital learning platforms for
my teaching within the current school term”

Venkatesh et al., 2003; Tappe,
2017

Attitude toward data from DLP 8 1 = Does not apply at
all–4 = Applies completely;
5 = I cannot tell

“I find data from digital learning platforms useful” Wayman et al., 2016

Perceived behavioral control
regarding data from DLP

4 1 = Does not apply at
all–4 = Applies completely;
5 = I cannot tell

“I am good at adapting lessons based on data from digital
learning platforms”

Wayman et al., 2016

Subjective norm regarding data
from DLP

4 1 = Very low level–4 = Very
high level; 5 = I cannot tell

“Colleagues influence me to use data from DLP” Venkatesh et al., 2003; Tappe,
2017

Usage of digital media 10 1 = Yes
2 = No

“learning videos such as YouTube” Schmid et al., 2017

Attitude toward digital media 8 1 = Does not apply at
all–4 = Applies completely

“I like to use digital media for my lesson planning” Venkatesh et al., 2003; Tappe,
2017; Petko et al., 2018;
Schaumburg and Prasse, 2019

Practice 6 1 = Never–4 = Regular “I let my students practice with tasks where I can see
particularly well whether the essentials have been
understood”

Jäger and Helmke, 2008;
Baumert et al., 2009

Individual support 4 1 = Never–4 = Regular “I give the students different tasks depending on their
ability”

Institute for Quality
Development Hessen, 2012

Feedback 4 1 = Never–4 = Regular “I tell the students in which areas they can still improve” PISA, 2017

Data-based instructional
design

6 1 = Never–4 = Regular “I use data as the basis for conversations with parents” Wayman et al., 2016

All items were taken from the given references and adapted to the context of this study.

they got an additional information before answering the items
regarding the intention to use learning data from DLP. We asked
teachers to answer the next items to the best of their ability, and
to think about potential use if necessary.

Based on theoretical background, attitude, perceived
behavioral control, and subjective norm should predict teachers’
intention to use learning data from DLP and their usage.
Regarding attitudes toward learning data from DLP, items were
devoted to the benefits of data usage for the teacher, as well
as items focused on improvements for students. The items on
perceived behavioral control regarding learning data from DLP
captured how teachers assessed their own ability to use learning
data from DLP. Here, using learning data was again focused
on aspects of individualization and additionally on aspects
of instructional design. Within the items on subjective norm
regarding learning data from DLP, teachers were asked to rate
how much they think other professionally relevant groups of
people (students, parents, colleagues, school administrators)
expect them to use learning data from DLP. We also provided
an option to give no answer as the items of these scales were
mandatory to be able to proceed the questionnaire.

Digital media
In addition to the TPB model, research data on other

factors were collected to elucidate the intention to use learning
data from DLP. For this purpose, we asked teachers about
the digital media they use. Teachers had to indicate for ten

different digital media whether they use them as part of
their teaching. The focus was less on technical devices and
more on applications such as learning management systems
or learning videos. A sum score was calculated across the
ten items to indicate teachers’ proneness to usage of digital
media for instruction. Additionally, the questionnaire contained
items regarding teachers’ attitudes toward digital media. These
items also contained positive attitudinal statements regarding
benefits to teachers and students, but with focus on digital
media in general.

Didactical concepts
When using DLP and the resulting data, the pedagogical

context requires closer consideration. Therefore, we included
items on didactical concepts in our survey instrument.
Related to our research aim to better understand teachers’
intention to use learning data from DLP we integrated items
regarding practice, individual support, feedback, and data-based
instructional design within our study. The didactic concepts were
not related to digitalization in order to find out how important
these concepts were for teachers in their lessons independently
from the usage of data from DLP.

The scale Practice consisted of items assessing automated
and elaborated practice as those are different ways to practice.
Since individual instructional design can benefit from the usage
of learning data from DLP, items on Individual support were
used to its importance for teachers’ instruction. The scale
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Feedback inquired the extent to which teachers provide feedback
to their students in the classroom. With the scale Data-driven
instructional design, we determined whether teachers also use
learning data without a digital medium to design their lessons
and to encourage and challenge learners. A mean value was
calculated for each scale.

Statistical methods

Missing data
Non-response occurred when participants did not answer all

items of a scale or used the alternative response option, I cannot
tell. To cope with missing data, we used multiple imputation
(Van Buuren, 2012), using the mice package in R-Studio. The
multiple imputation was based on a created predictor matrix
with 10 iterations.

Data analysis
To answer the first research question, the research

data on usage of learning data from DLP were analyzed
descriptively. Descriptive statistics were compiled for all scales
in preparation for explaining the intention to use and the usage
of learning data from DLP.

To answer the second research question, we used structural
equation modeling (SEM). The SEM method was chosen as it
enables to consider all variables in one model at once, acting
as both independent and dependent variables. SEM combines
factor and path analysis in order to separate measurement error
influences from true influences. In addition, SEM can be used
to check the fit of a model with the data set (Schumacker and
Lomax, 2010; Eid et al., 2017).

We first examined the TPB model as our Model 1. Since this
was applied to a novel context, we checked all connections of
the variables (i.e., also attitude and subjective norm for usage
and not only for intention to use). In another SEM, Model

2, we tested the extended TPB model that included additional
predictors. Following Tappe (2017) and Gellerstedt et al. (2018),
the additional predictors are tested only in relation to the
intention to use learning data from DLP and not in relation to
the self-reported usage. We specified that the difference in the
explained variance between both models (1R2) must be ≥0.05
for the extended model to provide a meaningful improvement
compared to Model 1. For the purpose of this article, we used
model fit values according to the following guidelines: As a
criterion for the acceptance of the overall model, we assumed
that χ2/df should be ≤3.00 (Homburg and Giering, 1997). For
the comparative fit index (CFI), values ≥0.90 indicate a good
fit (Garson, 2009). Additionally, the root mean square error
of approximation (RMSEA) should be ≤0.05 to be accepted
as a good model fit or ≤0.08 for an acceptable model fit. The
associated p-value of RMSEA must be ≥0.05 (Browne and
Cudeck, 1993). All analyses were conducted using R-Studio.

Results

To what extent do German primary
school teachers use learning data from
digital learning platforms for
individualization?

It was part of the survey to ask teachers about their previous
and current usage of learning data from DLP for five different
purposes of individualization (Figure 2). The self-reported
usage is utilized as a dependent variable in the main analyses, but
to answer research question 1 it is also examined descriptively.

Figure 2 shows that the teachers were divided into data users
and non-users of roughly equal size across all five purposes. Up
to 50% of the teachers had never used learning data from DLP
for either of the specific purposes targeting individualization.

FIGURE 2

Previous and current usage of learning data from digital learning platforms (DLP).
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The majority of the teachers (58.5%) had used learning data
from DLP to tailor instruction to individual students’ needs.
Of these, 48.9% claimed to currently use the learning data
occasionally or regularly. Further, 46.7% of teachers reported
that they currently used learning data from DLP to identify the
learning needs of struggling students occasionally or regularly.
Another 10.7% of participants had used the learning data at an
earlier time. The third most common reason for using learning
data from DLP was to set learning goals for individual students.
Here, 11.0% of teachers had used learning data in the past
and 43.0% currently did so. A total of 51.9% of teachers had
previously used (10.3%) or currently use (41.6%) learning data
from DLP to determine whether they needed to re-teach certain
concepts and skills. Teachers were least likely to use learning
data from DLP to identify the learning needs of students who
were not struggling. Here, exactly 50.0% of the participants used
learning data for this reason and correspondingly, the same
number of participants did not. As with the previous purpose,
10.3% of teachers had used the learning data at an earlier time.
The remaining teachers (39.7%) currently used the learning data
at the time of the survey. The results showed that learning
data from DLP were used by teachers to similar extents for
different purposes.

What predicts teachers’ intentions to
use and the usage of learning data
from digital learning platforms?

In preparation for the main analyses, we analyzed the
descriptive statistics and reliability of all scales (Table 2). Since
the reliability analyses yielded acceptable to excellent values for
all scales, this issue is not considered further.

Results of the descriptive statistics showed that the mean
score for intention to use learning data from DLP was M = 2.75.
That is, on average, participants were slightly more likely to
imagine using learning data from DLP within the school year

to design their lessons than to imagine not using them. A closer
look at the evaluation of the items for the intention showed that
78% of teachers had an intention to use learning data from DLP.
Thereby, the intention to use learning data differed among these
teachers regarding its intensity. The remaining 22% of teachers
had no intention to use learning data from DLP. An example
item to assess the intention to use was “I plan to use learning
data from digital learning platforms for my teaching within the
current school term.” Even though the items on the self-reported
usage of learning data from DLP have already been considered in
more detail (Section “To what extent do German primary school
teachers use learning data from digital learning platforms for
individualization?”), the mean value should also be mentioned
here (M = 2.07). An example item for the usage scale was “I
use data from digital learning platforms to set learning goals for
individual students.”

On average, the participants reported more positive than
negative attitudes toward learning data from DLP (M = 2.75).
This implies, for example, that teachers agreed that they find
learning data from DLP useful. The mean for all participants
regarding the scale perceived behavioral control regarding
learning data from DLP was about moderate (M = 2.53). Thus,
we could not make a clear determination about whether or
not teachers might be able to deal with learning data from
DLP. While some teachers stated that they are already able to
use learning data from DLP other stated they cannot. For the
subjective norm regarding learning data from DLP scale, the
average answer showed a tendency toward negative response
options (M = 2.22). This suggests that teachers were not
particularly influenced by, for example, their colleagues to use
learning data from DLP.

With regard to the usage of digital media, the teachers were
asked about the use of ten different types of digital media in
their lessons. We then calculated the sum score with a mean of
M = 5.19. This showed that the teachers on average used about
half of the digital media given. Teachers, on average, highly
approved items regarding the attitude toward digital media

TABLE 2 Descriptive statistics and reliability analyses.

Mean SD Range Skew Kurtosis α

Usage of data from DLP 2.07 0.9 3 0.24 –1.22 0.9

Intention to use data from DLP 2.75 0.85 3 –0.35 –0.51 0.9

Attitude toward data from DLP 2.75 0.62 3 –0.3 0.21 0.9

Perceived behavioral control regarding data from DLP 2.53 0.75 3 –0.45 –0.44 0.9

Subjective norm regarding data from DLP 2.22 0.71 3 0.16 –0.29 0.8

Usage of digital media 5.19 1.83 10 0.02 –0.15

Attitude toward digital media 3.03 0.51 2.88 –0.51 0.41 0.88

Practice 3.21 0.49 3 –1.41 3.77 0.75

Individual support 3.35 0.53 3 –0.82 0.69 0.75

Feedback 3.51 0.47 3 –1.04 1.86 0.77

Data-based instructional design 3.21 0.78 3 –1.25 1.19 0.94

N = 272.
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(M = 3.03). That is, teachers, on average, rather liked working
with digital media in the classroom.

For most teachers, the didactical concepts considered,
i.e., practice, individual support, feedback, and data-based
instructional design certainly mattered in their teaching.
Practicing was considered relevant by teachers on average
(M = 3.21). For example, practice could be represented by the
following item “I let my students practice with tasks where
I can see particularly well whether the essentials have been
understood.” Participants also perceived individual support to
be relevant to their teaching with M = 3.35. For example,
teachers occasionally to regularly gave their students tasks
that fit their needs. Giving feedback appeared to be the most
relevant didactic concept for teachers, as indicated by the mean
of M = 3.51. On average, teachers occasionally to regularly
told their students in which areas they could improve. For
data-based instructional design, M = 3.21 showed the same

mean value as for practicing. Accordingly, teachers tended
to use learning data occasionally; for example, as a basis for
conversations with parents.

To finally answer the second research question, we predicted
teachers’ intention to use learning data from DLP as well
as their self-reported usage of learning data from DLP by
firstly their attitude, perceived behavioral control, subjective norm
and secondly as well by their usage of digital media, attitude
toward digital media, practice, individual support, feedback, and
data-based instructional design. The correlation matrix of all
predictors with the intention to use and the usage of learning
data from DLP is shown in Table 3. Cohen (1988) was followed
in interpreting the correlation coefficients. Low to moderate
significant correlations with intention to use learning data from
DLP were found for all independent variables except for practice.
Attitude, perceived behavioral control, usage of digital media,
and attitude toward digital media showed moderate correlations

TABLE 3 Correlation matrix of all factors for all participants.

Variable 1 2 3 4 5 6 7 8 9 10 11

1 Usage of data from DLP 1

2 Intention to use data from DLP 0.50*** 1

3 Attitude toward data from DLP 0.45*** 0.49*** 1

4 Perceived behavioral control regarding data from DLP 0.54*** 0.40*** 0.48*** 1

5 Subjective norm regarding data from DLP 0.35*** 0.23*** 0.41*** 0.28*** 1

6 Usage of digital media 0.37*** 0.35*** 0.21*** 0.29*** 0.10 1

7 Attitude toward digital media 0.37*** 0.39*** 0.56*** 0.40*** 0.16** 0.31*** 1

8 Practice 0.02 0.07 0.10 –0.04 0.09 0.04 0.12* 1

9 Individual support 0.17** 0.18** –0.05 0.12* 0.07 0.18** 0.15** 0.26*** 1

10 Feedback 0.21*** 0.22*** 0.05 0.13* 0.08 0.10 0.10 0.20*** 0.49*** 1

11 Data-based instructional design 0.18** 0.18** 0.13* 0.30*** –0.02 0.11 0.16** 0.33*** 0.29*** 0.33*** 1

N = 272; *p < 0.05, **p < 0.01, and ***p < 0.001.

FIGURE 3

Results of the structural equation modeling (SEM) for the theory of planned behavior (TPB) model in case of data from digital learning platforms
(DLP). N = 272; ∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001.
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with teachers’ intentions to use learning data from DLP. A high
positive correlation was found for intention to use learning data
from DLP with usage of learning data from DLP. Additionally,
the correlation matrix showed low to high correlations with
usage of learning data from DLP and the other variables except
for practice. Here, perceived behavioral control showed a high
correlation with teachers’ intentions to use learning data from
DLP whereas moderate correlations were found for attitude,
subjective norm, usage of digital media, and attitude toward
digital media.

To examine the association of all variables in one model,
we performed SEM. First, we considered the TPB model
in its original form, but considered attitude and subjective
norm as predictors for teachers’ usage of data from DLP
as well (Figure 3). Secondly, we extended the TPB model
with additional variables: usage of digital media, attitude
toward digital media, and didactical concepts (Figure 4). The
influence of the additional variables was only tested regarding
the intention to use data from DLP. Table 4 provides the
standardized beta values of all relationships for both models.

Based on the confirmatory factor analysis, a good model fit
could be established for Model 1: χ2(242) = 385.65, χ2/df = 1.60,
p ≤ 0.001. With a CFI = 0.95, the value represented a good
model fit. The RMSEA = 0.05, with p = 0.73, and 90% CI [0.04,
0.06], could also be classified as good. Taking a closer look
at the results of the first SEM, the intention to use data from
DLP was mostly significantly predicted by teachers’ attitudes
toward learning data from DLP. Thus, teachers with a positive
attitude toward the usage of learning data from DLP showed a
higher intention to use it. Additionally, the perceived behavioral
control regarding learning data from DLP also significantly
predicted the intention to use learning data from DLP. Similarly,
teachers who assessed their skills in using learning data from
DLP as good showed a higher usage intention. In contrast, no
significant associations were found for subjective norm regarding
learning data from DLP. Regarding the usage of data from DLP,
teachers’ intentions to use learning data from DLP as well as their
perceived behavioral control regarding learning data from DLP
and subjective norm regarding learning data from DLP turned
out as significant predictors. In this context, perceived behavioral
control was most significant in explaining the model. Thus, we
found that teachers use learning data from DLP when they
perceive themselves as competent enough to do so or when other
persons like colleagues influenced teachers’ interest in using
such learning data. With Model 1 we were able to explain 30%
of the variance of the intention to use data from DLP and 51% of
the variance of the usage of learning data from DLP.

Also for Model 2 a good model fit was established:
χ2(1277) = 1971.79, p ≤ 0.001, χ2/df = 1.60. Even though the
CFI of 0.90 was a bit lower here, it could still be described as
good. The RMSEA = 0.05, with p = 0.99, and 90% CI [0.04,
0.05], could also be classified as good. Model 2 explained 38%
of the variance of the intention to use data from DLP and 52%

of the variance of the usage of learning data from DLP. As the
additional predictors were tested only in relation to the intention
to use learning data from DLP, only the consideration of 1R2 for
intention was interesting. Following our default that an increase
in explained variance becomes practically relevant only when
1R2

≥ 0.05, a 1R2 = 0.08 shows that the second model differed
meaningfully from the first model. Therefore, Model 2 should
be considered. In addition to the TPB variables, this model
contained digital media (usage, attitude) and didactical concepts
(practice, individual support, feedback, data-based instructional
design). Again, attitude toward learning data from DLP most
strongly predicted the intention to use learning data from DLP.
In contrast to Model 1, perceived behavioral control regarding
learning data from DLP did not predict teachers’ intentions to
use learning data from DLP. Of the added factors, usage of
digital media was found to be a significant predictor of teachers’
intentions to use learning data from DLP. Thus, in addition to
teachers’ attitudes, the usage of several types of digital media
was predictive for their intention to use learning data from DLP.
Other didactical concepts showed no significant association with
the intention to use data from DLP. The previously identified
predictors for the usage of data from DLP remained the same:
intention to use data from DLP, perceived behavioral control
regarding data from DLP, and subjective norm regarding data
from DLP.

Discussion

Summary

The presented study provides a valuable insight into
German primary school teachers’ intention to use and usage
of data from DLP. In this cross-sectional survey study, on the
one hand, we were able to describe the usage of learning data
from DLP for purposes of individualization. On the other hand,
we predicted teachers’ intention to use learning data from DLP
as well as their usage with variables from the established TPB
model (Model 1) as well as an extended TPB model (Model 2).

Regarding the first research question, about half of all
participants indicated that they were already using learning
data from DLP for various purposes of individualization. For
example, identifying struggling students’ learning needs led to
great consent among the teachers. This emphasizes the added
value of DBDM in the school context: Theoretical articles and
empirical studies have cited the determination of appropriate
instructional steps for students’ individual learning needs as a
reason for data usage (Mandinach and Gummer, 2016; Prenger
and Schildkamp, 2018; Peters et al., 2021). Similarly, research on
educational technologies has reported on the potential of DLP
to provide information about students’ needs from learning data
(Greller et al., 2014; Schaumburg, 2021). Nevertheless, half of all
teachers who participated in the survey did not use learning data
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FIGURE 4

Results of the structural equation modeling (SEM) for the extended theory of planned behavior (TPB) model in case of data from digital learning
platforms (DLP). N = 272; ∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001.

TABLE 4 Standardized beta values of all relationships in the structural equation model.

Model 1: TPB Model 2: extended TPB

β SE R2 β SE R2

Intention to use data from DLP 0.30 0.38

Attitude toward data from DLP 0.42*** 0.16 0.41*** 0.19

Perceived behavioral control regarding data from DLP 0.17* 0.10 0.04 0.11

Subjective norm regarding data from DLP 0.03 0.13 0.05 0.13

Usage of digital media 0.15* 0.03

Attitude toward digital media 0.06 0.11

Practice –0.08 0.17

Individual support 0.12 0.18

Feedback 0.11 0.22

Data-based instructional design 0.06 0.09

Usage of data from DLP 0.51 0.52

Intention to use data from DLP 0.25*** 0.07 0.25*** 0.07

Attitude toward data from DLP 0.09 0.16 0.09 0.15

Perceived behavioral control regarding data from DLP 0.41*** 0.10 0.41*** 0.09

Subjective norm regarding data from DLP 0.19** 0.13 0.19** 0.12

N = 272; *p < 0.05, **p < 0.01, and ***p < 0.001.

from DLP. A non-use of learning data was also found in other
studies (Kippers et al., 2018; Blumenthal et al., 2021). For this
reason, it was important to further investigate the reasons for
the intention to use and usage of learning data from DLP.

With regard to the second research question on predictors
of intention to use and usage of learning data from DLP,
teachers’ attitudes toward learning data from DLP proved to
be the most relevant predictor for intention to use learning

data from DLP in both models. Therefore, teachers need a
positive mindset about learning data from DLP in order to
consider using them. Teo and Tan (2012) also found the highest
influence of attitude as a factor of the TPB model when they
predicted teachers’ intentions to use technology in school.
Likewise, Blumenthal et al. (2021) identified attitude toward
data—independently of TPB—as an important predictor for the
intention to use data for educational decisions. In contrast to
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previous studies, however, subjective norm had no effect on
the intention to use learning data from DLP (Teo and Tan,
2012; Hellmich et al., 2019; Knauder and Koschmieder, 2019).
This might be explained by the fact that teachers in Germany
are quite independent in their lesson planning and often do
not receive regulations regarding the choice of their methods
(Kerres, 2020). The irrelevance of subjective norm changed
when considering the TPB variables in terms of the usage
of learning data from DLP. Here, subjective norm regarding
learning data from DLP significantly predicted teachers’ usage of
learning data from DLP. In return, the attitude toward learning
data from DLP had no influence on the explanation of the
usage of learning data from DLP. The relevance of perceived
behavioral control regarding learning data from DLP and the
irrelevance of attitude toward learning data from DLP to the
usage of learning data from DLP is consistent with the findings
of Knauder and Koschmieder (2019) on the consideration of
TPB with respect to individualized instructional design but is
also in contrast to the findings of other studies (Prenger and
Schildkamp, 2018; Hellmich et al., 2019). As expected, intention
to use learning data from DLP had a significant influence on
the usage of learning data from DLP. Nevertheless, an intention-
behavior gap is evident here as well (Ajzen, 1991; Sheeran, 2002):
More teachers have the intention to use, but fewer actually
realize the usage of learning data from DLP. This may be
due to the fact that it takes more than just a positive attitude
to use it. It also requires competencies—expressed here in
perceived behavioral control—that must first be acquired. The
addition of further variables led to a meaningful improvement
of the model, but only the previous usage of digital media
could be identified as a significant predictor of the intention
to use learning data from DLP. Therefore, it is helpful for
teachers to be able to imagine the usage of learning data from
DLP if they have already gained experience with other digital
media. From this we can assume that there would also be
a significant association between the intention to use or the
usage of the DLP and the intention to use learning data from
DLP. The extension of a predictive model to include didactical
concepts, like the importance of feedback or the usage of data-
based instructional design, as proposed by Tappe (2017) and
Gellerstedt et al. (2018), yielded no success in this study. We
conclude that even though the TPB model proved to be very
robust and the influence of additional predictors was small, it
seems useful to consider the teacher’s instructional context when
explaining teachers’ intentions to use learning data from DLP
in future studies.

Strengths and limitations

To the best of our knowledge, this is the first study
to examine primary teachers’ intention to use and usage of
learning data from DLP in the context of individualization in

Germany. In this context, an already established theoretical
model proved useful in the cross-sectional survey study and
was tested with additional factors. Nevertheless, there are some
limitations to this study.

In this study, the TPB model was considered in terms of
both teachers’ intentions and usage of learning data from DLP.
However, it is worth noting that teacher respondents were only
surveyed at a single point in time, as it is desirable to observe the
intentional and behavioral change over a certain time between
the first and the second measurement. Accordingly, the results
should be confirmed in a longitudinal survey. Nevertheless, for
comparability with other studies of the TPB, both intention and
usage were included in our analyses. Moreover, the usage—as
well as the other items—was only self-reported by the teachers,
thus there is a possibility of distortion. The real usage of learning
data from DLP, how it is designed, and if it is beneficial for
learning of students is left unanswered and should be subject of
further research.

Further, although all primary school teachers in Bremen,
Hamburg, Mecklenburg-Western Pomerania, Lower Saxony,
and Schleswig Holstein were contacted via their schools
and invitations were issued on social media to participate
in the survey, only a small number of primary school
teachers took part in the survey study. Nevertheless, this
number met the previously calculated sample size and analyses
were conducted. In addition, it can be assumed that the
sample is characterized by media-literate teachers, as the
respondents were recruited via e-mail and social media and the
questionnaire was conducted online. The frequency of usage
might be overestimated.

Outlook

This study was able to explain primary school teachers’
intention to use and the usage of learning data from DLP
especially for individualization. Doing so, this study contributes
to the growing body of research on the potentials of DBDM
and Learning Analytics in the context of inclusive schooling.
Nevertheless, further empirical research is needed based on
these findings. We have already been able to explain part of
the intention to use and the usage of data from DLP, however,
some reasons for the (non) use still remain unexplained.
These need to be investigated in further studies. In this
context, we also recommend qualitative studies, for example
interviews with primary school teachers, in order to elaborate
further relevant factors. Since students in primary schools
are particularly heterogeneous, we focused on primary school
teachers. However, an investigation of the model would also
be interesting for secondary school teachers. In addition to our
findings regarding predictors of intention to use and usage, it
would be valuable to better understand what motivates teachers
to use or not use learning data from DLP. Moreover, it would
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be interesting to find out more about how teachers use learning
data from DLP, especially in the context of individualization,
and whether this use has an impact on learning effectiveness.
To this end, qualitative studies like interviews, school-based
observation studies, or additional quantitative studies are
desirable. Furthermore, it would certainly be worthwhile to take
a closer look at teachers’ competencies for using learning data
from DLP and to investigate the influence on their intention to
use as well as their usage.

The results of this study indicate that it is also necessary
to consider its implications for teacher education and training.
Consideration needs to be given to how teachers’ attitudes
toward the usage of learning data from DLP, as well as their
perceived behavioral control, can be fostered in teacher trainings
to increase their usage of learning data from DLP. Because
DBDM, especially in DLP contexts, can support teachers in
establishing individualized learning opportunities, this can help
to meet the needs of all students best.
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In the educational context, graph literacy describes the competence to read,

comprehend, and interpret formative assessment data in terms of data-based

decision-making (DBDM) in order to derive and justify individual adaptations

of instruction based on them. Since misconceptions may arise in predicting

a future learning progress due to the characteristics of the data base as well

as the approach to graph literacy, effective supports are needed, especially

for inexperienced teachers. We present two interrelated studies to broaden

the field of support in graph literacy. In Study I, graph literacy procedures

are collected from N = 196 university student teachers using an online

survey that includes six case vignettes with learning progress prediction

tasks. Results show that both regular and special education student teachers

intuitively neglect important data points in interpretation and they do not use

a consistent strategy in prediction across the case vignettes (Fleiss’ κ = 0.071;

p < 0.001). Building on the results of Study I, a 3-min video intervention

for linear trend identification using Tukey Tri-Split was developed. Study II

tested the efficacy of the video intervention on the accuracy of future learning

progress among student teachers and in-service teachers (N = 198) using

randomized group assignment compared to a brief text hint. With a large

effect size of Cohens’ f = 0.39, the video instruction shows high efficacy

compared to the text hint. The increasing importance of DBDM in inclusive

and special education is discussed.

KEYWORDS

data-based decision-making (DBDM), formative assessment, graph literacy,
instructional effectiveness, progress monitoring, teacher education, video-based
intervention

Frontiers in Education 01 frontiersin.org

77

https://www.frontiersin.org/journals/education
https://www.frontiersin.org/journals/education#editorial-board
https://www.frontiersin.org/journals/education#editorial-board
https://doi.org/10.3389/feduc.2022.919152
http://crossmark.crossref.org/dialog/?doi=10.3389/feduc.2022.919152&domain=pdf&date_stamp=2022-09-07
https://doi.org/10.3389/feduc.2022.919152
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/feduc.2022.919152/full
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/


feduc-07-919152 September 1, 2022 Time: 15:53 # 2

Jungjohann et al. 10.3389/feduc.2022.919152

Introduction

Teachers’ graph literacy is a widely neglected skill that
influences decision-making performance (Okan et al., 2012;
Oslund et al., 2021). It matters as a core component of data
literacy for all teachers. Following Mandinach and Gummer
(2016), it is defined as the need of knowledge of “how to
use data displays because data are often graphically depicted,
in chart, tables, graphs, and other displays” (p. 371). This
definition is broad and refers to both qualitative and quantitative
data generated in the school context. In inclusive and special
education, the use of formative assessment is widespread in
order to use quantitative data to discover learning problems
and to adapt instruction to meet children’s needs in the sense
of data-based decision-making (DBDM; Espin et al., 2021).
Therefore, in this paper, graph literacy is considered in terms
of quantitative data only.

Formative assessments are used primarily in multi-tiered
systems of support in different learning areas such as reading,
writing and mathematics (Fien et al., 2021) and as a supplement
to cross-sectional status tests in the area of instruction
planning around the world (e.g., Fuchs, 2017; Jungjohann et al.,
2018a; Ahmed, 2019). Especially in school systems without an
implemented multi-tiered system of supports such as Germany,
there is a lack of standardized and effective training and further
education for teachers (Blumenthal et al., 2021).

The goal of using formative assessment data is for teachers
to make informed decisions based on student data to achieve
a better fit between learning needs and instruction and
therefore to achieve a higher students’ achievement outcome.
For this, teachers collect ongoing diagnostic data by using
formative tests to measure learning growth and identify students
who need support at Tier 2 or Tier 3 (Lane et al., 2014).
In the formative assessment approach, formal and informal
formative measures can be distinguished. Formal tests produce
mostly quantitative data from standardized assessments and
informal tests collect both qualitative and quantitative data from
homework assignments or in-class activities. Standardized tests
for learning progress monitoring are used at high frequency
up to weekly during lessons, take only a few minutes, and are
based on specific quality criteria (Good and Jefferson, 1998).
The tests must be reliable, on the one hand, and short enough,
on the other hand, to use little learning time, be easy to
use in the classroom, and not overload the students (Schurig
et al., 2021). In most cases, these quantitative measures are
designed and scored as simple speed tests. This means that
the students work on as many tasks as they can manage in
the fixed test time (Kubinger, 2005). The outcome variable is
traditionally the sum of all correctly solved tasks. It is usually
visualized in a computer-based or drawn by hand graph as the
student’s learning growth (i.e., slope or rate of improvement)
with the assumption that visual representations of numeric data
facilitate inferences about conceptual relationships (Kosslyn,

2006). Therefore, on the graph’s x-axis, the progression over
time as the number of school weeks is shown. Here, teachers
can read the single measurement points and the time intervals
of the learning progress tests performed (Jungjohann et al.,
2018c). The y-axis shows the outcome variable. If several test
results are available, they are connected with a line to form a
learning slope. The slope is one key component of the output
of progress monitoring tests because it alerts teachers when
students are not progressing successfully (Fuchs and Fuchs,
2001; Stecker et al., 2008). To prevent potential school failure,
teachers use the measured outcome for both justing adaptions
to individual instruction and predicting the most likely future
learning growth slope.

The use of formative assessment is particularly effective
in supporting at-risk students and with difficulties in learning
such as students with special educational needs (Bennett, 2011)
because students achieve higher when their learning growths
are monitored and reported to the teacher (Carlson et al.,
2011; Anderson et al., 2020; McMaster et al., 2020). However,
DBDM is only sporadically used by teachers and has not
yet been adequately supported, required, and encouraged in
many school systems (Blumenthal et al., 2021). Despite the
positive impact of DBDM on student learning, Gleason et al.
(2019) demonstrated that it takes a lot of effort to motivate
in-service teachers to use DBDM. In their intervention study,
470 teachers from 102 American schools from 12 districts
participated. Although they initiated an extensive support
for DBDM (i.e., hiring data coaches, informing teachers in
data-driven instruction, initiating data-focused teacher team
meetings) on school level, no increase of teachers’ data use or
a change in teachers’ instructional practices could be observed.
A complementary research approach at teacher level focuses on
promoting accurate visual analysis to strengthen the impact of
DBDM. On the one hand, researchers try to better understand
teachers’ understanding of progress monitoring graphs (Espin
et al., 2017; Klapproth, 2018) and, on the other hand, support
measures for improved interpretation and prediction of learning
are developed (Wagner et al., 2017; van den Bosch et al., 2019).
It is necessary to take a closer and simultaneous look at both
teachers’ approach to interpreting the data in the graphs and the
design of supporting materials. This is because only with a firm
understanding of the current approach could support measures
for teachers be developed and used effectively.

Graph literacy

For graph literacy, also known as graph comprehension,
no universal definition exists. In accordance with Oslund et al.
(2021) and with regard to quantitative progress monitoring
data, graph literacy can be understood as multiple levels of
reading and comprehension data and interpreting the graphs’
slope. For evaluating the effectiveness of instructional programs,
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teachers do multiple steps. They interpret the actual learning
development of individuals based on the progress monitoring
data, link the individual growth with the instructional programs,
and predict a possible growth. Zeuch et al. (2017) describe three
levels of graph literacy: (1) reading the data: notice the relevant
data points and trends, (2) reading between the data: recognize
relations between the developments of sub-competencies, and
(3) read beyond the data: infer assumptions about further
progress, possible deficits, and adequate instructional strategies
for students. These three levels are hierarchical and build on
each other. Reading the data level is of particular importance
in graph literacy, as it is the foundation for interpretation. In
this level, teachers decide which parts of the available data base
they will include in their interpretation and which strategy they
will use to arrive at their prediction. To reach the highest level of
graph literacy to take full advantage of the potential of learning
progress data, teachers must still combine all individual levels.

Graph literacy in the sense of DBDM is complex and
requires teachers’ diagnostic and pedagogical competencies to
provide overlooking individual learning difficulties and profiles.
There is a large evidence that teachers have multiple difficulty
using quantitative data to inform and guide their instruction,
especially in the areas of reading data concerning the data
base under consideration (e.g., Keuning et al., 2017; Gesel
et al., 2021). Teachers can have difficulties on the lowest
interpretation level, when they focus on a single or irrelevant
data points and disregard important information. Additionally,
visual support within the graphs (e.g., linear trend line, goal
lines, vertical border lines between interventions) can even
distract the interpretation (Newell and Christ, 2017). On the
intermediate interpretation level, data characteristics bias data
prediction (Klapproth, 2018). For example, extreme values,
high data variability, and a flat improvement cause a more
positive prediction.

In addition to graph’s layout, data base under consideration
and interpretation strategies, the viewer’s prior knowledge
and the educational content of the graph can challenge the
interpretation (Glazer, 2011). For instance, Wagner et al. (2017)
compared the graph interpretation strategies of student teachers
in special education and scholars in DBDM with think aloud
procedure twice, just before and after completing student
teaching. Measured by the number of words and statements,
student teachers interpreted the graphs with lower coherence,
specificity, reflection and accuracy than experts. The results
suggest that graph literacy can be increased by specific training.
In addition, Oslund et al. (2021) examined the influence that
affective variables (i.e., teacher experience, hours of teacher
training in data use and response-to-intervention approaches,
and confidence on graph literacy) have on DBDM in the context
of reading fluency tests. With a sample of 309 K-12 teachers,
they found that both teachers’ experience and confidence
had an effect on teachers’ graph literacy while the variable
hours of teacher training did not. These results strengthen the

assumption that graph interpretation can be trained on the basis
of teachers’ prior knowledge and experience, and that training
success depends on content rather than time.

Intervention on graph reading

To ensure a competent use of progress monitoring graphs,
teachers need effective support (Ardoin et al., 2013). Gesel
et al. (2021) concluded in their meta-analyses on the impact
of DBDM training (i.e., data collection, analysis, data-based
adaptions) targeting on teacher-level DBDM outcome (i.e.,
DBDM knowledge, skill and/or self-efficacy) a mean effect size
of g = 0.57 for student teachers and in-service K-12 teachers
in different school settings. Compared to Gleason et al. (2019)
findings that even extensive support for DBDM including
multiple aspects of teachers’ trainings related to DBDM does not
lead to changes in teacher behavior, the effects Gesel et al. (2021)
found seem promising. These findings suggest that individual
interventions can increase teachers’ understanding of learning
progress data. However, Espin et al. (2021) noted that teacher
training and supporting materials must explicitly focus on
DBDM procedures for positive effects.

In the context of teacher professional development,
science video-based interventions are often used for multiple
reasons. Video-based interventions are effective, have a simple
and flexible handling and can have low production costs.
Boy et al. (2020) distinguish four types of science videos:
presentation videos, expert videos, animation videos and
narrative explanatory videos. They investigated differences in
knowledge transfer by multiple-choice tests and revealed a
small benefit of narrative explanatory and animation videos.
Animation videos present the relevant information in an audio
channel through an off-screen invisible narrator and punctuate
the information with artificial moving images. The advantage of
these videos is that they can be very short and are suitable for
explaining simple facts. Narrative explanatory videos are much
more complex. They combine moving images with moderation
or interview elements to provide comprehensive answers to
complex questions. van den Bosch et al. (2019) used animated
videos as video interventions in which a teacher presents
the case of Sander and his reading difficulties. Their study
indicated that teachers’ graph literacy can be improved by
animated video interventions. They used a pre-post-design with
three different animated video interventions focused on basic
knowledge, interpretation knowledge, and interpretation and
linking knowledge that lasted between 20 and 45 min to deliver
multiple instructional approaches and one control condition.
Graph literacy was measured by a graph description task. In this
task, teachers were asked to say out loud everything they saw in
the graphs and interpret them as if they were talking to parents.
With all three animated video intervention conditions teachers
improved their graph literacy.
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However, little is known, especially in the German-
speaking education system, about the strategies teachers use
to approach the interpretation of learning progression graphs
or about their prior knowledge in this regard (Blumenthal
et al., 2021). At the same time, we argue that an essential
basic skill for all three levels of graph interpretation is the
recognition and continuation of linear development trends.
Despite this, it is not practical for teachers to estimate slope
coefficients based on linear regressions in the context of data-
based decisions in everyday pedagogy, especially as teacher
training usually does not contain sufficient statistics courses
for using robust regression. Rather, what is needed is a
graphically implementable method that can be quickly learned
by teachers. One such method is Tukey Tri-Split (Tukey,
1977). Such an approach to interpretation can strengthen
transparent and rational interpretation. Additionally, it can
reduce intuitive guided and teacher-dependent interpretations,
as observed in the context of high-stakes decisions (Vanlommel
and Schildkamp, 2019). Nevertheless, it can currently only be
assumed that an instruction to perform Tukey Tri-Split actually
increases the ability to predict future learning. Thus, one aim of
our paper is to contribute to this desiderate.

Tukey Tri-Split: A non-arithmetic
method for determining the slope of a
learning progress graph

The Tukey Tri-Split (Tukey, 1977), also referred to as the
Median Based Slope, is a graphical method by which a trend line
can be plotted based on the first and third segments of a dot-line
plot divided into three sections. This fairly simple-to-implement
and non-arithmetic approach is widely used in school-based
single case research (Vannest et al., 2013; Parker et al., 2014)
and is also generally recommended when interpreting learning
progress data for the purpose of making educational support
decisions (Hosp et al., 2007; Fuchs and Fuchs, 2011). The basic
idea behind this is that teachers can use this guided approach
to determine the slope of learning development graphically and
without numerical calculations. To do this, they proceed as
follows:

1. The existing learning progress graph is divided
into three equal-sized sections. If the number of
measurement time points is not divisible by three, the
division is made in such a way that the first and third
segments are of equal length and the middle segment is
the longest (see Figure 1, step 1).

2. The median is determined graphically for the first and
third segments (see Figure 1, steps 2–3). To do this,
the intersection point of the y-axis is exceeded and
undershot by an identical number of points of the
corresponding segment. The median of the segment

is marked in the middle of the segment in relation to
the x-axis.

3. The trend line (slope) results from the connection of the
two markings in the two segments (see Figure 1, step 4).

The trend line emerging from the tri-split can be used as
a guide to estimate future learning development, provided that
instruction is assumed to remain unchanged.

Present study

In this paper, we present two interrelated studies in the
area of graph literacy. The overarching goal is to gain a
detailed look into the process of interpreting learning progress
graphs of inexperienced university student teachers in the first
phase of teacher training in order to develop and evaluate
a targeted intervention based on these findings for novices.
The lowest level of graph literacy (i.e., read the data; Zeuch
et al., 2017) will be given special focus in order to design a
low-threshold intervention for this target group. Therefore, the
sample considers student teachers and in-service teachers from
Germany, a country without an implemented MTSS school
system. From this combination, information can be derived to
sharpen the content of the intervention for novices. In Study I,
we ask which data base and which interpretation strategy
student teachers use to predict a future learning progress
depending on multiple graphs’ characteristics. Consistent with
the considerations about the state of the German school system,
Study I (see section “Results” in this paper) showed that
participants used a rather narrow and inconsistent data base to
predict future learning developments. Thus, in Study II, student
teachers and in-service teachers are trained to accurately predict
learning progress with a 3-min video-based intervention.
We adopt the graphs based on the results of Study I and
create a short video tutorial about how to predict a further
learning outcome relating on formative data. Research questions
and methods are described for each study separately in the
following sections.

Study I: Student teachers’
approach to graph literacy

Research questions

Study I focuses on intuitive graph literacy by untrained
student teachers. Previous research suggests that inexperienced
teachers, on the one hand, do not have a consistent approach to
reading formative data (Wagner et al., 2017; Blumenthal et al.,
2021) and, on the other hand, that the structure of the data can
influence the prediction of future progress (e.g., Keuning et al.,
2017; Klapproth, 2018). However, it is unknown what specific
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FIGURE 1

Demonstration of the Tukey Tri-Split (Scheer, 2021).

data they focus on and what strategy they intuitively use without
specific instruction. Therefore, we ask three research questions:

1. How distinctive is prior knowledge of formative
assessments and mathematical skills of student
teachers?

2. Which approach regarding data base and interpretation
strategy do untrained student teachers use to predict a
future learning progress depending on multiple graphs’
characteristics most often?

3. How stable are student teachers’ decisions regarding
their chosen data base and interpretation strategy
across multiple graphs?

Methods

Sample and procedure
German student teachers enrolled in a primary, secondary

or special school teacher education program were recruited via

social media platforms. The study was realized as a standardized
web-based survey platform called limesurvey.org. The survey
was online for 6 weeks.

In total, N = 349 student teachers participated. For data
cleaning, participants who did not answer any question about
the data prediction were removed. Thus, data from N = 196
participants from four German federal states [i.e., North Rhine-
Westphalia (82.2%), Lower Saxony (14.8%), Saxony (1.5%),
and Bremen (0.5%)] were analyzed. Most of the participants
were female (82.1%), aged between 21 and 24 years (59.7%)
and enrolled in the Bachelor’s program (67.9%). They aimed
to graduate in elementary school (20.9%), secondary school
(27.6%) or special education school (50.5%) teacher programs.

Instrument
The web-based survey included a formal instruction,

questions about background variables, four questions about
prior knowledge regarding graph literacy, one example and six
graphs (i.e., case vignettes). All case vignettes were presented to
the participants in the same order and on the same screen with
the questions about prediction and graph literacy.
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Prior knowledge and skills

Participants were asked to self-assess their prior knowledge
regarding (1) the approach of formative assessment and (2)
graph reading in an educational context both with a four-point
rating scale (responses ranged from [1] “no prior knowledge” to
[4] “a large amount of both theoretical and practical application
knowledge”). In addition, they were asked to assess their skills
in (3) mathematical competencies and (4) graph reading in
mathematical contexts (six-point rating scale, responses ranged
from [1] “very good” to [6] “very bad”).

Case vignettes

Each case vignette displays a learning progress graph.
All graphs were constructed and manipulated following the
study material of Klapproth (2018). Figure 2 shows the
first case vignette. The x-axis represented 14 school weeks
as time line. At the y-axis, the number of correct read
words per minute (WRC) were marked. The first eleven data
points were given, which were separated into three graph
sections: baseline including three data points, 1st intervention
phase and 2nd intervention phase including each four data
points. For each graph section, a separate linear trend line
was presented. For this study, the graphical subdivisions
and the addition of the trend lines were necessary to gain
insight into the data base and strategies used. Additionally,
the baseline of the peers and a theoretical maximum were
given. All six graphs were based on the following linear
function: WRC = bx + a with b representing the slope,
x the school week, and the intercept. The graphs were
manipulated in two aspects. First, the graphs differ in a low,
middle and high rate of improvement (i.e., b or 1.3∗b or
3.4∗b). Second, the variation of the data points was either
low or high (i.e., b or 2∗b). All experimental data points
were calculated according to progress monitoring data of
German second graders in reading (Anderson et al., 2020).
Participants were asked to predict the data points for weeks
12 and 13 as numerical values based on the available data for
each case vignette.

Graph literacy

In a closed-response and single-choice format, participants
were asked for each case vignette which data base (Which data
did you use for your prediction?) and which interpretation
strategy (How did you predict the learning growth?) they
used. The given answers were initially based on a preliminary
exploratory study with special education student teachers, which
clustered possible strategies by a content analysis according
to Mayring (2014). In a second step, the clustered answers
were cross-referenced with models of graph literacy (Zeuch
et al., 2017) and with possible influencing variables that might
condition errors in predicting a learning growth (Keuning et al.,
2017; Newell and Christ, 2017). The following answers regarding
the data base used were available for selection: (1) baseline,

(2) 1st intervention phase, (3) 2nd intervention phase, (4) both
intervention phases, (5) baseline and both intervention phases,
(6) other time period (i.e., outside the specified phases), and (7)
no time period (i.e., single data points). In this context, the first
four and seventh responses represent a disregard of important
information because not all available data were considered
for interpretation. For answer six, there was an opportunity
to describe the self-selected time period in more detail. The
strategy used was inquired with the following contents provided:
(1) concrete data points, (2) trend line, (3) pattern of the learning
growth, (4) general instruction assumptions, (5) guessed, and
(6) other strategy. The first four responses represent the Zeuch
et al. (2017) levels, with the first and second responses being
assigned to the reading the data level. All responses to this
question were formulated as complete sentences to inquire
the priority course of action. Therefore, the first four answers
were worded with the addition “mainly.” The guessing strategy
was derived from the qualitative responses of the preliminary
study. Participants had the opportunity to describe their other
strategy in writing.

Data analysis
Self-assessment differences on the four variables in

prior knowledge and mathematical skills were tested using
multivariate ANOVA. All data on graph literacy (i.e., data
base and strategy) as well as the numeric prediction values
were analyzed descriptively. In addition, the number of
different responses to the data base and interpretation strategy
was counted. To examine whether a particular approach
to interpretation was used as a function of case vignette
characteristics, we tested the reliability of the agreement (i.e.,
Fleiss’ κ; Fleiss, 1971). Afterward, we analyzed descriptively the
number of switches within the approaches. We summed up the
results related to the number of the choices of the data base and
strategies under the term stability in graph literacy.

Results

Prior knowledge and skills
All student teachers estimated their prior knowledge

regarding formative assessment at an intermediate level, with
the formative assessment approach being slightly more common
than dealing with graphs in an educational context. Across
all student teacher groups (i.e., primary level, secondary level,
and special education needs), they reported a mean of 2.30
(SD = 0.70) for graph reading in an educational context and
a mean of 2.41 (SD = 0.84) for knowledge about the approach
of formative assessments, while 4 was the maximum value.
Only 3.5% of all participants stated that they also had practical
application knowledge. With respect to mathematical skills,
a mean of 3.29 (SD = 1.05) was reported for mathematical
competencies and a mean of 4.13 (SD = 1.12) for graph reading
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FIGURE 2

First case vignette in Study I.

skills in mathematical contexts, while the responses had a
range from 1 to 6.

With regard to knowledge about the approach of formative
assessments [F(2, 191) = 0.766, p = 0.466) and mathematical
competencies [F(2, 191) = 2.881, p = 0.59], no significant
differences were observed among the focuses of teacher training.
The groups showed significantly different mean values with
regard to knowledge of graph reading in an educational context
[F(2, 191) = 4.150, p > 0.05] and in a mathematical context
[F(2, 191) = 4.572, p > 0.05]. Tukey post-hoc tests showed that
the student primary teachers rated their prior knowledge of
graphs in an educational context significantly lower compared
to the other teachers (compared to secondary: 0.36, 95%CI [0.03,
0.70], p < 0.05; compared to special education: 0.34, 95%CI
[0.04, 0.64], p < 0.05) and that the special education student
teachers rated their competencies lower than the secondary
school student teachers in terms of mathematical competencies
(–0.56, 95%CI [–1.00, –0.12], p < 0.01).

Approaches to graph literacy
Across all case vignettes, to predict future learning

progress, student teachers most often considered data from
the intervention phases: both intervention phases together
(35.5%), only the second intervention phase (28.1%), all
existing data points (i.e., baseline with both intervention
phases, 19.7%), and only the first intervention phase (11.4%).
Prediction based only on baseline (1.5%) or independent of
any of the specified time periods (1.3%) were rarely reported.

As a strategy, they primarily used three approaches for
prediction: continue the pattern of learning progress (41.0%),
focus on the slope of the trend line (29.3%), and use other
unspecified strategies (13.2%). The other three strategies were
used similarly infrequently: assumptions about the instruction
(7.0%), orientation on single measurement points (5.2%), and
guessing (4.4%).

For a more detailed look, Figure 3 shows the absolute
distribution of the selected strategies separated by the case
vignettes and divided by the teacher programs. The arrangement
of the case vignettes in Figure 3 is based on the 2 × 3
manipulation of the data (see also section Instrument of
Study I). In the distribution of the selected strategies, per
graph is sorted according to graph’s slope (from top to
bottom: low, medium, high) and in the columns according to
graph’s variation of the data points (left: high; right: low). The
numbering of the graphs reflects the displayed order within
the questionnaire. The distribution of strategies used per graph
suggests that individuals switch their strategies when predicting.
Moreover, there is no clear pattern in Figure 3 regarding the
choice of strategy, which could be related to the characteristics of
the graphs (i.e., rate of improvement and variability of the data).

Stability in graph literacy
Across all case vignettes, participants used a variety of data

bases and strategies to make their predictions. The results show
slight agreement for both data (Fleiss’ κ = 0.050; p < 0.001)
and strategy (Fleiss’ κ = 0.071; p < 0.001). Considering the
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FIGURE 3

Absolute distribution of the selected strategies separated by the graphs and teacher program.

case vignettes individually, the levels of agreement differed
significantly between participants’ answers to graph literacy
questions, ranging from –0.016 to 0.439 for data used and
from 0.004 to 0.374 for strategies. Moderate agreement was
found for the used data for graph 6 (Fleiss’ κ = 0.354 –
0.374; p < 0.001) and fair agreement for the interpretation
strategy for graphs 1 and 4 (Fleiss’ κ = 0.439; p < 0.001).
These results illustrate two things. First, the use of the
data points is more coherent than that of the interpretation
strategy. Second, student teachers do not have a consistent
approach to prediction.

A switch within approaches to graph literacy could be
observed in almost all participants. All student teachers used at
least two different kinds of data bases to predict the further data
points across the six case vignettes. 38.6% of the student teachers
used two or three different data bases. Four different kinds of
data bases were used by 21.7% of the student teachers. Only
two persons used five different data bases (1.2%). In addition,
changes in strategy were observed for all student teachers, except
for one person. More than half of the student teachers used three
different strategies (56.3%) across the six case vignettes. The
remaining student teachers changed their strategy two (24.7%),
four (13.9%), or five times (4.4%).

Discussion
Examination of the prior knowledge of the sample

from Study I suggests that the approach to formative

assessment has been consistently weak among student
teachers. While most student teachers are aware of the
existence of formative assessments and proportionately have
theoretical background knowledge, hardly any participants
reported practical experience in their use (< 5%). Graph
reading experiences in educational and mathematical
contexts differed significantly by teacher training. This
is to be expected in the university teacher training in
Germany, as the proportions of educational and subject-
specific training contents are weighted differently depending
on the field of study and individual focus in the teacher
training program.

With regard to the choice of the data base for prediction,
Study I shows that student teachers have a high risk of an
unrealistic estimation of future learning progress. Only about
20% of the students intuitively included all available data in
their prediction, which is, however, necessary for an accurate
prediction (Espin et al., 2017; Klapproth, 2018). Over half of
the students focused on a subset of the available data points
rather than all available information. Thus, the predictions
made about future learning were predominantly based on
insufficient data.

Examination of the strategies chosen highlights that there
is a great need for specific instruction on graph literacy because
student teachers showed an inconsistent approach to prediction.
No systematic reason for the choice of strategy can be identified
in the available data, such as a property of the graph or a
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preference by focus in study. Additionally, they frequently
switched their strategy. Students most frequently used those
strategies (i.e., continuing the pattern or orienting to the trend
line) that fall into the two lower levels of graph literacy
competence according to Zeuch et al. (2017). The results show
that all participants except one switched their prediction strategy
within the six case vignettes.

Study I is limited in multiple ways. First, we could not
pre-determine the sample size and did not have a really
representative randomized sample but an ad hoc sample of
persons willing to participate in a survey on this specific
subject. Thus, a potentially higher motivation compared to
that of the average population of student teachers might bias
the results. Teachers with average motivation might therefore
show more severe or other difficulties in interpretation. Second,
the numerical predictions could not be used to validate the
selected data base and interpretive strategy due to the layout
of the case vignettes. Visual aids were included in the layout
of the graphs as possible factors influencing prediction such as
trend line, division between baseline and intervention phases
following previous research (Keuning et al., 2017; Newell
and Christ, 2017) to provide a nuanced insight into the
graph literacy approach. This ensured that even the most
inexperienced student teachers could make statements about
their prediction procedure. However, the embedding of visual
aids means that the assumption about a linear trend in
learning progress across all data points is not tenable. Thus,
a reference value for matching the accuracy of prediction is
missing. In addition, the fixed order of the case vignettes
presented may have led to effects in prediction. This design
was implemented based on the pilot study to avoid confusing
very inexperienced student teachers at entry. In similar studies,
such effects should be taken into account or eliminated by a
randomized order.

Study II: Video-based intervention
on graph reading accuracy

Research questions

The results from Study I suggest that student teachers
tend to interpret learning progress graphs intuitively, without
a systematic or consistent approach. However, especially
for short- to medium-term prediction of future learning
developments under the condition of unchanged teaching,
it would be necessary to use information about the linear
trend. A non-arithmetic approach to estimate the slope of the
regression line is Tukey Tri-Split (Tukey, 1977). In Study II,
we investigate whether brief video-based instruction on this
method increases student teachers’ and in-service teachers’
short-term predictive accuracy on learning developments
compared to a simple text-based hint to consider linear trends.

As van den Bosch et al. (2019) show, teachers’ graph literacy
skills can be improved via video instruction. However, they
used a more general approach which results in a complete
instruction on graph comprehension. In Study II, as progress
monitoring is still an emerging field in the German school
system, we take one step back and ask if the first level of graph
literacy, namely predicting learning outcomes by identifying
linear trends, can be improved by a short video intervention.
Furthermore, it was our aim to examine whether a less than
5 min instruction is sufficient to achieve an improvement among
teachers in the field.

Our main hypothesis is:
H1: Student teachers and in-service teachers who receive a

very short video instruction about how to use Tukey Tri-Split
will improve their short-term predictive accuracy on learning
developments more than those who only receive a text-based
hint to consider linear trend in data.

Thus, our Null-Hypothesis to be rejected is:
H0: There will be no difference in short-term predictive

accuracy on learning developments between student teachers
and in-service teachers who receive a very short video
instruction about how to use Tukey Tri-Split and those who only
receive a text-based hint to consider linear trend in data.

Methods

Sample and procedure
Using the online learning platforms of the authors’

universities, mail contacts to other universities, mail contacts
from in-service teacher training providers, and social media
platforms, we invited student teachers and in-service teachers
to participate in an online survey about learning progress
monitoring. In total, N = 198 participants completed
the survey.

Within this survey, we implemented a randomized
controlled trial: At the beginning of the survey, which was
implemented with the software Unipark, all participants
received four case vignettes of Study I with the same prediction
task estimating numerical values for 1 and 2 weeks after the
last measurement point (i.e., weeks 12 and 13) as the pretest.
After the pretest, about half of the participants (n = 100) were
assigned to the experimental condition. They were shown a
short instructional video, introducing Tukey Tri-Split and
explaining it with an example. The other half (n = 98), as
a control condition, received a text-based hint to consider
linear trend in data. Finally, all participants completed the
same prediction task with the same four case vignettes again
as the posttest.

Conditions
During the survey, participants were randomly assigned to

either the experimental or the control condition. The random
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trigger variable in Unipark was set to provide a nearly equal
distribution between both conditions.

Experimental condition

In the experimental group (EG), participants received a
03:03 min video instruction which introduces the Tukey Tri-
Split method. The video script adopted the explanation from
Hosp et al. (2007) in the way it was transferred to the German
school context by Scheer (2021) and embedded it within the
example of a primary school teacher wanting to decide which
pupils need additional support in reading fluency. The video
script and the video in German itself were provided via OSF
(see section “Data Availability Statement”). To ensure that
the given example in the video was different from the case
vignettes, we used the example from Figure 1 as the basis
for instruction.

Control condition

The procedure under control condition was the same
as under experimental condition except for the intervention
between pre- and posttest. Participants in the control group
(CG) received, instead of the video, the following text hint:

“Very good. You have completed the first half. In the second
half of the survey, we will show you the case vignettes again.
Please consider the following tip: Ask yourself whether you
can recognize a certain (linear) development trend in the
available data, which you can use as a guide.”

We utilized this as a non-specific treatment component
control instead of a no-treatment control (Mohr et al., 2009).
The rationale for this decision was to ensure that systematic
instruction of a specific technique was indeed necessary to
improve prediction accuracy and that participants in the
experimental group did not improve by priming on one specific
feature of the history plots alone.

For ethical reasons, participants under control condition
were offered the opportunity to watch the video instruction after
submitting the survey.

Measurements
Predictive accuracy on learning progress

To reduce the burden on participants, only four (i.e., in the
order presented: graph 6, graph 2, graph 4, and graph 3) of the
six case vignettes were used in Study II. In all case vignettes,
all optical aids (labeling baseline and intervention phases,
vertical lines) or rate of improvement (slope) information
were removed (for example, see Figure 4). Thus, it was
possible to maintain the assumption of linear trend across
all data points.

The graphs’ characteristics varied according to rate of
improvement (medium vs. high) and variability of data points

(low vs. high). Thus, the four case vignettes represent a full 2× 2
combination of both characteristics.

To calculate a score of prediction accuracy, we followed the
approach of constant errors (CE) as used by Klapproth (2018).
CE is calculated as the difference of a participant’s prediction of
learning outcome (PP) and the learning outcome as predicted
by regression (PR). PR was calculated using the arithmetic
algorithm to replicate Tukey Tri-Split.

However, since we needed average test scores across
individual case vignettes, we had to eliminate negative
deviations by squaring CE, resulting in a Squared Constant
Error (SCE). To achieve a total test score, we averaged SCE
across all eight values (four case vignettes with two data points
to be predicted each), resulting in a Mean Squared Constant
Error (MSCE). Table 1 gives an overview of these measures.
Squaring CE to SCE/MSCE also leads to a kind of penalty for
more inaccurate PP compared to PP close to PR.

Treatment fidelity

To validate our results, we asked the participants under
experimental condition to rate on a four-point scale:

1. Did you watch the explanatory video shown in the
middle of the survey in full and fully concentrated on
it?

2. Were you able to follow the explanations in the video
well?

3. Were you able to apply the method presented in the
video to the case studies that followed?

Furthermore, we asked the participants under control
condition to rate on a four-point scale:

1. Was the hint (linear trend) in the middle of the survey
helpful?

2. Did you change your approach after the hint?

Background variables

To examine if both the experimental and control groups
were comparable with regard to their personal and professional
background, we collected data on participants’ profession
(special needs education teacher training vs. regular teacher
training), gender, age as well as self-rated prior knowledge
in learning progress monitoring, graph comprehension, and
general mathematics skills.

Data analysis
We only included participants with correct participants code

to ensure that no duplicates bias the analysis and with all case
vignettes completed.

Since outliers are a serious source for bias, we applied the
interquartile range (IQR) approach to detect any outliers. Thus,
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FIGURE 4

Example of a learning progress graph used in Study II. For this publication, we added the reference values for the data points that had to be
predicted by the participants (orange). The y-axis represents week of learning progress measurement, the x-axis represents pupil’s learning
outcome (reading fluency, words per minute).

TABLE 1 Overview of constant error (CE), squared constant error (SCE), and mean squared constant error (MSCE), and their application in the study.

Abbrv. Name Description Formula

CE Constant error (Klapproth, 2018) Difference between participant’s prediction (PP) and predicted
value from regression analysis (PR)

CE = PP − PR

SCE Squared constant error Square of the difference between participant’s prediction and
predicted value from regression analysis; used as test score per
graph/data point

SCE = (PP − PR)2

MSCE MSCE Mean of the SCE across all four case vignettes; used as total test
score for pre- and posttest

MSCE =
∑k

i=1(PPi−PRi)
2

k
with k items

participants were classified as outliers if one of their MSCE
(post- or pretest) was either 1.5 times IQR above the third
quartile (Q75) or below the first quartile (Q25). In the case of
an online study with no control over participants’ attention
while answering the test items, outliers are considered as caused
by inattention or typos when handling the online survey tool.
Therefore, to avoid biased analysis, we excluded cases who were
classified as outliers.

Using 2 × 2 ANOVA with a within-subject factor (pre-
vs. posttest) and a between-subject factor (experimental vs.
control), we tested whether the video intervention had a
significant effect on the MSCE score.

An explorative follow-up analysis was performed to analyze
whether graph characteristics (rate of improvement, data
variability) and distance from last data point (namely: week
12 vs. week 13) have an impact on both the SCE and

the intervention effect. To that purpose, we used stepwise
linear regression.

Results

Sample characteristics
From N = 198 participants who completed the survey (EG:

n = 100; CG: n = 98), eight participants (4.0%) were excluded
due to incorrect user ID, eleven (5.6%) due to missing values,
and 17 (8.6%) due to outliers. Thus, we analyzed a total sample
of N = 162 participants with n = 84 in EG and n = 78 in CG (see
Figure 5).

On average, the participants were 31.1 years old (SD = 13.1),
with 78.9% (n = 127) being female (male: 20.5% [n = 33];
other gender: 0.6% [n = 1]). The majority of participants were
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FIGURE 5

Flow-chart of participants progress through the phases of
Study II.

student teachers (56.8%), the dominant teaching degree across
all participants was special needs education (80.1%, n = 129).
Only a minority of the participants had had prior contact
to progress monitoring (32.1%, n = 52) or general graph
interpretation (43.1%, n = 69). As Table 2 shows, no significant
differences between EG and CG could be found with regard to
the background variables.

Global treatment effect
As displayed in Table 3 and Figure 6, MSCE in EG

decreased after the video-based instruction from M = 55.83

(SD = 30.40, 95%CI [49.33, 62.33]) to M = 31.98 (SD = 25.53)
while MSCE in CG remained nearly the same. The 2 × 2
RM-ANOVA indicated significant main effects for group
(EG vs. CG) with F(1, 160) = 8.63, p = 0.004, Cohen’s
f = 0.36, for measurement time (pre- vs. posttest) with
F(1, 160) = 24.21, p < 0.001, Cohen’s f = 0.39 as well
as a significant interaction effect of group vs. measurement
time with F(1, 160) = 24.26, p < 0.001, Cohen’s f = 0.39.
Thus, we most probably may discard the H0 and assume
that our video-based Tukey Tri-Split instruction significantly
improved participants predictive accuracy compared to a text-
based hint.

Treatment fidelity
Table 4 displays the results of the questions for treatment

fidelity. Most of the participants from the EG answered the
treatment fidelity questions at least with “rather yes,” but were
more self-critical when it came to rating their personal ability
to implement the Tukey Tri-Split. Furthermore, MSCE in
posttest was more below MSCE in pretest for participants
who answered the treatment fidelity questions more positive.
As for the most important question, whether participants
watched the video completely and with concentration, the
difference between those participants who answered at
least “rather yes” and the rest was indicated as statistical
significant by a two sample t-test with t(df = 82) = –
2.56, p = 0.012, d = –0.95 (see Table 4 for details). Since
the MSCE quantifies the deviation from the calculated
predicted value, this result means that the predictions
of the participants who watched the intervention video
with more concentration were closer to the calculated
target value at the posttest than the predictions of those
participants who did not watch the video intensively.
Participants from the CG, on the other hand, did not find
their text-based hint helpful and showed no clear patterns of
intervention effect based on their responses to the treatment
fidelity questions.

Effects of graph characteristics on predictive
accuracy and on the effectiveness of the
video-based instruction

A full table of SCE descriptive statistics by measurement
time, group, and graph characteristics is provided as Electronical
Supplement (Supplementary material) via OSF (see section
“Data Availability Statement”). The most important findings
are, as Figure 7 illustrates, that participants from the EG
showed higher SCE scores in the pretest of all four case
vignettes. This means that the EG participants predicted
the target value more accurately in the posttest than in
the pretest, regardless of graph characteristics. For the EG
group, the intervention effect, based on visual inspection,
was found to be the largest for the graph with high
variability and medium rate of improvement. Here, the
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TABLE 2 Sample characteristics in Study II.

Variable Overall Experimental group Control group p SMD Missing

N 162 84 78

Age [M (SD)] 31.1 (13.1) 31.9 (13.5) 30.4 (12.9) 0.473 0.114 0.6

Gender (%) 0.594 0.165 0.6

Female 127 (78.9) 65 (77.4) 62 (80.5)

Male 33 (20.5) 18 (21.4) 15 (19.5)

Other gender 1 (0.6) 1 (1.2) 0 (0.0)

Profession (%) 0.845 0.091 0.0

Student teacher 92 (56.8) 46 (54.8) 46 (59.0)

In-service teacher 49 (30.2) 27 (32.1) 22 (28.2)

Other 21 (13.0) 11 (13.1) 10 (12.8)

Teaching degree = special needs education (%) 129 (80.1) 64 (76.2) 65 (84.4) 0.268 0.208 0.6

Prior contact to progress monitoring = No (%) 52 (32.1) 28 (33.3) 24 (30.8) 0.856 0.055 0.0

Prior contact to graph interpretation = No (%) 69 (43.1) 38 (45.2) 31 (40.8) 0.684 0.090 1.2

Currents skills in progress monitoring [M (SD)] 2.4 (1.0) 2.3 (1.0) 2.4 (1.0) 0.376 0.140 0.0

Current skills in Maths [M (SD)] 3.2 (0.9) 3.3 (0.9) 3.1 (1.0) 0.218 0.194 0.0

Current skills in Mathematical graph interpretation [M (SD)] 3.0 (0.9) 3.0 (0.9) 3.0 (0.8) 0.787 0.043 0.0

Current skills in progress monitoring graph comprehension [M (SD)] 3.0 (0.9) 3.1 (0.9) 3.0 (1.0) 0.519 0.101 0.0

p represents the significance of differences between EG and CG. Group differences were tested using χ2-test with continuity correction for categorical variables and using t-test for
continuous variables. SMD represents measures of standardized mean difference.

TABLE 3 Descriptive statistics of the MSCE scores by group and measurement time.

Pre-test Post-test

N M SD SE 95%CI M SD SE 95%CI

Experimental group 84 55.83 30.40 3.3169 [49.33, 62.33] 31.98 25.53 2.7854 [26.52, 37.44]

Control group 78 54.79 31.26 3.5397 [47.85, 61.73] 55.27 27.55 3.1193 [49.16, 61.38]

Total sample 162 55.33 30.73 2.4141 [50.6, 60.06] 43.19 28.90 2.2705 [38.74, 47.64]

SCE value decreases from 52.17 at pretest to 13.54 at
posttest. Furthermore, for all participants from the EG
and CG, low variability of data points combined with a
medium rate of improvement led to such a predictive
accuracy in the pretest that there seemed to be no further
intervention effect.

To exploratively analyze the impact of the graph
characteristics, we conducted stepwise linear regression in
four steps:

• Model 1 is the baseline model which just replicates
the original analysis of the treatment effect itself
(predictors: group, measurement time).
• In Model 2, we included the rate of improvement

(medium vs. high) as predictor.
• In Model 3, we included variability of data points (low

vs. high) as predictor.
• In Model 4, we added the distance of the predicted data

point to the last given data point (week 12 vs. week 13)
as predictor.

We compared the four models with regard to R2, AIC,
and BIC. The full regression table is provided as Electronical
Supplement (Supplementary material) via OSF (see section
“Data Availability Statement”). As displayed there, model 4
performed best (R2 = 0.23, AIC = 28,460.2, BIC = 28,653.6).
However, increased model fit from step three to step four
is quite small. In-depth analysis shows that the general
intervention effect is still there, even if controlled for graph
characteristics. Furthermore, a high rate of improvement results
in significant higher SCE, which represents a weaker predictive
accuracy. Additionally, as seen in visual inspection, lower
variability of data points results in smaller SCE leading to
better predictive accuracy. However, this effect of low data
variability is eliminated in the posttest unless participants are
in CG or the graph has a high rate of improvement. A greater
distance of the predicted measurement point from the last
given measurement point was, counter-intuitively, associated
with better performance regarding predictive accuracy except
for EG in the posttest. For EG, this means that the video-
based instruction worked so well that participants no longer
performed worse in rating week 12 than in rating week 13.
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FIGURE 6

Interaction plot of MSCE scores by group vs. measurement time. Data points represent the group means. Error bars represent 95%CI.

Discussion
We could show that the video-based instruction of Tukey

Tri-Split was effective in increasing student teachers’ and in-
service teachers’ accuracy to predict pupils’ future learning
outcomes with a, according to Cohen (1988), large effect size
of f = 0.39 compared to a simple text-based control group.
The results of our treatment fidelity questions argue for a
high amount of treatment fidelity as well as for the internal
validity of the study. Participants who fully concentrated on
the video and found it comprehensible did benefit more than
those who did not. Our main question on treatment fidelity,
however, contained both aspects, watching completely and with
concentration. Despite this, some participants who watched
the video completely but with less concentration might have
answered “rather yes” or “rather no,” although we assume that
this presents only a small risk of bias.

Furthermore, we could show that participants’ predictive
accuracy was influenced by graph characteristics such as
data variability (i.e., higher variability led to more inaccurate
predictions), slope (i.e., higher rate of improvement led to more
inaccurate ratings), and the week to be predicted (i.e., in pretest,
week 13 was predicted more accurately than week 12). However,
week 13 as point to be predicted and low data variability each
reduced the effect of the video-based intervention, but did
not eliminate it.

There are several limitations to be discussed. First, regarding
the non-representative and non-randomized sample as well as

the motivation of the participants, the same difficulties show
as in Study I. In both studies, this is due to the web-based
realization of the questionnaires with voluntary participation.
Second, predictions were made about graphs presented via
computer display. If graphs had been available as printouts
for the participants, effects might have been different. We do,
however, assume that, in that case, the intervention effect might
have been even higher—this is due to the fact that, in a pencil-
paper-version, participants would have had the possibility to use
rulers and draw on the diagram to make their predictions more
accurate than when having to apply the technique on a computer
screen. A third limitation follows from our control group: While
the video intervention took 3 min, reading the textual hint in the
control group might have taken just a few seconds. Therefore,
we cannot preclude any effect of waiting time of any kind before
post-test. A minor argument that could be included into the
discussion are possible memory effects of the graphs. However,
if such an effect had occurred, it should be the same for both
groups, which was one reason to apply the randomized control
design in our study.

General discussion

According to the U.S. Supreme Court decision in Andrew F.
v. Douglas County School District, learning development and
reaching support goals are the most important indicators to
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TABLE 4 Participants’ responses to the treatment fidelity questions and how these responses interact with the intervention effect.

Yes Rather Yes Rather No No t (df) p d

Experimental group (EG)

Did you watch the explanatory
video in the middle of the survey
completely and with
concentration?

N 54 22 5 3 –2.56 (82) 0.012 –0.95

Difference Pre-Post
[Mean (SD)]

–24.9 (35.0) –32.4 (40.7) 9.1 (28.9) 3.1 (22.2)

Were you able to follow the
explanations in the video well?

N 41 35 5 3 –1.56 (82) 0.123 –0.58

Difference Pre-post
[Mean (SD)]

–24.7 (28.8) –27.2 (45.4) –9.3 (36.0) 3.1 (22.2)

Were you able to apply the
method presented in the video to
the case vignettes that followed?

N 15 38 28 3 –1.14 (82) 0.256 –0.26

Difference Pre-Post
[Mean (SD)]

–35.3 (36.3) –24.2 (35.9) –20.1 (39.2) 3.1 (22.2)

Control group (CG)

Was the hint (linear trend) in the
middle of the survey helpful?

N 5 27 29 17 –0.65 (76) 0.520 –0.15

Difference Pre-Post
[Mean (SD)]

18.7 (14.8) –5.4 (27.1) 0.9 (21.6) 3.7 (23.5)

Did you change your approach
after the hint?

N 4 13 38 22 0.28 (75) 0.781 0.08

Difference Pre-Post
[Mean (SD)]

–18.1 (62.7) 8.1 (25.9) 0.5 (18.0) –0.6 (22.5)

Difference Pre-Post is the difference between pretest MSCE and posttest MSCE on a subject level. Mean and SD are calculated on a group level. A two sample t-test was used to compare
the mean difference in pre-post-difference. For conducting the t-test, groups has been collapsed by “Yes/Rather Yes” and “No/Rather No”. p indicates the level of significance, d represents
Cohen’s d.

determine whether the chosen education is appropriate (Prince
et al., 2018). Regardless of the school system, graph literacy
is an increasingly important aspect of DBDM in inclusive
and special education. Currently, benchmarks and goals for all
students are often used as a standard of comparison. However,
more important is the question of what learning development
the individual student can achieve in his or her particular
circumstances and what intervention is the optimal one. For
such educational decisions based on quantitative progress
monitoring data, simple tools such as the Tukey Tri-Split are
necessary for teachers to define achievable learning goals (Hosp
et al., 2007; Fuchs and Fuchs, 2011). A core competency of
special education teachers is the goal setting and prediction of
which goal will be achieved by the child. They must always
consider under what conditions and in what environment the
child learns best. How this competency can be improved in
the area of assessment and graph reading for students and
practitioners is an open question so far (Wagner et al., 2017;
Blumenthal et al., 2021).

Our research focused on the lowest level of graph literacy
(i.e., reading the data; Zeuch et al., 2017) in Study I in order
to be able to develop a low-threshold intervention for novices
in Study II. The results of Study I again replicate the need for
specific support in graph literacy through an example with a

sample from Germany, a country without implemented MMTS.
Even though few student teachers already intuitively take a
good approach to predicting future learning progress from a
relevant data base, this combination is so far rare and not
consolidated. The approach of formative assessment originated
in special education (Fuchs, 2017) and is also heavily researched
and taught in Germany by representatives of this discipline
(e.g., Jungjohann et al., 2018b; Blumenthal et al., 2021). It was
surprising, therefore, that special education student teachers
indicated equal amounts of prior knowledge and experience
with formative assessments as did students in regular education.
This finding suggests that it is not only graph literacy training
that should be deepened, but also that awareness of the DBDM
approach needs to be more widely disseminated across both
teaching majors.

In Study II, we could show that a video-based instruction
can increase student teachers’ and in-service teachers’ predictive
accuracy of learning outcomes. Although our measurements
are near-to-instruction measures, the findings are in line with
other research (van den Bosch et al., 2019). However, since
our instructional video was far shorter than those used by van
den Bosch et al. (2019) with about 3-min against to up to
45 min, we could show that even very small and low-threshold
interventions can have a huge impact, at least as a short-term
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FIGURE 7

Interaction plot of the effectiveness of the video-based instruction by graph characteristics (rate of improvement vs. variability of data). Data
points represent the group means and error bars represent the 95%CI. Figures in the left panels display results for the vignettes with high
variability of data points while figures in the right panel display results for the vignettes with low variability of data points. The upper row displays
the results for the vignettes with a medium rate of improvement while the bottom row displays the results for the vignettes with a high rate of
improvement.

effect. In future research, it should be evaluated if there is (a) a
transfer effect on DBDM skills in general and (b) a medium or
even long-term effect.

Furthermore, Study II covered the research desiderate
from Study I: We succeeded in evaluating whether graph
characteristics (rate of improvement, data variability, distance
from last point given) have any effect on predictive accuracy.
Expectedly, graphs with a high rate of improvement and a
high data variability were more difficult to interpret for the
participants without training. Consequently, for these graphs,
the video-based instruction had the biggest effect. For two
reasons, this finding underpins the necessity of systematic
instruction by using strategies for data prediction as for
instance Tukey Tri-Split. First, in real-life learning progress
monitoring, high data variability is expectable and, second,
we want our interventions to increase the slope of learning
progress. However, we need to further explore how accurate
medium- to long-term prediction (for example predicting week
22 instead of week 12 when there are still 11 data points
ahead) is and how instruction affects accuracy for these long-
term predictions.

Reading graphs is an important component of DBDM
(Mandinach and Gummer, 2016). However, this is only one
component among many others. It is equally important to

interpret the other quantitative data from progress monitoring,
in addition to the tasks solved, and to relate it to the other
qualitative and quantitative data about the child and the
learning environment. For comprehensive support, all data
must be interpreted together as a team. Direct implications for
school practice become apparent only when the entire process
of DBDM is put into practice. Thus, in addition to school
achievement tests and screenings, progress monitoring tests
should be known and used in school practice. At present, this
is not yet foreseeable in Germany for the next few years.

Limitations

One limitation across both studies concerns the
transferability of the findings to school practice. In particular,
Study II demonstrates the positive effects of the video-based
intervention in terms of predictive accuracy. To what extent this
improved prediction of short-term data has implications for the
processes of DBDM in school practice remains to be seen. This
will require, for example, a long-term study in the field focusing
on prediction accuracy among teachers of their students. It
would need to be verified whether the positive effects can
also be replicated under the influence of other variables from
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the field such as relation to teaching, interventions actually
implemented, or individual learning paths.

Conclusion

Overall, we can conclude that there is a fundamental need
to implement graph literacy skills into teacher training curricula
for both general and special needs education. Such training can
be integrated into existing teacher education. A few learning
units on the central aspects of graph interpretation could be
taught. These include the Tukey Tri-Split used in our study as
well as the following topics: making conscious decisions about
the number of measurement points, identifying the current state
of learning distinguishing between baseline and intervention
phases, and, last but not least, defining, setting and reviewing
support goals. We can see that student teachers’ and in-service
teachers, without further training, lack strategies to interpret
learning progress graphs. Our results furthermore indicate that
even small but structured, direct-instructional training sessions
such as the one used in our study can lead to important increases
in graph literacy skills.
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A brief overview of the development of an online system to support

algebra progress monitoring across several years of an iterative process of

development, feedback, and revision is provided. Online instructional modules

addressed progress monitoring concepts and procedures; administration and

scoring of three types of algebra measures, including teacher accuracy with

scoring; and navigation and use of the online data management system,

including data entry, graphing, and skills analyses. In the final year of

this federally funded research project, a test of the functionality of the

completed system as well as an evaluation of teachers’ knowledge, accuracy,

and satisfaction with the online professional development was evaluated.

Specifically, 29 general and special education secondary school teachers

completed 11 fully developed online instructional modules independently and

administered weekly two of three types of algebra measures across 10 weeks

with one of their classes of students. Data analysis included teacher accuracy

in the scoring of the measures; change in their knowledge of student progress

monitoring and data-based decision making; and teacher satisfaction with

the online system, including instructional content, feasibility, and usability for

data-based decision making. Directions for future research and implications

for classroom use of this online system are discussed.

KEYWORDS

professional development for teachers, progress monitoring, algebra, curriculum-
based measurement, online learning, data-based decision making

Introduction

Progress monitoring is an essential component of data-based decision making
(Espin et al., 2017). Progress data help teachers to pinpoint students throughout the
year whose response to their mathematics program appears insufficient to meet year-
end instructional benchmarks or goals. Research corroborates that teachers who use
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progress monitoring to make instructional decisions, that is,
teachers who revise student instruction when their data reveal
inadequate progress, effect greater achievement than among
students whose teachers use their own methods of assessment
(Stecker et al., 2005, for review). For teachers to use data-
based decision making effectively, however, they need to
be knowledgeable users of technically sound progress data.
Espin et al. (2017, 2021a), Wagner et al. (2017) demonstrated
that teachers have difficulty, however, in using progress data
for instructional decision making. Moreover, instructional
supports, such as graphs with prompts about applying decision-
making rules, student skills profiles illustrating levels of
mastery by problem types, and consultation (in person or
system-generated recommendations) may be needed to support
teachers’ effective use of data (Stecker et al., 2005; Jung
et al., 2018; Fuchs et al., 2021). Professional development (PD)
materials may include information, directions, and examples to
support teachers’ and preservice teachers’ knowledge and skill
acquisition in a particular domain. Espin et al. (2021b) examined
available PD materials related to progress monitoring using
curriculum-based measurement and coded content in four
areas: general information, conducting progress monitoring,
data-based decision making, and other. They found that data-
based decision making was not addressed as much as the
other topics and recommended that greater consideration be
devoted to this area in future PD materials. The current PD
project focused on progress monitoring in algebra. This fully
online PD included general content about progress monitoring,
information about conducting progress monitoring in algebra,
and several features related to data-based decision making.

Although several conceptually based measures exist for
algebra readiness (e.g., see Helwig et al., 2002; Ketterlin-Geller
et al., 2015 for sample items and description), few technically
sound measures are available for secondary mathematics in
algebra. Foegen et al. (2017) have developed and established
the technical adequacy of three types of progress monitoring
measures for algebra (Espin et al., 2018; Genareo et al.,
2019). Like learning rules and applying decisions for scoring
some of the elementary-level reading (e.g., knowing types of
miscues that count as errors in oral reading) and mathematics
measures (e.g., scoring digits correct in answers), the content
and scoring of the algebra measures requires explicit instruction
to ensure accuracy, or reliability, of scoring and fidelity of
implementation. For example, with the algebra measures,
students construct written responses, and teachers score
written papers, making judgments about whether answers
are mathematically equivalent. One type of measure requires
examination of student work on the item solution to determine
whether partial credit should be awarded if the final answer
is incorrect, but part of the solution is appropriate for
reaching a correct answer. Because of teacher judgment
involved in progress monitoring, accuracy in scoring and
fidelity of implementation are critical for effective data-based

decision making. In response to interest in the measures, a
professional development (PD) workshop was created in 2008
for practitioners and delivered in-person, most often with the
PD staff going to the practitioners. While the in-person PD
option increased access to the algebra progress monitoring
measures, it was not feasible or cost-effective for individual
teachers or for small districts, including those in more remote
areas. The Professional Development for Algebra Progress
Monitoring project was funded to address this need (Foegen and
Stecker, 2009-2012). Over the course of 5 years, the research
team worked with secondary teachers to develop, revise, and
test an online PD system to make algebra progress monitoring
accessible and efficient. In this paper, we describe briefly the
development and features of the online system and the research
results during the final year of the project on teachers’ learning
and their use of the system. Specifically, we examined whether
teachers (a) could learn critical content about algebra progress
monitoring from the online professional development and (b)
be able to use the online system accurately and efficiently.
Researchers also examined teacher satisfaction data about the
system’s content, navigation, feasibility, and usability.

Materials and methods

Algebra progress monitoring measures

The PD online system was developed to support three
algebra progress monitoring measures (Algebra Basic Skills,
Algebra Foundations, and Algebra Content Analysis) that had
been developed during a previously funded project, Algebra
Instruction and Assessment: Meeting Standards (AAIMS;
Foegen, 2004-2007). During the earlier AAIMS grant, an
iterative development process that incorporated teacher input,
student data collection, statistical analyses to examine technical
adequacy, and teacher feedback on the results was used
over 4 years to refine and test five alternative algebra
measures designed to reflect Pre-Algebra and Algebra 1 content
typically addressed in grades 7−12. Based on our design
and technical adequacy criteria, three of the five types of
algebra measures were deemed acceptable for dissemination
(Foegen et al., 2017; Espin et al., 2018; Genareo et al., 2019).
Each of these three AAIMS measures had been based upon
principles of curriculum-based measurement (Deno, 1985) that
incorporated use of alternate forms of systematic sampling of
core algebra skills or problem types that related to success in
algebra, along with standardized administration and scoring
procedures. Assessments were completed as relatively brief,
timed paper/pencil tasks, either individually or as a whole class.
Teachers scored the measures using the same scoring guidelines
implemented in the research that established evidence of
technical adequacy. Twelve parallel forms were developed for
each of the three types of AAIMS measures. The three measures:
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Algebra Basic Skills, Algebra Foundation, and Algebra Content
Analysis, originally developed through the AAIMS grant,
became the foundation for the current PD project that focused
on teachers’ acquisition of progress monitoring knowledge
as well as data management associated with administration,
scoring, and decision making for a group of their own students.
These measures differed in the algebra skills addressed as well
as the format used, which is described in Foegen et al. (2008).
Images of the entire first page of each of the three types of algebra
measures used in this study are included in Supplementary
materials 1–3.

Development of the professional
development online system

The online system for the current project was developed
using an existing tool (i.e., ThinkSpace1) to support case-
based and critical thinking instruction in higher education
(Danielson et al., 2007; Bender and Danielson, 2011; Kruzich,
2013; Wolff et al., 2017). The PD system included two hubs,
which are separate features of the system navigable to and from
the homepage. One hub comprises the teacher PD; the other
hub organizes the data management activities for entering and
scoring student data and for tracking progress. Researchers
worked with the developer of this platform to adapt the original
tool, first creating six asynchronous modules in the PD hub to
support teacher learning about algebra progress monitoring and
then creating the data management hub with five asynchronous
modules to support teachers’ management, review, and decision
making using graphed progress monitoring data and diagnostic
tools.

The content for the first six PD modules mirrored the
content for the in-person workshop for practitioners and
incorporated multimedia presentations of information (i.e.,
videos, transcripts) and interactive activities. Within each online
module, interactive activities included self-check questions
where user answers were followed by expert responses for
comparison. All three modules that provided instruction on
administration and scoring for each of the three types of algebra
progress monitoring measures used a simulated administration
of the measures that teachers completed to better understand
the student experience. In addition, teachers engaged in scoring
exercises in which the modules guided teachers through scoring
procedures and provided samples of student work to score as
well as an answer key. At the conclusion of each of these modules
about the algebra measures, teachers completed a check-out
exercise of their scoring accuracy that included automated
evaluation of their scoring responses for a completed sample
student paper. Teachers were required to achieve at least 90%

1 https://www.thinkspace.org

accuracy in scoring before continuing with the next module.
Additional feedback and practice opportunities were available
within the system as well as additional testing opportunities to
meet the criterion of 90% accuracy if it was not reached on the
first attempt. Following the modules about administration and
scoring, we used the same format and approach to develop five
new modules to help teachers learn about the online system’s
data management and decision-making features. Teachers
completed all modules asynchronously at times convenient to
them. The online PD modules listed the duration of the videos
on each page; total module video time ranged from just under
9 to 34.33 mins (for the Algebra Content Analysis module that
involved partial credit scoring based on a rubric). Total video
time for the 11 modules was 2.59 h; we estimated additional
time for teachers to complete activities within each module
would add approximately two additional hours for a total
time of 4.5−5.0 h.

Prior to the current study, we used an iterative development
process across 4 years that included two rounds of “in-
house” testing completed by undergraduate preservice teachers
or graduate students in mathematics education or special
education, followed by testing with four cohorts of teacher
participants. Holistic ratings and page-by-page comments were
gathered to obtain users’ views, and they provided feedback
on the content, clarity, visual appeal, and usability of each
module. Researchers used this feedback to make refinements
to the system and to test the extent to which the system
functioned as intended. Although new modules were developed
sequentially with several added as each new teacher cohort tried
the system, participants evaluated all modules completed to
that point in time, so the refinements that researchers made
to earlier modules were evaluated by subsequent cohorts. All
11 asynchronous modules were evaluated at least once prior to
their use in our final study. The current PD study examined the
online PD system by requiring teachers (a) to use all 11 revised
modules independently and (b) to administer, score, and use the
data management system for at least 10 weeks with at least one
class of students taking algebra-related content.

Study design

The current study was funded as a part of a research
development grant that required use of a multi-year iterative
development process. This process emphasized teacher feedback
as the most critical aspect of the project’s evaluation, which
included feedback about the usability and potential utility of the
system. Student progress monitoring is, indeed, an evidence-
based practice that teachers may use to inform instructional
planning and to effect student gains in achievement, particularly
with students who are low achieving (Stecker et al., 2005; Jung
et al., 2018; Fuchs et al., 2021); however, teachers who merely
collect data and do not do anything differently instructionally
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based on student data patterns are not likely to effect greater
student achievement (Stecker et al., 2005). Consequently, it
is important that teachers learn about progress monitoring
and how to use data to make meaningful decisions about
the adequacy of student progress and the potential need
for intervention. Beyond functionality of the system, teacher
satisfaction with the PD system, both with instructional features
and with the data management tools, remains a necessary first
step for its effective use.

Following this iterative process of development, testing,
and revisions, the research team conducted a final study of
the entire system. District special education directors and
curriculum coordinators sent email invitations to general
education algebra and special education teachers on behalf of the
research team. Interested teachers spoke with research staff for
further information and clarification about study components,
and the resulting volunteers became the primary research
participants. Participating teachers from Iowa, Minnesota, and
South Carolina completed 11 instructional online modules on
their own. These modules focused on progress monitoring
features; three types of algebra progress monitoring measures,
including administration and scoring guidelines; and data
management, including data entry, graph interpretation,
and skills and error analyses. Teachers took a pre- and
posttest about their progress monitoring knowledge, provided
feedback at three points during their interaction with the
modules, and responded to a written questionnaire at the
end of the study. Following completion of the online
instructional modules and in consultation with researchers,
teachers were expected to administer one researcher-assigned
algebra measure each week across a period of 10 weeks
to at least one class of their algebra students. In addition,
teachers administered one self-selected assessment of the
two remaining measures to the same students across the
10 weeks and administered the third measure four times,
during the first and last 2 weeks of the project. Consequently,
the teacher-selected groups of students for whom they
administered and scored measures and viewed progress became
the secondary research participants. Because the focus of
this research was on the teachers’ use of the PD system,
student participation was necessary for teachers as they
considered their students’ performance and provided feedback
about the system.

Participants

Teachers
A total of 29 teachers participated in this study and

completed all training, including 12 teachers in SC, 14 teachers
in Iowa, and 3 teachers in Minnesota. Initially, 4 teachers
had been recruited in Minnesota, but 2 discontinued their
participation in the study shortly after it started, and a third

teacher was recruited through nomination. Of these 29 teachers,
16 were special educators (7 in SC and 9 in IA) and 13 were
general educators (5 in SC, 5 in IA, and 3 in MN). See Table 1
for demographic information for each teacher, including the
number of years spent teaching, years teaching algebra, type of
teacher certification held, gender, and ethnicity.

Students
Students who took the algebra progress monitoring

measures (N = 460) spanned grade levels from 7 to 12,
with the majority of students attending high schools. The
types of courses represented included 7th- and 8th-grade
General Math, Pre-Algebra, Algebra/Geometry Foundations,
Skills and Instructional Strategies, and Algebra 1. Students were
typically developing, or they had Individualized Education Plans
(IEPs) with goals in mathematics. Students with IEPs received
mathematics instruction in inclusive classrooms or received
instructional support in algebra by special education teachers
in special education settings. The number of students involved,
including the number of students with IEPs, and the types of
courses in which teachers conducted the progress monitoring
activities can be found in Table 2.

Demographic information for providing a general profile
for the school or district is provided in Table 3. The number
of teachers participating in the research in each school; grades
included in the school; student enrollment; and percentages
of students with diverse backgrounds, receiving free/reduced
lunch (a common proxy for low-income households in the
United States), learning English language, and with IEPs are
summarized for each school or district according to available
data.

Dependent measures

Teacher knowledge and accuracy
Knowledge pre- and post-test

For this study, teacher knowledge about progress
monitoring and the use of the data-based system was evaluated
twice: prior to the start of the instructional modules and again
after teachers had completed online instruction, 10 weeks of
data collection, and data management. Researchers developed
the knowledge test, which was comprised of 25 multiple-choice
items with four, possible answer selections (see Supplementary
material 4 for the actual assessment used). In addition to
assessing general knowledge about progress monitoring,
specific items related to administration and scoring of the
three algebra measures and the use of the data management
system were included. Test items were scored as either
correct or incorrect. Cronbach’s alpha for the items on the
knowledge pretest was 0.86, indicating acceptable internal
consistency. Cronbach’s alpha for items on the knowledge
posttest was 0.84.
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TABLE 1 Demographic information for participating teachers.

Teacher School Gender Positiona Ethnicity Years
teaching

Years teaching
algebra

Teaching
certificationb

1 A F GenEd Caucasian 12 12 SMath

2 B F SpEd Other 13 8 EE, LD, BD, ID

3 C F GenEd Caucasian 23 23 SMath

4 D F SpEd Caucasian 20 20 LD

5 D F SpEd Caucasian 29 20 LD

6 E F SpEd Caucasian 15 5 ECE, EE, LD, BD, ID

7 E F GenEd Caucasian 8 6 SMath

8 E F GenEd Caucasian 2 2 SMath

9 E F SpEd Caucasian 8 4 LD, BD, ID

10 F F GenEd Caucasian 6 2 SMath

11 F F SpEd Caucasian 4 1 EE, LD

12 G F SpEd Caucasian 25 3 LD, ID

13 H F SpEd Caucasian 16 0 EE, LD

14 J M SpEd Caucasian 6 5 EE, SEG

15 I F GenEd Caucasian - - -

16 H F SpEd Caucasian 17 0 SEG

17 I F SpEd Caucasian 6.5 0 ECE, EE, SEG

18 H F GenEd Caucasian 15 15 SMath

19 H M SpEd Caucasian 4.5 0 SEG

20 I F SpEd Caucasian 23 0 LD

21 H F GenEd Caucasian 20 20 SMath

22 K F SpEd Caucasian 8 0 EE, SEG

23 I F GenEd Caucasian - - -

24 I F GenEd Caucasian 23 20 MMath, SMath

25 L M SpEd Hispanic 8 6 SMath, SEG

26 L F SpEd Caucasian 21 13 SMath, BD

27 M M GenEd Caucasian - - -

28 O M GenEd Caucasian 10 10 MMath, SMath

29 N F GenEd Caucasian 6 6 MMath, SMath

aGenEd = General Education, SpEd = Special Education.
bBD = SpEd Behavior Disorders, ECE = Early Childhood Education, EE = Elementary Education, ID = SpEd Intellectual Disabilities, LD = SpEd Learning Disabilities, MMath = Middle
School Math, SEG = SpEd General, SMath = Secondary Math.

Accuracy of scoring and data entry

Although teachers collected data from student progress
measures for 10 weeks as a part of the project, the focus
of this study was on teachers’ use of the system rather than
student performance. To determine the extent to which teachers
could learn from the online modules about scoring and data
entry, however, researchers included accuracy checks of teacher
scoring of their student progress measures as well as accuracy
of data entry in the online data management system (See
section “Data analysis” for information about procedures for
determining scoring and data entry accuracy).

Teacher use and satisfaction
Module feedback

Similar to the earlier iterative cycles of development,
instructional modules included feedback pages in the final
online PD at several points during the study in which teachers

responded to Likert-type scales and open-ended items. Teachers
were asked about the quality of features of the online system,
ease of navigation, and their level of engagement during the
instruction. They also responded to items about the content of
the modules and their level of understanding. In addition, they
judged the appropriateness of their time spent in instruction and
offered suggestions for revisions that potentially could improve
the system or their learning.

Final questionnaire

At the conclusion of the project in their final meeting
with a researcher, teachers completed independently a written
questionnaire that required holistic ratings and written
responses about time they spent looking at student data during
the project, tasks in which they engaged across the training and
research, any instructional decisions they made based on the
data they collected, and specific features about the online system.
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TABLE 2 Demographic information for participating students and their courses.

Teacher School Course Students (N) Students on
IEPs (N)

Course
description

Grade(s)
taught

1 A Algebra I 29 13 GenEd 9−11

2 B Tutorial I 11 11 SpEd 9

3 C Algebra I 22 1 GenEd 9

4 D Academic Support 9 9 SpEd 10

5 D Academic Support 8 8 SpEd 9−12

6 E Academic Support 9 9 SpEd 9

7 E Algebra I 17 0 GenEd 9−10

8 E Algebra I-CP 13 0 GenEd 9

9 E Academic Support 7 6 SpEd 11

10 F Algebra I AB 15 7 GenEd 9

11 F Algebra I 16 7 SpEd 9

12 G Academic Advancement 9 7 SpEd 10

13 H Skills 4 2 SpEd 9−10

14 J Pre-Algebra 6 6 SpEd 9−12

15 I Math 7 22 3 GenEd 7

16 H Skills 4 4 SpEd 9−12

17 I Math 7 19 3 SpEd 7

18 H Algebra 1 17 0 GenEd 9−11

19 H Skills 4 2 SpEd 9, 10, 12

20 I Math 8 23 5 GenEd 8

21 H Algebra 1 13 1 GenEd 9−12

22 K Resources 11 11 SpEd 7−11

23 I Math 7 20 1 GenEd 7

24 I Math 8 12 12 GenEd 8

25 L Algebra/Geom. Foundations 23 1 At Risk 10−12

26 L Algebra/Geom. Foundations 47 0 At Risk 10−12

27 M Math Resources 55 10 At Risk 9−12

28 O Algebra 1 Lab 12 0 At Risk 9−12

29 N TransMath 2 47 0 At Risk 8

Procedures

Meetings
Prior to participation in the module training, researchers

held an individual face-to-face meeting with each teacher,
except the one teacher who was recruited later in Minnesota
and met virtually with a project staff member. Following
a common outline, researchers presented information
about the study, teachers were given a checklist of weekly
responsibilities, and they took the knowledge pretest.
At the end of the project, staff met again individual
teachers who took the knowledge posttest and completed
a written questionnaire.

Online professional development
Eleven online instructional modules provided the content

for teachers to learn about progress monitoring in general and,
more specifically, how to give and score three types of algebra

progress monitoring measures, as well as how to use a custom-
designed data management system to record and summarize
student graphed data and analyses of their skills and errors. As
teachers worked through the online PD on their own, they gave
feedback at three points during the modules (early, middle, and
endpoint), in which they responded to questions about specific
features of the system. They also were able to add comments
in each module at any point during their training. Teacher
comments and feedback pages were intended to give researchers
information about features that seemed to work well as well as
any glitches or problems encountered, so any future revisions of
the modules could incorporate this information.

Beginning online modules and first evaluation

The first six PD modules focused on content and activities
related to progress monitoring concepts and practices and the
three algebra measures included in the online system. The first
two modules provided the background information for progress
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TABLE 3 Demographic information for participating schools or districts.

School
(statea)

Teachers
(n)

Grades
served

School size Student diverse
backgrounds (%)b

Student free/reduced
lunch (%)

Student ELL
(%)

Student
IEPs (%)

A (SC) 1 9−12 290 5.5
58 (A, B, C districts)

-
15 (A, B, C
districts)

B (SC) 1 9−12 960 23 -

C (SC) 1 9−12 745 10 -

D (SC) 2 9−12 1025 21 49 (D, E districts) 4 (D, E districts) 12.3 (D, E
districts)

E (SC) 4 9−12 700 11

F (SC) 2 9−12 1760 38 58 (F district) - 12.5 (F district)

G (SC) 1 9−12 820 24 45 (G district) - 13 (G district)

H (IA) 5 5−8 420 3 33 0 15

I (IA) 5 9−12 525 3 8 0 10

J (IA) 1 9−12 220 <1 35 <1 12

K (IA) 1 7−12 275 <1 40 0 7

L (IA) 2 9−12 2100 43 63 6 16

M (MN) 1 7−12 400 3.5 36 0 9.5

N (MN) 1 9−12 320 15.5 44 <1 13.5

O (MN) 1 9−12 1050 4.5 21 <1 8

All enrollment numbers and demographic percentages are approximate. School-level data unless marked as district; some school-level or district-level data were unavailable.
aSC = South Carolina, IA = Iowa, MN = Minnesota.
bDiverse backgrounds refers to race, culture, and ethnic backgrounds.

monitoring and development research of the algebra measures.
The first module, Core Concepts, focused on central ideas about
the purpose of progress monitoring, its history, and basic
features. The Project AAIMS module described the development
of the progress monitoring tools during a previously funded
federal research project. Following completion of these first two
modules, teachers completed the first, or early, round of teacher
feedback on these two beginning modules.

Middle set of online modules and second evaluation

The next four modules addressed the specific algebra
measures. The Measures Introduction module provided
information common to all three of the algebra progress
monitoring measures included in this PD system. The next
three modules presented information specific to administration
and scoring of each algebra tool: Algebra Basic Skills, Algebra
Foundations, and Algebra Content Analysis. In these three
modules, teachers had the opportunity to take a measure
themselves, so they could experience what would be expected
of a student. Teachers learned conventions for scoring each
type of measure and had a couple of opportunities to score
sample student measures with feedback provided by the
system on their accuracy. Teachers had to earn at least 90%
accuracy with scoring a type of measure before being allowed
to move to the next module. Additional practice and retest
options were available. Following their learning and scoring

of these three algebra measures, teachers completed the
evaluation feedback page, responding to the same items for this
second set of modules.

Last set of modules and third evaluation

The last five online modules focused on features of the data
management system. The first of these modules, Introduction
to Data Management, described the overall capabilities of the
system, especially how to add classes or individual students to
the database, how to edit student data and make adjustments
when students were absent, check student progress, and examine
reports that could be generated. The next module, Evaluating
Student Progress, focused on how to input student scores for
the measures and how to view and interpret corresponding
student graphs of progress. The Instructional Decision Making
module showed teachers how to document instructional
changes on the graph and how to add or change goals. In
addition, recommendations for how to determine the efficacy
of the instruction by evaluating graphed student progress were
described. Although teachers (rather than the system) scored
student performance on the algebra measures, teachers could
input total scores as well as item-level data for use in aggregating
information about skill proficiency and the common errors
students were making. The Skills Analysis module showed
teachers how data on problem types (i.e., skills) were aggregated
for display. Skill reports could be generated to show skill
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FIGURE 1

Progress monitoring graph showing student data and class comparison data.

proficiency for an individual or for a class of students. The Error
Analysis module explained how teachers could choose from a
list of common errors to note a potential misunderstanding a
student made with an incorrect response. Although teachers
made the judgments about potential student errors, a drop-
down menu of common errors facilitated teachers’ data entry.
An error analysis report could be generated to depict individual
or classwide information, as long as the teacher had entered this
item-level data. Finally, teachers completed the last evaluation
page for the third set of instructional modules.

Data management and optional features

Once teachers had completed the modules on their own,
they were given access to the Data Management hub and could
proceed to add students to course sections, input measures
used, and enter student data. After several scores were entered,
the data management system could generate a student graph
and show the trend of student progress. Teachers had the
option to set goals for future achievement and to include phase-
change lines to indicate when an instructional modification to
the student’s program was made. Graphs depicted individual
student data points (i.e., scores) and the trend of student

progress but also could show the average score and average
trend across the entire class. Figure 1 shows a student’s progress
monitoring graph with trend line compared to the course
average scores and trend.

Progress monitoring
To make sure that all three types of algebra measures

were administered and scored during the project, researchers
assigned one of the three measures to each teacher, giving
consideration to the type of course each teacher selected to
monitor and the teacher’s preferences. Then teachers were
allowed to select a second measure themselves. Teachers
gave these two measures weekly across 10 weeks to the
entire class. They were required, however, to score student
performance and enter data into the data management
system for only the primary measure. In addition, teachers
administered the third type of progress monitoring
measure but only during the first 2 and last 2 weeks
of the 10-week period, primarily as a way to document
student growth in another way and for researchers to
examine relations among the types of measures. Although
allowed, teachers were not required to score either their
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FIGURE 2

Sample item-level scoring and drop-down menu of common errors.

FIGURE 3

Sample summary for student level of proficiency by type of skill.
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FIGURE 4

Sample report for common errors across class.

secondary or tertiary measures. All measures were turned in
to project staff.

Across the teachers, 16 teachers administered Algebra Basic
Skills as the primary measure (6 in SC, 8 in IA, 2 in MN),
11 teachers administered Algebra Foundations (4 in SC, 6 in
IA, 1 in MN), and 2 teachers administered Algebra Content
Analysis (2 in SC). For the secondary measures, 6 teachers
administered Algebra Basic Skills, 13 teachers administered
Algebra Foundations, and 10 teachers administered Algebra
Content Analysis. For the tertiary measure (given during first
and last 2 weeks only), 6 teachers administered Algebra Basic
Skills, 5 teachers administered Algebra Foundations, and 18
teachers administered Algebra Content Analysis.

Analysis of skills and errors
For required progress monitoring activities, teachers gave

the primary assessments weekly to at least one class of students,
scored their performance, and entered total correct responses
into the data management system. However, for two students
in the group, teachers were required also to enter item-level
data, that is, accuracy for each student response, and indicate a
possible reason for the error for any item answered incorrectly,
if they were able to determine one. In this way, teachers had
practice using these components of the online system without
having to enter data for all items for every student. For this more
fine-grained, item-level data entry, teachers were encouraged
to select two students who were lower achieving or who had
Individualized Education Plans (IEPs). When teachers entered

item-level data (see Figure 2 for sample screen of item-level data
entry), the online system was able to generate individual reports
(or classroom when applicable) about level of proficiency on
each type of skill evaluated on the measure (i.e., proficient,
developing, struggling, or not attempted). See Figure 3 for
illustration of an individual skills proficiency report. When
teachers marked an item as being incorrect, they could choose
from a drop-down menu the type of error the student made in
that problem, or they could type in an error pattern if they did
not see it listed. The system could generate a report of common
errors made by student (or by class, if applicable). See Figure 4
for sample common errors report for an individual student.

Data analysis

Teacher knowledge tests and ratings
Teachers’ answers on the multiple-choice knowledge pre-

and posttests were scored as correct or incorrect, and a matched-
pairs t-test was used to examine gains. For teacher ratings,
descriptive statistics, including frequency counts and/or means,
were used to summarize teacher feedback.

Scoring of module practice activities and
student measures

To determine whether online instruction was successful
in instructing teachers in scoring conventions, we examined
the accuracy of their scoring during the interactive practice
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activities they did during online instruction about the three
algebra measures. At the end of each module that addressed
a type of algebra measure, teachers had a check-out exercise
for a hypothetical student Max, in which they had to reach
at least 90% accuracy in scoring to be allowed to move to
the next module.

To check reliability of scoring with the assessments
that teachers gave to their students, researchers required
teachers to turn in scored papers for the first two test
administrations to project staff, who then rescored the
entire class. Any disagreements in scoring were discussed
with the teacher. Even if the teacher had surpassed the
90% accuracy criterion during the online practice activities,
researchers required a 95% accuracy threshold for scoring
their own students’ measures. Any teacher who did not
meet at least 95% for interrater agreement had to return
additional sets of their scored measures for an interrater
agreement check on all measures until they reached the
95% accuracy threshold. For subsequent administrations after
reaching the 95% criterion, researchers rescored a sample
of at least 20% of the class measures or a minimum of
five assessments for each class administration, whichever was
more. When accuracy fell below the 95% threshold, the entire
class set of papers was rescored. A few teachers chose to
score performance on the secondary and tertiary measures
themselves. When they did, their scoring reliability was checked
in the same way.

For Algebra Basic Skills and Algebra Foundations, responses
were scores simply as correct or incorrect. Consistent with other
progress monitoring research (e.g., Fuchs et al., 1994), interrater
agreement was calculated as the total number of agreements in
scoring divided by the sum of the total agreements and total
disagreements. For Algebra Content Analysis, however, students
could show work and be awarded partial credit for each of the
16 problems. Interrater agreement was calculated by subtracting
the number of scoring disagreements from 16 and then dividing
that difference by 16.

Data entry of total scores on primary measures
To determine reliability of teachers’ data entry, researchers

compared the student scores teachers had recorded on
the student measures with the scores they had entered
into the data management system. Even if researchers had
determined that the teacher had scored a student measure
inaccurately and had adjusted that student score for analyses
of student data, researchers still compared what the teachers
had written directly on the student measures with what
the data they entered in the online system. For each class,
researchers figured the number of matches between the recorded
scores on student papers and the scores entered into the
system. The number of matches was divided by the total
number of students to determine the interrater data entry
percentage of agreement.

Results

Researchers analyzed data to examine the extent to which
the online system worked as intended. We examined whether
the online system led to improved teacher knowledge and
skills with algebra progress monitoring. Researchers evaluated
teachers’ knowledge through a pre-and posttest. Their accuracy
in scoring and data entry were evaluated. Efficiency of the
system and teacher satisfaction with instructional modules
were examined through teacher self-report information and
rating scales. A total of 29 teachers completed the training
from beginning to end, administering algebra measures, scoring
student performance, entering data in the online management
system, and giving feedback. Note that some data were not
accessible due to technical glitches with the system or because
a few teachers chose not to respond to particular questions.

Teacher knowledge and accuracy

Knowledge test
The same knowledge assessment was given to teachers as a

pre- and posttest. Cronbach’s alphas for the pretest and posttest
were 0.86 and 0.84, respectively, indicating adequate internal
consistency. The posttest was administered during the final,
wrap-up meeting with project staff. A paired t-test indicated that
teachers’ accuracy improved significantly from pre- to posttest,
t(28) = −7.59, p < 0.001. Means with standard deviations
in parentheses for item accuracy on the pretest and posttest
were 9.97 (5.02) and 17.66 (2.83), respectively, for this 25-
item assessment.

Accuracy in online scoring activities
Teachers had to reach a criterion level of accuracy in

scoring the student exercise(s) before moving forward with
another module (see Table 4). However, researchers also were

TABLE 4 Scoring accuracy during module exercises for three types of
algebra measures.

Module scoring
exercise

n Min. (%) Max. (%) M (%) SD

Algebra basic skills

Attempt one (max) 27 91.7 100 98.88 2.20

Attempt two (rachel) 5 90.2 100 97.56 4.24

Algebra
foundations

Attempt one (max) 26 92.5 100 97.69 2.44

Attempt two (rachel) 2 97.3 97.3 97.3 0.00

Algebra content
analysis

Attempt one (max) 26 50 100 85.84 10.40

Attempt two (rachel) 13 62.5 100 88.48 10.48
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TABLE 5 Interrater agreement for scoring of measures and online data entry.

Week

1 2 3 4 5 6 7 8 9 10

Primary measures Percent of scoring agreement (n)

Algebra basic skills 99.0 (15) 98.0 (16) 98.5(17) 98.4 (17) 98.8 (17) 98.9 (17) 98.1 (17) 99.0 (17) 98.9 (16) 99.3 (16)

Algebra foundations 90.3 (8) 95.9 (9) 96.1 (9) 96.2 (9) 97.0 (9) 96.1 (9) 97.0 (9) 97.8 (8) 96.6 (8) 97.6 (8)

Algebra content analysis 96.0(2) 97.0(2) 99.0(2) 96.5(2) 98.0(2) 96.0(2) 95.5(2) 97.5(2) 97.5(2) 98.5(2)

Percent of data entry agreement (n)

Algebra basic skills 96.9 (13) 94.2 (16) 94.3 (16) 96.8 (16) 98.6 (16) 95.3 (16) 99.1 (16) 96.5 (16) 97.5 (15) 97.0 (15)

Algebra foundations 90.4 (9) 90.2 (9) 91.9 (9) 93.6 (9) 100 (9) 89.7 (9) 98.9 (9) 95.5 (8) 99.0 (8) 92.3 (8)

Algebra content analysis 96.0 (2) 100 (2) 100 (2) 96.0 (2) 100 (2) 100 (2) 100 (2) 100 (2) 100 (2) 100 (2)

TABLE 6 Teacher evaluation of their level of understanding of module content.

Frequency of response by rating

Module 1 2 3 4 5 Total responses (n) M SD

Early (after Module 2) 1 1 2 11 9 24 4.08 0.61

Middle (after Module 6) 0 1 1 11 7 20 4.20 0.74

End (after Module 11) 0 1 4 11 12 28 4.21 0.84

For the teacher responses, 1 = lowest level of understanding, 5 = highest level of understanding.

interested in the accuracy with which they scored their own
student papers. Therefore, project staff evaluated interrater
agreement for teachers’ scoring on their primary measures. In
addition to the scoring accuracy of algebra measures, researchers
checked teachers’ accuracy for data entry based on teachers’
markings of the measures themselves. Table 5 shows percentage
of interrater agreement for scoring each of the primary measures
across 10 weeks of weekly data collection and the number
of teachers engaged each week with those tasks as well as
accuracy of their data entry in the online data management
system.

Teachers’ use of the online system

Ratings of the instructional modules
At three points during the online training (i.e., early,

middle, and end), teachers completed the same set of
Likert-scale ratings to indicate their level of understanding
of the online instructional content on a scale of 1−5,
with 1 indicating the lowest level of understanding and
5 indicating thorough understanding. The early evaluation
followed the first two modules that focused on critical
concepts of progress monitoring and the background research
for the development of the three algebra measures to
be taught. The middle evaluation took place after the
next four modules. These modules introduced the three

algebra measures and then focused on each individually,
requiring practice in how to administer and score each
type of assessment. The last set of module evaluation
ratings took place after the next set of five modules that
focused on features of the data management system and
data entry of scoring, skill performance, and common
errors. Frequencies for the teachers’ ratings are found in
Table 6.

Efficiency of online modules, administration,
and scoring tasks

Teachers were asked an open-ended question about whether
they thought the time they spent viewing the instructional
modules was reasonable. Researchers also asked for explanations
to support their responses. Responses were classified and
coded as a “0” if the teacher responded negatively, a “1” if
indicating the time was “okay,” “somewhat” or another variation
indicating moderate satisfaction, and a “2” if responding
“yes.” Table 7 provides this information across teachers at
the three evaluation checkpoints (i.e., early, middle, and
end).

Teachers also were asked during the final meeting with
researchers to complete a questionnaire containing items about
their acceptability with the amount of time they spent in
various activities. This Likert-type scale ranged from 1 to 4,
with 1 = completely agree to 4 = completely disagree. Table 8
provides acceptability of time involved in the completion of the
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TABLE 7 Teacher responses for “was the time spent on the modules
reasonable?”

Frequency of response (n)

Module 0 1 2 Teachers responding

Early (after Module 2) 0 3 21 24

Middle (after Module 6) 0 3 17 20

End (after Module 11) 6 8 14 28

For the teacher responses, 0 = no, 1 = somewhat/okay, 2 = yes.

instructional modules, administration of measures, and scoring
of measures.

Teacher overall satisfaction with online
modules

At three checkpoints during the online instruction, teachers
rated their level of satisfaction (1 = low satisfaction, 5 = high
satisfaction) with the modules, appropriateness of the modules’
level of difficulty, and the teachers’ level of task engagement
during the modular instruction. Table 9 presents these teacher
satisfaction data.

Teachers also rated their level of satisfaction (1 = low
satisfaction, 5 = high satisfaction) with features imbedded in the
online PD, such as the quality of graphics in the modules, clarity
of module content, organization of the module, and ease of
navigation. Table 10 displays the number of teachers who rated
each feature by their level of satisfaction with system features.

Additionally, on the final questionnaire, teachers indicated
whether they thought the content reflected on the progress
monitoring measures was appropriate for their classes. Teachers
used a Likert-type scale (1 = completely disagree, 2 = disagree,
3 = agree, 4 = completely agree) to reflect their level of agreement:
1 = 1 teacher, 2 = 2 teachers, 3 = 11 teachers, and 4 = 15 teachers,
with M = 3.38 and SD = 0.78.

Use of optional online features
Several features in the data management system were

covered in the online PD but were not required for use
during the project, such as reviewing student graphs, comparing
individual and class progress graphs, examining individual

or class skills information, and examining individual or class
common errors. However, some teachers chose to use these
optional features during the project. At the final meeting,
teachers indicated whether they had used specific system
features. Table 11 provides the number of teachers using each
data-based decision-making feature that was available but not
required to be used during the project period.

Discussion

Teacher knowledge and accuracy

One goal of the study was to determine whether knowledge
about algebra progress monitoring could be improved among
teachers using the professional development online system
and to verify that they could be highly accurate in scoring
algebra measures based on the online instruction. Without
a comparison group, increases in teacher knowledge must
be interpreted cautiously. However, based on the study
information, teachers improved significantly on the knowledge
assessment about progress monitoring and the use of the online
system from pre- to posttest. Teachers grew by an average
of almost eight items by posttest. However, actual growth
may have been a little greater. At pretest, two of the teachers
took the assessment outside of research staff meetings due
to complications that arose with scheduling and the distance
required for travel and exhibited the highest pretest scores
across the entire teacher sample (i.e., scores of 17 and 18).
Consequently, the fidelity of these results is unclear.

To determine whether teachers could learn to apply
scoring conventions accurately with the algebra measures used,
researchers evaluated teacher learning during the practice
exercises in the modules (see Table 4). Results from the
practice exercises in the PD modules indicated that teachers
were successful in learning scoring conventions and applying
them to completed student problems. Accuracy for Algebra
Basic Skills and Algebra Foundations measures was very high
at 99% and 98%, respectively. The Algebra Content Analysis
measure, though, required more complex scoring with potential
awarding of partial credit for problems exhibiting student

TABLE 8 Final questionnaire: Acceptability of time for professional development (PD), administration, and scoring.

Frequency of response by rating

Questionnaire item 1 2 3 4 Total responses (n) M SD

“The amount of time I spent completing the professional
development modules for this project was acceptable.”

0 2 15 12 29 3.34 0.61

“The time it took to administer the measures to my students
was acceptable.”

1 1 9 18 29 3.52 0.74

“The time it took to score the measures was acceptable.” 1 3 7 18 29 3.43 0.83

For the teacher ratings, 1 = completely disagree, 2 = disagree, 3 = agree, 4 = completely agree.
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work. Consequently, teachers’ accuracy was not as high (i.e.,
86%). More teachers completed a second scoring exercise in
the module for Algebra Content Analysis measures than they
had for Algebra Basic Skills and Algebra Foundations. They
improved modestly with this second attempt, but not every
teacher achieved the 90% criterion for moving to the next
module. When that occasion occurred, researchers met with
teachers individually to review scoring procedures, answer
questions, and provide support.

Importantly, teachers were highly accurate in scoring their
own students’ papers (see Table 5). The lowest interrater
agreement percentages across all three measures occurred
during the first couple of weeks of test administration, indicating
that teachers improved their accuracy with additional practice.
Although interrater agreement was very high for the more
difficult Algebra Content Analysis measure when scoring their
own students’ papers, only two of the teachers were required to
score the Algebra Content Analysis as their primary assessment.
Consequently, evaluation of additional teachers scoring Algebra
Content Analysis measures is recommended. In addition to
scoring student measures, teachers had to enter scores in the
online data management system. Teachers were accurate in
transferring scores from their student measures to the online
system.

Teacher satisfaction and use of the
online professional development
system

Instructional modules
Researchers asked teachers to rate their level of

understanding of the module content at three occasions,

once after the first two modules, after the next four modules,
and after the last five modules. Teachers used a Likert-type
scale with 1 indicating the lowest level and 5 indicating the
highest level of understanding. Mean scores for all three
occasions were greater than 4.0, indicating that teachers
thought they understood the information being presented.
The lowest mean rating (i.e., 4.08) was for the earliest
feedback occasion in which the modules being considered
included background information about progress monitoring
and the research endeavors to support development of the
algebra measures. The rest of the modules focused more
directly on hands-on tasks for teachers (i.e., giving and
scoring the algebra measures and using the data management
system) and were rated more highly in terms of their level
of understanding.

Several other questions probed teacher satisfaction with
the online PD system. At these same three feedback intervals,
teachers rated their overall satisfaction with the modules,
the appropriateness of the level of difficulty of the modules,
and their level of engagement while working through the
modules. Likert-type ratings from 1 to 5 were used with
“1” indicating the lowest and “5” as the highest satisfaction,
appropriateness of difficulty, or level of engagement. Mean
scores ranged from 3.88 to 4.40, indicating overall high
teacher ratings of the PD modules. With respect to the item
about overall satisfaction with the modules, the lowest mean
rating (i.e., 3.93) was given for the modules describing the
components of the data management system. Corroborating
ratings for their level of understanding of the instructional
modules, the lowest mean rating for both the appropriateness
of difficulty of the instructional modules and teachers’ level
of engagement during the PD was given for the early
modules on the background of progress monitoring and

TABLE 9 Teacher ratings of modules: Satisfaction, difficulty, and engagement.

Item and point in time Frequency of response by rating

1 2 3 4 5 Total responses (n) M SD

Item 1: Your overall level of satisfaction with these modules

Early (after Module 2) 0 0 4 11 9 24 4.21 0.72

Middle (after Module 6) 0 0 2 12 6 20 4.20 0.62

End (after Module 11) 0 0 2 12 6 20 3.93 0.94

Item 2: The appropriateness of these modules’ levels of difficulty

Early (after Module 2) 1 0 3 12 8 24 4.08 0.93

Middle (after Module 6) 0 0 1 10 9 20 4.40 0.60

End (after Module 11) 0 0 4 10 14 28 4.36 0.73

Item 3: Your level of engagement while working on these modules

Early (after Module 2) 1 1 5 10 7 24 3.88 1.04

Middle (after Module 6) 0 0 4 9 7 20 4.15 0.75

End (after Module 11) 0 1 2 17 8 28 4.14 0.71

For the teacher ratings, 1 = lowest satisfaction/appropriateness/level of engagement, 5 = highest.
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research development of the algebra measures. Across these
results, the research team inferred that the background and
research information may have been a little less engaging and
perhaps harder to understand than the other modules focused
on information that teachers would use directly with their
students or within the data management features. Interestingly,
though, teachers reported an overall high level of satisfaction
with this same group of modules (i.e., section “Instructional
modules”).

At these same three feedback intervals, researchers also
asked about the system’s technical features of PD. Teachers were
asked to rate from 1 to 5 (i.e., low to high) about organization
of the modules, clarity of content, quality of graphics used,
quality of animation used, quality of narration, and the ease
of navigation through the system. Teachers’ mean ratings were
high across all these features for each of the three sets of
modules. In fact, mean ratings were 4.0 or higher at each
feedback interval for each of the items except one. The item

TABLE 10 Teacher ratings of modules: Organization, navigation, and quality.

Item and point in time Frequency of response by rating

1 2 3 4 5 Total responses (n) M SD

Item 1: The organization of these
modules

Early (after Module 2) 1 0 2 6 15 24 4.42 0.97

Middle (after Module 6) 0 0 2 8 10 20 4.40 0.68

End (after Module 11) 0 2 4 8 14 28 4.21 0.96

Item 2: The clarity of the content in
these modules

Early (after Module 2) 0 0 2 11 11 24 4.38 0.65

Middle (after Module 6) 0 1 5 8 6 20 3.95 0.87

End (after Module 11) 0 0 6 9 13 28 4.25 0.80

Item 3: The quality of the graphics used
in these modules (clarity, contributes to
understanding)

Early (after Module 2) 0 1 4 5 14 24 4.33 0.92

Middle (after Module 6) 0 1 3 7 9 20 4.20 0.89

End (after Module 11) 0 1 2 9 16 28 4.43 0.79

Item 4: The quality of the animation
used in these modules (clarity,
audibility, contributes to
understanding)

Early (after Module 2) 0 1 5 8 10 24 4.13 0.90

Middle (after Module 6) 0 2 5 4 9 20 4.00 1.08

End (after Module 11) 0 1 3 12 11 28 4.21 0.79

Item 5: The quality of the narration used
in these modules (clarity, audibility,
contributes to understanding)

Early (after Module 2) 0 0 4 8 12 24 4.33 0.76

Middle (after Module 6) 0 0 4 8 8 20 4.20 0.77

End (after Module 11) 1 0 1 12 14 28 4.36 0.87

Item 5: The ease with which you could
navigate through the system

Early (after Module 2) 1 1 3 6 13 242 4.212 1.10

Middle (after Module 6) 1 2 1 7 9 20 4.05 1.19

End (after Module 11) 1 3 0 9 12 25 4.12 1.16

For the teacher ratings, 1 = lowest, 5 = highest.
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TABLE 11 Teacher reports of task engagement with data
management features.

Frequency of response
(N = 29)

Questionnaire item Yes

Examining student progress graphs 21

Comparing student and class progress
graphs

16

Reviewing progress graphs with students 11

Inserting phase changes 3

Examining individual student skills
information

25

Examining class skills information 15

Reviewing skills information with students 13

Examining individual student errors
information

27

Examining class student errors
information

16

Reviewing errors information with
students

18

indicating clarity of content was 3.95 for the middle group
of modules that focused on administration and scoring of the
measures. In fact, the lowest mean rating (although still high
at 4.0 or higher) occurred for this same group of instructional
modules regarding the quality of the graphics, animation, and
narration used as well as the ease of navigation through the
system. This group of modules addressed three different types
of algebra progress monitoring measures and taught teachers
how to administer and score them. The modules were highly
interactive and expected teachers to engage in practice activities.
In fact, this set of modules was the only set that required
teachers to reach a specified criterion with scoring before
proceeding to the next module. It could be that narration,
clarity, graphics, and animation were even more critical with
these modules, as teachers observed models of the tasks they
were to perform. Another possible explanation is that this
group of modules included the scoring of the Algebra Content
Analysis measures. Based on accuracy data and attempted
practice exercises, this measure was harder for the teachers to
learn to score successfully. It was the last module in this group
of modules prior to completing the feedback, so the recency of
this more difficult task may have affected teacher ratings across
the entire group of modules.

Efficiency
Another aspect of teacher acceptability for the final version

of the online PD system was teachers’ judgments of PD
efficiency. That is, at the requested three feedback intervals,
teachers indicated whether the time they spent working through
the online PD was reasonable to them. They responded through
an open-ended format, so they could provide context for their

responses. All of the teachers indicated that the amount of time
was somewhat reasonable or reasonable at the first two feedback
occasions. However, 6 of 28 teachers judged the time spent on
the last five modules that focused on data management aspect of
the system to be unreasonable. Several teachers reported having
internet connectivity problems or being busier with other tasks
at this time. Because it was the last set of modules, some teachers
explained that they thought the PD could have fewer modules
or perhaps more condensed versions of the modules. Also, it
should be noted that this last group of modules all focused
on the use of the data management system. The research team
first converted previous face-to-face PD to the six beginning
online instructional modules. The research team then developed
the data management system as a part of the overall grant
project and created corresponding PD instructional modules
to match the new data management system. The last several
modules had been viewed by only two teachers prior to the
current study. Consequently, the team had not received as much
feedback for refinement with these modules as they had received
with earlier modules. Additionally, other research corroborates
that data-based decision making is difficult for teachers (and
preservice teachers) to apply and that their interpretations often
are qualitatively different (e.g., less cohesive) from expert users
and trainers of progress monitoring (Espin et al., 2017, 2021a;
Wagner et al., 2017). More attention may need to be directed
to crafting these data-based decision-making modules to make
them more explicit and acceptable to teachers. Additional
feedback and knowledge checks should be solicited for each of
these modules.

Researchers also asked teachers about efficiency on the final
questionnaire at the end of the study. Teachers were asked
to think back across all the PD as well as the administration
and scoring of the progress monitoring measures. On this
questionnaire, teachers used a rating scale to indicate their level
of agreement with statements about the acceptability of the
time they spent completing modules, administering progress
measures, and scoring measures. All statements were written in
the affirmative (i.e., time in tasks was acceptable), but the ratings
forced a choice between agreement and disagreement. The scale
was “1” for completely disagree, “2” for disagree, “3” for agree,
and “4” for completely agree. All 29 teachers responded to these
items. Only two teachers disagreed with the statement about the
amount of time spent in the instructional modules as acceptable.
Thus, across all the teachers and considering the totality of the
project, teachers rated their time in the online PD as acceptable.

Of the three ratings about the acceptability of time that
it took to complete tasks, teachers rated administration of the
student measures with the highest mean rating of acceptability
(3.52 of 4.0). However, two teachers either disagreed or
completely disagreed with this statement that the time spent was
acceptable. These progress measures took either 5 or 7 mins
once per week, depending on the particular type of measure
given. However, it is possible that these two teachers were
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considering that administration of all three measures (when
only one was required to be scored and entered into the system)
was not acceptable. The majority of the teachers, however,
agreed or completely agreed that time spent administering
the algebra progress measures and scoring the measures was
acceptable, 27 of 29 and 25 of 29, respectively.

Optional features of the data management
system

On the final questionnaire at the end of the study, teachers
also responded to items indicating whether they had used
components of the data management system on their own. That
is, using these features was not required as a part of study
participation, but the online instructional modules provided
information about how to access and use these features. The
majority of teachers reported examining student progress graphs
(21 of 29), but far fewer actually reviewed the graphs with their
students (only 11 of 29). Although teachers had been asked
to enter item-level information from the measures for only
two of their lower performing students, some teachers chose
to enter skills and/or common errors information for more
of their students or their entire class. In fact, almost all of
the teachers (27 of 29) reported examining individual student
errors information, with 18 teachers reviewing common error
information with their students, and 16 teachers examining
student errors across their class. Similarly, 25 of 29 teachers
examined individual skill proficiency (i.e., level of mastery for
skills included on the measures), with 13 teachers reviewing the
skills information with their students, and 15 examining skills
information across their class. The activity in which the fewest
teachers engaged was inserting phase change lines on student
graphs. When asking about time spent viewing student data each
week, teachers reported a range of 5−150 mins with a mean
of 45 mins. Thus, teachers appeared to take advantage of the
available data management tools in the online system even when
not required to do so.

Summary of results and future research

Conclusion
With this online PD system, teachers acquired knowledge

and skills about how to conduct progress monitoring in algebra.
They scored student algebra progress measures accurately and
entered data successfully into the online management system.
Teachers reported overall high levels of satisfaction with the
modular training, including the content, difficulty level, and
organization of the instruction as well as the clarity of the
imbedded technological features. They were able to access
the system’s data management components and store student
data. They reported that the time spent in the PD activities,
including the instructional modules and the administration
and scoring of student measures, was acceptable to them.

Overall, the development and implementation of an online
PD system for instructing teachers in how to conduct and
manage algebra progress monitoring appeared successful. It
functioned as intended and enabled 29 general education and
special education teachers to learn to give and score three types
of algebra progress measures as well as store and view student
data across time.

Study limitations
A number of limitations should be noted with this study.

First, the study required teachers to report their satisfaction
with the system, which could be positively biased. Second, a
pretest/posttest design was used to collect information. Without
a comparison group, it is difficult to judge fully the efficacy of
the PD. Third, not all teachers responded to all requests for
feedback. Although teachers viewed an online evaluation page
at three points during the online instruction, teachers could
proceed to the next module even if they failed to complete
some (or all) of the items. Additionally, occasional internet
connectivity issues at schools or teachers’ homes sometimes
made access difficult or interfered with particular tasks. Fourth,
although researchers were able to calculate accuracy for
the knowledge test and scoring of student measures, direct
observations of teachers working through online modules,
administering measures in the classrooms, or using the data
management system were not conducted. Of course, the overall
purpose of the study was to determine whether teachers
could learn to conduct algebra progress monitoring on their
own. However, teacher self-report responses, with unknown
reliability, provided the majority of the data for this project
evaluation. Fifth, teachers were not required to use all the
available components of the data management system in
this evaluation study. Consequently, researchers received only
anecdotal information about some of the available online
features. Sixth, although some schools had multiple teachers
using the online system, we did not evaluate systematically
whether teachers completed all activities independently or
whether they discussed features with one another. Last,
researchers experienced a several-month delay in getting all
features of the online system fully functional. Although all
teachers completed all the online PD modules, depending on
how quickly they worked through modules independently,
some teachers had to begin administration of algebra progress
measures prior to completing the modules related to data
management. That is, they needed to administer progress
measures for 10 weeks, and several teachers would have run
out of time in the school year if they had waited until
completing all modules before administering the 10 weeks of
assessments. Therefore, some teachers did not enter data into
the management system on a weekly basis; instead, they grouped
batches of assessments (especially the first few weeks of data) to
enter at one time after they had completed the modules about
using the data management system, which may have affected
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their reliability in scoring. Relatedly, during the final meeting
in which teachers completed a questionnaire about their overall
satisfaction with the PD, some teachers reported anecdotally
that it had been a long time since they had worked through
the modules, while others said they had completed all modules
closer in time to the final meeting. It is not known how this
variation in length of time spanned to complete all the modules
may have affected teachers’ responses about the PD modules
and the related assessment activities or how the time they had
left after completing data management modules affected their
interest in exploring the data management features that had not
been required to be used during the project.

Implications for future work
Although teachers were asked to enter problem-by-

problem accuracy on measures for two students in their
classes and indicate a possible error when the student’s
response was inaccurate, some teachers chose to enter
item-level data for their entire class. At first glance, the
assumption could be made that teachers understood the
potential benefits of such a data management system for
ongoing progress monitoring. However, fewer teachers reported
viewing individual student graphs of total scores, and less
than half the teachers reported showing graphs to students.
In fact, more teachers reported examining student skills and
errors in the data management system and showing these
graphics to students than examining and showing student
graphs of progress monitoring scores of measures across
time. It may be that teachers recognized how knowing
about proficiency of algebra skills and the common errors
students made could assist them as they decided how to
alter instruction for their students. However, the basic tenets
of progress monitoring that include decision making about
instructional effectiveness tied to judgments about student
rate of improvement may not have been realized by all
the teachers or perhaps not emphasized enough in the PD.
With progress monitoring, technically sound data should be
used for ongoing instructional decision making, especially
for determining when student progress is not adequate for
meeting goal expectations. An equally important aspect in
data-based individualization is the use of available progress
monitoring data and other diagnostic data to determine
the nature of the instructional modifications to better meet
individual needs. Consequently, implementation of this PD
system may need to include more specific content about both
instructional decision making and appropriate intensification
of intervention, especially for individual students who are not
progressing as expected.

Future research with this online PD should include
systematic evaluation of all the data management components
of the system. Teacher evaluation of each module could be
required prior to navigation to subsequent modules. Features
that were optional for teachers or minimally required in

the current study should be evaluated further. Recognizing
that teachers frequently need support to make the best
use of progress monitoring data and instructional decision
making (Stecker et al., 2005; Espin et al., 2017; Wagner
et al., 2017; Jung et al., 2018; Fuchs et al., 2021), a
module that includes additional information focused on
data interpretation and instructional utility may need to be
developed. Perhaps a module for administrators or lead teachers
could assist school staff if implementation of procedures
were adopted for particular courses. Exploring how in-person
or online data team meetings might be used effectively
to support teacher decision making is another aspect that
could be examined. In addition to refining data utilization
aspects, the current online PD could include support for
teachers about generally effective algebra instruction and
how to intensify instruction when students continue to
struggle.

The PD system also could be adapted easily for use
with other areas of readily available mathematics measures,
such as those for elementary and middle school levels in
computational fluency and concepts/applications or problem
solving or for early numeracy (e.g., number identification,
quantity discrimination, missing number). It could be expanded
for use with progress monitoring in other academic areas, such
reading, writing, and discipline-specific vocabulary.

Next steps for online professional development
The development of the online PD and data management

system was led by the faculty member who originally
developed ThinkSpace (Bender and Danielson, 2011).
Following his retirement, a small company took over the
development leading to the version used in this paper and
in a subsequent research project. Due to transitions within
the company, along with transitions at the university level,
efforts to shift the system from the cloud system used by
the developer to the university’s information technology
system have required more time than was anticipated. New
opportunities for completing this process have become
available, and we anticipate that this online PD system
will be moving toward wider accessibility in the near
future.
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Progress monitoring is a process of collecting ongoing samples of student

work and tracking performance of individual students over time. Progress

monitoring involves administering parallel sets of items to the same student

on a regular basis (at least monthly) that are sensitive to changes in the

student’s understanding based on instruction. The sets of items administered

over time should be parallel in difficulty so that differences in performance

can be attributed to differences in the student’s understanding as opposed

to variability in item difficulty across sets. In this manuscript, we describe an

approach to designing items that controls item-level variability by constraining

the item features that may elicit different cognitive processing. This approach

adapts the principles of Automated Item Generation (AIG) and includes

carefully designing test specifications, isolating specific components of the

content that will be assessed, creating item models to serve as templates,

duplicating the templates to create parallel item clones, and verifying that the

duplicated item clones align with the original item model. An example from

an operational progress monitoring system for mathematics in Kindergarten

through Grade 6 is used to illustrate the process. We also propose future

studies to empirically evaluate the assertion of parallel form difficulty.

KEYWORDS

progress monitoring (PM) measures, mathematics education, computational fluency,
instructional decision making, curriculum based measures

Introduction

Multi-tiered systems of support (MTSS) and data-based individualization (DBI)
represent systems-level frameworks in which instruction and assessment are integrated
into one coherent system with the goal of supporting positive outcomes for all students.
These frameworks provide systematic approaches to link assessment results with
classroom-level decisions to better align instruction with students’ needs (Choi et al.,
2017). Data from different assessments (e.g., universal screeners, diagnostic assessments,
progress monitoring measures) are associated with specific instructional decisions so
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as to provide teachers with guidance for interpreting student
performance. As data are interpreted and teachers make
decisions, they implement tiered instruction (e.g., Tier 1
Core Instruction, Tier 2 Intervention, Tier 3 Intensive
Intervention) using evidence-based practices. As a result of
implementing MTSS and DBI, teachers align students’ learning
needs as evidenced by assessment results with evidence-based
instructional practices to support positive outcomes for all
students (Powell et al., 2021).

A key decision underlying MTSS and DBI is determining
whether students are making adequate progress to reach their
learning goals (Ketterlin-Geller et al., 2019). The importance
of this decision cannot be overstated because it serves as the
key lever for changing students’ instructional opportunities.
If students are not making adequate progress toward their
learning goals, it is incumbent on teachers to responsively
change their instruction to better align with students’ learning
needs. Continually monitoring students’ progress during the
learning process provides teachers with the data they need to
make these decisions.

The progress monitoring process

In a typical mathematics classroom, teachers use various
approaches to monitor student learning including gathering
data from both formal (e.g., quizzes, projects) and informal
(e.g., questioning, noticing) sources. These data serve many
purposes within the instructional decision-making framework
such as identifying students’ prior knowledge, understanding
students’ reasoning, or examining their flexibility using various
representations or knowledge forms. Although these data help
teachers understand student learning, they have limited utility
for formally monitoring progress.

Within MTSS and DBI, formally monitoring progress refers
to a systematic process of collecting ongoing samples of student
work and tracking performance of individual students over time.
The student’s prior performance serves as the reference point
for evaluating changes in understanding. The student’s work
samples must be taken from item sets that are administered
over time. These item sets—sometimes referred to as progress
monitoring probes—may take on different forms (such as
reading passages, sentence completion), but in mathematics,
they typically resemble a traditional test with items arranged in
rows and columns on one or more pieces of paper. To monitor
progress over time, teachers need approximately 20 probes that
all measure the same construct and are of comparable difficulty
so that changes in performance can be attributed to changes
in student understanding, as opposed to variability in item
difficulty. These concepts grew out of the work on curriculum-
based measurement (CBM; Deno, 2003).

Research and development work on CBM as an approach
to monitoring progress in mathematics began over 35 years

ago, and has evolved considerably over the years (c.f., Fuchs,
2004; Dawes et al., 2022). Although a large concentration
of work has been done in elementary grades, CBMs have
extended into early grades mathematics (c.f., Fuchs et al.,
2007; Clarke et al., 2008) and secondary mathematics (c.f.,
Foegen et al., 2008). Mathematics CBMs most often measure
grade-level computational fluency expectations, but some
progress monitoring systems also include measures of students’
conceptual understanding and application (Foegen et al.,
2007). Recent research has explored the use of single-skill
computational fluency measures (c.f., VanDerHeyden and
Broussard, 2021; Dawes et al., 2022), yet more research is needed
to determine whether this approach provides meaningful
progress monitoring data over time (Fuchs, 2004). It follows
that the assessed content of many mathematics CBMs may not
represent the full depth and breadth of the grade-level content
standards; however, the assessed content should be predictive
of future outcomes and sensitive to small changes in students’
understanding. To facilitate progress monitoring decisions,
mathematics CBMs should be quick and easy to administer,
efficient to score, and be psychometrically sound (Fuchs,
2004). Progress monitoring systems available from vendors,
universities, or other resources have different characteristics
and features so the probes are only considered parallel if they
originate from within one progress monitoring system.

Tracking performance over time involves frequent
administration of progress monitoring probes and graphing
individual student’s data. The most common administration
frequency is weekly or every-other week, and no less frequently
than monthly (Gersten et al., 2009). To accommodate this
frequency within a school year, progress monitoring systems
need to have at least 20 parallel forms. A comprehensive
description of the data analysis and interpretation process
is outside the scope of this manuscript. In brief, data are
typically organized graphically for each individual student after
multiple progress monitoring probes have been administered
and teachers have a sufficient number of data points for making
reliable interpretations. The slope of the line is interpreted as
the student’s observed rate of growth. This rate is compared to
a goal rate that is typically established using published growth
rates and the student’s baseline score (see Jung et al., 2018
for research on the outcomes of different decision-making
rules). Because the student’s own performance serves as the
interpretive lens for evaluating change over time, progress
monitoring emphasizes growth and may facilitate positive
associations between effort and outcome.

Creating parallel progress monitoring
measures

As we have emphasized, multiple parallel forms of the
same construct are needed to monitor individual student’s
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progress over time. Historically, parallel forms have been
created and evaluated in one of two ways: (1) placing similar
items on forms that are statistically compared for consistency
(e.g., parallel form reliability), or (2) creating calibrated item
banks such that all possible items are on the same scale (e.g.,
computerized adaptive tests [CAT]). Both of these approaches
result in comparable scores across progress monitoring probes;
however, methodological issues and inconsistent content may
compromise the validity and reliability of these approaches.

Methodologically, these approaches require sufficiently large
validation studies to evaluate the comparability of the forms
and items. When statistically comparing forms for consistency,
there are two common methods. First, the reliability of
the alternate forms can be evaluated using a Classical Test
Theory approach. Each of the 20 forms are administered to
the same sample of students who are representative of the
target population. Cross-correlation matrices are generated
to evaluate the reliability of each parallel form. Second, a
statistical method can be used to create statistically parallel
forms of the same test called equating, which transforms raw
scores to scale scores that are comparable (Kolen and Brennan,
2014). Equating is a process that results in interchangeable
scores across multiple forms by statistically adjusting the scale
so that the scores from each form have the same meaning
when interpreted (American Educational Research Association
[AERA] et al., 2014). One approach to equating is called
common-subject equating, and uses a similar method as was
described for calculating parallel-form reliability in which each
of the 20 forms are administered to the same sample of
students (Kolen and Brennan, 2014). Data from these students
are used to adjust for differences in difficulty found across
forms. Although this is a viable approach for equating parallel
forms of some tests, given the 20 forms needed for progress
monitoring systems, these designs place a burden on the
students participating in the study.

Another way to create progress monitoring systems with
multiple parallel forms is by using a calibrated item bank, such
as a CAT. To create a CAT, items are typically calibrated using
item response theory (IRT) modeling. Hundreds of items are
needed to create an item bank sufficiently wide to reliably
measure students with a range of ability levels and to administer
20 parallel forms without repeated exposure of the same item.
All items need to be field tested using an equating designs
so as to place all items on the same scale. Depending on the
number of parameters being estimated, each item requires 250–
1,000 responses for accurate calibration (Rupp, 2003). Given
the large sample of students needed to calibrate the large set
of items, the costs and timeliness of this approach may be
prohibitive. As such, methodological issues limit the feasibility
of these approaches for creating parallel forms within a progress
monitoring system.

In addition to methodological issues associated with
statistical approaches to evaluating comparability of parallel

forms, the underlying assumptions of content comparability
may not be tenable. To support valid decision-making regarding
students’ progress, data should facilitate inferences about
students’ growth on consistently measured content standards.
If the content of the progress monitoring measures changes
over time, students may perform differently across forms
for reasons that are not necessarily related to learning the
targeted knowledge and skills. Two salient issues emerge:
(1) items may have similar difficulty statistics (e.g., p-values,
item difficulty parameters) but cover different content, and
(2) content differences may differentially impact students’
responding behaviors based on prior knowledge, exposure or
opportunity to learn the content, fluency across number ranges
and systems, etc. These differences may lead to increases
or decreases in students’ scores on the progress monitoring
probes that do not accurately reflect changes in understanding.
As such, teachers’ interpretations of growth (or lack thereof)
may be inaccurate, thereby jeopardizing the validity of their
decision making.

To illustrate the challenges of using item difficulty statistics
to evaluate comparability, consider the released items from the
Grade 4 National Assessment of Educational Progress (NAEP)
in Mathematics administered in 2017 presented in Figure 1.
Figure 1 displays two items from the “Number properties
and operations” domain within NAEP and the estimate of
item difficulty expressed as p-values (proportion of students
responding correctly to the total number of respondents).
Item 1 requires students to solve a multi-step problem in
context. Item 2 focuses on place value understanding, and
assesses students’ ability to identify the number represented
by a set of based-ten blocks. Even though these items assess
the same mathematical domain and the p-values indicate
comparable difficulty, they measure different mathematical
content that may elicit different levels of cognitive engagement
that impact individual student’s responding behaviors. As
such, aggregated statistics might mask differences in individual
student’s performance. In instances where these statistics are
used to determine form comparability for progress monitoring
probes, students may perform differently across forms that is
not due to growth.

Even when content is held constant, subtle differences
in wording or students’ opportunity to learn the content
may impact item difficulty. To illustrate these issues, consider
the following released items from the Grade 4 NAEP in
Mathematics that are designed to assess students’ ability to use
place value to determine the amount of increase or decrease
in whole numbers. Figure 2 includes two items and their
respective p-values as reported by NAEP. Both items require
students to identify by how much a given number would
increase if the value of a specific digit were changed. Item
1 was considerably less difficulty than Item 2 in that 62%
of the respondents answered correctly as compared to 36%
for Item 2. For Item 1, the distractors were selected roughly

Frontiers in Education 03 frontiersin.org

117

https://doi.org/10.3389/feduc.2022.940994
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/


feduc-07-940994 September 19, 2022 Time: 19:4 # 4

Ketterlin-Geller et al. 10.3389/feduc.2022.940994

FIGURE 1

NAEP items with similar difficulty assessing number properties and operations. Source: U.S. Department of Education, Institute of Education
Sciences, National Center for Education Statistics, National Assessment of Educational Progress (NAEP), 2017 Mathematics Assessment.

FIGURE 2

NAEP items with different difficulty assessing place value. Source: U.S. Department of Education, Institute of Education Sciences, National
Center for Education Statistics, National Assessment of Educational Progress (NAEP), 2007 and 1992 Mathematics Assessments.
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equally with less than 15% of the respondents selecting any one
distractor; Distractor B was selected the least at 8%. For Item 2,
Distractors A and C were selected by 22% of the respondents,
and Distractor D was selected by 14% (6% of the respondents
omitted this question).

On the surface, these items appear to be very similar in
content and structure. Subtle differences in the wording of
the stem may have caused differences in the item difficulty
estimates as might have students’ opportunity to learn
these place-value concepts. Item 1 was operational in
2007, whereas Item 2 was operational in 1992. Given the
change in content standards and expectations in the 25-
year span between administrations, it is likely that changing
curricular expectations impacted students’ exposure to
these concepts. As this example points out, factors other
than the content and structure of an item may impact
item difficulty.

An emerging approach to creating parallel forms is using
automated item generation (AIG). The goal of AIG is “to
produce large numbers of high-quality items that require little
human review prior to administration” (Alves et al., 2010,
p. 2). Two approaches emerge within the AIG framework:
automatic and semi-automatic (Prasetyo et al., 2020). Automatic
AIG incorporates the use of natural language processing
for the generation of questions, answers, and distractors
simultaneously. For semi-automatic AIG, an expert develops
a stem of questions that can be adapted to create new items.
These new items can either be clones or variants. Clones
are similar items with comparable psychometric properties,
while variants possess different psychometric properties. Semi-
automatic AIG is primarily contained in three steps (Royal
et al., 2018). First, content experts create a cognitive map that
identifies the content for inclusion in the assessment; this serves
as the assessment blueprint. Next, the experts develop a template
or item model for the content. Lastly, a computer algorithm
combines various elements of content provided by the experts
to generate new items. In the context of creating progress
monitoring measures, AIG holds promise for generating parallel
forms; however, limited application of this technology exists
in this context.

In this manuscript, we describe an application of the
principles of semi-automatic AIG to create a progress
monitoring system in mathematics for students in Kindergarten
through Grade 6. Each grade included 20 parallel forms of
30–40 items on each form. The project described here followed
the general framework of semi-automatic AIG but employed
only humans in the development process. After specifying
the test blueprint, we created item templates that constrained
the test and item specification to isolate specific components
of the content that would be assessed by each item. These
templates were then used by item writers to create item clones
for 20 parallel forms. The goal for using this approach is to
support the inference that students engage with items on parallel

forms in comparable ways that are related to their present-level
of understanding.

At present, the items created through this process have not
been psychometrically evaluated to substantiate the claim that
they are parallel in difficulty. Once field testing data are available,
these sources of evidence can be combined to examine the claim
that the progress monitoring system can be used to monitor
growth in individual student’s understanding.

Illustrative example of mathematics
progress monitoring

The purpose of the progress monitoring system described
in this manuscript was to facilitate educators’ decisions about
students’ growth in the computations-based content standards
in Kindergarten (K) through Grade 6. Results from multiple
administrations of these probes would allow educators to make
inferences about changes in individual student’s computational
fluency on grade-level content standards. For the remainder of
this manuscript, we will refer to this project as the COMP-PM.

The following description illustrates the three phases of
the semi-automated AIG framework, as applied to develop the
COMP-PM: (1) specify the test specifications and blueprint,
(2) develop the template for item clones, and (3) automate the
item cloning process. We also present the validity evidence we
collected to evaluate the assumptions that the items are clones
and will result in parallel forms.

Phase 1: Specify the test specifications
and blueprint

Our first step in developing parallel progress monitoring
forms for the COMP-PM was to determine the test
specifications. Test specifications are intended to articulate
multiple aspects of the operational test including the
item and test format, number of items, scoring rules,
interpretive reference, and time limits, and should be
based on the intended interpretations and uses of the test
results (American Educational Research Association [AERA]
et al., 2014). Subsumed within the test specification is the
test blueprint, which details the content covered at the
test- and item-level.

To begin, we determined the computations-based
content standards that would be assessed on the progress
monitoring measures. For most grades, these standards were
clearly specified as fluency-based expectation. For example,
computational fluency is clearly expressed in the Grade 2
standard: Students are expected to recall basic facts to add
and subtract within 20 with automaticity. However, for
some grades, the computations-based expectations were
intertwined with other content standards. In Grade 3, for
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example, students are expected to use strategies and algorithms,
including the standard algorithm, to multiply a two-digit
number by a one-digit number. Computational fluency
expectations are expressed as students are expected to use
algorithms to multiply.

To identify the assessable content for the COMP-PM,
two experts in mathematics education closely examined
the state content standards to identify the computations-
based expectations by grade. The experts reviewed the
content standards to pinpoint individual skills that related
to computational fluency, and importantly, identified the
number range in which those skills would be applied. For
Kindergarten and Grade 1, two early numeracy constructs
were selected because of the predictive evidence with future
mathematics performance. A third expert reviewed the final list
of assessable content; any disagreements were discussed until
consensus was reached.

Next, key decisions related to the format of the operational
test were made using prior research on the design of CBM (c.f.,
Fuchs and Fuchs, 1997; Foegen et al., 2007). These decisions
included:

• Item format: Items are formatted as constructed response
to allow students to directly demonstrate their knowledge
and skills. Depending on the grade and alignment with
the content standards, items will be presented horizontally,
vertically, or both.
• Test format: Forms are created to allow ample room

for students to solve and record their response to each
item. In Kindergarten and Grade 1, forms are presented
horizontally to maximize space; each subtest is formatted
as a separate form. For grades 2–6, all items are formatted
vertically as one operational form with 30 items arranged
in six rows of five items each. Item arrangement is
intentional to vary the placement of items by content
representation and difficulty. Item difficulty will mirror a
normal distribution.
• Number of subtests and items per subtest: For Kindergarten

and Grade 1, two subtests each with 20 items are needed to
assess the selected content standards.
• Scoring rules: All items are scored dichotomously to

minimize scoring time and errors.
• Interpretive reference: Consistent with other progress

monitoring systems, scores on the COMP-PM will be
interpreted in relation to the student’s prior performance.
As such, no criteria or normative data are provided to aid
in interpretation.
• Time limits: The time constraints for administration are

needed to maximize students’ opportunities to demonstrate
their knowledge while still minimizing the impact of
administration on instructional time. Administration is
standardized across parallel forms so that students always
have the same amount of time.

Grade Administration Time

K 1 min each side

1 1 min each side

2 A total of 2 min

3 A total of 2 min

4 A total of 4 min

5 A total of 4 min

6 A total of 4 min

Using the assessable content and the test specifications, we
created a generalize test blueprint to identify the number of
items needed to assess each skill. The number of items associated
with each content standard was determined based on the relative
importance and priority of the skill within the grade. Figure 3
illustrates the test blueprint for Grade 5.

At the end of Phase 1, we had fully articulated the test
specifications for the operational progress monitoring system,
and detailed the content to be assessed. The test specifications
and test blueprint were reviewed by mathematics education
experts at the state education agency. Iterative refinements were
made based on their feedback.

Phase 2: Develop the template for item
clones

The next phase focused on creating the item templates from
which item clones would be generated. A unique item template
was needed for each of the 30–40 items per grade. Item templates
isolate specific components of the content that are assessed
by each item. The purpose of the item template is to specify
(and thereby constrain) as many factors as possible that could
cause students to engage with the items using different cognitive
processes. To the extent that these cognitive processes change
the elicited knowledge and skills, the resulting items may not be
clones. The goal of this phase was to create 20 clones for each of
the 30–40 items per grade so that the resulting 20 forms would
be parallel in both structure and content, with the intention of
being comparable in difficulty.

To begin, we created a fine-grained content matrix that
specified the detailed content that would be assessed by
each item. During this step, we dissected multi-component
content standards into subcomponents that could be a source
of variability in the items. For example, a Grade 5 content
standard specifies that students can multiply with fluency a
three-digit number by a two-digit number using the standard
algorithm. Variability in the value of the three-digit and two-
digit numbers may impact the difficulty of these items. As
such, for the fine-grained content matrix, we specified which
multiplicand was a multiple of ten. Figure 4 illustrates the
content matrix for Grade 5.
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FIGURE 3

Blueprint for Grade 5.

Also during this step, we assigned a specific number of
items to have low, medium, and high difficulty so as to include
a range of difficulty levels within the form. Difficulty was
determined by several characteristics, including the specific
numbers included, the number of steps needed to complete the
problem, the amount of information that needed to be retained
in working memory, and the number of components needed to
execute the algorithm.

To facilitate creating the unique item templates, we created
a form that included an algebraic representation of the item
in addition to constraints on the item to keep the difficulty
consistent across item clones. We also included space to explore
common misconceptions in the solving of the problem. The
purpose of including misconceptions was to capture common
misunderstandings students have for each concept. Data from
misconceptions may also provide diagnostic information in the
future. Misconceptions were drawn from literature and item
writers’ teaching experience. Figure 5 shows the item template.

We convened two meetings with 24 content-area experts
(e.g., teachers, instructional coaches) to develop 220 item models
across Kindergarten through Grade 6. Content area experts were
recruited from professional networks with local school districts.
Qualifications included:

• Bachelor’s degree or higher in mathematics, education, or
related field
• Three years teaching experience in the state in Grade(s) K-6
• Deep understanding of the state content standards
• Ability to accept and incorporate critical feedback

• Proficiency in Microsoft Word/Excel
• Ability to scan/upload files to an online repository
• Ability to adhere to tight timelines
• Experience with writing mathematics assessment items in

Grades K-6 (preferred)
• Extensive background in supporting elementary or middle

school teachers as a mathematics coach (preferred)

The purpose of these meetings was to train the content-
area experts on the purpose and procedures for creating each
item template and the corresponding item clones, and create all
item templates from which the item clones would be created
at a later date. During the meetings, we provided background
information on progress monitoring, plausible misconceptions
and errors, and factors that impact item difficulty. We also
reviewed the test blueprint and content matrix for each grade.
Then, we discussed item writing procedures and reviewed
the completed item template and three sample item clones
presented in Figure 6. We used the item template in Figure 6
to illustrate the importance of specifying the misconceptions
and being exhaustive in the constraints to support writing
item clones. For Item Clone 2, responses to Misconception
2 and 3 lead to the same answer. To provide diagnostically
relevant information, the misconceptions should lead to
different answers. For Item Clone 3, the response is only
two digits, which may impact students’ cognitive processing.
This led to a discussion about the sufficiency of the original
constraints, and resulted in updating the constraints to specify
that a > d+ 1.
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FIGURE 4

Content matrix for Grade 5.

After the initial group discussion, content-area experts were
divided into grade-level groups to write item templates. As
item templates were completed, they were evaluated by two
project team members and other content-area experts through
an extensive and systematic process. The primary review criteria
included alignment with the test blueprint and content matrix,

sufficiency of the constraints to maintain item difficulty, and
plausibility of the misconception. The Item Template was also
reviewed for alignment with the proposed difficulty level so
as to ensure distribution of item difficulties as specified in the
content matrix. Where needed, we modified items to maintain
item difficulties across the distribution. In instances where the
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FIGURE 5

Item model template.

two reviewers disagreed with the difficulty rating, the reviewers
discussed until consensus was reached.

As part of this initial review, the first three item clones
(labeled Item 1, 2, 3 in the Item Template in Figure 5) were
carefully examined. Each item clone was evaluated to verify
that it matched the constraints specified the Item Template
and elicited the same cognitive processes as the other item
clones. If the cognitive processes varied across clones, the clone
was modified to align with the constraints. If the constraints
were met but the item clone still elicited different cognitive
processes, the constraints in the Item Template were updated
to better control for variability in the cognitive processes. Some
item templates required multiple rounds of revision before
being finalized.

To gather content-related validity evidence, the finalized
item templates were reviewed by five external reviewers with
expertise in mathematics and special education, with a particular
emphasis on progress monitoring and/or curriculum based
measurement. Four of the external reviewers reviewed the item
templates for one grade; one external reviewer reviewed the item
templates for two grades. Qualifications to serve as an external
reviewer included:

• A doctoral degree in mathematics, education, or related
field;

• Five years of experience working in a teaching,
administrative, or university setting in their field;
• A deep understanding of mathematics content standards;
• Experience with writing mathematics assessment items in

Grades K-6; and
• Extensive background in supporting elementary or middle

school teachers, preferred.

During the external review process, each item template
was reviewed for alignment with the test blueprint and
content matrix, alignment with the difficulty level, feasibility
and sufficiency of the constraints, comparability of cognitive
processing, plausibility of the misconception, and likelihood
of generating 20 alternate forms. External reviewers provided
feedback for each criteria using a four-point Likert scale (1:
strongly disagree, 2: disagree; 3: agree; 4: strongly agree). For
any criteria that received a rating of 1 or 2, we requested written
rationale for their rating and recommendations to help improve
the item template.

Table 1 describes the percent agreement of the external
reviewers’ ratings across grades for each criteria. Experts agreed
or strongly agreed that 77–100% of the item templates aligned
with the content standards. Alignment to the assigned difficulty
agreement ranged from 57 to 95%. Agreement that the item
constraints would yield 20 comparable items ranged from 77 to

Frontiers in Education 09 frontiersin.org

123

https://doi.org/10.3389/feduc.2022.940994
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/


feduc-07-940994 September 19, 2022 Time: 19:4 # 10

Ketterlin-Geller et al. 10.3389/feduc.2022.940994

FIGURE 6

Filled item model template.

100%. Agreement of the appropriateness of the misconceptions
ranged from 44 to 100% and agreement in the appropriateness
of the alternate responses ranged from 50 to 100%. The criteria
with the lowest level of agreement was misconceptions.

Using the external reviewers’ rationale and
recommendations for improvements, at least one project
team member reviewed and revised the item templates that
received a rating of 1 or 2 (strongly disagree or disagree). An
independent reviewer from the project team served as a verifier;
this team member reviewed the external reviewer’s feedback and
the revision to verify that the issue was adequately addressed.

TABLE 1 External review percent agree/strong agree.

Criteria K* 1* 2 3 4 5 6

Alignment to content
standards

100% 100% 77% 90% 93% 97% 100%

Difficulty alignment 93% 95% 77% 90% 73% 57% 77%

Constraints 100% 98% 80% 100% 87% 77% 83%

Comparable forms 0% 88% 100% 100% 83% 100% 100%

Misconceptions 44% 100% 100% 100% 100% 100% 100%

Alternate responses 58% 100% 97% 97% 50% 50% 90%

*Not all items had misconceptions/alternate responses.

Any discrepancies were reconciled with the original project
team member and/or the external reviewer.

At the conclusion of Phase 2, we had 220 unique item
templates across Kindergarten through Grade 6. Through
extensive and systematic internal and external review processes,
we reviewed and revised the item templates to verify that they
met the criteria. Content-related validity evidence supported
our claim that the item templates measured the content specified
in the content matrix and item clones would be comparable in
difficulty and elicit similar cognitive processes. As a result, the
item templates were used to initiate Phase 3 in which the item
clones would be created.

Phase 3: Automate the item cloning
process

The purpose of Phase 3 was to create 20 item clones
for each of the 220 item templates. As previously noted,
each item template included the algebraic form of the item,
constraints to maintain comparability of content, and cognitive
processes, possible misconceptions, and the corresponding
alternate responses, and three sample item clones. Constraining
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these features should result in item clones that are comparable
in difficulty. This template became the foundation for writing
the item clones. For Kindergarten and Grade 1, the narrowness
of the content specified on the item templates would not yield
20 item clones. A total of 4,180 item clones were written
during this phase.

All but one of the 24 content-area experts who participated
in Phase 2 created item clones as part of Phase 3. Each content-
area expert was assigned a set of item templates from which to
create item clones. The content-area experts were not assigned
an item template that they created. The item template was
revised to streamline the item writing and review process (see
Figure 7).

Prior to writing item clones, the content-area experts
received training on the process and procedures for writing
item clones. The training emphasized the importance of
duplicating the item template as closely as possible, noting
the need to align the item clones with the algebraic
form, constraints, and misconceptions so as to maintain
the same item difficulty level and elicit the same cognitive
processes. Examples and non-examples were used to model the
expectations and procedures.

To write the item clones, the content-area experts followed
the process presented in Figure 8. After reviewing the item
templates and the three initial item clones, the content-
area experts wrote 17 unique item clones to align with
the specified constraints. Once all 20 item clones were
written, they were peer reviewed by other content-area experts
to verify that all 20 matched the constraints and elicited
the same cognitive processes as the other item clones. If
an item clone varied in difficulty or was suspected of
eliciting different cognitive processes, it was flagged for
review and revisions. The content-area experts used this

input to finalize the item clones and submit for final review
by the project team. In some cases, multiple iterations of
revisions were needed before the completed set of 20 item
clones was approved.

At the conclusion of Phase 3, 4,180 item clones were
finalized for 220 item templates to be distributed across 30–40
operational forms for Kindergarten through Grade 6. To aid in
the placement of the items in the operational forms, we created a
form blueprint that aligned with the test specifications presented
earlier. The form blueprint is a schematic that documents where
the items are to be placed on the operational forms. Items
assessing similar content standards were dispersed across the
form. Item difficulty was also considered when distributing
the items and mirrored a normal distribution; the number of
most difficult items was greatest in the middle of the form.
The first row of items on every form did not include any
of the most difficult items. This placement was intentional
to allow students with varying ability levels to demonstrate
their knowledge, skills, and abilities, and was intended to
minimize anxiety.

Once the items were placed, the final forms across all grades
were reviewed. Item formatting was examined and content
cueing was considered to make sure students’ responses to one
item would not influence their responses to others. Once these
forms were finalized, they were used to create the final answer
key and student forms.

Discussion

The current paper describes the process of developing a
progress monitoring system in mathematics for students in
Kindergarten through Grade 6. We adapted a semi-automatic

FIGURE 7

Template for writing item clones.
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FIGURE 8

Development process for writing and verifying item clones.

item generation (AIG) approach to address methodological
and content-related issues with traditional approaches to
developing and validating progress monitoring systems. Using
AIG, items are developed based on an item template that
controls for variability in item difficulty. Controlling for item-
level variability is important in the development of progress
monitoring tools, which depend on items of comparable
difficulty across multiple forms. These comparable items
allow stakeholders the ability to monitor individual student’s
progress across the administration of the different probes of
the same construct.

In this manuscript, we describe the three phases of the
adapted AIG approach that we implemented. Throughout each
phase, we collected content-related evidence for validity and
made iterative improvements. During Phase 1, to verify the
alignment with the state content standards in mathematics,
the test specifications and test blueprint were reviewed by
mathematics education experts at the state education agency.
In Phase 2, the finalized item templates were reviewed by five
external reviewers with expertise in mathematics and special
education, with a particular emphasis on progress monitoring
and/or curriculum based measurement. They reviewed each
item template for alignment with the test blueprint and content
matrix, alignment with the intended difficulty level, feasibility,
and sufficiency of the constraints, comparability of cognitive

processing, plausibility of the misconception, and likelihood of
generating 20 alternate forms. Finally, in Phase 3, all of the item
clones went through a rigorous internal review by content-area
experts and mathematics education researchers. At each phase,
the quality was assessed and revisions were made to improve
the final items.

The approach described in the current paper does not take
the place of pilot or field testing and empirical evaluation of the
comparability of the forms. For the current research, we used
multiple reviews from experts to support the assumption that
item difficulty remained consistent across forms. However, a
limitation of the current research is the absence of psychometric
data to verify this assertion. For example, using pilot or
field test data, we need to analyze the comparability of items
across multiple forms to assess whether item difficulty is
maintained. Analyses could include comparing item difficulty
and discrimination parameters derived from IRT modeling or
analyses based in classical test theory. The results of these
analyses could help support the claim that these items measure
the same construct of computational fluency at the same
difficulty across forms.

Differences in difficulty across forms may be detected. In
these instances, forms can be equated to adjust for differences
in difficulty. To avoid the issues previously described with
the common-subjects method, a viable method for equating
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progress monitoring probes would be to embed a set of common
items (also known as anchor items) across each of the 20 forms
during pilot or field testing. Although a detailed description
of equating designs is beyond the scope of this manuscript,
equating via anchor items allows the forms to be administered
to different samples of students (see Hanson and Beguin, 2002
for a more detailed description of the common-item equating
design). Prior to operationalizing the progress monitoring
system, the anchor items should be removed from the forms.
One implication for this approach to creating parallel progress
monitoring probes is the resulting use of scale scores. To
facilitate teachers’ use and interpretation of progress monitoring
data, raw scores are typically computed and graphed. Using scale
scores would require teachers to use score conversion tables for
each form, which may impact their implementation.

Conclusion

In conclusion, this manuscript demonstrated the value of
using an adapted AIG process to facilitate rapid development
a progress monitoring system in mathematics. Content-related
validity evidence supported the claims that both content and
structure of the items were consistent across forms. Additional
empirical evidence is needed to substantiate these claims.
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In this exploratory descriptive study, we use eye-tracking technology to

examine teachers’ visual inspection of Curriculum-Based Measurement (CBM)

progress graphs. More specifically, we examined which elements of the graph

received the most visual attention from teachers, and to what extent teachers

viewed graph elements in a logical sequence. We also examined whether

graph inspection patterns differed for teachers with higher- vs. lower-quality

graph descriptions. Participants were 17 fifth- and sixth-grade teachers.

Participants described two progress graphs while their eye-movements were

registered. In addition, data were collected from an expert to provide a

frame of reference for interpreting the teachers’ eye-tracking data. Results

revealed that, as a group, teachers devoted less visual attention to important

graph elements and inspected the graph elements in a less logical sequence

than did the expert, however, there was variability in teachers’ patterns

of graph inspection, and this variability was linked to teachers’ abilities to

describe the graphs. Directions for future studies and implications for practice

are discussed.

KEYWORDS

progress monitoring, teachers, graph comprehension, eye-tracking, CBM

Introduction

Teachers are increasingly expected to use data to guide and improve their
instructional decision-making. In general education, this data-use process often is
referred to as Data- Based or Data-Driven Decision Making (e.g., see Mandinach,
2012; Schildkamp et al., 2012). In special education it is referred to as Data-Based
Instruction or Individualization (e.g., see Kuchle et al., 2015; Jung et al., 2017). Despite
differences in terminology, researchers in general and special education draw upon
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similar data-use models, which typically include the following
steps: (a) identify and define the problem; (b) collect and
analyze data; (c) interpret/make sense of the data; (d) make an
instructional decision (e.g., see Mandinach, 2012; Deno, 2013;
Beck and Nunnaley, 2021; Vanlommel et al., 2021). It is not
only the data-use models that are similar across general and
special education, but also the concerns about teachers’ ability
to successfully implement the models, especially their ability
to implement steps (c) and (d). In both general and special
education, research has shown that teachers have difficulty
interpreting data and making effective instructional decisions
based on these interpretations (e.g., see Stecker et al., 2005;
Datnow and Hubbard, 2016; Gleason et al., 2019; Espin et al.,
2021a; Mandinach and Schildkamp, 2021).

Although it is clear from the research that teachers have
difficulty interpreting data and making instructional decisions,
it is not clear why teachers have such difficulties. Answering
the why question requires an understanding of the processes
underlying teachers’ data-based decision making. In the current
study, we examine the processes underlying teachers’ data-based
decision making, most specifically, the processes underlying
teachers’ ability to interpret or make sense of data. The data that
teachers interpret in the current study are Curriculum-Based
Measurement (CBM) data.

Curriculum-Based Measurement

CBM is a system that teachers use to monitor the progress of
and evaluate the effectiveness of interventions for students with
learning difficulties (Deno, 1985, 2003). CBM involves frequent,
repeated, administration of short, simple measures that sample
global performance in an academic area such as reading. CBM
measures have been shown to be valid and reliable indicators of
student performance and progress (see, for example, Wayman
et al., 2007; Yeo, 2010; Shin and McMaster, 2019).

To assist teachers in interpreting the data, CBM scores are
placed on a progress graph that depicts student growth over
time in response to various iterations of an intervention (see
Figure 1). The graph consists of: (a) baseline data, representing
the student’s beginning level of performance in comparison
to peers; (b) a long-range goal, representing the desired level
of performance at the end of the school year; (c) a goal line
drawn from the baseline to the long-range goal, representing
the desired rate of progress across the year; (d) data points
representing the student’s performance on weekly measurement
probes; (e) phases of instruction separated by vertical lines,
representing the initial intervention and adjustments to that
intervention, and; (f) slope lines, representing the student’s rate
of growth within each instructional phase.

The progress graph lies at the heart of CBM because it
guides teachers’ instructional decision-making (Deno, 1985).
When using CBM, teachers regularly inspect the CBM graph

to evaluate student progress within each phase of instruction.
Based on their interpretation of the data, teachers make one of
the following instructional decisions:

(1) Modify/adjust the intervention, when the slope line is below
and/or less steep than the goal line, indicating that the
student is performing below the expected level and/or
progressing at a rate slower than expected;

(2) Continue the intervention as is, when the slope line is at a
level equal to and parallel to the goal line, indicating that
the student is progressing at the expected level and rate of
progress;

(3) Raise the goal, when the slope line is above and parallel to
or steeper than the goal line, indicating that the student
is progressing above the expected level and/or progressing
more rapidly than expected.

Once the teacher has made an instructional decision, the
teacher implements the decision, and then continues to collect
data to evaluate the effects of the decision on student progress.
This ongoing cycle of data interpretation, instructional decision-
making, data interpretation, instructional decision-making, etc.
is an integral part of Data-based Instruction (DBI; Deno,
1985; National Center on Intensive Intervention, 2013). When
implemented appropriately, DBI results in individually tailored
interventions for students with learning difficulties that, in turn,
lead to significant improvements in the academic performance
of the students (Filderman et al., 2018; Jung et al., 2018).
Implementing DBI “appropriately,” however, requires that
teachers accurately read and interpret the CBM progress graphs.

Curriculum-Based Measurement graph
comprehension

The ability to read and interpret—to “derive meaning
from”—graphs is referred to as graph comprehension (Friel
et al., 2001, p. 132). Graph comprehension can be influenced
by both the characteristics of the graph and the viewer (Friel
et al., 2001). Regarding the viewer—which is the focus of the
present study—research has demonstrated that preservice and
inservice teachers have difficulty describing CBM graphs in an
accurate, complete, and coherent manner (Espin et al., 2017; van
den Bosch et al., 2017; Wagner et al., 2017; Zeuch et al., 2017).
For example, van den Bosch et al. (2017) found that inservice
teachers were less complete and coherent in describing CBM
graphs than CBM experts, and were less likely than the experts
to compare student data to the goal line, to compare data across
instructional phases, and to link data to instruction. Making
such comparisons and links are essential for using CBM data to
guide instruction.

Although research has made it clear that teachers have
difficulty comprehending CBM graphs, it has not made clear
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FIGURE 1

Sample CBM progress graph: (a) baseline data; (b) long-range goal; (c) goal line; (d) data points; (e) phase of instruction; (f) slope (growth) line.

why teachers have such difficulties. Little is known about the
processes underlying teachers’ ability to read and interpret
CBM progress graphs. Knowing more about these processes
might help to pinpoint where problems lie and might provide
insights into how to improve teachers’ graph comprehension.
One technique for gaining insight into the processes underlying
completion of visual tasks such as graph reading is eye- tracking.

Eye-tracking

Eye-tracking is a technology used to register people’s eye
movements while completing a visual task. Eye-movements
reveal how attention is allocated when viewing a stimulus to
complete a task and provide insight into the cognitive strategies
used to complete the task (Duchowski, 2017). Eye-tracking has
been used in reading to gain understanding of and insight into
the processes underlying the reading of text (e.g., see Rayner,
1998; Rayner et al., 2006). Specific to teacher behaviors, eye-
tracking has been used to study teachers’ visual perception of
classroom events (van den Bogert et al., 2014), awareness of
student misbehavior (Yamamoto and Imai-Matsumura, 2012),
and perceptions of problematic classroom situations (Wolff
et al., 2016). In the area of graph reading, eye-tracking has
been used to gain understanding into the processes underlying
interpretation of graphs and to examine differences in processes
related to the type and complexity of the graph (Vonder Embse,
1987; Carpenter and Shah, 1998; Okan et al., 2016).

The current study is to the best of our knowledge the
first to use eye-tracking to study teachers’ reading of CBM
progress graphs. As such, it is an exploratory, descriptive
study. Because there were no previous studies to guide
us, the first challenge we faced in designing the study
was to know what to expect of teachers. To address this
challenge, we collected eye-tracking data from a member
of the research team with expertise in CBM (see section
“Materials and method”) to provide a frame of reference
for interpreting the teachers’ data. A second challenge was
to determine which variables to consider when analyzing
the eye-tracking data. To address this challenge, we drew
upon previous eye-tracking studies that compared experts’ and
novices’ eye movements.

Eye-movements: Experts vs. novices

Across a wide variety of fields including medicine, sports,
biology, meteorology, forensics, reading, and teaching, eye-
tracking has been used to examine differences between experts
and novices in their comprehension of visual stimuli and
their use of strategies used to complete visual tasks (e.g.,
see Canham and Hegarty, 2010; Jarodzka et al., 2010; Al-
Moteri et al., 2017; Watalingam et al., 2017; Beach and
McConnel, 2019). A consistent finding to emerge from
these studies is that experts devote more attention to task-
relevant parts of visual stimuli and approach visual tasks in
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a more goal-directed or systematic manner than do novices.
Similar findings have emerged from eye-tracking research on
the comprehension of graphs. For example, Vonder Embse
(1987) found that experts fixated significantly longer on
important parts of mathematical graphs than did novices, and
that these differences were related to overall comprehension
of the graphs. Similarly, Okan et al. (2016) found that
viewers with high graph literacy devoted more time to
viewing relevant features of graphs than participants with
low graph literacy.

Drawing upon this previous body of eye-tracking research,
we decided to examine the extent to which teachers devoted
attention to various elements of CBM progress graphs
and the extent to which they viewed the graphs in a
systematic, orderly manner.

Purpose of the study

This study was an exploratory, descriptive study aimed at
describing teachers’ patterns of visual inspection when reading
and interpreting CBM progress graphs. Teachers viewed CBM
progress graphs and completed a think-aloud in which they
described what they were looking at. As they completed their
think-alouds, teachers’ eye- movements were registered. Results
from the think-aloud portion of the study have been reported
elsewhere (van den Bosch et al., 2017). In this paper, we focus
on the eye-tracking data. Our overall purpose is to develop
and illustrate a method that can be used to examine teachers’
inspection of CBM progress graphs and to delineate potential
patterns of visual inspection that can be more closely examined
in future research.

Our general research question was: What are teachers’
patterns of visual inspection when reading and interpreting CBM
progress graphs? We addressed three specific research questions:

1. To what extent do teachers devote attention to various
elements of CBM graphs?

2. To what extent do teachers inspect the elements of CBM
graphs in a logical, sequential manner?

3. Do the visual inspection patterns examined in research
questions 1 and 2 differ for teachers with higher- vs. lower-
quality graph descriptions (i.e., think-alouds)?

Materials and methods

Participants

Teachers
Participants were 17 fifth- and sixth-grade teachers (15

female; Mage = 42.9 years, SD = 11.77, range: 26–60) from

eight different schools in the Netherlands, who were recruited
via convenience sampling. The original sample consisted of 19
teachers. Inspection of the demographic data collected from
the teachers revealed that two of the teachers had completed
a university course on CBM prior to the study. Because none
of the other participating teachers had prior knowledge of or
experience with CBM, we decided to exclude the data for these
two teachers from the study.

Participating teachers had all completed a teacher education
program and held bachelor’s degrees in education. One
teacher also held a master’s degree in psychology. Teachers
had on average 17.82 years (SD = 10.11, range: 5–37)
of teaching experience. All teachers had students with
reading difficulties/dyslexia in their classes. Although the 17
participating teachers were not familiar with CBM prior to
the start of the study, they were familiar with the general
concept of progress monitoring because Dutch elementary-
school teachers are required to monitor the progress of
their students via standardized tests given one to two times
per school year.

Curriculum-Based Measurement expert
To provide a frame of reference for interpreting the

teachers’ data, a member of the research team with expertise
in CBM completed the same eye-tracking task as the teachers
prior to the start of the study. The CBM expert was a
university professor in the area of learning disabilities, with
a Ph.D in educational psychology/special education, and with
more than 23 years of experience conducting research and
training on CBM, and with more than 40 publications focused
on CBM and/or reading interventions for students with
learning disabilities.

Materials: Curriculum-Based
Measurement graphs

Two researcher-made CBM graphs were used in the study.
The graphs depicted fictitious but realistic student data and were
designed to capture data patterns often seen in CBM progress
graphs. The data points and data patterns differed across the two
graphs, but the set-up for each graph was the same, and included
baseline data for the student and peers, a long-range goal, a
goal line, five phases of instruction (labeled as Phases 0–4),
data points, slope (growth) lines drawn through the data points
within each phase, and a legend (see sample graph, Figure 2;
note that the graphs shown to the participants did not have any
shaded areas). The order in which the two graphs were presented
was counterbalanced (AB vs. BA) across teachers. The graphs
for this study were modified versions of those used in Wagner
et al. (2017). The graph titles, scales, and labels were changed to
reflect CBM maze-selection rather than reading-aloud and were
written in Dutch.
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FIGURE 2

Sample CBM graph with the following AOIs (as depicted by the shaded areas): Framing (i.e., graph title, titles axes, x- and y-axis, legend),
Baseline (i.e., title, data student, data peers), Starting point (begin point goal line), Instructional phases 0–4 (i.e., titles, data points, and slope
lines), Incorrect choices (triangles at bottom of graph), and Long-range goal (end point goal line). Figure adapted from Wagner et al. (2017).

Eye-tracking procedures

To examine teachers’ patterns of graph inspection, their eye-
movements were registered as they described each graph. Prior
to describing the graphs, teachers were shown a sample CBM
graph and given a short description of the graph. They were
told that the graph depicted the reading progress of one student
receiving intensive reading instruction, and that the scores
on the graph represented the student’s correct and incorrect
choices on weekly administered 2-min maze-selection probes.
Each graph element was identified and described briefly to the
teachers (see van den Bosch et al., 2017, for the full description).

Teachers were then positioned in front of the eye-tracker
screen. They were told that they would be shown a CBM
graph and that they would be asked to “think out loud” while
looking at the graph. They were asked to tell all they were
seeing and thinking, including what they were looking at and
why they were looking at it. After calibrating the eye-tracker,
instructions were repeated, and the first graph was presented.
After teachers had described the first graph, the graph was
removed from the screen, the instructions were again repeated,

and the other graph was presented. There were no time limits
for the graph descriptions.

Data were collected in individual sessions at the teachers’
schools by trained doctoral students and a trained research
assistant. Two data collectors were present during each data
collection session. One data collector operated the eye-tracker
while the other instructed the participant and audio-taped the
think-aloud. Instructions were read aloud from a script.

Eye-tracking apparatus and software

To register the eye movements of the participants, a Tobii
T120 remote eye tracker was used. The Tobii T120 Eye Tracker
is robust with regard to participants’ head movements and its
calibration procedure is quick and simple (Tobii Technology,
2010). Participants were positioned in front of the Tobii eye-
tracker screen so that the distance between their eyes and the
screen was approximately 60 cm. The data sampling rate was
set at 60 Hz. The accuracy of the Tobii T120 Eye Tracker
typically is 0.5 degrees, which implies an average error of 0.5
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centimeter between the measured and the actual gaze direction
(Tobii Technology, 2010).

Tobii Studio 3.4.8 and IBM SPSS Statistics 23 were used to
process and to descriptively analyze the eye-tracking data.

Eye-tracking data

Establishing areas of interest
To analyze the eye-tracking data, Areas of Interest (AOIs)

were defined for the graphs (see Figure 2, shaded areas). We
categorized the AOIs into 10 graph elements: (1) Framing (areas
related to the graph set-up, including graph title, x- and y-axes
and titles, the legend); (2) Baseline (areas related to baseline data,
including title, baseline student, baseline peers); (3) Starting
point (beginning point of the goal line), (4)–(8): Instructional
phases 0, 1, 2, 3, and 4, respectively (areas related to instructional
phases, including titles, data points, and slope lines within each
phase), (9) Incorrect choices (triangles at the bottom of graph),
and (10) Long-range goal (end point of the goal line). These
ten graph elements were similar to those identified in previous
research on CBM graph comprehension (Espin et al., 2017;
Wagner et al., 2017), and to those coded in the think-aloud
portion of the study (see van den Bosch et al., 2017). Due to
the nature of CBM graphs in which different graph elements are
near each other, some of the AOIs were adjacent to each other,
and in some instances, overlapped slightly.

Fixation duration and fixation sequence
Two types of eye-tracking data were examined in this study:

fixation duration data and fixation sequence data. Fixations
serve as measures of visual attention and are defined as a short
period of time in which the eyes remain still to perceive a
stimulus, that is, to cognitively process the stimulus (Holmqvist
et al., 2011). Fixation duration is the sum of the duration of all
fixations within a particular area of the stimulus and fixation
sequence is the order in which participants look at each area.

Fixation duration served as an indicator of participants’
distribution of visual attention. The minimal fixation duration
setting was set to 200 ms, meaning that a fixation was not
registered unless the participant looked at a specific point for at
least 200 ms. This cutoff point was chosen because typical values
for fixations range from 200 to 300 ms (Holmqvist et al., 2011).
For each participant the total duration of fixations (in sec.) was
computed for each AOI via the eye-tracker software, after which
the percentage of visual attention devoted to each of the 10 graph
elements was calculated.

Fixation sequence served as an indicator of the extent to
which teachers inspected CBM graph elements in a logical,
sequential manner. Fixation sequences revealed the order in
which participants viewed the CBM graph elements. For each
participant, the sequence of fixations was computed via the eye-
tracker software. The fixation sequence data were provided in

the form of strings of graph element names (e.g., Baseline, Phase
1, Phase 2, Phase 1, etc.).

Coding teachers’ visual inspection of
Curriculum-Based Measurement
graphs

Attention devoted to elements of the graph
To address research question 1, to what extent teachers

devoted attention to various elements of the CBM graph,
for each teacher, the total duration of fixations (in sec.) was
computed for each AOI via the eye-tracker software, after which
the percentage of visual attention devoted to each graph element
was calculated. Percentages were then totaled across teachers.

Sequence of visual inspection patterns
To address research question 2, to what extent teachers

inspected CBM graph elements in a logical, sequential manner,
the extent to which teachers’ sequence of fixations followed
a logical, sequential order were examined. As a first step, an
“ideal sequence” was created based on the order in which
CBM graphs would be used for instructional decision-making
(see Espin et al., 2017; Wagner et al., 2017). The teachers’
sequence of fixations was then compared to this ideal sequence.
The ideal sequence used in the study was similar to the ideal
sequence used to code the think-aloud data from the CBM
graph descriptions (see van den Bosch et al., 2017). The ideal
sequence for the eye-tracking data was: Framing (i.e., fixating
on the elements related to the set-up of the graph), Baseline,
Goal setting, Instructional phases 0, 1, 2, 3, and 4, and Goal
achievement. The element incorrect choices was not included
in the sequential analysis because it spanned multiple phases.
Further, because participants could inspect the long-range goal
either as a part of goal setting or goal achievement, the following
rule was applied: If participants fixated on the long-range goal
prior to fixating on any of the instructional phases, the fixation
was coded under goal setting. If participants fixated on the long-
range goal after fixating on at least one instructional phase, the
fixation was coded as goal achievement.

The coding sheet presented in Figure 3 was used to code the
percentage of teachers’ sequences following the ideal sequence.
Along the top and down the left side of the coding sheet, the
graph elements are listed. Sequences between graph elements
were recorded using tally marks. To illustrate, let us assume
that the viewer examined the graph elements in the following
order: Framing—Baseline—Goal setting—Baseline—Phase 0—
Phase 1—Phase 2—Phase 1—Phase 3—Phase 4—Phase 3—Goal
achievement. The first viewing sequence in this example is
Framing (FR) to Baseline (BL). This is recorded in the coding
sheet in Figure 3 with a tally mark at the intersection of
the FR row and the BL column. The second sequence is
Baseline (BL) to Goal setting (GS), which is recorded with
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FIGURE 3

Coding sheet for calculating the logical sequence percentages from the fixation sequence data. FR, Framing; BL, Baseline; GS, Goal setting; P0,
Instructional phase 0; P1, Instructional phase 1; P2, Instructional phase 2; P3, Instructional phase 3; P4, Instructional phase 4; GA, Goal
achievement. Figure adapted from Espin et al. (2017).

a tally mark at the intersection of the BL row and the GS
column, and so forth. After all sequences were recorded on the
coding sheet, the percentage of sequences following the ideal
sequence was calculated.

Fixation sequences (strict approach)

The ideal sequence (Framing to Baseline to Goal setting to
Instructional phases 0–4, to Goal achievement) is depicted by the
light gray boxes above the diagonal in Figure 3. To determine
the percentage of sequences following the ideal sequence, the
number of tallies in the light gray boxes was divided by the total
number of tallies. The greater the percentage of tallies in the light
gray boxes above the diagonal, the more closely the participant’s
graph inspection matched the ideal sequence. In the example in
Figure 3, five of 11 sequences fall in the light gray boxes above
the diagonal, resulting in a logical sequence percentage of 45.5%.
We refer to this approach as the “strict” calculation approach.
After calculating the sequences using this strict approach, we
calculated sequences using a more liberal approach that took
into account lookbacks between adjacent graph elements.

Fixation sequence (liberal approach)

As we were coding the fixation sequences, we observed that
the teachers (as well as the CBM expert) often looked back and

forth between adjacent graph elements—in particular, between
adjacent instructional phases. Looking back and forth between
graph elements (lookbacks) might reflect the fact that a viewer
is comparing information across elements. Such comparisons
are an important aspect of higher- level graph comprehension
(Friel et al., 2001), and are an essential aspect of CBM data-
based decision-making (see van den Bosch et al., 2017). We thus
decided to calculate the fixation sequences in a second, more
liberal, manner that took into account “lookbacks” between
adjacent graph elements.

To calculate logical sequences using the liberal approach, we
counted the number of tallies in the light gray boxes directly
above and below the diagonal, and then divided this number
by the total number of tallies. In the example in Figure 3, eight
of 11 sequences fell in the light gray boxes either above or
below the diagonal, resulting in a logical sequence percentage
of 72.7% for the liberal approach. We also counted the subset
of tallies between adjacent instructional phases only (as opposed
to between all graph elements). Comparing data across adjacent
instructional phases (e.g., P1 to P2 or P2 to P1) is essential
for determining whether instructional adjustments have been
effective. In the example in Figure 3, five of the 11 instances of
lookbacks were between adjacent instructional phases, resulting
in an instructional phase lookback percentage of 45.5%.
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Intercoder agreement

The fixation sequence data for all participants were coded
by a trained doctoral student and a trained research assistant.
Intercoder agreement was 99.94%. There was one disagreement
between coders, which was resolved through discussion.

Visual inspection patterns: Higher- vs. lower
quality graph descriptions

Question 3 addressed whether the visual inspection patterns
examined in research questions 1 and 2 differed for teachers
with higher- vs. lower-quality graph descriptions. By addressing
this question, we were able to link the eye-tracking data to
the think-aloud data. Recall that teachers described the graphs
via a think-aloud procedure while their eye-movements were
being registered. These think- alouds were then compared to the
think-alouds of three CBM experts (different from the expert
in this study; see van den Bosch et al., 2017).1 For the current
study, we selected the two teachers with the highest- quality
think-alouds (i.e., most similar to think-alouds of the experts),
and the two teachers with the lowest-quality think-alouds (i.e.,
least similar to think-alouds of the experts) and compared their
patterns of graph inspection.

Results

Fixation duration: Attention devoted to
Curriculum-Based Measurement graph
elements

The first research question was: To what extent do
teachers devote attention to various elements of CBM

1 Unfortunately, no eye-tracking data could be collected from the
three experts involved in the think-aloud portion of the study. For this
reason, we collected eye-tracking data from a different CBM expert for
the current study.

graphs? Data are reported as average scores across the
two graphs. The overall viewing time for the teachers was
on average 107.91 sec per graph (SD = 59.83; range 53–
252.5 sec). This was compared to 283 sec per graph for the
CBM expert.

The percentages of visual attention (i.e., fixation
duration) devoted to each graph element for the teachers
are reported in Table 1. Data for the CBM expert also
are reported to provide a frame of reference (columns 2
and 1, respectively). Teachers devoted a fair amount of
visual attention to FR (approximately 26%), which was
similar to the value for the CBM expert (approximately
23%). Teachers devoted the largest proportion of visual
attention to the five phases of instruction (approximately
58%), and, except for Phase 3, devoted approximately
equal amounts of attention to each phase (approximately
11–14%). This pattern was somewhat different from that
of the CBM expert. The expert also devoted the largest
proportion of visual attention to the phases of instruction,
but the percentage was larger than that of the teachers
(approximately 70%). In addition, the expert did not devote
equal amounts of attention to each phase, but rather devoted
an increasing amount of attention across phases, devoting
little attention to Phase 0 (approximately 3%), and much
more attention to Phase 4 (approximately 25%). Finally,
teachers devoted approximately 7.5 and 7% to Baseline and
Incorrect choices, respectively, compared to 4 and 0.2% for the
CBM expert.

Fixation sequence: Logical sequence of
visual inspection patterns

The second research question of the study was: To what
extent do teachers inspect the elements of the CBM graphs
in a logical, sequential manner? Recall that we calculated
fixation sequence using both a strict and liberal approach,

TABLE 1 Mean percentage of visual attention devoted to graph elements for CBM expert, all teachers, and HQ-TA and LQ-TA teachers.

CBM expert (n = 1) All teachers (n = 17) HQ-TA teachers (n = 2) LQ-TA teachers (n = 2)

Graph elements (Areas of interest)

Framing 22.66 25.61 (10.54) 17.27 27.08

Baseline 3.70 7.42 (4.31) 6.22 12.06

Starting point 0.56 0.46 (0.93) 0 0.20

Instructional phase 0 2.57 12.48 (6.81) 8.94 9.57

Instructional phase 1 13.23 13.81 (4.21) 15.97 9.19

Instructional phase 2 13.52 11.23 (3.82) 12.58 12.86

Instructional phase 3 15.68 6.99 (2.79) 10.88 3.19

Instructional phase 4 24.59 13.04 (6.27) 17.72 13.2

TOTAL: Instructional phases 0–4 69.59 57.55 (9.39) 66.09 48.02

Long-range goal 3.27 2.07 (2.16) 1.92 2.04

Incorrect choices 0.22 6.89 (4.52) 8.49 10.61

In the “All teachers column,” standard deviations are provided in parentheses.
HQ-TA teachers, teachers with higher-quality think-alouds; LQ-TA teachers, teachers with lower- quality think-alouds.
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and also calculated the percentage of lookbacks between
adjacent instructional phases only. Using the strict calculation
approach, the mean logical sequence percentage for the
teachers was 24.59% (SD = 5.96, range: 15.78–37.50). Using
the liberal calculation approach, it was 40% (SD = 10.8,
range: 18.16–56.49). These percentages were smaller than
the 40.83 and 74.11% for the CBM expert for the strict
and liberal approaches, respectively. The mean percentage
of lookbacks between adjacent instructional phases for the
teachers was 30.44% (SD = 9.7) compared to 49.62% for
the CBM expert.

Visual inspection patterns: Higher- vs.
lower quality graph descriptions

Visual attention data for the two teachers with higher- and
lower-quality think alouds (HQ-TA and LQ-TA) are reported
in the last two columns of Table 1. The data reveal that HQ-
TA teachers spent a smaller proportion of time viewing Framing
and Baseline than did LQ-TA teachers (approximately 17 vs.
27%, respectively, for Framing, and 6 vs. 12%, respectively,
for Baseline), and a larger proportion of time viewing the five
instructional phases (approximately 66 vs. 48%, respectively).

We also compared the fixation sequence data for the
teachers with higher- and lower- quality think-alouds.
Using the strict calculation approach, the mean logical
sequence percentage for HQ-TA teachers was 33.57%,
compared to 16.94% for the LQ-TA teachers. Using the
liberal calculation approach, the mean logical sequence
percentage for HQ-TA teachers was 50.39%, compared
to 30.19% for the LQ-TA teachers. Finally, the mean
percentages of lookbacks between adjacent instructional
phases for the HQ-TA was 37.75%, compared to 18.13% for
the LQ-TA teachers.

Discussion

The purpose of this study was to examine how teachers
visually inspected CBM graphs, and thereby, to gain insight into
the processes underlying teachers CBM graph comprehension.
The three research questions we addressed in the study were:
(1) To what extent do teachers devote attention to various
elements of CBM graphs? (2) To what extent do teachers
inspect the elements of CBM graphs in a logical, sequential
manner? (3) Do the visual inspection patterns examined in
research questions 1 and 2 differ for teachers with higher- vs.
lower-quality graph descriptions (i.e., think-alouds)? To provide
a frame of reference for interpreting the teachers’ data, data
also were collected from a member of the research team who
was a CBM expert.

Teachers’ visual inspection of
Curriculum-Based Measurement graph
elements

The overall viewing time per graph for the teachers was
about 2.5 times shorter than for the CBM expert. Given that the
task had no time limits, the differences are notable, and suggest
that teachers inspected the graphs in a less detailed manner
than did the expert.

Examinations of the distribution of visual attention provide
more insight into these differences. Teachers devoted most of
their visual attention (58%) to the data in the instructional
phases, which may not be that surprising given that 5 of
the 10 graph elements that were categorized in AOIs were
instructional phases. Nonetheless, it is positive that the teachers
devoted a considerable amount of time to viewing the data in
instructional phases. If teachers are to make sound data-based
instructional decisions based on CBM graphed data, they must
inspect the data within and between instructional phases to
draw conclusions about student progress and the effectiveness of
instruction. Despite this positive note, it is important to note the
discrepancy between the teachers and CBM expert, who devoted
nearly 70% of visual attention to the instructional phases, a
much higher percentage than for the teachers. Further, there
were differences between the teachers and CBM expert in the
distribution of attention across the phases. Except for phase
3, teachers’ attention was fairly evenly distributed across the
phases, whereas the expert’s attention increased across phases,
from 3% in Phase 0 to 25% in Phase 4.

The discrepancies between the teachers and the CBM expert
suggest that the teachers were less likely than the expert to
focus attention on the most relevant aspects of the graph, a
finding that fits with previous eye-tracking research. Previous
research has shown that novices are less likely than experts to
focus attention on relevant aspects of visual stimuli within the
context of a task and are more likely to skim over non-relevant
aspects (e.g., Vonder Embse, 1987; Canham and Hegarty, 2010;
Jarodzka et al., 2010; Okan et al., 2016; Al-Moteri et al., 2017).
With respect to the CBM graph, the most relevant areas of
the graph are the Instructional Phases because they provide
information on the effectiveness of instruction, and on the need
to adjust that instruction. Within the instructional phases, the
final phase is especially relevant because the data in this phase
represent the overall success of the teacher’s instruction across
the school year, and signal whether the student will achieve the
long-range goal.

Supporting the idea that teachers are less likely than the
expert to focus on relevant aspects of the graph and more
likely to focus on irrelevant aspects of the graph, is the
percentages of visual attention devoted to Incorrect choices.
Teachers focused nearly 7% of their visual attention on Incorrect
choices, compared to 0% for the expert. Within CBM it is the
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number of correct, not incorrect, choices that reflect growth.
The number of incorrect choices is informational, but not as
relevant for instructional decision-making as is the number of
correct choices. Teachers may have tended to focus on incorrect
choices because in typical classroom assessments, incorrect
answers are used to calculate grades and to determine where
students experience difficulties.

Logical sequence of visual inspection
patterns

The second research question addressed the extent to which
teachers inspected the CBM graphs elements in a logical (ideal)
sequence; that is, a sequence that reflected the order in which
CBM graphs would be used for instructional decision-making.
For the teachers, 25% of their fixation sequences followed
the ideal sequence, whereas for the CBM expert, it was 41%.
Using a liberal calculation approach, which took into account
looking back and forth between adjacent graph elements, the
percentages were 40% for the teachers vs. 74% for the CBM
expert. These results reveal that, as a group, teachers viewed the
graphs in a less logical, sequential manner than the expert. The
results are in line with previous eye-tracking studies comparing
experts and novices that have shown that experts are more
systematic and goal-directed in completing a visual task than
novices (e.g., Jarodzka et al., 2010; Al-Moteri et al., 2017). The
results also fit with the think-aloud data from the larger study,
and with previous CBM graph comprehension research, which
have shown that preservice and inservice teachers describe CBM
graphs in a less logical, sequential manner than do CBM experts
(van den Bosch et al., 2017; Wagner et al., 2017).

Differences between teachers and the CBM expert also
were seen in the percentage of lookbacks between adjacent
instructional phases. For teachers, 30% of their fixation
sequences involved lookbacks between adjacent instructional
phases, whereas for the CBM expert it was 50% of the
sequences. These results suggest that the teachers did not often
visually compare data points and slope lines between adjacent
instructional phases, something that is important for making
decisions about the effectiveness of instructional adjustments.
These results again mirror the results of the think-aloud data,
which showed that teachers were less likely to make data-to-
data comparisons than were CBM experts in the larger study
(van den Bosch et al., 2017).

In sum, the eye-tracking data indicate which aspects of
CBM graph reading may be most problematic for the teachers
and most in need of attention when teachers are learning to
implement CBM. Specifically, the results suggest that teachers
may need to learn to devote more attention to relevant aspects of
the graphs such as the instructional phases (especially the later
phases), and less attention to irrelevant aspects of the graphs,
such as incorrect choices. Furthermore, teachers may need to

learn how to view graph elements in a sequence that reflects
the time-sensitive nature of the graph. They may also need to
learn to compare graph elements, especially how to compare
data and slope lines across adjacent phases of instruction, so that
they can use the data to evaluate the effects of instruction and of
instructional adjustments.

Visual inspection patterns: High- vs.
low-quality think-alouds

By comparing visual inspection patterns for teachers with
higher- and lower-quality think alouds, we were able to link the
eye-tracking data to teachers’ ability to accurately and coherently
describe CBM graphs. In general, the results demonstrated that
visual inspection patterns for teachers with high-quality think
alouds were more similar to those of the expert than visual
inspection patterns for teachers with low-quality think alouds.
Regarding fixation duration data, the HQ-TA teachers devoted
more attention to the data in the instructional phases than did
the LQ-TA teachers, with a difference of nearly 18%. With regard
to the fixation sequence data, the HQ-TA teachers inspected
the CBM graph elements in a more logical sequence, regardless
of whether the strict or liberal calculation approach was used,
and had a larger percentage of lookbacks between adjacent
instructional phases, than did the LQ- TA teachers. Differences
between the HQ-TA and LQ-TA teachers were approximately
20% for all three measures.

These data suggest that some teachers struggle more than
others in reading, interpreting, and comprehending CBM
graphs. The think-aloud data for the LQ-TA teachers (see
van den Bosch et al., 2017) had shown that they were not
able to describe CBM graphs in a complete and coherent
manner and did not make within-data comparisons when
describing the graphs. These differences were reflected in these
teachers’ patterns of graph inspection. The LQ-TA teachers
spent relatively little time on the most relevant aspects of the
graph (i.e., instructional phases), and inspected the graphs in a
less logical, sequential manner than did the HQ-TA teachers.
Further, based on the lookback data, the LQ-TA teachers did
not appear to make comparisons between adjacent phases of
instruction. In short, although results of this study suggest that
all teachers might benefit from specific, directed instruction
in reading and comprehending CBM progress graphs, the
data comparing the HQ-TA and LQ-TA teachers suggest
that some teachers will need more intensive and directed
instruction than others.

Limitations

The present study was an exploratory, descriptive study that
used eye-tracking technology to examine teachers’ patterns of
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inspection when reading CBM graphs. Results of this study
should be viewed as a springboard for developing future
studies with larger and more diverse samples. The study had
several limitations. First, the sample was a small sample of
convenience, and consisted of teachers with relatively little
experience with CBM. Although appropriate for an exploratory
study, it is important to replicate the study with a larger more
representative sample, and with teachers who have used CBM
for an extended period of time. Second, the data used to provide
a frame of reference were collected from only one CBM expert,
and this expert was a member of the research team who was
familiar with the graphs used in the study. Although the graph
descriptions of this expert were nearly identical to the graph
descriptions given by the three CBM experts from the think-
aloud portion of the study [who were not familiar with the
graphs (van den Bosch et al., 2017)] it is still a limitation. The
study should be replicated with other CBM experts.

Third, the AOIs were in some cases adjacent to each other
or even overlapped slightly. We elected to use graphs that were
set up identically to those used in the Wagner et al. (2017) so
that we could tie our data to that earlier study. These graphs
had ecological validity in that they were typical of the type of
progress graphs actually seen by teachers when using CBM. That
said, bordering/overlapping AOIs are not desirable in analyzing
eye-tracking data, and thus the data patterns found in this
explorative study should be viewed as suggestive, and should be
verified in future research with graphs that are designed so that
AOIs do not border on/overlap with each other.

Implications for practice and for future
research

Although teachers are expected to closely monitor the
progress of students with severe and persistent learning
difficulties, and to evaluate the effectiveness of the given
instruction for these students with systems like CBM, the
results of the present study suggest that teachers have difficulty
inspecting CBM graphs, with some teachers having more
difficulty than others. Combining the results of the current study
with the results of previous think-aloud studies on CBM graph
reading (Espin et al., 2017; van den Bosch et al., 2017; Wagner
et al., 2017), the results suggest the need to provide teachers
with specific, directed instruction on how to inspect, read, and
interpret CBM graphs. Unfortunately, such instruction may not
typically be a part of CBM professional development training
(see Espin et al., 2021b), which is worrisome given that student
achievement improves only when teachers adequately respond
to CBM data with instructional and goal changes (see Stecker
et al., 2005).

Graph-reading instruction could be improved in
different ways. For example, teachers could be taught
where to direct their attention when reading CBM graphs.

Keller and Junghans (2017) used such an approach for helping
viewers to read medical graphs and demonstrated that
providing the viewers with written instructions on reading
medical graphs while arrows pointed to the task-relevant parts
of the graphs increased visual attention for the task-relevant
graph parts. Alternatively, teachers could be shown a video of
the eye-movements of a CBM expert completing a think-aloud
description of a CBM graph. The video would illustrate how
to inspect the graph in a detailed, logical, sequential manner.
Such Eye Movement Modeling Examples (EMMEs) have been
used in other areas such as medical education (Jarodzka et al.,
2012; Seppänen and Gegenfurtner, 2012) and digital reading
(Salmerón and Llorens, 2019). Teachers’ ability to read and
interpret progress graphs could also be improved via specific,
directed instruction focused on CBM graph reading, combined
with multiple practice opportunities, as demonstrated by van
den Bosch et al. (2019).

A final method of improving teachers’ ability to read and
interpret CBM progress graphs would be to design the graphs
in a way to direct teacher attention to key elements of the graph
and to provide graph-reading supports. For example, the slopes
could be presented in different colors that correspond to the
decision to be made (red for adjusting instruction, green for
keeping instruction as is, blue for raising the goal), or graph
elements could be hidden or highlighted with a click of the
mouse. For a review of graph supports that have been effective
in assisting teachers in CBM decision-making (see Stecker et al.,
2005; Fuchs et al., 2021).

Conclusion

The results of this exploratory, descriptive study provide
insights into how teachers visually inspect CBM progress-
monitoring graphs and provide a basis for designing future
studies focused on teachers’ ability to read and interpret student
progress graphs. The results of the present study revealed
differences between teachers and the CBM expert, and between
teachers with higher- and lower-quality think-alouds, in terms
of how long participants inspected relevant graph elements and
the order in which they inspected the elements. In comparison
to the expert, teachers as a group were found to be less adept
at focusing on the relevant aspects of the CBM graphs, at
inspecting the graph elements in a logical sequence, and at
comparing data across adjacent instructional phases. However,
there were differences between teachers: Teachers in this study
who produced better descriptions of the CBM graphs (HQ-TA
teachers) were more adept at graph inspection than teachers
who produced poorer descriptions of the graphs (LQ-TA
teachers). The results of this study, in combination with the
results of think-aloud studies of CBM graph comprehension,
highlight potential areas of need for teachers, and provide
guidance regarding the design of CBM instruction for teachers.
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Before making firm conclusions about teachers’
inspection of CBM progress graphs, it will be important
to replicate the present study with a larger and
more diverse sample, and with independent CBM
experts. An important aspect of future research will
be to tie teachers’ graph descriptions and patterns of
graph inspection to their actual use of CBM data
for instructional decision-making, and, ultimately, to
student achievement. With a larger data set, statistical
models could also be applied to the data (see for
example, Man and Harring, 2021) to determine whether
particular processing patterns/profiles predict teachers’
CBM graph comprehension, teachers’ appropriate use the
data for instructional decision making, and, ultimately,
student achievement.
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Multilevel and empirical
reliability estimates of learning
growth: A simulation study and
empirical illustration
Boris Forthmann*, Natalie Förster and Elmar Souvignier

Institute of Psychology in Education, University of Münster, Münster, Germany

Reliable learning progress information is crucial for teachers’ interpretation

and data-based decision making in everyday classrooms. Slope estimates

obtained from simple regression modeling or more complex latent growth

models are typically used in this context as indicators of learning progress.

Research on progress monitoring has used mainly two ways to estimate

reliability of learning progress, namely (a) split-half reliability and (b) multilevel

reliability. In this work we introduce empirical reliability as another attractive

alternative to quantify measurement precision of slope estimates (and

intercepts) in learning progress monitoring research. Specifically, we extended

previous work on slope reliability in two ways: (a) We evaluated in a simulation

study how well multilevel reliability and empirical reliability work as estimates

of slope reliability, and (b) we wanted to better understand reliability of

slopes as a latent variable (by means of empirical reliability) vs. slopes as an

observed variable (by means of multilevel reliability). Our simulation study

demonstrates that reliability estimation works well over a variety of different

simulation conditions, while at the same time conditions were identified

in which reliability estimation was biased (i.e., with very poor data quality,

eight measurement points, and when empirical reliability was estimated).

Furthermore, we employ multilevel reliability and empirical reliability to

estimate reliability of intercepts (i.e., initial level) and slopes for the quop-L2

test. Multilevel and empirical reliability estimates were comparable in size with

only slight advantages for latent variable scores. Future avenues for research

and practice are discussed.

KEYWORDS

progress monitoring, slope, growth, reliability, simulation, formative assessment

Introduction

Evaluation of student learning is a crucial component to inform progress monitoring
(Silberglitt and Hintze, 2007). Progress monitoring has been connected in particular
with curriculum-based measurement (CBM) as a well-known formative assessment
approach in special education (Deno, 1985, 1987). However, progress monitoring
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approaches for the entire classroom such as learning progress
assessment exist (Souvignier et al., 2021). The overarching goal
of progress monitoring is learning growth which is commonly
assessed in the literature by estimating the linear slope
(Silberglitt and Hintze, 2007) across multiple assessment points
(e.g., weekly measurements in CBM). Given the importance of
these growth estimates for progress monitoring it is clear that
their reliability needs to be as high as possible to most accurately
inform teachers’ instructional decisions.

Hence, issues related to the reliability of progress monitoring
slopes such as schedule and duration (i.e., number of occasions
per week and overall number of weeks of data collection), or
dataset quality (as operationalized by the amount of residual
variance in growth models) have been extensively examined
in simulation studies (Christ et al., 2012, 2013a; Van Norman
et al., 2013). One major dependent variable in such simulation
studies is the true reliability of slope estimates (i.e., the squared
correlation between estimated slopes and their true values).
These studies have shown that acceptable levels of slope
reliability (i.e., 0.70) can only be achieved for data collection
durations of at least 6 or 8 weeks (depending further on the
schedules; e.g., Christ et al., 2013a). A conclusion that was later
backed-up with empirical data (Thornblad and Christ, 2014).
For empirical data, however, the true slope values are not known
and reliability of slopes can only be estimated. Yet, little is
known on how well reliability estimation methods quantify true
reliability. This question has not been in the focus of previous
work on the reliability of progress monitoring slopes and here
we seek to address this gap in the literature.

Furthermore, Van Norman and Parker (2018), for example,
compared two commonly used methods to estimate slope
reliability, namely split-half reliability and multilevel reliability.
Both methods aim at quantifying reliability of slopes as an
observed variable (i.e., not as latent variable). Slopes as a
latent variable, however, can be obtained by means of empirical
Bayes estimates, for example, and one might think that these
latent variable estimates are more reliable as compared to
slope estimates as an observed variable. Hence, we extend
the set of used reliability estimation methods by examining
empirical reliability which quantifies reliability of progress as
a latent variable. Empirical reliability is borrowed from the
item-response theory literature (Green et al., 1984; Brown and
Croudace, 2015) and shares with multilevel reliability the feature
that it is easy to calculate. In fact, multilevel reliability and
empirical reliability can be estimated even in case that only
few measurement points are available which prevents estimation
based on the split-half method (e.g., for only three measurement
points). Thus, the aim of our study was twofold: (a) we wanted
to know how well reliability estimates actually quantify true
reliability, and (b) we wanted to know how reliability estimated
for slopes as a latent variable performs in comparison to
reliability estimated for slopes as an observed variable.

Reliability of growth in progress
monitoring

Progress monitoring requires multiple measurement points
over time. Hence, factors that undermine comparisons of test
results across time potentially undermine reliability of progress
monitoring estimates. For example, Van Norman and Parker
(2018) outline lack of measurement invariance (i.e., parallel
test forms should display equal difficulty), characteristics of
the data collection procedure (e.g., used instructions, changing
test administrators, or varying testing environments), and the
testing schedule (i.e., number of measurement points within a
given period of time) as potentially influencing factors. To study
these influencing factors and their potential link with growth
reliability, reliability must be estimated. Yet, the statistical
methods used to estimate growth reliability can also be a source
of heterogeneity in reliability findings (Van Norman and Parker,
2018). The focus in previous work (see above), however, was
on the method of growth estimation (e.g., differences in true
reliability between various slope estimators; Bulut and Cormier,
2018) rather than the estimation of growth reliability (i.e., which
method of estimating reliability best quantifies true reliability).
Hence, this work seeks to address this gap in the literature.

Methods of assessing reliability of slopes
Perhaps most often researchers use the split-half odd-even

method to estimate the reliability of student growth estimates
(VanDerHeyden and Burns, 2008; Christ et al., 2013b; Van
Norman et al., 2013). This method requires measurement
timepoints to be splitted into the odd and even timepoints.
Learning growth is then estimated separately by ordinary least
squares regression, for example, for each set of timepoints
and each student. Analogous to classical test theory in which
reliability is conceptualized as test-test correlation (e.g., Haertel,
2006), split-half reliability is obtained from the correlation
between slopes based on the odd measurement points (e.g.,
measurement points 1, 3, and 5) and the slopes based on the
even measurement points (e.g., measurement points 2, 4, and 6).

Among other outcomes, previous simulation studies
typically focus on true reliability as well as estimated split-half
reliability (Christ et al., 2012, 2013b) and, thus, split-half
reliability is the only method for which we know how well
it works. The match between estimated split-half reliability
and true reliability decreased as a function of number of
measurement timepoints as well as data quality (operationalized
as the amount of residual variance). Presumably, conditions
with few measurement points or large residual variance
are more likely to yield violations of the assumptions
underlying split-half reliability, namely equal true-score
and error variances between the test-halves (e.g., Haertel,
2006). However, while split-half reliability is among the
recommended methods for the evaluation of slope reliability
(National Center on Intensive Intervention, 2014), we do
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not focus on the method in this work as it requires at
least six measurement timepoints which limits its range of
application.

Another method relies on the ratio of true slope variability
and overall variability of (OLS) slopes (e.g., Raudenbush and
Bryk, 2002; Snijders and Bosker, 2012). This method has been
also referred to as multilevel reliability (e.g., Schatschneider
et al., 2008; Van Norman and Parker, 2018). Multilevel reliability
tends to go to one when the number of measurement points
is large (relating to collection duration and schedules) or in
case strong inter-individual differences in learning progress
exist (e.g., Raudenbush and Bryk, 2002). Van Norman and
Parker used a random-intercept-random-slope model (e.g.,
Snijders and Bosker, 2012) to estimate between-student learning
growth variance (i.e., true slope variability) and the variance
of OLS slopes obtained for each child (i.e., observed slope
variability). They found that multilevel reliability was larger
than uncorrected split-half reliability for all examined levels
of duration. Yet, given that uncorrected split-half refers to
reliability of slopes based on only half the timepoints, this
is not surprising. True reliability of OLS slopes has also
been quantified in simulation studies on learning growth in
the context of curriculum-based measurement as the squared
correlation between estimated and true learning growth (Christ
et al., 2012, 2013b). However, these studies did not estimate
multilevel reliability. Thus, simulation studies on learning
progress estimation have thus far not looked at how well
multilevel reliability works as an estimate of the reliability of
OLS slope. We address this gap in the current work.

Finally, it should be noted that the estimate of learning
progress as a latent variable is used for estimation of multilevel
reliability (National Center on Intensive Intervention, 2014; Van
Norman and Parker, 2018), yet latent variable scores can also
be obtained from random-intercept-random-slope models. For
example, the R package lme4 (Bates et al., 2015)—which is often
used in the progress monitoring literature (e.g., Parker et al.,
2011; McMaster et al., 2017; Van Norman and Parker, 2018)—
provides values for the unknown unobserved latent variable
by means of conditional modes given the observed data and
estimated other parameter values (Bates et al., 2015). Reliability
of such latent variable scores (i.e., the squared correlation
between the estimated scores and the true scores) can be
estimated by marginal or empirical reliability (Green et al., 1984;
Brown and Croudace, 2015). Empirical reliability is widely used
in item-response theory applications (e.g., Forthmann et al.,
2020b,c; Beisemann, 2022), for example.

Aim of the current work

The reliability of learning progress estimates (i.e., slopes)
is critically important for progress monitoring assessment. The
known and used methods to quantify slope reliability in the field

of progress monitoring may not be applicable to all contexts.
For example, split-half reliability cannot be used when only
three measurement points are available. Furthermore, multilevel
reliability as the ratio of the estimated slope variance across
students (i.e., an estimate of “true” variance) to the OLS slope
variance provides an estimate of OLS slope reliability. OLS
slopes, however, are not always the best choice (e.g., when
outliers are present; Bulut and Cormier, 2018). When data
at hand require more complex modeling choices with respect
to progress monitoring, empirical reliability might be another
reasonable choice for slope reliability estimation. Empirical
reliability—like multilevel reliability—can be used with at least
three measurement points and can be understood as an estimate
of the squared correlation between slope estimates and their
unknown true values. In other words, it provides an estimate
of slopes as a latent variable. Hence, increasing the awareness of
researchers in the field that this approach to estimate reliability
is available and provides useful psychometric information is
the main aim of our paper. In accordance with this aim,
we sought to complement existing simulation studies in the
field of progress monitoring by examining how well multilevel
reliability estimation (as an established method for learning
progress reliability estimation; National Center on Intensive
Intervention, 2014) and empirical reliability estimation work
in a range of conditions used in previous simulation studies
(Christ et al., 2012, 2013a; Van Norman et al., 2013). Finally,
for illustration purposes, we apply the reliability estimation to
real data using the quop-L2 test which is used in the context
of learning progress assessment in everyday school contexts
(Souvignier et al., 2021).

Simulation study

Simulation design

The simulation design is adapted from Christ et al. (2012) to
connect with previous simulation studies. The design was based
on the factors sample size with four levels (N = 125, N = 250,
N = 500, and N = 1,000), data quality with the levels very poor
and very good (referring to residual variances of σ2

ε = 25 and
σ2
ε = 400, respectively), and number of timepoints (T = 8 and

T = 20). Simulations were based on the following latent growth
model:

Yij =
(
β0 + b0i

)
+
(
β1 + b1i

)
tij + εij (1)

with Yij being the test performance of child i (i = 1,. . .,N)
at timepoint j (j = 1,. . .,T), latent variable means β0 (i.e., the
average intercept) and β1 (i.e., the average slope), latent variable
values b0i (i.e., a child’s deviation from the average intercept) and
b1i (i.e., a child’s deviation from the average slope), and residual
term εij. Latent variables were bivariate normal with µ =

(β0, β1) and covariance matrix 6 =

(
σ2

b0
σb0b1

σb0b1 σ 2
b1

)
. Average
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intercept and average slope were set to β0 = 40 and β1 = 1.5 with
variances σ2

b0
= 150 and σ2

b1
= 0.40, respectively. The correlation

between intercept and slope was set to 0.20 for all simulations.
Simulations were run by means of the R package simsem
(Pornprasertmanit et al., 2020). We ran 1,000 replications for
each cell of the simulation design. The R code is openly available
in the Open Science Framework1.

Dependent variables

We analyzed the following dependent variables:

• True reliability: The squared correlation between the true
latent variables and their estimated values (i.e., either latent
or observed).
• Estimated reliability: The estimated reliability by either

empirical or multilevel reliability estimates.
• Bias: The difference between estimated and true reliability.
• RMSE (root mean squared error): The square-root of the

squared difference between estimated and true reliability
divided by the number of replications.

We mainly display simulation results graphically.

Results and discussion

Figure 1 displays true (left side) and estimated (right side)
intercept reliability. Overall, true reliability for intercepts was

1 https://osf.io/mn5hx

substantially stronger for very good data quality as compared
to very bad data quality. We also found that true intercept
reliability increased with the number of measurement points,
yet this effect was clearly better visible for very poor data
quality compared to very good data quality, and for multilevel
reliability compared to empirical reliability. Sample size further
decreased the variability of true intercept reliability. Again,
this effect was clearly better visible for very poor data quality
compared to very good data quality and for multilevel reliability
compared to empirical reliability. As expected, the difference
between empirical and multilevel reliability decreased as a
function of data quality and number of measurement points. For
example, for very good data quality and 20 measurement points
reliabilities were clearly on par (see bottom-left in Figure 1),
yet when looking at poor data quality and eight measurement
points empirical reliability (i.e., the squared correlation between
latent variable estimates and the true values) was substantially
higher as compared to multilevel reliability (i.e., the squared
correlation between OLS estimates and the true values; see
top-left in Figure 1). Finally, it should be noted that with
respect to true reliability we found that intercept reliability
was below 0.70 only for very poor data quality and when
multilevel reliability was estimated. The right side in Figure 1
demonstrated that estimated intercept reliability worked quite
well. Indeed, estimated reliability pretty much mimicked the
findings for true reliability pointing toward unbiased estimation
of intercept reliability.

However, for true slope reliability (see left side in Figure 2)
we found that reliabilities were only higher than 0.70 for
very good data quality and when 20 measurement points
were used. The average true multilevel reliabilities replicated
the findings of Christ et al. (2012) well. For example, for

FIGURE 1

Simulation study–true reliability and estimated reliability of intercepts. Each box represents one cell of the simulation design and is based on
1,000 replications.
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FIGURE 2

Simulation study–true reliability and estimated reliability of slopes. Each box represents one cell of the simulation design and is based on 1,000
replications.

very poor data quality and eight measurement points we
found an OLS slope reliability of 0.40 for all sample size
conditions, Christ et al. found 0.38 (the slight difference can
be explained by their much smaller simulated sample size),
whereas for very good data quality and 20 measurement
points we found a reliability of 0.91 (across all simulated
sample sizes) and Christ et al. also reported 0.91. These
observations emphasize that our simulation setup is well linked
to previous simulation studies. In addition, as for intercept
reliability a clear main effect of data quality was observed
(see red vs. cyan colored boxes on the left side in Figure 2).
We further observed a clear main effect of measurement
timepoints. The difference between empirical and multilevel
reliability was not as strong for slope reliability as compared
to intercept reliability (still the difference was stronger for
very poor data quality vs. very good data quality, but also
for 8 measurement points vs. 20 measurement points). Yet, as
expected, again empirical reliability tended to be higher than
multilevel reliability. Similarly, sample size had an effect on
variability of true slope reliabilities. Estimated slope reliabilities,
however, did not follow the true slope reliability findings and
thus differed to intercept reliability findings above. Especially
empirical reliability with very poor data quality and eight
measurement points was heavily positively biased, i.e., true
reliability was found to be strongly overestimated. Differences
between true and estimated slope reliability were not as
extreme for multilevel reliability. These observations are further
illustrated in Figure 3 which depicts the bias of the estimates.
There are several other conditions associated with very poor
data quality and the smallest sample size in which reliability
tended to be overestimated (also for multilevel reliability

and intercept reliability; see Figure 3). Thus, under certain
conditions empirical reliability will provide a far too optimistic
estimation of slope reliability, whereas multilevel reliability will
provide a conservative estimate. Other biases tended to be
negligible.

Finally, we evaluated RMSE as another measure of reliability
estimation accuracy (see Figure 4). It should be noted that
RMSEs for intercepts and slopes cannot be directly compared
because both are per design on a different scale. RMSE was
again a function of data quality with smaller values resulting
for very good data quality (vs. very poor data quality). The
only exception from this observation was for slope multilevel
reliability with eight measurement points. Here, the differences
were only negligible small and the amount of the difference
depended on sample size (ranging from no difference for
N = 125 to the highest difference for N = 1,000). This pattern
can be explained by the known outlier sensitivity of the RMSE
as a measure of accuracy and the findings obtained for true and
estimated slope multilevel reliability as shown in Figure 2. For
example, estimated reliability for the sample size of N = 125 had
much more extreme points at the lower tail of the distribution
when data quality was very good (red-colored box), whereas
much more extreme points at the upper tail of the distribution
were observed for very poor data quality (cyan-colored box).
These extreme values at the respective tails of the distributions of
estimated slope multilevel reliabilities surpassed the respective
tails of the distributions of true reliabilities. Overall, this pattern
resulted in highly similar RMSEs. This pattern diminished with
increasing sample sizes, but was still clearly observable for
N = 250 and N = 500.
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FIGURE 3

Simulation study–bias results. Each box represents one cell of the simulation design and is based on 1,000 replications.

Empirical illustration

Materials and methods

Participants
The sample used in this work comprised of

N = 4,970 second-grade school students (nested in 298 classes)
taken from the 2018 cohort (i.e., school year 2018/2019) which
were assessed by the quop-L2 test series (Förster and Kuhn,
2021; Förster et al., 2021). The students in the final sample
had a mean age of 7.95 years (SD = 0.48), 53% were boys and
47% were girls, and 81% did not have a migration background
whereas 19% had a migration background. Notably, the cohort
included initially 6,000 students, yet 1,030 were excluded for
various reasons (students from international schools: n = 140;
students from a different grade level who were assigned to
quop-L2: n = 227; students with an age below 6 years: n = 3;
students with an age above 12: n = 94; students with missing
values on all measurement points: n = 333; and duplicate cases:
n = 233). The same sample has been used in a recent study with
a different focus (Forthmann et al., 2022).

The quop-L2 test series for progress
monitoring in reading

The quop-L2 test for reading achievement is comprised
of four short equivalent versions with subscales at the word,
sentence, and text level. The items of the tests were constructed
based on three dichotomous item-features that determine item
difficulty to a great extent. At the word level items were

word/pseudoword discrimination tasks (item features were
number of syllables, word frequency, and the number of
orthographic neighbors), sentence level items were sentence
verification tasks (item features were propositional density,
associations between target words, and complexity of the
sentence structure), and items at the text level required
a decision if a third sentence fits a story based on two
initially presented sentences (item features were use of personal
pronouns, content, and the presence of causal relationships).
Each of the four tests included 20 word level items, 13 sentence-
level items, and 13 text-level items. Each test was administered
two times throughout the school year (i.e., there were eight
measurement points). Students were randomly assigned to
groups which received different combinations of test halves
to prevent confounding of items and measurement points
(Klein Entink et al., 2009). The eight measurement points of
quop-L2 assessments were administered via the computerized
quop assessment system (Souvignier et al., 2021). The tests
were completed when students were studying on their own
or in group sessions throughout the schoolyear. The quop-L2
tests displayed acceptable to excellent psychometric properties
(Förster et al., 2021).

Analytical approach
All data and the analysis script to reproduce the reported

findings in this work are openly available via a repository in the
Open Science Framework2.

2 https://osf.io/mn5hx
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FIGURE 4

Simulation study–RMSE results. Displayed is the RMSE for each cell of the design (1,000 replications).

To correct for fast guessing (Wise and DeMars, 2010; Wise,
2017) and inacceptable slow responding we used subscale
specific quantiles as cut-offs for valid response behavior (fast
guessing: 5%-quantile; slow responding: 99.5%-quantile).
We obtained these quantiles across all items of each of the
respective subscales (word level: lower bound = 1362.98 ms,
upper bound = 41032.86 ms; sentence level: lower
bound = 1427.02 ms, upper bound = 53742.18 ms; text
level: lower bound = 877.36 ms, upper bound = 85836.71 ms).
Item accuracy was scored after taking these cut-offs into
account. The CISRT efficiency scoring was used to reflect
reading achievement beyond accuracy (Maris and van der Maas,
2012). CISRT scoring requires item timing, but here assessment
was untimed. Hence, the time cut-offs were used for CISRT
scoring. Item scores were averaged for each subscale (i.e., word,
sentence, and text level) and scaled to be in the range from
0 to 10.

The quop-L2 test series allows to model reading
achievement as a higher-order factor based on word, sentence,
and text level scores as observed indicators (Forthmann
et al., 2022). Such an approach was also employed in the
current work for the evaluation of longitudinally strong
measurement invariance (Vandenberg and Lance, 2000)
prior to growth modeling which is recommended in the
progress monitoring literature (Schurig et al., 2021). This
way comparisons across timepoints are not confounded by
psychometric properties. Specifically, we evaluated three levels
of measurement invariance: (a) configural invariance, (b) weak
invariance, and (c) strong invariance. First, a configural model

was evaluated. Reading achievement was modeled as a latent
variable at each of the eight measurement points by the three
observed scores at word, sentence, and text level. For model
identification purposes the loading of the sentence level score
was fixed to one. Residuals of the observed scores were not
allowed to covary, but all latent variable latent covariances were
freely estimated. Next, this configural model (Model 1) was
compared to two alternative configural models. In an alternative
configural model (Model 2) we allowed residuals of the scores
at the same level of language to covary (e.g., the residuals
of all sentence scores were allowed to covary). However, the
modeling of residual covariances for sentence level scores was
empirically not supported and, hence, another configural model
with residual covariances only at the word and text levels were
considered (Model 3). This final model on which measurement
invariance testing was based is depicted in Figure 5.

The statistical software R was used for data analysis (R
Core Team, 2021). We used the lavaan package (Rosseel, 2012)
for measurement invariance testing. Robust full information
maximum likelihood estimation was employed for two reasons:
(a) multivariate normality was violated, and (b) missing values
were present in the data. Model fit was evaluated based on
common cut-offs in the literature (West et al., 2012). Evidence
in favor of strong measurement invariance for efficiency was
already reported in detail by Forthmann et al. (2022) and
we do not repeat the statistics here. Consequently, reading
achievement as modeled in this work based on quop-L2
displayed time-invariant loadings and intercepts of observed
indicators.
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FIGURE 5

Longitudinal confirmatory factor analysis model. ηt denotes a
latent reading achievement variable measured at time t. λit

indicates a factor loading (fixed to 1 for sentence-level
indicators). For simplicity, item and factor intercepts are omitted
from the path model.

TABLE 1 Descriptive statistics and reliability estimates for reading
achievement at each measurement timepoint.

Timepoint M SD FDI α ω1

T1 −0.60 1.36 0.85 0.76 0.77

T2 −0.33 1.29 0.86 0.76 0.77

T3 −0.08 1.31 0.87 0.78 0.78

T4 0.07 1.23 0.85 0.75 0.75

T5 0.26 1.23 0.84 0.75 0.75

T6 0.28 1.22 0.83 0.74 0.74

T7 0.42 1.20 0.85 0.76 0.76

T8 0.48 1.12 0.84 0.75 0.75

FDI = factor determinacy index. α = Cronbach’s alpha. ω1 = Bollen’s estimate of
congeneric composite reliability.

The Bartlett-method (DiStefano and Zhu, 2009) was used
to estimate factor scores based on the longitudinally strong
invariance models (i.e., one set of factor scores for each scoring).
Factor determinacy indices (FDI) (Ferrando and Lorenzo-Seva,
2018), Cronbach’s α (Cronbach, 1951), and Bollen’s ω1 (Bollen,
1980; Raykov, 2001) were further estimated and are reported in
Table 1. The latter two coefficients were estimated by means
of the semTools package (Jorgensen et al., 2021). Reliability
of efficiency scores at each timepoint was larger than 0.70 as
a recommended cut-off for low-stakes decisions (Christ et al.,
2005) and all FDIs were greater than 0.80 see Ferrando and
Lorenzo-Seva (2018).

In a next step, we subjected the factor scores to linear
latent growth modeling (i.e., a random-intercept-random-slope
model) which was estimated by means of the lme4 package
(Bates et al., 2015). Intercept and slope varied across students.
The timepoint variable in the analyses was coded in a way
that allows to interpret the intercept as the initial level of
reading achievement in the schoolyear (i.e., the first timepoint
was coded as zero). Multilevel reliability was calculated as the

ratio of estimated slope variance to observed variance (i.e.,
the variance of individual OLS slope estimates; Van Norman
and Parker, 2018). Finally, we obtained the slope variance
from the estimated growth models and the average squared
standard error of learning progress estimates for estimating
empirical reliability (Brown and Croudace, 2015): Empirical
Reliability = 1− ̂̄σ2

b1i,Error/σ̂
2
b1

. For completeness, we also assess
reliability of the initial level estimates.

Results and discussion

Efficiency scores increased on each subsequent
measurement point (see Table 1), while the standard deviation
decreased over time. Figure 6 provides a graphical illustration
of individual learning progress and the average growth which
was slightly non-linear.

Initial level and slope reliability findings
The estimates of the random-intercept-random-slope model

revealed an average intercept of −0.46 and an average slope of
0.15. Intercept and slope variances are reported in Table 2, with
much higher intercept variation across students as compared
to slope variation. The latent variable correlation between
initial level and learning progress was found to be r = −0.55.
Table 2 summarizes the initial level and slope reliability
estimates. Reliability of intercept estimates was generally good
to excellent, whereas slope reliability was comparably lower
and below proposed cut-offs (e.g., 0.70). Then, as expected,
it was further observed that multilevel reliability estimates
were smaller as compared to empicial reliability. Yet, the
observed differences were not large. In other words, latent
variable scores were not much more reliable than observed OLS
estimates.

To further check the trustworthiness of these reliability
estimates, we reran the simulation based on the parameters
obtained for the quop-L2 scores. As in the simulation study
reported above, we ran 1,000 replications (the file to run
this simulation is also available in the OSF repository).
True multilevel reliability for intercept (0.85) and slope
(0.41), as well as true empirical reliability for intercept
(0.90) and slope (0.44) were highly comparable with the
estimates obtained for the empirical data. In addition, estimated
reliability for the simulated data matched true reliability
very well. This was the case for intercept (0.85) and slope
(0.41) multilevel reliability, as well as intercept (0.90) and
slope (0.41) empirical reliability estimates. Thus, for the
parameter estimates and the sample size of the quop-L2
data in this work, reliability estimation can be considered
unbiased. In addition, the fact that reliability estimates
obtained for the empirical data matched the simulation well
further corroborates the impression of accurate reliability
estimation for these data.
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FIGURE 6

Spaghetti plot for learning growth trajectory of students. We chose trajectories of n = 300 students at random to increase the interpretability of
the plot. Red line represents LOESS-smoothed average growth trajectory. Standard error band is shown in cyan.

Discussion

In this study, we examined how well reliability estimates
actually quantify true reliability in a simulation study, and we
evaluated more closely how reliability estimated for slopes as a
latent variable performs in comparison to reliability estimated
for slopes as an observed variable. Our simulation study revealed
that estimation of multilevel as well as empirical reliability
works well across a variety of conditions. Yet, especially
conditions affected by very poor data quality, small sample
size (i.e., N = 125), and or rather few measurement points
(i.e., eight measurement points) were found to result in slightly
biased reliability estimation. In particular, empirical reliability
estimates of learning progress was found to be upwardly
biased when dataset quality was very poor and when only
eight measurement points were available. Increasing sample
size under such conditions did not remedy the observed bias.

We recommend that researchers use the openly available R
scripts that come along with this paper to run a simulation
based on obtained parameters for a given dataset. This should
be especially done when data are found to be similar to the
conditions in which reliability estimation was biased in our
study. Overall, however, we conclude that reliability estimation
works across a variety of simulation conditions used in previous
work (Christ et al., 2012).

In addition, we estimated multilevel and empirical reliability
for the quop-L2 reading test series which allows for progress
monitoring in everyday classrooms (Förster et al., 2021;
Souvignier et al., 2021). We found that multilevel and empirical
reliability findings were similar in size to true and simulated
reliability for eight measurement points and very good data
quality in our simulation study. Relatedly, previous work
estimated true multilevel reliability in simulation studies on
slope estimation methods in the progress monitoring literature
(Christ et al., 2012, 2013b; Christ and Desjardins, 2018). The
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TABLE 2 Reliability estimates at the student level and at
the class level.

Intercept Slope

σ̂2
b0

1.293 –

σ̂2
b1

– 0.009

σ̂2
b0,OLS

1.515 –

σ̂2
b1,OLS

– 0.021̂̄σ2
Error 0.130 0.005

Multilevel reliability 0.853 0.406

Empirical reliability 0.900 0.438

Multilevel reliability for intercept = σ̂2
b0
/σ̂2

b0,OLS
. Multilevel reliability for

slope = σ̂2
b1
/σ̂2

b1,OLS
. Empirical reliability for intercept = 1− ̂̄σ2

b0i ,Error/σ̂
2
b0

. Empirical

reliability for intercept = 1− ̂̄σ2
b1i ,Error/σ̂

2
b1

. All estimates are rounded to three decimals.
Hence, not all reliability coefficients can be exactly calculated based on the reported
estimates of the various variances because of rounding errors.

squared correlation between estimated slopes and their true
values (i.e., reliability) has been commonly used as dependent
variable in these simulation studies which is conceptually the
same quantity that one is trying to estimate by multilevel
reliability. These findings serve further as a benchmark for
interpretation of the current findings. For example, researchers
found a range for simulated good quality data and 8 weeks time
schedule of 0.10 to 0.45 (Christ et al., 2012, 2013b). In light of
these previous results one can again conclude that the findings
in this study with a multilevel reliability of 0.41 again imply that
reliability findings for quop-L2 provides are in accordance with
reliability findings for progress monitoring data of good to very
good quality.

Limitations and future directions

The main aim of this research was to extend previous
work on the reliability of learning progress estimates by
evaluating how well multilevel and empirical reliability work.
Notably, empirical reliability as a way to quantify measurement
precision has wide potential for applications in progress
monitoring beyond the used simulation model and data used
for illustration in this work. Yet, concrete findings reported
here are limited to the conditions of our simulations and
data which represent learning progress assessment as a form
of progress monitoring in everyday school contexts. While
this limitation is important when it comes to interpretations
of the empirical findings in this work, we do not see
that application of the approach in other forms of progress
monitoring is undermined. Empirical reliability can readily
be calculated as long as individual progress estimates and
associated standard errors are available (e.g., when latent growth
modeling is used).

We have discussed above findings from simulation studies
on slope estimation approaches in the CBM literature. These
findings might serve as a benchmark for the findings in this

work. In a sense, partially replicating previous work emphasizes
their validity. However, it should not be overlooked that these
simulations—and, hence, also the simulation study reported in
this work—specify a set of population parameters for simulation
that is informed by CBM research and not by learning progress
assessment research. However, with this work, we provide open
material that facilitates data simulations of progress monitoring
data. Hence, we recommend running new simulations for
other learning progress assessment conditions to complement
interpretation of reliability estimates. Such a step is illustrated
in this work and can be understood as a check of model
fit. If simulated true and estimated reliabilities are far off the
estimates obtained for a data set a cautious interpretation of
findings is needed.

Conclusion

In this work we extended previous simulation studies on
the reliability of learning progress assessment. First, previous
work focused mainly on true reliability, whereas here we
focused on how well reliability estimation works. Second, we
additionally focused on empirical reliability as a way to quantify
measurement precision of latent variable scores obtained from
latent growth modeling. Overall, we found that reliability
estimation works for a variety of conditions and recommend to
check this locally by adapting our openly available simulation
material. In addition, empirical vs. multilevel results may
provide critical information to decide which estimate should
be used in research and practice. For example, when OLS
estimates turn out to be unreliable, latent variable estimates
of learning progress might still be a useful option. For future
work we recommend to estimate both types of reliabilities to be
maximally informed.
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Students’ learning growth in 
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Results from a learning progress 
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The purpose of this study was to measure and describe students’ learning 

development in mental computation of mixed addition and subtraction tasks 

up to 100. We  used a learning progress monitoring (LPM) approach with 

multiple repeated measurements to examine the learning curves of second-

and third-grade primary school students in mental computation over a 

period of 17 biweekly measurement intervals in the school year 2020/2021. 

Moreover, we investigated how homogeneous students’ learning curves were 

and how sociodemographic variables (gender, grade level, the assignment 

of special educational needs) affected students’ learning growth. Therefore, 

348 German students from six schools and 20 classes (10.9% students with 

special educational needs) worked on systematically, but randomly mixed 

addition and subtraction tasks at regular intervals with an online LPM tool. 

We  collected learning progress data for 12 measurement intervals during 

the survey period that was impacted by the COVID-19 pandemic. Technical 

results show that the employed LPM tool for mental computation met the 

criteria of LPM research stages 1 and 2. Focusing on the learning curves, 

results from latent growth curve modeling showed significant differences in 

the intercept and in the slope based on the background variables. The results 

illustrate that one-size-fits-all instruction is not appropriate, thus highlighting 

the value of LPM or other means that allow individualized, adaptive teaching. 

The study provides a first quantitative overview over the learning curves 

for mental computation in second and third grade. Furthermore, it offers a 

validated tool for the empirical analysis of learning curves regarding mental 

computation and strong reference data against which individual learning 

growth can be compared to identify students with unfavorable learning curves 

and provide targeted support as part of an adaptive, evidence-based teaching 

approach. Implications for further research and school practice are discussed.
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learning progress monitoring, mathematics education, mental computation, latent 
growth curve model, continuous norming, learning progression, formative 
assessment, curriculum-based measurement (CBM)
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Introduction

Mental computation can be defined as a person’s ability to 
perform basic arithmetic operations correctly and quickly in their 
mind by using adequate solution strategies without resorting to 
external resources such as paper and pencil or a calculator (e.g., 
Maclellan, 2001; Varol and Farran, 2007). Focusing on current 
curricula, mental computation has an essential place in primary 
school mathematics education (e.g., the Standing Conference of 
the Ministers of Education and Cultural Affairs of the Länder in 
the Federal Republic of Germany (KMK), 2005; Seeley, 2005; 
National Council of Teachers of Mathematics (NCTM), 2022). 
This importance can be  explained by the fact that mental 
computation has a high value in everyday life (e.g., Reys, 1984). 
Moreover, previous research has pointed to the great influence of 
mental computation for higher-order mathematical thinking (e.g., 
Blöte et  al., 2000; Hickendorff et  al., 2019; Pourdavood et  al., 
2020). In particular, mental computation can support students in 
understanding the concept of numbers, in discovering 
computational strategies, in making reasonable estimates and in 
developing a flexible and adaptive handling of these when solving 
mathematical problems. Furthermore, mental computation is a 
basis for written computation and its mastery.

Research findings indicate that most students improve their 
mental computation skills during primary school years and are 
able to solve multi-digit addition and subtraction tasks adequately 
in grades 3 or higher (e.g., Heirdsfield and Cooper, 2004; 
Karantzis, 2011). However, empirical research also shows that a 
large number of students struggle with mental computation 
throughout and beyond primary school (e.g., Reys et al., 1993; 
Miller et  al., 2011; Hickendorff et  al., 2019). Recent research 
findings (e.g., Peltenburg et al., 2012; Gebhardt et al., 2015; Rojo 
and Wakim, 2022) suggests, that the acquisition of multi-digit 
mental computation is particularly challenging for students with 
special educational needs (SEN). For example, students with SEN 
in the area of learning (SEN-L) mostly exhibit a lack of solid basic 
arithmetic skills, which is often responsible for difficulties and 
missing learning success in secondary school mathematics (e.g., 
Gebhardt et al., 2014; Rojo and Wakim, 2022). Studies focusing on 
the mathematical learning development of students with and 
without SEN conclude that students with SEN not only show a 
lower mathematical achievement, but also have a slower learning 
growth than their peers without SEN (e.g., Wei et  al., 2013; 
Gebhardt et al., 2015).

In light of the importance of mental computation for further 
mathematical achievement and the high number of students who 
have difficulties developing adequate mental computation skills, 
there is great need for providing information about students’ 
learning growth in educational research and practice (e.g., 
Salaschek et  al., 2014). For teachers in particular, summative 
assessments at the beginning or end of the school year are often 
insufficient in identifying struggling students at an early stage. An 
alternative are formative assessments, which provide diagnostic 
information during the learning process and allows for 

instructional adjustment (e.g., Cisterna and Gotwals, 2018). One 
formative approach is learning progress monitoring (LPM) which 
is discussed as an appropriate method to provide teachers with 
ongoing feedback on students’ learning development (e.g., Deno 
et al., 2009). To evaluate learning growth with LPM tools, teachers 
regularly administer short parallel tests and assess students’ 
individual learning curves using LPM graphs. The evaluation of 
these individual learning curves is the basis for decisions about 
maintaining or adjusting educational instructions. For example, 
within the Response to Intervention (RTI) approach, LPM tools 
are used to identify struggling students who would benefit from 
additive educational instruction or to evaluate the effectiveness of 
learning offers (e.g., Stecker et al., 2008).

In order to address the need for information on student 
learning development and learning growth in mental computation 
in educational research and practice, the purpose of the present 
study was to examine the latent learning curves as mean learning 
growth of the individual learning curves of second and third grade 
students in mental computation of mixed addition and subtraction 
tasks. Therefore, we used a recently developed computation test 
(Anderson et al., 2022). The present study first investigated the 
psychometric quality of this test for LPM. This included how the 
measures are related to student performance on standardized 
arithmetic tests and whether the LPM tool can sensitively measure 
student’s learning and progress at different ability levels. 
Subsequently, we used the data to describe students’ latent learning 
curves regarding mental computation skills in addition and 
subtraction over a period of 17 biweekly measurement intervals. 
Based on this, we  examine differential developments using 
sociodemographic characteristics such as gender and grade level 
as well as the assignment of SEN.

Mental addition and subtraction 
and its differential development

Mental computation skills regarding basic arithmetic are an 
important prerequisite for the acquisition of mathematical literacy 
as measured in international school performance studies such as 
the Programme for International Student Assessment (PISA; 
Organisation for Economic Co-operation and Development 
(OECD), 2018). Moreover, these competencies are inherent to the 
primary school mathematics curricula. In particular, mastering 
mental computation of multi-digit addition and subtraction tasks 
is an important learning goal in primary school all over the world. 
According to primary school mathematics curricula of all federal 
states in Germany or in the United  States (e.g., KMK, 2005; 
NCTM, 2022), students should have developed profound mental 
addition and subtraction skills in the number range up to 100 by 
the end of grade 2. Based on a spiral approach, mental addition 
and subtraction skills are extended to three-digit numbers at the 
beginning of grade 3. By the end of primary school, students 
should be able to transfer these skills to higher number ranges. 
Subsequently, in the second half of grade 3, students learn the 
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written algorithms for addition and subtraction of three-digit 
numbers (Selter, 2001). Considering the curricular requirements, 
third graders should therefore be  able to routinely carry out 
two-digit mental addition and subtraction tasks whereas this may 
be more challenging for second graders.

The results of previous studies (e.g., Bryant et  al., 2008; 
Karantzis, 2011) indicate that some students’ performance in 
mental addition and subtraction is at a low level even at higher 
grades, implying urgent need for educational means to address 
this issue. Weak performance in in this area in primary school is 
attributed to different task characteristics that contribute to task 
difficulty (e.g., Benz, 2003, 2005) and the use of inefficient solving 
strategies (e.g., Beishuizen, 1993; Cooper et al., 1996; Beishuizen 
et al., 1997; Heirdsfield and Cooper, 2004; Varol and Farran, 2007).

Regarding the task characteristics, the construction of the 
numbers, whose sum value or difference value needs to 
be calculated, plays an important role. Research has shown that 
multi-digit addition and subtraction tasks vary in their difficulty 
and probability of solving them correctly (e.g., Benz, 2003, 2005). 
This is explained by the fact that there are multiple difficulty-
generating item characteristics (DGICs) that have an influence on 
task difficulty (e.g., the number of digits of a term or the necessity 
of crossing ten). Knowledge about the influence of different 
DGICs is particularly important for rule-based item design of 
school achievement tests (e.g., for statistical word problems see 
Holling et al., 2009). For mathematical word problems, Daroczy 
et al. (2015) provide a review of DGICs that contribute to the 
difficulty of such tasks. Anderson et  al. (2022) discuss the 
advantages of rule-based item design and the identification of 
DGICs for constructing a pool of items for a mixed addition and 
subtraction test for LPM.

Besides that, the flexible and adequate use of different solution 
strategies for solving multi-digit addition and subtraction tasks is 
relevant (for an overview, e.g., Torbeyns et al., 2009; Hickendorff 
et al., 2019). While solving single-digit addition and subtraction 
tasks is based on the retrieval of the solution from long-term 
memory as an arithmetic fact, the outcome of multi-digit addition 
and subtraction tasks must be computed based on the adaptive 
application of known solution strategies. With the use of inefficient 
solution strategies such as counting strategies, multi-digit addition 
and subtraction tasks are solved slowly and often incorrectly. In 
addition to the flexibility in choosing appropriate solution 
strategies in correspondence with the requirement of a specific 
task, hurdles for struggling students include a lack of the 
conceptual understanding of numbers and a lack of fluency in 
using computation procedures (e.g., Verschaffel et al., 2007).

With regard to students’ solving strategies of multi-digit 
addition and subtraction tasks, two complementary dimensions 
can be  distinguished respecting number-based strategies: the 
operation that is necessary for the solution process and the way 
the numbers are used in the solution process (Hickendorff et al., 
2019). Concerning the first dimension, multi-digit addition only 
allows direct addition, while multi-digit subtraction allows several 
options (direct subtraction, indirect addition, indirect 

subtraction). Concerning the second dimension, there are 
different strategies to manipulate numbers to successfully master 
the computation process. In sequencing strategies, numbers are 
interpreted as objects on a mental number line and addition is 
seen as moving forward and subtraction as moving backward on 
it. For example, the addition task 44 + 38 is given. The direct 
addition with the sequencing strategy would be  computed as 
44 + 30 = 74; 74 + 8 = 82. In decomposition strategies, numbers are 
interpreted as objects with a decimal structure and the operations 
require splitting or portioning the numbers. With the 
decomposition strategy it would be  computed as 40 + 30 = 70; 
4 + 8 = 12; 70 + 12 = 82. In varying situations, different strategies are 
used that adaptively consider both the numbers and the operations 
in the solution process. These two complementary dimensions can 
be  used to categorize students’ problem-solving strategies. 
Students with mathematical difficulties often have problems 
acquiring the different strategies and using them in an adaptive 
and flexible way. These students use inefficient solution strategies 
(e.g., counting strategies) and are often unable to accurately solve 
single-digit addition and subtraction, which is a prerequisite for 
successful acquisition of multi-digit strategy skills (e.g., Varol and 
Farran, 2007; Verschaffel et al., 2007).

Despite the high curricular importance, previous qualitative 
studies already indicate a large heterogeneity in the development 
of two-digit addition and subtraction computation skills during 
the second school year (e.g., Benz, 2003, 2007). Previous research 
has also shown that students with SEN have difficulty acquiring 
adequate computation skills (Gersten et al., 2005; Evans, 2007; 
Bryant et  al., 2008; Wei et  al., 2013; Soares et  al., 2018). For 
example, at the end of primary school, many students with SEN-L 
have acquired lower competencies in the development in 
mathemtics in general (e.g., Gebhardt et al., 2014, 2015) and in the 
development of mental arithmetic computation for numbers up 
to 100 compared to their peers without SEN-L (Peltenburg et al., 
2012; Rojo and Wakim, 2022).

While research findings on the difficulties for students with 
SEN-L are consistent, this is not the case for gender-based 
performance differences in mental computation (e.g., 
Winkelmann et al., 2008; Wei et al., 2013; Pina et al., 2021). Wei 
et  al. (2013) reported significant and persistent gender 
performance differences in favor of boys among students with 
different SEN that persisted from primary to secondary school. 
For regular primary education, Pina et  al. (2021) found no 
significant gender differences in mathematics achievement in 
computation. Results from international large-scale assessments 
such as the Trends in International Mathematics and Science 
Study (TIMSS) indicated gender-based differences in average 
mathematics achievement between girls and boys at the end of 
primary school. In TIMSS 2019, fourth grade boys showed a 
higher average performance than girls in almost half of the 58 
participating countries. In four countries, girls had a higher 
average achievement than boys. In 27 countries, gender equity of 
average performance in mathematics was reported. For the 
arithmetic domain, boys achieved higher test scores than girls in 
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almost all countries and for more than half of the countries’ 
differences are even significant (Mullis et al., 2020). In Germany, 
the differences in this domain are significant (Nonte et al., 2020).

In contrast, in a study of third-through eighth-graders with 
and without SEN, Yarbrough et  al. (2017) found statistically 
significant differences between boys and girls in favor of girls in 
grades 5, 7, and 8 for learning growth in mental computation. The 
tests included mathematical computation tasks on the four basic 
arithmetic operations. The difficulty of the tasks varied according 
to the respective curricular requirements of the respective grade. 
However, the knowledge about students’ differential latent 
learning curves when acquiring mental computation skills is 
limited. For example, the results on learning growth by Yarbrough 
et al. (2017) were based on only three measurement time points. 
As noted above, there is only a small number of longitudinal 
surveys, including a large number of measures for the valid 
assessment of latent learning curves.

Learning progress monitoring

Due to heterogeneous student learning, there is an increasing 
need for teachers to use data about individual student’s learning 
development for their instructional decision-making (e.g., Espin 
et  al., 2017). In this regard, LPM is a promising method that 
provides data on individual students’ learning development and 
assists teachers identifying learning problems in early stages as 
well as in evaluating the achievement of learning goals. One 
approach of LPM is curriculum-based measurement (CBM; e.g., 
Deno, 1985; Stecker et  al., 2005): a set of procedures that can 
be used frequently and quickly to assess student learning progress 
and the effectiveness of instruction in academic domains such as 
reading, spelling, writing, or computation (e.g., Hosp et al., 2016). 
CBM procedures consist of short parallel tests that require only a 
few minutes (e.g., 1–5 min) and items are typically based on the 
identification of robust indicators or on curriculum sampling 
(Fuchs, 2004). Finding robust indicators includes identifying tasks 
that best represent the various subskills of a specific domain or 
that correlate strongly with them. For reading, oral reading fluency 
is regarded as a robust indicator of general reading competence 
and comprehension (Deno et  al., 1982). In the domain of 
mathematics, number sense is considered a robust indicator for 
mathematics performance in kindergarten and first grade primary 
school (e.g., Lembke and Foegen, 2009). Curriculum sampling 
involves selecting exemplary tasks that asses curricular learning 
goals. Each CBM test is then aligned with curricular objectives 
that are relevant to the entire assessment period (e.g., Fuchs, 
2004). With regard to highly heterogeneous learning groups, for 
example in inclusive classrooms, strictly curriculum-based LPM 
are of limited use because students with SEN (e.g., SEN-L) are 
often not taught according to the regular class curriculum 
(Gebhardt et al., 2016).

Results of LPM usually output a sum score (e.g., number of 
correctly solved tasks) and the learning development is 

represented in a graph. To represent individual learning 
development, linear trends at the student level are often estimated. 
Therefore, the parameters intercept and slope are relevant. The 
slope represents the mean learning growth of a student (e.g., the 
proportion of additional tasks that were solved correctly in the 
comparison of the measurement points). The intercept contains 
information about the approximated individual learning level at 
the beginning of LPM. For reliable and valid conclusions about 
learning development, Christ et al. (2013) recommend using data 
from at least six measurements. Based on these data, teachers can 
then decide whether the instruction used promotes learning 
success as intended (individual learning curve is as expected), 
whether the instruction used should be  adjusted (individual 
learning curve is lower than expected), or whether the learning 
goal can be  adjusted because the individual learning curve is 
higher than initially expected (e.g., Espin et al., 2017).

Since the 1970s, a large body of LPM research has focused on 
the development and application of instruments for different 
domains with a focus on reading (for an overview see Tindal, 
2013). Until 2008, LPM research mostly focused on the domain of 
reading and not mathematics (e.g., Van Der Heyden and Burns, 
2005; Foegen et  al., 2007). In a review of the literature 
concentrating on the development of LPM in mathematics, 
Foegen et al. (2007) found that only a small part of the studies 
focused on mathematics and here primarily on preschool and 
elementary mathematics. In German-speaking countries, LPM 
research has advanced in recent years, especially in educational 
psychology and special education, addressing several academic 
domains, including reading and math (for an overview see 
Breitenbach, 2020; Gebhardt et al., 2021).

Learning progress monitoring of 
mathematics computation

Regarding different types of LPM in mathematics, Hosp et al. 
(2016) differentiate between tests for number sense (early 
numeracy), for computational skills (computation), and for the 
application of mathematical skills such as interpreting 
measurements, tables, or graphs (concepts and applications). For 
LPM in the area of computational skills, there are differences in 
how the tasks are intended to be solved (e.g., in a mental or written 
way) and how large the assessment domain is in each case 
(assessment of a single skill or multiple skills). According to Christ 
et al. (2008), the domain of mathematics computation is especially 
suitable for a frequently used LPM tool that can be  used in 
research as well as data-based instructional decision-making. 
Instruments for this domain are usually constructed to provide 
very brief measurements of a relatively narrow arithmetic 
performance range and LPM tasks corresponding to the curricular 
level or individual learning objectives. There is also evidence that 
teachers can use the data of computation LPM to improve the 
performance of students with SEN (for an overview see Foegen 
et al., 2007).
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LPM of (mental) computational skills does not aim to 
measure mathematical literacy as in PISA (OECD, 2018), and it 
does not address the language requirements of number word 
problems, which can also play a role in understanding 
mathematics. In contrast, it focuses on (mental) computation 
skills as an important prerequisite for solving word problems as 
well as mathematical literacy in general (e.g., Varol and Farran, 
2007). Still, this narrow focus must be  considered when 
selecting potential criterion measures for the evaluation of 
criterion validity. According to Christ et  al. (2008), the 
coefficients of criterion validity between LPM tools and 
standardized mathematical achievement tests that measure 
overall performance in mathematics can therefore only 
be interpreted to a limited extent, whereas criterion validity is 
understandably much higher for procedures that relate 
exclusively to arithmetic tasks or include subtests in the domain 
of computation.

A variety of LPM tools for computation and mental 
computation have been developed in the past decades, especially 
in the United  States (for an overview, e.g., Christ et  al., 2008; 
Tindal, 2013). In German-speaking countries, some tools have 
been established for LPM (mental) computation. For example, 
Sikora and Voß (2017) have developed and empirically validated 
a curriculum-based LPM tool for the four basic arithmetic skills 
for grades 3 and 4. In composing the LPM tests, they considered 
item characteristics that may influence item difficulty (e.g., 
number range, arithmetic operation, digits to be computed in item 
solution, place value, and standard form tasks). The LPM tests of 
Strathmann and Klauer (2012) or Salaschek and Souvignier (2014) 
have integrated mental computation tasks as part of a broader 
curriculum-based LPM tool. These are usually a subset of a few 
items, each testing one of the four basic arithmetic competencies 
at the respective curricular level. Anderson et al. (2022) developed 
a test based on an item-generating system for mixed addition and 
subtraction tasks for numbers up to 100. This test is built on 
multiple difficulty-generating item characteristics (DGICs). First, 
three DGICs were deduced from prior mathematics education 
research (arithmetic operation, necessity of crossing ten, the 
number of second term digits) and varied within the item design 
process so that all possible combinations were adequately 
represented in an item pool. Subsequently the Rasch model (RM) 
and the Linear Logistic Test Model (LLTM) were used to estimate 
and predict the influence of the DGICs. The results of the LLTM 
approach indicate that all three suspected difficulty-generating 
characteristics were significant predictors of item difficulty and 
explain about 20% of the variance in the item difficulty parameters 
of the RM. Results suggest that DGICs can influence item 
difficulty across grade levels and ensure long-term use across 
multiple grade levels. Thus, identified curriculum-independent 
DGICs have the potential to be used to construct LPM tests for 
classes with curriculum-independent learners. In test 
development, the present study follows the item generation system 
reported by Anderson et al. (2022) and extends it to include an 
additional DGIC.

Requirements for learning progress 
monitoring

In order to validly assess learning progress, frequent and 
regular use of LPM requires a large number of parallel tests that 
should be mostly consistent in difficulty and are sufficiently 
sensitive to measure learning. Therefore, LPM tools have to 
address a variety of psychometric properties. This includes 
classical test quality criteria (e.g., validity, reliability) as well as 
psychometric criteria such as one-dimensionality, 
homogeneous test difficulty, sensitivity to change, and test 
fairness (e.g., Wilbert and Linnemann, 2011; Schurig et  al., 
2021). For example, identifying characteristics that have an 
influence on task difficulty can support the development of 
parallel tests with homogeneous test difficulty (e.g., Wilbert, 
2014; Anderson et al., 2022). In this regard, LPM tests should 
be constructed under the assumptions of item response theory 
(IRT), which features sample independence, non-linear 
dependencies between trait and response, and the ability to test 
multiple parameters of response behavior (e.g., Schurig et al., 
2021). For the practical purpose of data-based decision-
making, the results should also be  as easy as possible for 
teachers to interpret and use to choose or adapt instruction 
(e.g., Espin et al., 2017). In particular, computer-or web-based 
LPM tools can contribute to improving the usability in schools 
through a high degree of automation of test generation and 
evaluation (e.g., Mühling et al., 2019).

As evidence for its use in progress measurement, Fuchs (2004) 
proposed a three-stage systematization of LPM research. Research 
at stage 1 includes studies that aim to test the psychometric 
adequacy of the tool as a status diagnostic. Stage 2 includes all 
research that provides evidence that a LPM tool can sensitively 
and validly represent learning growth over time. Research at stage 
3 involves studies that examine whether the use of LPM data for 
instructional decisions improves student performance. For all 
academic domains, a large part of the prior research has focused 
on stage 1 and adressed the psychometric adequacy of LPM tool 
as a status diagnostic (Fuchs, 2017).

Purpose of the study

The purpose of the present study was to examine the latent 
learning curves of second and third grade primary school students 
in mental addition and subtraction with a newly developed 
web-based LPM tool. Our study thus addresses stages 1 and 2 
outlined by Fuchs (2004). Therefore, we  examined the 
psychometrical adequacy of the LPM tool at an individual 
measurement point as well as its sensitivity to learning growth 
over time by addressing the following research questions:

Research question 1.1: How do the LPM test scores at different 
measurement time points relate to standardized school achievement 
test results at the beginning and the end of the survey period?
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Research question 1.2: How reliable are the results of our LPM 
tool in terms of correlations between different measurement 
time points?

Research question 1.3: Is the LPM tool sensitive to student 
learning at different ability levels?

Building on these analyses, we  subsequently examined 
students’ latent learning curves regarding mental addition and 
subtraction in second and third grade over a period of 17 biweekly 
measurement intervals, focusing on the overall learning 
development over time as well as interindividual heterogeneity 
therein. As prior results have highlighted that sociodemographic 
characteristics can influence learning and learning development, 
we  additionally examined, if gender and grade level as central 
sociodemographic characteristics as well as the assignment of SEN 
lead to empirically distinguishable learning curves. Research 
questions are as follows:

Research question 2.1: How homogeneous are students’ latent 
learning curves over a period of 17 biweekly measurement intervals?

Research question 2.2: Do students’ latent learning curves 
differ between groups with different sociodemographic 
characteristics such as gender and grade level?

Research question 2.3: What influence does the assignment of 
SEN have on students’ latent learning curves in mental computation?

Materials and methods

Participants and setting

A total of 348 students from nine second-grade and nine 
third-grade inclusive education classes and two third-grade special 
education classes1 of six schools participated in the study. The 
schools were located in urban as well as rural areas of North 
Rhine-Westphalia as state of the Federal Republic of Germany. The 
six schools were recruited by convenience sampling. Therefore, it 
was taken into account that a similar number of second and third 
graders participated in the survey, as well as students in a special 
school and students in inclusive schools. Of the participating 
students, 162 (46.55%) were in the second grade, 186 (53.45%) in 
the third grade. The average age of students at the start of the study 
was 8.43 years (SD = 0.80). Further sociodemographic 
characteristics of the participating students at the start of the study 
are reported in Table 1. A number of 38 students (10.92%) had the 
assignment of SEN, most of them in the area of learning (SEN-L: 

1 In inclusive education classes in Germany, students with and without 

SEN are taught together. Students with SEN sometimes have individual 

learning goals that do not have to correspond to the curricular goals of 

classmates without SEN. In special education classes, only students with 

SEN are taught. The learning goals can follow curricular or individual 

learning objectives, depending on the type of SEN.

19; 50.00% of the SEN students) or in the area of communication 
and interaction (SEN-CI: 17; 44.74% of the SEN students).

Measures and procedure

The study was conducted from November 2020 to July 2021 
and covered a period of 17 biweekly measurement intervals. At the 
beginning and at the end of the survey period, arithmetic subscales 
of the standardized German paper-pencil test DEMAT 2+ (German 
Mathematics Test for Second Grade and for the beginning of Third 
Grade; Krajewski et al., 2020) were administered. The DEMAT 2+ 
is representative of all German regular second-grade mathematics 
curricula and is suitable as a norm-based test for the last months of 
the second and the first months of the third school year. The test 
contains tasks for numbers up to 100. For this study, we selected 
subscales of the DEMAT 2+ that included computation tasks 
without mathematics word problems. These included tasks for 
number properties, addition and subtraction place values tasks, 
tasks for doubling and halving numbers, and tasks for calculating 
with money (see Table 2). The use of DEMAT 2+ subscales at the 
beginning were followed by LPM every 2 weeks. At the end of the 
survey period, DEMAT 2+ subscales were administered a second 
time. Credit was given only for completely correct answers.

The used LPM tool included mixed addition and subtraction 
tasks for numbers up to 100, which required students to enter the 
correct solution (for addition tasks the sum value; for subtraction 
tasks the difference value) into a blank field. We designed the 
items using a rule-based approach that considered several DGICs 
derived in advance from mathematics education research and 
evaluated in Anderson et  al. (2022). Extending the results of 
Anderson et  al. (2022) four DGICs were used to model the 
difficulty of the items: the arithmetic operation (addition versus 
subtraction; DGIC 1), the necessity of crossing ten (no crossing 
versus with crossing; DGIC 2), the number of second term digits 
(one-digit numbers versus two-digit numbers; DGIC 3), and the 
necessity to add up to the next full ten (not necessary versus 
necessary; DGIC 4). Based on these four DGICs, we created a pool 
of 3,027 items. The four DGICs were varied within the item design 

TABLE 1 Sociodemographic of students at the start of the study.

Personal 
characteristics

Full sample Grade 2 Grade 3

n % n % n %

Gender

Female 176 50.57 85 52.47 91 48.92

Male 172 49.43 77 47.53 95 51.08

SEN

Yes 38 10.92 2 1.23 36 19.35

No 310 89.08 160 98.77 150 80.65

Migration background

Yes 96 27.59 46 71.60 50 26.88

No 252 72.41 116 28.40 136 73.12
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process so that all possible combinations were adequately 
represented in the item pool (see Table 3).

The item pool was implemented on an online platform2 
(Gebhardt et al., 2016; Mühling et al., 2019). Based on an equal 
distribution of the 10 possible item categories in the item 
selection, a fixed order was established for the baseline test. 
Starting at the second measurement, items were drawn from 
the total item pool in a randomized, however equally 
distributed manner according to the 10 item categories. 
Students could not skip any drawn items during the test time. 
We  assume that an equal distribution of the items on the 
described item categories causes a harmonization of the 
difficulties of the tests. Based on this, an individual test was 
created for each student by the online platform for each 
additional measurement. Accordingly, from the second 
measurement on, we assume missing completely at random 
(MCAR) for all non-drawn items.

Trained administrators tested students in their classrooms in 
groups of 5–10 during class time. To perform the test, each 
participating student used a tablet device. Testing time was 5 min. 
The students had to mentally compute the tasks without external 
support. At the beginning of each measurement, students received 
a short technical briefing, sample tasks were solved, and students 
had the opportunity to ask the test administrator questions. 
Students could then start the test themselves by clicking on a start 
button. Tests ended automatically after 5 min testing time. In the 
time allotted, students were instructed to answer as many 
mathematics computation tasks as possible. Each probe contains 
a substantial number of tasks, making it unlikely that a student 
could finish within the time limit. No partial credit was given for 
partially correct answers.

All students who participated in at least one LPM test were 
included in the following analyses. Not all students participated 
in LPM at each measurement. The main reasons for this were 
home schooling periods during the survey due to the COVID-19 
pandemic, a staggered start to the surveys within the participating 
schools, individual absence of students, or technical problems. In 
order to compute the latent mean-growth and comparable, time-
dependent norms across the survey time, 17 equidistant 
measurement intervals were derived from the raw data. In order 

2 www.levumi.de

to establish reasonable distance interval lengths to observe 
change, 2 weeks were chosen as the length of the interval. Due to 
practical reasons within the schools, some children were tested 
twice within one interval and not within another. When students 
were tested twice, only the first observation within a measurement 
interval was used. Data are available for 12 of the 17 biweekly 
measurement intervals, the other intervals are missing due to 
homeschooling and holidays.

Statistical analyses

Participation
The individual number of participation related to the LPM 

measurement intervals in this study varied (M = 5.98; SD = 2.20). 
The range of participation is 10, with 24 students (6.90%) of the 
total sample participating in the surveys only once and 5 students 
(1.44%) participating 11 times. 282 students (81.03%) participated 
in at least five, 222 students (63.79%) in at least six LPM 
measurement intervals.

Analyses
The presentation of descriptive statistics is followed by the 

results on the research questions. To address research question 1.1, 
criterion and predictive validity were analyzed by examining how 

TABLE 2 Subscales of the DEMAT 2+ (Krajewski et al., 2020) used for this study.

Subscale DEMAT 2+ Requirement Example No. of items

Number properties Identification of even and odd two-digit numbers Identify the even numbers! 25|44|8|19|8|38|17 2

Addition place value Identification of the correct first/second summand Calculate! … + 15 = 34 4

Subtraction place value Identification of the correct subtrahend/minuend Calculate! 56 - … = 36 4

Doubling numbers Doubling of a two-digit number (with and without crossing ten) Take the double! 70 ➔ … 3

Halving numbers Halving of a two-digit number (with and without crossing ten) Take the half! 24 ➔ … 3

Calculating with money Calculation of a two-digit cent amount to get  

1 € (1 € = 100 cents)

How many cents are missing if you want 1€? At 45 

cents missing …

4

TABLE 3 Sample items illustrating different types of items based on 
the four DGICs.

Category Example DGIC 1 DGIC 2 DGIC 3 DGIC 4

1 27 + 2 Addition No One No

2 23 + 13 Addition No Two No

3 21 + 9 Addition No One Yes

4 52 + 38 Addition No Two Yes

5 78 + 9 Addition Yes One No

6 67 + 27 Addition Yes Two No

7 48–3 Subtraction No One No

8 98–24 Subtraction No Two No

9 65–7 Subtraction Yes One No

10 91–16 Subtraction Yes Two No

DGIC 1: Arithmetic operation; DGIC 2: Crossing ten; DGIC 3: No. of 2nd term digits; 
DGIC 4: Add up to the next full ten.
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FIGURE 1

Graphical representation of a LGCM for 17 measurement intervals without covariates. The three dots represent the intervals 3–15, which were not 
included in this representation for greater clarity. The graphical representation of the growth model was created with Ωnyx (von Oertzen et al., 
2015).

LPM scores relate to the employed arithmetic subscale scores of 
the standardized paper-pencil mathematics test DEMAT 2+. To 
answer research question 1.2, a RM was fitted for every single 
LPM test. Due to the high number of missing data by design, the 
item fit was evaluated using a conditional pairwise item category 
comparison implemented in the R package pairwise (Heine and 
Tarnai, 2015). The pairwise approach is able to handle (completely) 
random missing data by design. Subsequently, alternate form test–
retest reliability for adjacent and more distant tests was calculated. 
Regarding research question 1.3, performance is assessed by the 
continuous norming method using the R package cNorm (Lenhard 
et al., 2018) to evaluate how sensitive the test measures at different 
ability levels at different measurement intervals. In cNorm, norm 
values and percentiles are estimated as a function of time and 
possibly covariates using Taylor polynomials. To identify adequate 
test norms, a polynomial regression model needs to be found that 
describes the norming sample as accurately as possible with the 
minimum number of predictors. Lenhard and Lenhard (2021) 
emphasized that higher numbers of terms do often lead to overfit. 
Therefore, cNorm used 𝑘 = 4 terms by default. In the modeling 
process the stopping criterion is 𝑅2 = 0.99.

In our case, the explanatory variable represents the different 
measurement intervals over the LPM survey period of 17 biweekly 
measurement intervals Thus, the cNorm approach addresses some 
disadvantages of traditional norming methods such as a high 
sample size, the consideration of sampling errors or any 
distributional assumptions. Moreover, gaps between discrete levels 
of the explanatory variable can be closed (Gary et al., 2021). This 
can be particularly advantageous for LPM, since norm tables can 
be generated not only for the discrete measurement point of the 

survey, but also for each subsequent measurement point, even if 
no measurement has occurred. In our case, this means that norm 
values could also be derived for the measurement intervals where 
no LPM tests were conducted due to homeschooling.

In order to address research questions 2.1–2.3, latent learning 
curves and the modeling of individual differences in learning 
growth over time including sociodemographic characteristics 
such as gender or grade and assignment of SEN are examined via 
latent growth curve modeling (LGCM; e.g., Muthen and Khoo, 
1998). In educational and psychological contexts, this approach is 
often used to determine learning growth and the influence of 
background variables in LPM longitudinal data (e.g., Salaschek 
and Souvignier, 2014; Johnson et al., 2020). The lavaan package 
(Rosseel, 2012) in was used to estimate latent growth curve models.

The LGCM illustrates the use of slope and intercept as two latent 
variables to model differences over time. The student’s initial 
performance in solving mixed addition and subtraction tasks for 
numbers up to 100 is represented as a scale score (intercept). 
Similarly, the rate of linear growth in the student’s competences 
across all measurement intervals is represented as a scale score 
(slope). The initial LGCM (Model 1) represented in Figure  1, 
includes each biweekly administration of LPM, except for 
measurement intervals 4–7 and 11 when no measurements could 
be taken in schools due to the COVID-19 pandemic and the switch 
to home schooling. Furthermore, it was analyzed if sociodemographic 
variables such as gender or grade level or the assignment of SEN 
influence learning growth. For this, the LGCM was extended to 
include group differences (Model 2). We used gender (0 = male, 
1 = female), grade level (0 = grade 2, 1 = grade 3), and special 
educational need (0 = no, 1 = yes) as dummy coded variables across 
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the 12 measurement intervals. In Model 2, the intercept and slope 
variables are predicted while considering these background variables.

Results

Descriptive statistics for the LPM tests at each of the 12 
measurement intervals are presented in Table 4 for the full sample 
and separately for both grade levels. With regard to the 
measurement intervals 1–3 and 14–17, regular mathematics 
instruction took place at school. In contrast, the measurement 
intervals in between were often characterized by home schooling 
due to the COVID-19 pandemic when mathematical instruction 
often took place via distance learning and not all students were 
able to regularly participate in LPM testing.

Research question 1.1: Criterion validity

For reliability analysis, Cronbach’s alpha and Mc Donald’s 
omega were calculated to assess the internal consistency of the 

subscales of the selected DEMAT 2+ at the first and last 
measurement time point separately for grades 2 and 3 and the full 
sample. The internal consistency of the subscales of the DEMAT 
2+ are satisfactory (see Tables 5, 6). Correlations of LPM sum 
scores with the overall sum scores of the subscales of the DEMAT 
2+ at the first measurement time point were strong with a mean 
correlation of r = 0.73 (95%CI [0.68; 0.78]). For the full sample, the 
correlations of the various subscales of the DEMAT 2+ ranged 
from 0.39 (subscale number properties) to 0.67 (subscale 
calculating with money) with M = 0.57 and SD = 0.10.

At the last measurement time point, correlations of LPM sum 
scores with the overall sum scores of the DEMAT 2+ subscales 
were moderate with a mean correlation of r = 0.57 (95%CI [0.49; 
0.64]). For the full sample, the correlations of the various DEMAT 
2+ subscales ranged from 0.22 (subscale number properties) to 
0.57 (subscale addition place value) with M = 0.42 and SD = 0.12 
(for further information separately by grade level see Table 7).

To test the predictive validity of LPM measures, the correlation 
of the LPM sum scores at the first measurement time point with 
the overall sum scores of the DEMAT 2+ subscales at the last 
measurement time point were calculated. Correlations were 

TABLE 4 Descriptive statistics of LPM scores for each measurement interval.

Time of measurement
Full sample Grade 2 Grade 3

n M (SD) n M (SD) n M (SD)

Measurement interval 1 194 11.01 (7.80) 85 5.62 (4.00) 109 15.20 (7.46)

Measurement interval 2 256 10.24 (8.09) 131 6.00 (5.28) 125 14.69 (8.15)

Measurement interval 3 108 13.46 (9.46) 43 7.79 (6.59) 65 17.22 (9.23)

[…] […] […] […] […] […] […]

Measurement interval 8 150 12.21 (9.30) 89 9.47 (8.01) 61 16.20 (9.66)

Measurement interval 9 225 13.30 (10.02) 109 9.03 (7.91) 116 17.32 (10.17)

Measurement interval 10 152 15.11 (10.38) 81 11.27 (8.20) 71 19.49 (10.92)

[…] […] […] […] […] […] […]

Measurement interval 12 43 16.16 (11.27) 31 13.52 (10.33) 12 23.00 (11.10)

Measurement interval 13 46 16.91 (11.96) 34 13.56 (10.16) 12 26.42 (11.91)

Measurement interval 14 232 15.44 (9.46) 88 11.19 (7.90) 144 18.04 (9.41)

Measurement interval 15 291 15.65 (9.99) 133 11.97 (8.42) 158 18.75 (10.18)

Measurement interval 16 275 15.65 (10.26) 108 10.68 (6.65) 167 18.87 (10.90)

Measurement interval 17 107 17.42 (10.26) 59 14.59 (7.65) 48 20.90 (11.95)

LPM tests were canceled due to the COVID-19 pandemic in measurement intervals 4–7 and 11. Square brackets with three dots represent the canceled measurement intervals.

TABLE 5 Cronbach’s Alpha and Mc Donald’s Omega coefficients at first measurement time point.

DEMAT 2+ subscale
Full sample Grade 2 Grade 3

α ω α ω α ω

Number properties (2 items) 0.78 0.78 0.78 0.78 0.77 0.77

Addition place value (4 items) 0.80 0.80 0.71 0.73 0.76 0.77

Subtraction place value (4 items) 0.73 0.74 0.70 0.71 0.69 0.70

Doubling numbers (3 items) 0.88 0.89 0.81 0.83 0.90 0.91

Halving numbers (3 items) 0.72 0.73 0.62 0.65 0.72 0.73

Calculating w. money (4 items) 0.90 0.90 0.86 0.87 0.89 0.89

α = Cronbach’s Alpha; ω = Mc Donald’s Omega; Full sample = 328 students (grade 2 = 155; grade 3 = 173).
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TABLE 6 Cronbach’s Alpha and Mc Donald’s Omega coefficients at last measurement time point.

DEMAT 2+ subscale
Full sample Grade 2 Grade 3

α ω α ω α ω

Number properties (2 items) 0.76 0.76 0.66 0.66 0.82 0.82

Addition place value (4 items) 0.80 0.80 0.73 0.74 0.78 0.78

Subtraction place value (4 items) 0.61 0.62 0.57 0.58 0.58 0.63

Doubling numbers (3 items) 0.84 0.86 0.82 0.85 0.86 0.88

Halving numbers (3 items) 0.78 0.80 0.74 0.75 0.80 0.83

Calculating w. money (4 items) 0.89 0.89 0.86 0.86 0.89 0.89

α = Cronbach’s Alpha; ω = Mc Donald’s Omega; Full sample = 302 students (grade 2 = 130; grade 3 = 172).

moderate to strong with a mean correlation of r = 0.63 (95%CI 
[0.56; 0.70]; for grade 2: r = 0.40, for grade 3: r = 0.66). Correlations 
of DEMAT 2+ sum scores at the first and at the last measurement 
time point were strong with a mean correlation of r = 0.80 (95%CI 
[0.75; 0.84]; for grade 2: r = 0.61, for grade 3: r = 0.86).

Research question 1.2: Reliability

The reliability of the resulting Weighted Maximum Likelihood 
Estimation (WLE) person parameters ranged from 0.80 to 0.85 
(M = 0.82; SD = 0.02) for the measurement intervals. Furthermore, 
the alternate form test–retest reliability was calculated for each 
pair of adjacent and more distant tests (e.g., LPM interval 1 scores 
to LPM interval 2 scores, LPM interval 1 scores to LPM interval 
17 scores, …, LPM interval scores 16 to LPM interval scores 17; 
see Table 8). Correlation indices between scores from adjacent 
measurement intervals ranged from 0.73 to 0.93. With reference 
to the COTAN review system for evaluating test quality (Evers 

et al., 2015), we interpret this as sufficient alternate form test–
retest reliability.

Research question 1.3: Generating 
continuous tests norms

As mentioned above, the procedure is robust to different or 
small sample sizes. The modeling procedure of the LPM scores 
from interval 1 to interval 17 reached an adjusted R2 = 0.98 with 5 
terms and an intercept. It must be taken into account that at five 
measurement intervals no data collection could be conducted due 
to homeschooling and therefore R2 = 0.99 was not reached. To 
achieve this value, the number of terms would have to be increased 
further, which we have refrained to avoid an overfit. The norms in 
the upper range vary strongly. Figure 2 shows the assignment of 
the raw test values at the various levels to a specific percentile. 
Students with high raw scores at the beginning also have a higher 
slope over the survey period. The clustering of percentiles in the 

TABLE 7 Correlations of LPM scores at the beginning and end of the survey with subscales of the DEMAT 2+.

Variables of DEMAT 2+
Full sample Grade 2 Grade 3

LPM Begin. LPM End LPM Begin. LPM End LPM Begin. LPM End

Beginning of survey

  Number properties 0.39** 0.23** 0.27** 0.10 0.41** 0.22**

  Addition place value 0.63** 0.47** 0.49** 0.28** 0.53** 0.43**

  Subtraction place value 0.57** 0.52** 0.38** 0.37** 0.56** 0.51**

  Doubling numbers 0.54** 0.42** 0.37** 0.40** 0.54** 0.34**

  Halving numbers 0.63** 0.45** 0.44** 0.34** 0.62** 0.41**

  Calculation w. money 0.67** 0.53** 0.46** 0.40** 0.63** 0.48**

  Overall sum score subscales 0.73** 0.56** 0.55** 0.44** 0.70** 0.53**

End of survey

  Number properties 0.36** 0.22** 0.22* 0.10 0.41** 0.24**

  Addition place value 0.58** 0.57** 0.22* 0.38** 0.60** 0.60**

  Subtraction place valuea 0.47** 0.45** 0.28** 0.39** 0.47** 0.43**

  Doubling numbers 0.36** 0.33** 0.28** 0.33** 0.39** 0.31**

  Halving numbers 0.52** 0.47** 0.30** 0.32** 0.61** 0.51**

  Calculation w. money 0.52** 0.47** 0.35** 0.44** 0.52** 0.42**

  Overall sum score subscales 0.63** 0.57** 0.40** 0.49** 0.66** 0.55**

* indicates p < 0.5. ** indicates p < 0.01. aThe subscale did not reach an acceptable internal consistency (see Table 6).
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TABLE 8 Correlations of LPM sum scores.

MI 1 MI 2 MI 3 […] MI 8 MI 9 MI 10 […] MI 12 MI 13 MI 14 MI 15 MI 16

MI 1

MI 2 0.80***

[0.73, 0.86]

MI 3 0.83*** 0.86***

[0.71, 0.90] [0.79, 0.91]

[…]

MI 8 0.83*** 0.85*** 0.89***

[0.67, 0.91] [0.79, 0.89] [0.82, 0.93]

MI 9 0.77*** 0.78*** 0.79*** 0.84*** .

[0.67, 0.84] [0.72, 0.83] [0.68, 0.86] [0.79, 0.89]

MI 10 0.89*** 0.85*** 0.86*** 0.87*** 0.83***

[0.78, 0.94] [0.79, 0.89] [0.77, 0.91] [0.82,0.91] [0.76, 0.87]

[…]

MI 12 0.87*** 0.89*** 0.93*** 0.95*** 0.90***

[0.77, 0.93] [0.77, 0.95] [87, 0.96] [0.90, 0.97] [0.82, 0.95]

MI 13 0.86*** 0.88*** 0.86*** 0.90*** 0.88*** 0.87***

[0.74, 0.92] [0.75, 0.94] [0.75,0.92] [0.82, 0.94] [0.79, 93] [0.77, 0.93]

MI 14 0.76*** 0.80*** 0.79*** 0.84*** 0.86*** 0.90*** 0.86*** 0.87***

[0.68, 0.82] [0.73, 0.85] [0.70, 0.86] [0.76, 0.89] [0.81, 0.89] [0.84,0.93] [0.76, 0.93] [0.77,0.93]

MI 15 0.66*** 0.74*** 0.72*** 0.82*** 0.78*** 0.86*** 0.91*** 0.87*** 0.86***

[0.56, 0.74] [0.68, 0.79] [0.60, 0.80] [0.76, 87] [0.72, 0.83] [0.81, 0.90] [0.83, 0.95] [0.78, 0.93] [0.82, 0.89]

MI 16 0.70*** 0.70*** 0.76*** 0.74*** 0.71*** 0.76*** 0.94*** 0.88*** 0.77*** 0.81***

[0.61, 0.77] [0.63, 0.76] [0.65, 0.84] [0.64, 0.81] [0.63, 0.78] [0.67, 0.83] [0.75, 0.99] [0.60, 0.97] [0.70, 0.82] [0.76, 0.85]

MI 17 0.64** 0.79*** 0.74*** 0.74*** 0.70*** 0.85*** 0.91*** 0.85*** 0.81*** 0.85*** 0.81***

[0.29, 0.84] [0.71, 0.86] [0.49, 0.87] [0.64, 0.82] [0.59, 79] [0.79, 0.90] [0.67, 0.98] [0.54, 0.96] [0.67, 0.90] [0.78, 0.89] [0.73, 0.87]

MI is the acronym for the term measurement interval. LPM tests were canceled due to the COVID-19 pandemic in measurement intervals 4–7 and 11. Values in square brackets indicate the 95% confidence interval for each correlation. Square brackets with 
three dots represent the canceled measurement intervals.*indicates p < 0.05; **indicates p < 0.01; ***indicates p < 0.001. The correlation of MI 1 to M 12 and MI 1 to MI 13 cannot be reliably calculated due to a low sample size.
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lower ranges (roughly up to the 25th percentile) do indicate a low 
separability. In other words: the test is probably still too difficult 
for as many as 25% of the students.

Research questions 2.1–2.3: Sensitivity to 
learning

The investigation of students’ latent learning curves in mental 
addition and subtraction is presented in two steps. In a first step, 
we report the model fit of Model 1 (model without covariates) and 
Model 2. In a second step, we evaluate the latent learning curves 
regarding each of the research questions 2.1–2.3.

To estimate the model fit, we used the chi-square test, the root 
mean square error of approximation (RMSEA), the Tucker-Lewis 
Index (TLI), the Comparative fit index (CFI), and the standardized 
root mean square residual (SRMR). TLI and CFI values close to 
0.95 indicate an adequate fit to the data. RMSEA values close to 
0.06 and SRMR values close to 0.08 generally are recommended 
(Hu and Bentler, 1999).

A first LGCM was estimated (Model 1) to investigate the 
changes in the means of the test scores over the measurement 
intervals. Model estimation terminated successfully for Model 1, 
χ2 (73) = 195.116. The RMSEA for model 1 is 0.069, 90%CI [0.058, 
0.081] which implies an adequate fit. The TLI for Model 1 is 0.953 
and above the value for determining a good fit for model 
acceptability. The Comparative fit index (CFI) for Model 1 is 
0.949. The standardized root mean square residual (SRMR) 
is 0.068.

The slope, as a measure of linear growth in mental addition 
and subtraction competence over time, is positive for Model 1 

(estimate = 0.342; SE = 0.024; p < 0.001), indicating that mental 
computation skills have improved over the survey period (see also 
Figure 3). On average, the students solved roughly one more task 
correctly every three measurement intervals. Considering the 
grade level, second grade students solved roughly one more task 
correctly every two measurement intervals (estimate = 0.439; 
SE = 0.030; p < 0.001), for third grade students this was about every 
four measurement intervals (estimate = 0.249; SE = 0.033; 
p < 0.001). Data thus suggest a slightly steeper learning curve for 
second graders, implying faster learning.

The variance of the slope is also statistically significant for 
Model 1 (p < 0.001), indicating that learning growth did not 
change at the same rate for all students (see also Figure 3). Of the 
222 students who completed the minimum six measurement time 
points required by Christ et al. (2013), 213 students (95.95%) had 
an individual positive slope, indicating that they exhibited 
learning growth over time. Positive slope values ranged from 0.001 
to 1.176, indicating that some students were able to solve up to one 
more task per interval on average.

In the previous LGCM model (Model 1), individual change 
over time was indicated by intercept and slope, including only 
grade as covariate. In a further step, we extend the LGCM model 
to include group differences according to the research questions 
2.2 and 2.3.

Model estimation terminated successfully for Model 2, χ2 
(113) = 236.477. The RMSEA for model 2 is 0.056, 90% CI [0.046, 
0.066] which implies a close to adequate fit. The TLI for model 2 
is 0.952 and is also above the value for determining a good fit for 
the model acceptability. For Model 2, CFI is 0.952 and the SRMR 
is 0.057. In comparison to Model 1, the indices suggest a slightly 
better fit of Model 2.

FIGURE 2

Percentile curves based on the sample of the mixed addition and subtraction LPM test. The curves show, which raw score (y-axis) is assigned to a 
specific ability level (each represented by a percentile curve) at a certain LPM measurement interval (x-axis).
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The intercept of the latent learning curves in model 2 differed 
based on gender (estimate gender = −3.313, p < 0.001). Data 
revealed a higher intercept for males in comparison to females at 
the beginning of the measurement, that is male participants were 
able to solve approximately three tasks more correctly than 
females. The intercept also differed based on grade level (estimate 
grade level = 10.311, p < 0.001), indicating that third graders solved 
~10 tasks more than second graders at the beginning of the 
measurement. Furthermore, the intercept differed based on the 
assignment of SEN (estimate SEN-L = −9.385, p < 0.001; estimate 
SEN-CI = −4.015, p = 0.009). This indicates that students with 
special educational needs in the area of learning solved ~9 tasks 
less than students without such special need, whereas students 
with a special need in the area of communication and interaction 
solved ~4 tasks less. All results are reported in Table 9.

Focusing on the impact of the factors on the learning slope, 
only grade level led to a significantly differing learning slope 
(estimate = −0.178, p < 0.001), indicating that third graders 
learning was slightly slower than second graders learning. The 
learning slope did not significantly differ for males versus females 
(estimate = −0.073, p = 0.105) or for students with and without 
SEN-L (estimate = −0.150, p = 0.139) or with and without SEN-CI 
(estimate = −0.017, p = 0.868).

Discussion

The present study used a newly developed LPM tool to 
investigate the latent learning growth curves in mental addition and 
subtraction of second and third graders and the influence of 
sociodemographic characteristics such as grade level, gender, and 
the assignment of SEN on these curves. Thus, this study addressed 

the research stages 1 and 2 outlined by Fuchs (2004) to classify LPM 
research, both of which are prerequisites for the valid interpretation 
of the gathered data regarding individual learning curves.

LPM research at stage 1

In order to address research stage 1, we used a number of 
reliability and validity tests to examine the psychometric quality 

FIGURE 3

Jitter plot with the distribution of scores in the 12 LPM measurement intervals. The red line illustrates the general learning growth. The light dashed 
lines illustrate the growth for grade 2 and grade 3. The blue dots show the mean value as well as the confidence intervals of the respective 
measurement intervals for the overall sample.

TABLE 9 Parameter estimates for linear latent growth model  
(Model 2).

Estimate Estimate 
(Std. all) p

Mean

Intercept 3.644 0.478 0.187

Slope 1.077 3.503 ≤0.001

Variance

Intercept 29.758 0.512 ≤0.001

Slope 0.083 0.879 ≤0.001

Covariances

Intercept–slope 0.531 0.338 ≤0.001

Regressions

Intercept SEN-L −9.385 −0.280 ≤0.001

SEN-CI −4.015 −0.114 0.009

Grade level 10.311 0.675 ≤0.001

Gender −3.313 −0.217 ≤0.001

Slope SEN-L −0.150 −0.111 0.139

SEN-CI −0.017 −0.012 0.868

Grade level −0.178 −0.289 ≤0.001

Gender −0.073 −0.119 0.105
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of the LPM tool as a static score. Correlations between sum 
scores of adjacent measurement intervals were strong, while sum 
scores of measurement intervals more distant in time showed the 
expected, somewhat lower correlations. As measured criterion 
validity, correlations between the LPM sum scores at the first and 
last measurement point with the arithmetic subscales of the 
DEMAT 2+ were moderate to strong. As expected, the 
correlations were lower at the last measurement time point. In 
this regard, it should be kept in consideration that the DEMAT 
2+ reflects requirements of the mathematics curriculum of the 
second grade (Krajewski et al., 2020). By the end of grade 3, most 
students without SEN should be able to solve the items of the 
DEMAT 2+. Furthermore, as a measure of predictive validity, the 
association between the LPM sum scores at the first measurement 
and sum scores of the DEMAT 2+ arithmetic subscales were 
moderate to strong and are an indication of the important role of 
a mental computation in the solution of further arithmetic 
problems. Thus, even a single measurement in winter with the 
LPM tool can be a solid predictor of arithmetic performance at 
the end of the school year.

LPM research at stage 2

Over and above the psychometric characteristics at stage 1, 
significant positive linear growth in LGCM analyses indicates 
that the LPM tool is sensitive to students learning (Stage 2). 
Both, the slopes and the variance in slopes were significant, 
showing that meaningful learning has occurred over the 17 
measurement intervals and that students significantly differ in 
their learning growth. This is also reflected in the broad range of 
individual slope values. These findings are consistent with the 
results of the study by Salaschek and Souvignier (2014). In their 
study, they reported significant differences in learning growth in 
second grade students’ computation skills. In their study, second 
graders on average solved just under one more item per 3-week 
measurement interval, whereas in our study students solved one 
more item correctly every 4 weeks. Nevertheless, the results are 
only comparable to a limited extent as the LPM computation 
tests by Salaschek and Souvignier (2014) included tasks with all 
four basic arithmetic operations and reflected second-grade 
curriculum goals. In contrast, the LPM test employed in this 
study included mixed addition and subtraction tasks with varing 
difficulty based on the underlying DGICs. Moreover, the LPM 
test in this study required students to write the correct solution 
in a blank field, which allows a qualitative analysis of errors and 
eliminates guessing, the LPM computation tests by Salaschek 
and Souvignier (2014) were presented in a multiple-
choice format.

Regarding the comparison of learning growth for weaker and 
stronger students, based on the continous norming approach, 
we observed that students in the upper percentiles have higher 
learning growth than students in the lower percentiles, who 
barely improved over the measurement intervals. This highlights 

prior longitudinal or crossed-lagged findings regarding the high 
impact of prior knowledge on future learning in mathematics 
(e.g., Star et  al., 2009) and underlines the relevance of this 
research. However, analyses also highlight a positive result: 
Almost 96% of the students achieved an individual positive slope 
even though the positive slope values were relatively 
heterogeneous ranging from 0.001 to 1.176 (i.e., an average 
improvement between 0.001 and 1.176 items over the whole 
measurement period of 17 biweekly measurement intervals). 
Nonetheless, the results for the growth curves show a significant 
floor effect for students at the lower end of the distribution. These 
findings are of particular practical relevance, as it highlights the 
benefit of close use of LPM tools to identify learners with small or 
no learning growth at an early stage and provide appropriate 
learning support to prevent learning stagnation and ongoing 
mathematical difficulties. Therefore, heterogeneity in classes 
should be increasingly reflected in instructional decisions (e.g., 
Stecker et al., 2008).

In addition to these results, our study also provides 
information on the influence of sociodemographic characteristics 
such as gender and grade or the assignment of SEN on learning 
growth in mental computation. In our study, we found significant 
differences in participants’ prior achievement in favor of students 
in higher grades and students without SEN. Moreover, there are 
also differences in students learning growth development. In 
particular, the higher learning growth for second graders is 
consistent with curricular expectations and results of previous 
research (e.g., Selter, 2001; Benz, 2005; Karantzis, 2011). In the 
second grade, mental addition and subtraction with one-and 
two-digit numbers is curricular established and taught, whereas 
in the third grade, there is already an emphasis on the written 
computational algorithm and some students already have a fairly 
high level of mental computational skills. We  found gender 
differences for the intercept, but not for the slope. Students with 
SEN had a significantly lower intercept value. This result is 
consistent with the findings that especially students with SEN-L 
often do not master the basic arithmetic operations taught in 
primary school even in secondary school (e.g., Peltenburg et al., 
2012; Gebhardt et al., 2014; Rojo and Wakim, 2022).

Limitations

There are some limitations to consider in our study. First, the 
COVID-19 pandemic played an important role even before the 
survey began (e.g., home schooling as early as the 2019/2020 
school year), which implies that the results should not 
be  interpreted free of these home schooling influences. The 
COVID-19 pandemic also resulted in the cancelation of scheduled 
measurements due to homeschooling during this survey. As a 
result, it was not possible to carry out all the planned 
measurements at all six participating schools. This resulted in a 
smaller than expected amount of data being available for some 
measurement intervals. Moreover, the observed latent learning 
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curves may be somewhat less steep than expected with regular 
teaching. Thus, future longitudinal surveys will need to confirm 
our findings.

Second, only few students with the assignment of SEN 
participated in the study and they were unevenly distributed 
across the grades. This is mainly due to the fact that in Germany, 
SEN, especially SEN-L, is often not allocated until the 
third grade.

Third, while mental computation is an important domain of 
overall mathematics competence, it is also a relatively narrow 
focus in regard of mathematics skills. Therefore, it is not 
appropriate to interpret the results in such a way that they provide 
valid information about the overall performance in mathematics 
(e.g., see Christ et al., 2008).

Fourth, the influence of other important individual 
characteristics on mathematics performance such as working 
memory or language skills were not addressed in our study, 
although these could have an influence on task processing (e.g., 
Purpura and Ganley, 2014).

Fifth, our mental computation test consisted of visually 
administered items. Previous research (e.g., Reys et  al., 1995) 
suggests that students’ mental computation performance may 
be influenced by the mode of task presentation (e.g., visually or 
orally). This cannot be investigated in our study as the test did not 
contain orally administered items.

Sixth, the results show that the tasks are suitable for measuring 
learning development, but do not yet cover all performance 
domains. In particular, more simple computation tasks are needed 
to more accurately measure learning development in the lower 
skill range in the future. For this purpose, the used DGICs can 
provide valuable information about the obstacles to solving tasks 
correctly and for the construction of easier tests that can more 
sensitively measure mental computation skills at the lower 
performance levels.

Seventh, our study does not provide information about 
solution strategies that students used when completing the multi-
digit addition and subtraction tasks. Accordingly, no statements 
can be made about the adequacy and flexibility of the students’ use 
of solution strategies. Nevertheless, we assume that a higher sum 
value of correct items over time implies a more elaborate use of 
solution strategies.

Future research

Future studies need to further investigate how LPM tests can 
be  systematically used by teachers to improve the mental 
computation skills of their students. Identifying where differences 
in mental computation occur can support teachers develop 
appropriate educational instruction to meet the needs of 
individual students (e.g., Yarbrough et al., 2017). Our item design 
based on four DGICs will allow us to make statements that are 
even more concrete about areas that were specifically challenging 
for students, possibly pointing to student misconceptions and thus 

area that need specific teacher attention and support. In this 
regard, we will be able to offer not only a general performance 
score, but also differentiated scores according to the four DGICs. 
This allows us to provide teachers with more specific qualitative 
feedback on students’ mental computational performance. In the 
context of DGIC-focused analyses, there are several questions of 
relevance: A first important question would be  whether the 
influence of DGICs changes over time (e.g., whether the DGIC 
necessity of crossing ten loses influence over time). For example, 
in order to provide tailored math instruction, for teachers it would 
be useful to know which hurdles in the learning process students 
have already successfully mastered and which they have not. 
Following on from this, a second important question is which 
students have longer-term difficulties in mastering specific 
hurdles. Our results show that in particular students with SEN 
have lower skills and less learning growth over time. A further 
investigation could be  to examine the reasons for these 
performance differences and apparent stagnation of some 
low-achieving students, which for example might be related to 
insufficient knowledge or ineffective use of specific 
computation strategies.

Furthermore, future studies should examine trajectories in 
mental computation to describe how students differ in their skills 
and what characterizes different groups of learners. This 
information can both help identify students with learning 
difficulties in mental computation and provide trajectory-specific 
instructions (e.g., Salaschek et al., 2014).

Another issue arises from the construction of the parallelized 
tests that we used. While they were parallel in item selection based 
on the DGICs and should thus be comparable regarding their 
difficulty, there is no specific way to test this hypotheses. However, 
we assume, that the randomization by item category harmonize 
the difficulties enough to observe substantial inference.

In conclusion, we  developed an LPM tool for mental 
computation that meets the criteria of LPM research stages 1 and 
2. This lays important foundations for its future use as an LPM 
instrument in general as well as in regard of its use in 
computerized adaptive testing approaches (e.g., Frey and Seitz, 
2009). However, to normalize scores that address a broader 
proficiency range by computerized adaptive testing, the scoring 
mechanism (e.g., sum scores) has to be modified and the item 
parameters have to be fixed. We believe that the current study is 
a step in this direction.

The results of our study underline the high variability of 
mental computation skills and illustrate that one-size-fits-all 
instruction is not appropriate. Instead, teachers need to obtain 
insight into the different learning growth curves based on LPM 
data and provide individualized learning offers (e.g., Hickendorff 
et al., 2019). Otherwise, a lack of mental computation skills can 
be a hurdle for future learning success in mathematics. The study 
provides a strong reference against which individual growth can 
be  compared to identify struggling students in mental 
computation and provide targeted support based on qualitative 
error analysis.
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One of the main goals of the teacher and the school system as a whole is

to close learning gaps and support children with di�culties in learning. The

identification of those children as well as the monitoring of their progress in

learning is crucial for this task. The derivation of comparative standards that

can be applied well in practice is a relevant quality criterion in this context.

Continuous normalization is particularly useful for progress monitoring tests

that can be conducted at di�erent points in time. Areas that were not available

in the normalization sample are extrapolated, closing gaps in applicability

due to discontinuity. In Germany, teachers participated in a state-funded

research project to formatively measure their children’s spelling performance

in primary school. Data (N = 3000) from grade two to four were scaled,

linked and translated into comparative values that can be used in classrooms

independently from specific times. The tests meet the requirements of item

response models and can be transferred well to continuous norms. However,

we recommend using the 10th or 20th percentile as cut-o� points for

educational measures, as the 5th percentile is not discriminating enough.

KEYWORDS

learning progress monitoring, curriculum based measurement, continuous norms,

primary school, formative assessment, spelling, learning trajectories

Introduction

In all countries there are children who benefit only slightly or hardly at all from

regular instruction in school. International large scale studies (e.g. PISA or PIRLS) show

that between 10 and 20% of elementary school children do not acquire the basic skills in

reading and mathematics necessary to enter the secondary school (e.g., Hußmann and

Schurig, 2019). Children with barely demonstrable learning growth are often referred to

as struggling students or students-at-risk.

Research shows that children’s learning development varies and that children learn

at different rates depending on the classroom, cognitive prerequisites, motivation, and

social environment. In Germany 10–30% of a class show little or no improvement in

competencies in Mathematics over a school year, while their classmates show moderate

or strong measurable learning growth (Salaschek et al., 2014). A closer look at the
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learning progression in reading and spelling over several years

reveals that the gap between high and low achieving students

can even widen (DeVries et al., 2018). Lenhard et al. (2017)

for example found that reading proficiency levels continue

to diverge, especially in the early grades and that the gaps

between children’s performance remain constant through eighth

grade in Germany. Accordingly, Peng et al. (2019) showed that

word reading developmental trajectories did not close until

a hypothesized performance plateau was reached in the U.S.

In a more recent study, Carvalhais et al. (2021) traced the

developmental paths at word, sentence, and discourse levels

in Portugal. Lower results corresponded to lower academic

years between grades 4 and 7 as well as 6 and 9. Discourse-

level predictors were identified as the strongest predictors

for a written texts’ quality in both cohorts while word- and

sentence-level predictors only held explanatory power in the

younger cohort. This does indicate the need for specific

learning difficulties to be signaled in time to appropriately

adapt instruction.

Spelling competence is seen as a key qualification in societies.

Spelling competence consists of various aspects as punctuation,

error sensitivity, correction of spellings and spelling strategies

(see KMK, 2005; Jaeuthe et al., 2020). Spelling strategies

include both the ability to write words as they are spoken

(phonetically) and the consideration of orthographic and

morphemic rules. The development of spelling competence is

theoretically described as a hierarchically structured competence

level model in Germany (see section research questions).

Findings in international research show that the acquisition of

spelling can be traced back to several components such as L1

(Verhoeven, 2000), linguistic trajectories in word spelling and

distinctiveness of cognitive and linguistic trajectories in non-

word spelling (Lervåg and Hulme, 2010). Those components

therefore have to be addressed in research work.

One of the main goals of the teacher and the school system

as a whole is to close learning gaps and support students

with difficulties in learning. At the level of the school system,

this is labeled as compensatory effects by schools in Germany

(e.g., Herrmann et al., 2021). Here, research showed ambiguous

results as compensatory effects are found at least as often as

so-called Matthew effects where strong students even profit

more than students with difficulties in learning (Herrmann

et al., 2021). Compensatory effects at the school level are

therefore achieved when the school system supports children

with learning problems and allows them to catch up with the

other students. Current instruction hardly helps these children

lagging behind and needs to be changed (Vaughn et al., 2003;

Stanat et al., 2017; Fuchs et al., 2021). This leads to the question

if there is an international standard for the identification of

students-at-risk and students that are in need of individualized

education plans. Additionally, the ambitiousness of the support

for both groups of students has to be questioned. The short

answer is that there are no international quality standards

and often national standards are varying by state or region

(Brussino, 2020). National frameworks often remain normative

and imprecise (Prince et al., 2018). This leads to the question

which economic planning of the funds is efficient and howmuch

individual support is affordable for an education system without

withholding resources from students without special needs

(Brussino, 2020). In particular, the traditional identification

and promotion of special educational needs (SEN) in order to

provide more resources to children with learning difficulties is

criticized for taking too long, being stigmatizing and not being

effective enough (Fuchs et al., 2012).

For children with learning difficulties, support systems with

multiple levels of support (MTSS) based on the Response-to-

Intervention (RTI) approach have proven to be particularly

effective (Fuchs and Fuchs, 2006; Keuning et al., 2017; Arias-

Gundín and García Llamazares, 2021) and are now being

implemented in more and more countries (Björn et al., 2018).

The RTI approach focuses on the learning developments of

individual students. It addresses the question to what extent

the support works to achieve the learning goal (Fuchs and

Fuchs, 2006). To answer this question, students’ learning

trajectories are monitored and evaluated longitudinally. Thus,

for the evaluation of current instructional decision making,

several measurements, and information are collected during

the learning process since only two pre-post measurements

with normed school achievement tests are an insufficient data

basis for didactic decisions (Fuchs et al., 2012). Subsequently,

decisions about possible adjustments in support are made on

the basis of the data collected. Vaughn et al. (2003) see a

general paradigm shift away from assessment diagnostics to

support diagnostics in the use of data on learning development.

Currently, multi-level support systems are implemented in

the USA, Finland, the Netherlands and in some regions

in Germany (Voß et al., 2016; Björn et al., 2018). In the

Netherlands a mandatory participation in the assessment

of achievement and achievement development enables data-

based adaptive design of instruction on a classroom as well

as an individual level. Studies at the school level show

positive effects in mathematics and spelling and slightly higher

effects for learners with difficulties (van Geel et al., 2016;

Keuning et al., 2017). For a comprehensive introduction

on the evaluation of intervention programs see Souvignier

(2020).

The MTSS usually consists of three levels, which are

constructed according to support needs between level 1: “little”

to level 3: “need for special education support.” Decisions about

the level at which students should be supported can be made on

the basis of student’s scores on screenings, progress monitoring

tests and comparison to normalized scores. In summary, this

would be called data-based decision-making. Thus, comparison

scores are an important benchmark for educational decision-

making to determine whether the individual student now needs

and can receive more resources (Fuchs et al., 2012).
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In this study, comparative scores in spelling were derived

using continuous normalization to test the possibility of making

gap-free comparisons with a reference group from a federal state

Progress Monitoring (PM) platform. In order to understand the

ideas for the implementation presented, it is helpful to look at

the requirements for PM systems. These are reflected in their

quality criteria.

Quality criteria of progress
monitoring in spelling

The idea of PM is to provide feedback on the effect of

instructional support and interventions over time using repeated

short, but reliable standardized tests (Tindal, 2013; Schurig et al.,

2021). PM is a form of formative diagnostics that measures and

evaluates learning developments and provides direct feedback to

teachers and learners (Gebhardt et al., 2021). The aim of PM is

to document learning or behavioral development in a precisely

formulated area as accurately as possible and necessary, thus

enabling teachers tomake fact based instructional or educational

decisions. The path to the learning goal and the achievement of

the defined goal are measured by means of easily manageable

short tests as individual learning developments of the students

over time (Hosp et al., 2016). This poses multiple substantial

and operational challenges. The identification of characteristics

and components of the monitored constructs, in the case of this

study spelling as an overall competence, but also individual skills

for successfully dealing with individual spelling phenomena and

an understanding of their interaction, is required as a basis.

Spelling development is determined by multiple factors such

as cognitive and linguistic components (Lervåg and Hulme,

2010). Mesquita et al. (2020) investigated the spelling abilities

of second, third and fourth graders in European Portuguese

and addressed the orthographic complexity categories digraph,

contextual consistency, position consistency, consonant cluster,

stress mark, inconsistency, and silent letter ‹h›. Differential

developmental trajectories per complexity category were found.

Kim et al. (2016) found that in Korea learning growth in spelling

can be modeled as a function of the orthographic transparency

and the differing skill levels of students. Both results indicate that

the difficulty of the words to be spelt must be taken into account

in the choice of test material. To systematize this difficulty, a

review of models of spelling acquisition in German is necessary.

In Germany, there is a multitude of models for the development

of spelling in primary school. These include models

• Of gradual understanding between the meaningfulness to

the lexical order of writing (Brügelmann and Brinkmann,

1994),

• Of the strategies between logographeme (e.g., writing

of letters or words from memory) and word spanning

(e.g., the orthographically correct composition and choice

of linguistic means through orientation on sentences,

paragraphs or whole texts; May, 1990),

• Of phases ranging from proto-alphabetic phonetics to

correct spelling with few overgeneralizations (Thom,

2003) or

• Of profiles from an alphabetic/phonologic strategy to

an orthographic/grammatical strategy (Reber and Kirch,

2013).

But there are strong intersections in the successive levels

(even when connoted as steps, strategies, phases or profiles)

of competence, with three levels appearing in all models:

(1) Not yet phonetically correct spelling including even

scribbled characters or single letters. (2) Phonetically correct

spelling with spelling corresponding to pronunciation and (3)

orthographically correct spellings with spellings that cannot be

explained exclusively by the pronunciation (Jaeuthe et al., 2020).

Therefore, a hierarchical structure of spelling competence levels

is assumed. But often it remains vague how students are assigned

to a developmental step and while common mistakes are

attributed to levels students are most often not in longitudinal

designs (see Jaeuthe et al., 2020).

The tests have to give a reliable and valid measure of change

within students as well as an option to compare growthmeasures

between specific groups of students (Anderson et al., 2017). As

with other tests, learning progress monitoring instruments need

to address main quality criteria of tests: objectivity, reliability

and validity (Good and Jefferson, 1998). However, these criteria

must apply not only to data points collected once, but moreover

to changes in the data over time. Therefore, homogeneity of

the measured constructs over time and sensitivity are—besides

the calibration of the tests—also quality criteria for learning

progress monitoring tests. Progress monitoring tests must be

tested for dimensionality and fairness over time and for different

subgroups, so the application of Item-response Theory (IRT)

or structural equation modeling is recommended (Wilbert and

Linnemann, 2011; Schurig et al., 2021). Criteria that relate to

the practical application of tests of learning progress assessment

have to be considered too. Social comparison is highly relevant

when progress monitoring is used tomake statements in relation

to the individual reference norm. Accordingly, norms for the

change of a competence over time are needed (Hosp et al., 2016;

Förster et al., 2017).

For repeated short term measurements of a specific domain,

multiple parallel tests and equivalent items are needed to

prevent memory effects and different substantial domains

from confounding the measures. In parallel test forms, item

difficulties within tests differ while the measured domain

and overall difficulty are constant between forms of the test

(i.e., Embretson, 1996). This way, no additional (possibly

varying) variables confound the measures and the difficulty.

This can be tested by the analysis of the item parameters

as well as the functions of growth. Performance-specific,
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potentially non-linear, growth functions over time that can

be shown to be as invariant as possible for subgroups

are desirable. This leads to the question of the fairness of

the PM.

There are different options to view the fairness of a test,

though none has been agreed upon generally (e.g., American

Educational Research Association, 2014). The fairness of a

test depends on its purpose. One of the main problems in

the development of learning progress tests is that each test is

supposed to be equally difficult for each observation and that

the test has to be fair for all children in the targeted population

(Wilbert and Linnemann, 2011; American Educational Research

Association, 2014; Klauer, 2014) including students with SEN.

Formative tests must also be comparable for each child across

different observations, since performance assessment should

relate to individual development over time in the specific

dimension being assessed. So, tests have to be equally fair for the

same students multiple times.

Test fairness between individuals can be defined as the

constancy in difficulty of different groups of test takers

within time. For academic progress monitoring items, such

as items in spelling, there is the problem that exactly the

same items may not be used for each measurement for

memory effect reasons. This links to the definition of the

test’s homogeneity of difficulty. Analysis of differential-item-

functioning or measurement invariance can be implied to assess

the fairness of the test by group-defining traits (e.g., with or

without SEN). If this criterion is met, comparative means may

be given to support the usability of the test by giving references

to comparable test-takers as well as test-takers for which the test

may be too easy or too demanding. This directly addresses the

sensitivity of tests.

PM can be constructed for short or longer observation

periods. Short, sometimes even weekly, intervals require testing

that is as sensitive as possible. This might be used to measure

the effect of an intervention in a narrowly defined subarea of

a competency or skill (Hosp et al., 2016). Tests that measure

an entire competency (e.g., spelling) may have different tasks

from several sub-areas (e.g., different orthographic difficulties

such as the number of graphemes or diphthongs). For such

tests, measurements with longer time intervals are, for example,

monthly, semi-annually, or annually. While tests with shorter

observation periods are mainly used for measuring individual

learning development, tests with longer measurement periods

are also (but not exclusively) used as screenings and as a

comparison between students (as in benchmarks).

In addition to measuring the psychometric quality, this

also requires an interpretable normalization of the tests with

comparisons to age or grade cohorts; the derivation of norms.

The challenge is thus: It has to be ensured that the test in

question is sensitive enough to detect (eventually small and slow)

change within a specific domain (Kazdin, 2011; Klauer, 2014).

This can be achieved by the implementation of appropriate

scoring mechanisms to allow for the comparison of means

across time. After a scale is established, mean change, if possible

comparisons against national or state-wise percentiles and

individual change may be assessed to evaluate the sensitivity

of a test across time (Hasbrouck and Tindal, 2006). But while

standardized psychological tests or repeated summative tests

are most often taken in equidistant and fixed intervals, tests in

PM that are taken in classroom situations will often be taken

when convenient. Test times could be omitted or postponed

for educational reasons, individual students could be repeatedly

absent due to another intervention, or holiday periods could

cause gaps in observation and an effect on learning. Therefore,

time-independent comparisons are desirable.

For the evaluation of mean change repeated measures

analysis of variance might be applied (e.g., Souvignier et al.,

2014). But this is difficult with non-equidistant time intervals.

For individual change a function of the observed scores,

most often an ordinary least squares regression (Ardoin et al.,

2004), can be computed and evaluated. But this does not

address the mean slope (growth) of the comparative sample.

For the estimation of mean change latent growth models

can be applied, so that latent intercepts and means can be

addressed separately (Förster et al., 2017). Additionally, all

analyses have to assume an (often very easy) function of

growth, such as a linear or quadratic assumption, which

does not account for systematic variations of the population

(Brunn et al., 2022). But the development of students’

performance does not necessarily follow linear trajectories

(Strathmann and Klauer, 2010; Salaschek et al., 2014;

Mesquita et al., 2020). Furthermore, learning trajectories

may differ depending on the study period (Christ et al.,

2010) and baseline level. This could be addressed by large

and highly controlled norm samples with multiple points of

measurement each.

But how many points of measurement are needed to

estimate a (simple linear) slope and make use of the parameters

for individual assessment? The Kratochwill and Levin (2010)

and What Works Clearinghouse (2020) offer the assessment

that five points of data within each evaluated phase are necessary

to reach satisfactory coefficient of determination and according

error margins. Christ et al. (2013) suggest six to eight points of

data. This trait of a test directly refers to usability.

No test is useful if its results are not put to use. Here, the

two main approaches are empowering the teachers using the

test and simplifying the design of the test (Deno, 2003). The

test’s administrators normally are teachers that have received

little to none training in the administration and interpretation

of diagnostic tools (van Ophuysen, 2010), stressing the need

of a feedback design that takes teachers’ understanding,

interpretation, and use of data for instructional decision-making

into account (Espin et al., 2017). In addition, the tests have to be

designed in practical and usable ways that are easy to teach and

time efficient (Deno, 2003).
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No general analytic framework is appropriate in all

situations. Interpretations of the results depend on the domain,

the difficulty of the test and the intervals between observations

(e.g., Hasbrouck and Tindal, 2006). Nevertheless, it is desirable

to have comparative values that can be used at any point in the

potential study period and that can take into account non-linear

developments in several performance levels.

Norming in learning progress monitoring

Fuchs et al. (2021) differentiate in the application of Data

Based Decision Making in (a) its use as universal screening

at one point of measurement for the performance level, (b)

as interpretation of learning development over several weeks,

or (c) as interpretation of instructional utility. For each field

of application, standards, benchmarks and norms which are

useful have to be developed for the individual instruments.

Teachers may use norms to have a comparison in addition to

individual data to measure learning progress as a basis for their

pedagogical decision and basis for the intensity of pedagogical

support (Hasbrouck and Tindal, 2006). The standards often refer

to curricular settings and the benchmarks are essentially cut-

scores that were determined to predict proficient performance

at the end of a year (Hosp et al., 2016). It is assumed

that for teachers such categories are easier to interpret than

continuous scores, if the categories for those are recognized as

benchmarks nationwide (Hosp et al., 2016). But this is not always

given (see section research questions). Moreover, a fine-grained

interpretation of continuous data adds little value to teachers, as

this would imply that for every expression of the norm, there is

also a routine to support students (e.g., a tier in a RTI). However,

the information on continuous variables is lost in this process of

categorization (MacCallum et al., 2002). Therefore, in addition

to categories, continuous norms for experts in assessment should

also be provided.Whether national benchmarks are formed at all

and to what extent this is possible in a federal country is an open

question. Regional norms are already a step forward if there is

no national agreement (e.g., Shinn, 1998).

Depending on the interpretation of the test, depending

on the sample and also depending on the scaling of the test,

these standardizations and the possible interpretations differ.

For educational decision-making, teachers may interpret both

the intercept (indicator for level of competence) and the slope

(indicator for learning progression) (Hosp et al., 2016). For

this purpose, teachers need not only the child’s values but also

comparative values from standardized school studies (Danielson

and Rosenquist, 2014; Förster et al., 2017). Standardized studies

are therefore also necessary for the interpretation of individual

as well as collective learning goals and trajectories. Norms

should be available over at least four measurement time points

and should account for children with specific learning difficulties

(Förster et al., 2017).

When external criteria are given on how test scores can be

interpreted directly there is no need for reference scores on the

population. This is because the evaluation of a test score is then

conducted in regard to this threshold. However, the vastmajority

of psychometric tests aim to classify a test result in relation

to a reference population (Lenhard et al., 2019). Norm scores

represent the distribution of raw scores in a (hopefully the)

designated population. The empirical distribution is therefore

assessed by a sample that is as representative as necessary. Norms

can be expressed in the form of t-values or percentiles. However,

since percentiles do not represent a linear transformation of

the raw scores, further computation with percentiles may lead

to bias. Therefore, the percentiles are usually transformed into

norm scores. Thesemay take the form of stanine scores, z-scores,

T-scores. The norming of psychometric tests can be defined as

setting up population-based reference scores in order to be able

to assess the exceptionality of an individual test result (Lenhard

et al., 2019).

Traditional norming has limitations on behalf of the sample

size, which tend to become rather large due to separated

groups and biased percentiles in the extreme values due to floor

effects. Additionally extreme values tend to influence percentiles

strongly. Discontinuity gaps are often present in norm tables

because of the categorical nature of the way time is metrized

(Zachary and Gorsuch, 1985). There are no norm values for

the time between the time intervals the norming took place in,

limiting their usefulness in PM. In the last place, traditional

norming is based upon assumptions on normal distributions of

the variables.

Continuous norming is based on modeling rather than

distributional assumptions. The term continuous norming refers

to the statistical modeling of the development of percentiles

as a function of the test and further explanatory variables

(e.g., age, gender, grade, SEN). The relation between scores

and time is computed by the total sample and not by single

groups. This way growth can be addressed very accurately

by including more parameters (Zachary and Gorsuch, 1985;

Lenhard et al., 2018; Voncken et al., 2019). Continuous norms

may be calculated by polynomial regression for normally

distributed variables (Zachary and Gorsuch, 1985), other

assumed distributions (Voncken et al., 2019) or even without

distributional assumptions (Lenhard et al., 2018). For a

comprehensive summary on continuous norms see Lenhard

et al. (2018). A summary of the steps for the derivation

of continuous norms without prior assumptions is given in

Lenhard et al. (2019). These can be described briefly: (a)

Subsamples are created. (b) If a continuous explanatory variable

(e.g., age) is used, categorical groups (e.g., age intervals) are

generated. (c) For each case position percentiles are identified.

(d) For every explanatory variable and every position of each

case in a subsample, power and their products are computed.

(e) A stepwise regression analysis is done using the powers and

their products to predict the empirical raw score. (f) The Taylor

Frontiers in Psychology 05 frontiersin.org

176

https://doi.org/10.3389/fpsyg.2022.943581
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Schurig et al. 10.3389/fpsyg.2022.943581

polynomial function is used to predict the raw score based on

the explanatory variable(s). (g) The rank is identified with the

significant variables from the stepwise regression analysis. Using

the identified Taylor polynomial function either norm tables can

be generated or norm values can be derived directly based on the

measured raw score and age.

Continuous norming is especially relevant for tests where

results have to be assessed in regard to age or grade and if the

test will be performed at variable times. The potential advantages

of continuous norms are therefore the lack of gaps within an

age range, a fine age gradation and the extrapolation into ranges

that were not available in the sample. Additionally, the required

sample size is strongly reduced. In summary, this suggests that

continuous norms and standards could be of great importance

for the derivation of comparative values in PM procedures. To

our knowledge, however, this has not yet been done.

Research questions

The measuring of spelling skills in progress monitoring

is usually done by using a robust indicator approach in

both primary and secondary schools. The research focuses

on identifying appropriate tasks and assessment options. This

is because the wide variability of errors in spelling (e.g.,

capitalization, punctuation, grammar, inflections as well as

sequencing) makes it difficult to determine a proxy indicator. In

a systematic review by McMaster and Espin (2007) the correct

word sequences and the difference of correct minus incorrect

word sequences are the most appropriate indicators across all

grades. Nevertheless, the number of correctly written words is

most commonly used in school practice because this index is

reliable and very easy to evaluate (McMaster and Espin, 2007).

Strathmann and Klauer were the first to publish a proposal for

a German-language learning progress test to measure spelling

competences (Strathmann et al., 2010). This is a pragmatic

dictation test that measures students’ transcription skills with

the number of correct words as a robust indicator. The spelling

of words is assessed according to the categories right or wrong,

but it is very easy to design multiple parallel forms of tests that

are necessary for progress monitoring. To generate the items,

the test authors first created a basic vocabulary (Strathmann and

Klauer, 2010).

In contrast to the USA, there are no benchmarks or

standards for PM tests in Germany. In Germany, the federal

structure of the education system complicates or even forbids

the use of national standards for progress monitoring, as both

curricular content, student support and school types differ

significantly between the states (Brussino, 2020). Even basic

vocabularies (e.g., the set of words in a language necessary

to understand any text in a given language at a given stage

of development) differ between states due to dialects (e.g.,

language varieties). The use of basic vocabulary is an important

didactic approach for the acquisition of spelling skills at school

in Germany. Such approaches were already used in the GDR

(Riehme, 1987), and later also inWest German states (Sennlaub,

1985; Naumann, 1987). The reason given for this was the partly

limited regularity in German orthography (Brinkmann and

Brügelmann, 2014). Almost all the federal states in Germany

have recently developed state-specific basic vocabularies. In

total, 1915 words are explicitly listed in the vocabularies of the

federal states. However, only 8 words are listed in all. A large

proportion of 724 words are listed only in one of the basic

vocabularies. For a summary, see Blumenthal and Blumenthal

(Blumenthal and Blumenthal, 2020).

Although there are three internet platforms that offer

scientifically designed and tested instruments for progress

monitoring spelling competencies at the moment (Blumenthal

et al., 2022), the use or application is still rather unknown

in practice and not recommended by the state. In Germany,

teachers can use the state-funded research project lernlinie

(learning line1) to formatively measure their children’s spelling

performance. The question arises as to whether the available

data can be scaled, linked across grades and translated into

comparative values that allow individual students to be placed

within percentiles. From these considerations, the following

research questions were derived:

• Are the test forms IRT scalable and are the reliability values

of the person parameters in an acceptable range?

• How strong are the correlations between the person

parameters between the points of measurement?

• Is the data sufficient to derive interpretable and meaningful

continuous norms?

• What threshold values can be used for the identification of

a risk group?

• In a first step, the results of the individual tests are

presented and the fit to the Rasch model is demonstrated.

In the second step, the norms are formed across the grades

using continuous norms.

Methods

Sample and design

The longitudinal study includes 3,000 children from second

to fourth grade whose spelling performance was assessed at the

beginning of the school year and in the middle of the school

year. The scoring of the test was done along the categories

of right and wrong. The Internet platform www.lernlinie.de

offers free screenings and tests that are appropriate to measure

progress over time as a print version under free license for all.

However, the use of the platform with the automatic evaluation

1 www.lernlinie.de
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is possible only for teachers of the federal state funding it. This

also meant that data protection guidelines of the state were

made applicable and relevant background characteristics such

as SEN could not be included by the researchers. In the state

in question, this information must remain in the schools if

guardians have not explicitly released it. This permission was

not obtained for the project. In the data analysis, the user data

of this platform are evaluated in the spelling tests from second

to fourth grade level. Registration and use of the platform are

free of charge and voluntary. Teachers can then download the

tests as a copy template for a paper-pen test. The teachers enter

the students’ entries into the database. Then they are analyzed

automatically and children’s performance are estimated. By now

the following normative cut-off points are given: “well below

average” for percentile rank <10, “below average” for percentile

rank < 25, “average” for percentile rank < 75, “above average”

for percentile rank < 90, “well above average” for percentile

rank > 90.

The analyses presented here used student data deposited

in the database over the 2018/19–2020/21 school years. Tests

were administered at 6-month intervals, at the beginning and

middle of each school year. The students were distributed among

51 schools from rural or small-town areas. The gender ratio

proved to be approximately balanced. General participation

was voluntary and schools were free to decide how many

and which test dates they participated in. Information on the

distribution of students across grade levels can be found in

Table 1, the overlap between the participations is given in

Table 2.

Instruments

The Reiner test concept records the spelling performance

of elementary school children every 6 months at the middle

and end of the school year. The test was developed for

lernlinie (see Blumenthal, 2022). The test consists of cloze

texts (Taylor, 1953) that are dictated by the teacher and for

which the target words are to be written down by the children.

For the test construction different German textbooks were

analyzed. However, the individual spelling phenomena vary in

the textbooks, in terms of when they first appear, by up to

3 years (cf. Diehl et al., 2020). Vocabulary and its scope also

vary (cf. Voß and Blumenthal, 2020). For the construction of

the item pools, the models for reading acquisition in German

(Gasteiger-Klicpera and Klicpera, 2005), models for spelling

(Reber and Kirch, 2013), and the recommendations of the

Standing Conference of the Ministers of Education and Cultural

Affairs of the federal states in the Republic of Germany (KMK)

for the subject German (KMK, 2005), as well as contents of

selected language books for elementary school were used.

The item selection was therefore based on the

following criteria:

• Items correspond to the verbal vocabulary of children

between six and ten years of age

• Items follow recommendations of education ministries

• Items correspond to the vocabulary of relevant textbooks

• Items represent different levels of difficulty

The recommendations of education ministries means the

reference to the intersections of the multiple German basic

vocabularies. From several vocabularies, 808 relevant words for

elementary school were chosen. From these, a test pool for each

grade level was created according to the rules in Table 3. The

item pools overlap and due to a linkable multi-matrix design

(Mislevy et al., 1992). In multi-matrix designs alternate test

forms are created with items from an item pool. For the Reiner

Test this resulted in two different forms of the same test (e.g.,

the same item pool) per grade level. All tests are therefore linked

by anchor items. Anchor items are the items that are used in

more than one test form to link the results. A total of 275 of

the words were used for linking, 98 across grade levels and

177 within grade levels. Attention was paid to a distribution of

spelling phenomena to be observed, so that a spread of item

difficulties across the anchor items can be assumed (Blumenthal

and Blumenthal, 2020). Thus, in grade 1, especially (but not

exclusively) phonetic short words were used; in grade 2, mainly

phonetic complex or frequent words as well as words with

multiple consonants; in grade 3, words with double consonants,

compound nouns, the extension h or the consonant compounds

ck or tz; in grade 4, words with double vowels, the consonant

compound chs, adjectives ending in -ig or foreign words.

The tests were piloted and a main study with N = 4091

children in 192 first to fourth grades and 24 schools showed

fit to a unidimensional Rasch model (Voß and Sikora, 2017).

The levels of difficulty were chosen in accordance to Embretson

(1996) in order to cover a full range of abilities and thus to enable

the location of the person parameters against the background of

the differing item difficulties. Words were chosen by the item

parameters (Blumenthal and Blumenthal, 2020) to represent

easy, medium and difficult words. From a psychometric point

of view, 732 words could be identified as suitable for assessing

spelling competencies from the grade level 2–4.

The formal design of the spelling tests was guided by

economic and pragmatic factors that an inclusive school setting

entails (Hosp et al., 2016). For example, they were to be

feasible as group procedures in a class setting, the test was

not to last longer than 15min and they were to include tasks

that were close to instruction, such as simple word dictations

with word counts that depended on the grade level and on

whether the test was taken at the beginning or in the middle

of the school year (grade 2: first test 24 items and second

test 36 items, grade 3: first test 36 items and second test 48

items, grade 4: first test 48 items and second test 60 items).

All target words were embedded in narrative texts around the

identification figure (a pig named Reiner) that were appealing
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TABLE 1 Students by grade and gender.

Grade and test within the grade

Grade 2 Grade 3 Grade 4

t1 t2 t1 t2 t1 t2

Boys 604 324 688 282 561 238

Girls 585 312 589 232 480 211

Total 1,189 636 1,277 514 1,041 449

TABLE 2 Overlap between grades.

Number of participations

6 times 5 times 4 times 3 times 2 times 1 time Total

Boys 8 39 74 201 296 963 1,581

Girls 10 34 51 195 261 868 1,419

Total 18 73 125 396 557 1,831 3,000

TABLE 3 Structure of the reiner tests.

Grade 2 Grade 3 Grade 4

1. Phonetic words with 3-4

graphemes

2. Phonetic words with 5-8

graphemes

3. Special/difficult words

(diphthongs, umlauts, words

with v)

4. Words with double

consonant

5. Words with [ck]

1. Common words

2. Phonetic words with 2–3 graphemes

3. Phonetic words with 4–7 graphemes

4. Words with [ie]

5. Words with [ß]

6. Words with [qu]

7. Words with [ck]

8. Words with [v] at the beginning of the word

9. Words with umlaut [ä], [ö], [ü]

10. Words with consonant doubling ll, tt, nn, mm

11. Words with multiple consonants (e.g. nst)

12. Words with stretching h

13. Word combinations

1. Common words

2. Phonetic words without restriction of the number of

graphemes

3. Words with diphthongs au, ei

4. Words with [ie]

5. Words with [ß]

6. Words with [x]

7. Words with [tz]

8. Words with [ck]

9. Words with extensions [üh], [ieh], etc.

10. Words with consonant doubling ll, tt, ff, ss

11. Words ending in -ig, -lich, -ung, -heit, -keit

12. Words with prefixes be-, ge-, ent-, ver-, vor-

13. Words ending with [chs], [ks]

14. Words with a double vowel

15. Words with [qu]

16. Words with stretching h

17. Words with pronoun hardening

18. Words with [v] at the beginning of a word

19. Words with vowel derivatives to umlaut [a-ä], [u-ü]

20. Word combinations

21. Foreign word

Examples (Grade 2 Test 2) Examples (Grade 3 Test 2) Examples (Grade 4 Test 2)

Wo [where]

vom [from]

Euro [Euro]

Lasso [Lasso]

Körper [Body]

dem [the (dative)] Lied [Song] springst [you

are jumping] Blätter [Leaves] Geburtstag

[Birthday]

Glück [Luck]

gießen [we are casting]

Frühling [Spring]

ängstlich [anxious]

unglaublich [unbelievable]
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to children in order to a) increase motivation to complete

the tests and b) generate content contexts for semantically

ambiguous words. It is assumed that spellers with difficulties

might use context clues to their advantage (Taylor, 1953; Ehri,

2005).

The complexity of the texts was determined using the LIX

index (Lenhard and Lenhard, 2014). The LIX index accounts

for surface features of a text (number of words, word length,

proportion of long words, and sentence length) and thus forms

an indicator for assessing its difficulty or ease. The LIX is

the sum of the average sentence length of a text and the

percentage of long words (more than six letters). Care was

taken to ensure that the LIX values for the text templates were

below 40 and could thus be assumed to be suitable for children

and adolescents.

Initial analysis of the psychometric adequacy of the

developed tests revealed high reliabilities in the range between

.90 ≤ α ≤ 0.96. Correlations with convergent procedures

(spelling test Hamburger Schreib-Probe 1-10; May et al., 2019)

vary between r = 0.69 (N = 56) and r = 0.82

(N = 177) and testify to the validity of the instruments.

Further evidence of the psychometric quality of the tests was

determined in the present study. In Table 4 the descriptive

values as well as the accuracy of the tests within the grades

are given.

Results

The basic psychometric criteria were analyzed by the

application of IRT analysis with TAM (Robitzsch et al.,

2021) in R (R Core Team, 2021). One-parameter logistic

models with marginal maximum likelihood estimators were

applied. The random effect models were done with lme4

(Bates et al., 2015) and the visualization was done with

GAMLj (Gallucci, 2019) in jamovi (The jamovi project,

2022).

There are different approaches to the computation

of continuous norms. Parametric approaches are making

assumptions on the distributional shape of the raw scores (e.g.,

R Package GAMLSS; Rigby and Stasinopoulos, 2005), non-

parametric regression based approaches and semi-parametric

approaches address the norms as latent variables (Lenhard

et al., 2018; R Package cNORM). The approach within cNORM

offers the beneficial characteristic that it does not require any

distributional assumptions. Therefore, in most use cases the

data can be modeled more precisely than with parametric

methods (Lenhard et al., 2019). This is particularly true for small

samples as small as < 100 and skewed distributions. The data

as well as the code is deposited as an open-access OSF project

(Schurig et al., 20212).

2 https://osf.io/vg2r7/

Scaling

To assess the fit of the models measures of reliability (EAP

Reliability), a measure of local independence (the average of

absolute values of the adjusted Yen‘s Q3 statistic; Yen, 1984, see

Robitzsch et al., 2021) as well as mean Outfit and Infit values are

given (Table 5;Wright andMasters, 1982). The necessary criteria

were met within each grade with reliabilities exceeding 0.8, the

mean Q3 statistics approximating 0 and the mean item fit values

approximating 1. It can be assumed that the usage of sum scores

is defensible (Rost, 2004).

To address the fairness of the test effects of differential

item functioning (DIF) between gender groups were analyzed

by using Raju‘s Area method (see Wright and Oshima, 2015)

implemented in Snow IRT (Seol, 2022). For this method effects

sizes were introduced by Wright and Oshima (2015) with cut-

off values between < 1 for neglectable effects and > 1.5 for large

effects of DIF (Magis et al., 2010).

In Grade 2 time 1 no effects >1 were observed so that a

negligible DIF can be assumed (Mabs = 0.37, SD = 0.23) and

in 2.2 one moderate and one large effect were observed (Mabs =

0.48, SD = 0.41). In Grade 3 time 1 one item showed a large

effect (Mabs = 0.40, SD = 0.44) and in Grade 3 time 2 six items

showed moderate and one item showed a large effect (Mabs =

0.54, SD = 0.38). In grade 4 time 1, one item showed a large

effect (Mabs = 0.49, SD = 0.31). In Grade 4 time 2 moderate

effects were observed in nine and large effects were observed in

six items (Mabs = 0.74, SD = 0.60). However, the effects do not

have a clear direction which could be interpreted, so that one

can assume random and therefore ignorable DIF effects. In the

next step the distributions of the sum scores are given. As can be

seen in Figure 1 the distribution of the percentage of accuracy is

becoming more skewed toward the higher grades. On the y-axis

the density is given due to different sample sizes.

When the measures between the points of measurement are

correlated, the effects (Spearman rank correlation coefficients;

Table 6) range from rs = 0.51 to 0.85. Roughly speaking, the

effects are higher the closer the data points lie to each other

in time.

Random e�ects modeling

In a last step individual growth effects were addressed with

a linear mixed model with the scores as random effects within

persons and time as a factor (Gallucci, 2019). Here two models

were taken into consideration. In the first place (Model 1;

Figure 2) the percentage accuracy was analyzed as a random

effect. In both models the number of included cases is nid =

2981. This is the number of students with at least two successive

points of measurement and the number of observations within

the cases is nobs = 5087. In the second place (Model 2; Figure 2)

the sum of the solved items was analyzed. InModel 1 the stability

of the difficulty of the test is addressed. InModel 2 the individual
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TABLE 4 Descriptive values of the reiner tests.

Grade Timepoint N Mean Median SE SD Min. Max. Missing Perc. Acc. SD

2 1 1,189 13.1 13 0.17 5.87 0 24 0 0.55 0.24

2 2 636 20.8 21 0.35 8.71 0 36 0 0.58 0.24

3 1 1,277 23.2 24 0.22 7.99 0 36 0 0.64 0.22

3 2 514 29.7 31 0.5 11.3 0 48 0 0.62 0.24

4 1 1,041 32.2 34 0.32 10.4 0 48 0 0.67 0.22

4 2 449 39.8 43 0.67 14.3 3 60 0 0.66 0.24

TABLE 5 Fit statistics of the used measures.

Grade t n # items EAP Rel. MADaQ3 M SD M SD

Outfit Outfit Infit Infit

2 1 1,189 24 0.88 0.084 0.99 0.14 1.00 0.06

2 2 636 36 0.92 0.048 1.01 0.21 1.00 0.10

3 1 1,277 36 0.90 0.051 0.99 0.19 1.00 0.11

3 2 514 48 0.93 0.046 1.04 0.37 1.00 0.12

4 1 1,041 48 0.92 0.043 0.99 0.19 1.00 0.10

4 2 449 60 0.94 0.048 1.01 0.32 1.00 0.12

FIGURE 1

Analyses of the densities of the distributions of the percentage accuracy by Grade.

growth in dependence on the increased length of the test (24–60

items) and the increased difficulty of the items (see Instruments)

is in the center of interest. The Pearson correlation between

the sum scores of all observations and the percentage solved is

r = 0.822 (p < 0.001). Figure 2 (Model 1) indicates that there is

no significant floor effect for the difficulty of the tests. The figure

of Model 2 shows that there is a compression at the ceiling of

the test (the maximum number of items) but that the test also

covers low performance and its development, especially from

grade 3 onwards.
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FIGURE 2

Analyses of random e�ects models.

For both Models fixed effect omnibus tests (Wald) showed

significant main effects (Model 1: F(5, 2815) = 151, p < 0.001;

Model 2: F(5, 2990) = 1365, p < 0.001). The conditional R2

(variance explanation of the model) in Model 1 is 0.79 and in
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Model 2 it is 0.86. ThemarginalR2 (variance explanation by time

alone) is 0.07 in Model 1 and 0.47 in Model 2. The intra class

correlation (ICC) of the random component (Student ID) is 0.78

in Model 1 and 0.74 in Model 2. This indicates an expected

high variance explanation that can be attributed to the student’s

proficiency. The low marginal R2 of Model 1 shows that the

difficulty of the test does change significantly but only slightly

on behalf of the effect sizes over time which is desirable for the

successful linking of the measured values. The fixed effects in

Model 2 are larger due to the rising ceiling of the test (Table 7).

In summary, it can be stated that the available data are

suitable to a sufficient extent to derive standard values. The

relevant question for the linked distributions is whether it

is possible to cover a sufficiently broad range of abilities

to derive percentiles of interest. Since the aim of these

percentiles is to identify students who have difficulties in

learning, the relevant question is which percentile is chosen

to derive learning difficulties. This can be deduced directly

from the assumed volume of a tier of the RTI system

implemented nationally or regionally. “In a well-designed

RTI system, primary prevention should be effective and

sufficient for about 80% of the student population” (National

Center on Response to Intervention, 2010). In the model

project, it was analogously stated that it can be assumed that

∼20% of the students are supposed to receive second tier

support (secondary prevention) and up to 5% of the students

are supposed to receive intensive individual support (Voß

et al., 2016). Taking into account the level of error, progress

monitoring, which is used for screening and in addition to

possible assessment diagnostics to decide on a support tier,

should be selective, especially in the lowest quartile for the

second tier (25%) and the lowest percentile for the third

tier (10%).

Normalization

Since multiple regression is used to obtain a model which

allows for the estimation of normal values the first step is to

identify this model. cNorm utilizes the best regression subset

approach to do so (James et al., 2013). The approach returns

a regression model, which describes the given norm sample as

well as possible with a minimal number of predictors (Gary

et al., 2021). These are the explanatory variables (e.g., age

or grade), the powers as well as the interactions of person

location on the spectrum and explanatory variable. After a

model is established, a numerical approximation (not an exact

calculation) of the norm score in question can be deduced.

For the necessary ranking of the person scores in the grade

groups the default procedure was chosen. The degree of the

polynomial of the regression function was chosen to be quartic.

For the normalization all cases (N = 3000) were included

even though the sample sizes varied strongly. n = 1831 students

only took part once. n = 557 took part two times, n =

396 three times and so forth (see Table 2 in section sample

and design). n = 1419 girls and n = 1581 boys took part

at all.

For the model validation an adjusted R2 value can be

used. This is the representation of the approximation of the

polynomial on the person score, the estimated norm score and

in this case the grade variable. The modeling procedure of the

Reiner scores from Grade 2 time 1 to grade Grade 4 time 2

reached an adjusted R2 = 0.991 (which also is the stopping

criterion of the Taylor function in cNorm; Lenhard et al., 2018)

with five terms and an intercept. The number of terms was cross

validated (20% validation sample; see Gary et al., 2021), repeated

ten times and with up to ten terms. No substantial improvement

in model fit could be achieved by adding more terms.

Three powers and the related interactions were needed to

fit a sufficient model. The root mean square error (RMSE),

deduced from the difference between the predicted scores and

the manifest scores, reaches RMSE = 0.0224. When taking

into account that the person score in question is a percentage

with possible values between 0 and 1 the error is justifiable. In

Figure 3 it can be seen that the fit is worse in the area of extreme

values especially in the higher grades but in most cases the fitted

scores are approximating the observed scores well.

The observed and predicted percentile curves are given in

Figure 4. PR stands for percentile rank and the following number

the percentile. For example, PR50 describes the 50th percentile.

It can be seen that the changes of the test designs (more and

more difficult items) are reflected in the observed normal values.

A high proximity of the percentile curves to each other indicates

poor separability between these curves as can be seen above the

75% percentile. The lower ranks are clearly separable though.

To check which percentiles can be loaded in terms of

content, it is possible to inspect the confidence intervals of

the norm scores (here T-values) within the measurement time

points. This is relevant for the research question on possible

threshold values for students-at-risk. However, since these are

estimated from the complete population, they reach roughly

10% with a 90% confidence interval, regardless of rank and

when controlling for regression to the mean, given the smallest

observed reliability of 0.88 [for details on the estimation of the

C.I. see Lenhard et al. (2018); see Supplementary Table 1].

With reference to the underlying test, however, it is desirable

to achieve a high discriminatory power for the ability range

that the test is intended to cover in particular. In the case of

the present test, this corresponds in particular to the threshold

value necessary to separate the 10th and 25th percentiles or

(very) roughly t values between 30 to 40 points. In terms of

raw scores, this corresponds to a percentage of solved items

between 20 and 30% in the 10th percentile and between 40 and

50% in the 25th percentile. The test is therefore easy enough to

include information to separate between ranks in the relevant

ability domain.
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TABLE 6 Spearman correlations between the points of measurement.

Grade 2 Grade 3 Grade 4

t1 t2 t1 t2 t1 t2

Grade 2 t1 1

t2 0.74 1

Grade 3 t1 0.67 0.83 1

t2 0.68 0.83 0.79 1

Grade 4 t1 0.58 0.74 0.67 0.79 1

t2 0.51 0.75 0.72 0.85 0.84 1

Only pairwise complete observations were used. All Correlations are significant on a p < 0.01 level.

TABLE 7 Fixed e�ects parameter estimates.

Model 1 (Percentages) Model 2 (Sum scores)

95% confidence interval 95% confidence interval

Names Est. Lower Upper p Est. Lower Upper p

Intercept 0.61 0.60 0.62 < 0.001 26.02 25.69 26.36 < 0.001

2.5–2.0 0.03 0.02 0.04 < 0.001 7.71 7.16 8.26 < 0.001

3.0–2.0 0.13 0.12 0.14 < 0.001 11.45 10.95 11.95 < 0.001

3.5–2.0 0.11 0.09 0.12 < 0.001 17.99 17.34 18.64 < 0.001

4.0–2.0 0.17 0.16 0.19 < 0.001 21.14 20.55 21.73 < 0.001

4.5–2.0 0.14 0.12 0.16 < 0.001 27.75 27.01 28.49 < 0.001

FIGURE 3

Analyses of observed and fitted raw scores.
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FIGURE 4

Analyses of percentile curves.

Discussion

The tests are clearly scalable and reliable and the person

parameters correlate strongly across the times of measurement.

The results show that achievement gaps between students in

our study generally increase over the years. This finding is in

line with Herrmann et al. (2021). This is particularly critical

given that the teachers involved in our study received the

results from the tests in the sense of a formative assessment.

Thus, even despite this information, the students with the most

difficulties did not succeed in catching up with the rest of the

class. But we do not know to what extent the information

was used. The interpretation must take into account that the

study was conducted in inclusive schools. Thus, this result

is also in line with the research that children with special

educational needs differ significantly from the performance of

normal students and also fail to catch up with this performance

by the end of school (Gebhardt et al., 2015). Even with a

comprehensively designed system for high-quality instruction

for all students and effective support for at-risk children, it

may not be possible to adequately address the needs of all

children (Voß et al., 2016). The results of the long-term study

of the inclusion model in Rügen (Blumenthal et al., 2019)

show that prevalence of special needs has been significantly

reduced. However, there is a not inconsiderable proportion of

students with extensive difficulties at school for whom long

term support must also be offered. This is not only a regional

phenomenon, but is also evident in the international context

(Fuchs et al., 2014, 2017). Research indicates that 5 to 10%

of the student population requires intensive intervention in

terms of special education support (O’Connor and Fuchs,

2013).

Normalized scores could be readily derived by the applied

procedure. But the question on possible thresholds for the

identification of students-at-risk has to be answered in regard

to error margins of percentiles. The statistical results show

that a representation of the fifth percentile range is associated

with too large errors in this study. Therefore, such a cut-off is

rather inappropriate for extensive educational decisions based

upon the test in question. However, it seems appropriate to

consider percentile 10 as the smallest cut-off line.We understand

MTSS as a tiered system, in a pragmatic approach. It would

be nice to determine the exact level of all learners at all points

in time, but that doesn’t work without a lot of effort and

(very long) tests. Ergo: We stick to an indicator that roughly

signals to us that something is wrong and then we take a closer

look to initiate and optimize support processes. Ultimately,

setting a threshold for student achievement is a normative

decision. It could be shown that the present test can support

this in the range of the 10th percentile. However, whether this

is appropriate or whether individual consideration should be

given to the 25th percentile is also a decision that must take

into account the performance of a school system. A Smart

RTI System as proposed by Fuchs et al. (2012) does not rely
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on error-free measurement on every level and at every point

of measurement. In general, it can be assumed that norm

statements for teachers should rather refer to coarser categories

(percentile limits 10, 25, 50, 75, 90). These serve data-based

decisions in terms of level assignment in an MTSS. Finer

gradations (as can readily be found in continuous norms) are

associated with higher probabilities of error and add little value

here. The classification of students between these thresholds

over time, without the need for a fixed time interval for testing,

can thus make it possible to classify them in MTSS systems

with sufficient certainty for this purpose. It must be clear,

however, that a single measurement is not sufficient to map

a learning process and that this single measurement cannot

be seen as a “substitute” for a status diagnosis (Christ et al.,

2013). Finer norms would also suggest that the school also has

concrete measures and responsibilities ready for all gradations.

The categorization of norms is accompanied by a considerable

loss of information, which can have a significant impact, e.g.,

when a child’s performance falls very close to the borderline

between percentiles. In this respect, combined information in

the sense of positioning student performance in a percentile

band with additional specification of a confidence interval is

important. Within the framework of scientific research, fine

norm gradations can also be processed and taken into account

accordingly by means of different analysis methods. Here,

a loss of information through data categorization would be

detrimental. The most important question is how to design

funding and resources so that children with more needs get

more effective support without being stigmatized (Meijer and

Watkins, 2019). The application of the norms in screening help

for the application of a multilevel support system to make an

important basis for the pedagogical decisions.

The following limitations of the current study must be

considered. The sample used is selective and insufficiently

controlled to determine the effects of compensatory measures

on a school or even a classroom level. For example, the quality

of the instruction at the classroom level could not be determined.

Furthermore, the data collected is sufficient to model latent

trajectories on a growth level but is not sufficient to model

individual learning trajectories due to irregular participation.

The Reiner test tends to have ceiling effects because the number

of items per test is limited and only those items that correspond

to the grade level spelling instruction were selected. However,

this is negligible for screening purposes in the lower percentiles.

Also it has to be mentioned that the test is designed as a

group test with a dictation. Thus, the test is not designed to

be administered individually. Another limitation of the results

is the lack of comparison with an external characteristic on the

basis of which the specificity and sensitivity of the results could

be demonstrated over time. Differential results of Verhoeven

(2000) or Lervåg and Hulme (2010) could also not be replicated

due to the lack of background characteristics in this sample. For

a better generalizability of the results, a sample with a higher rate

of control is needed. Lastly the grade bracket of this study did

not include data from first grade due to changes in the test. This

shortcoming has to be addressed.

Developing screenings and progress monitoring

instruments to identify children with learning difficulties

is important, but not easy (Fuchs et al., 2021). The tests must

be both easy to use and to interpret by teachers as well as

psychometrically tested and reliable (Schurig et al., 2021).

The Reiner test was constructed according to the needs of

teachers and the regulations of the school system and was also

able to demonstrate psychometrically appropriate goodness.

A level of difficulty was selected for each grade level so that

the test met the requirements of the grade level. Those grade

levels aligned well across time but one should interpret the

course over all 4 years only cautiously. Overall, there is

considerable variation between the children, which increases

rather than decreases over the years. While the test measures

a more restricted test range in the first years, the test range

becomes larger over the years with further requirements.

Since there are fewer but still some easy items in the higher

grade level test, the Reiner tests are also very sensitive to the

lower percentiles.

Why are there no visible compensation effects of the

tests? It has to be stated that formative assessment is still

not widely used and teacher professionalism is expandable.

The Reiner test concept is already in use in the inclusive

region of Rügen and has proven itself as a standardized

instrument with comparable norms. This makes it one of

the three instruments used in Germany (Blumenthal et al.,

2022). It offers a longitudinal screening with clear curricular

references as well as a qualitative diagnostic that is linked to

proposed pedagogical intervention. This outlines clear support

structures. But in the final step, schools and sometimes even

teachers in Germany decide for themselves how to deal with

such offers due to the high degree of autonomy. This also

includes the textbooks used and the question of the closeness

to the textbooks in the design of the instruction at a classroom

level. However, there is a lack of implementation in the

system, training, etc. The next step for Reiner will be to

examine the extent to which testing can be implemented more

regularly per class and whether and where test results can be

integrated into everyday school life and the associated support

in learning.
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The BEHAVE application as a tool 
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In the last few years, many educational and therapeutic interventions for 

young people with neurodevelopmental disorders are based on systematic 

monitoring of the outcomes. These interventions are typically conducted using 

single-case experimental designs, (SCEDs) a set of methods aimed at testing 

the effect of an intervention on a single subject or a small number of subjects. 

In SCEDs, an effective process of decision-making needs accurate, precise, 

and reliable data but also that caregivers and health professionals can gather 

information with minimal effort. The use of Information Communication 

Technologies in SCEDs can support the process of data collection and analysis, 

facilitating the collection of accurate and reliable data, providing reports 

accessible also by non-experts, and promoting interactions and sharing 

among clinicians, educators, and caregivers. The present paper introduces 

the BEHAVE application, a web-based highly customizable application, 

designed to implement SCEDs, supporting both data collection and automatic 

analysis of the datasets. Moreover, the paper will describe two case studies of 

kindergarten children with neurodevelopmental disorders, highlighting how 

the BEHAVE application supported the entire process, from data collection in 

multiple contexts to decision-making based on the analysis provided by the 

system. In particular, the paper describes the case studies of Carlo and Dario, 

two children with severe language and communication impairments, and the 

inclusive education interventions carried out to maximize their participation 

in a typical home and school setting increasing their mand repertoire. Results 

revealed an increase in the mand repertoire in both children who become able 

to generalize the outcomes to multiple life contexts. The active participation 

of the caregivers played a crucial role in the ability of children to use the 

learned skills in settings different from the ones they were learned in.

KEYWORDS

neurodevelopmental disorders, applied behavior analysis, communication 
impairments, technologies for monitoring, inclusive intervention
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1. Introduction

Single-case experimental design (SCED) is an expression used 
to indicate a class of research designs, characterized by repeated 
observations of a single entity (generally an individual, but can 
be also a group, a classroom, a school, or a hospital) in a fixed 
period during at least a variable is manipulated, generally 
the treatment.

SCEDs are often contrasted with randomized control trials 
(RCTs), in which two or more groups, control vs. experimental 
groups, are compared with the aim to establish the effects of an 
intervention using standardized and validated instruments. For 
many years, RCTs were the “gold standard” for experimental 
studies. Recently, a growing number of works have criticized the 
general usefulness of these clinical trials to discern the impact on 
the individual health of some specific treatments (Jacobson and 
Christensen, 1996; Westen and Bradley, 2005; Wachtel, 2010; 
Branch, 2014; Perone, 2019). An RCT study can capture the 
“average” effect but is not suitable to determine the causal/
functional relationship between a treatment and observed change 
for one individual: “managers and trialists may be  happy for 
treatments to work on average; patient’s doctors expect to do 
better than that” (Evans, 1995; cited by Vlaeyen et  al., 2020, 
p. 659). SCEDs are especially suitable for establishing evidence of 
intervention efficacy and conducting pilot investigations, also for 
large-scale causal studies (Smith, 2012; Natesan Batley et  al., 
2020). Although the methodology underpinning SCED has a long 
history, at least since the work of experimental psychology based 
on the behavioral approach and operant conditioning (Skinner, 
1938; Sidman, 1952, 1960; Skinner, 1956; Shapiro, 1966) recent 
epistemological and methodological developments have brought 
this type of study back into the mainstream.

The use of SCEDs is historically linked to the study of human 
and animal behavior and the search for causal or functional 
relationships between the manipulation of the subject’s living 
environment and observable changes in his/her behaviors (Tate 
and Perdices, 2019; Vlaeyen et  al., 2020; Kazdin, 2021). This 
methodology is therefore frequently used when it comes to testing 
the effectiveness of therapeutic interventions in developmental 
disorders. For example, in a recent systematic review of behavior 
analytic interventions for young children with intellectual 
disabilities (Ho et al., 2021) of the 49 studies included, only three 
(6%) were group-design studies, and the rest used single-case 
design methodology. Moreover, SCED appears as the prevalent 
methodology (Cannella-Malone et al., 2021) to monitor problem 
behaviors related to the most common neurodevelopmental 
disorders (Horner et al., 2005; Odom et al., 2005; Cook and Cook, 
2013; Cook and Odom, 2013).

For this type of issue, the interventions are often tailored to 
the specific characteristics of the individual and based on the 
assumption that behavioral change can be  the result of a 
learning process. The comparison between groups can 
be affected by important biases, related to the difficulty to have 
homogeneous groups, the intervention of spurious variables, the 

interpretation of the results in terms of efficacy on a single 
individual, and the translation of correlation in a 
functional relationship.

SCEDs can also be  affected by the risk of bias. The most 
frequent risks are related to the inability to conceal certain 
elements of the research design from study participants, 
researchers, and individuals collecting outcome data. Another 
frequent risk of bias is related to the lack of clear documentation 
of fidelity to the experimental procedures (Smith et al., 2022).

The use of ICTs in SCEDs is relevant to reduce the risk of bias 
supporting the process of accurate and reliable data collection 
(Spachos et  al., 2014). Moreover, ICTs could promote the 
generation of reports accessible also by non-experts, and the 
interaction and sharing among the different caregivers.

The present paper introduces the BEHAVE application as a 
tool to promote the culture of evidence-based principles both in 
clinical and educational contexts, facilitating the process of 
monitoring and management of the problem behavior linked to 
neurodevelopmental disorders (NDDs) and providing users with 
an easy way to gather data and evaluate the effect size of the 
behavioral interventions.

In particular, the paper will introduce the BEHAVE web 
application as a technological tool supporting an ABA inclusive 
intervention applied to two kindergarten children with autism and 
severe language and communication impairments. First, 
theoretical points of departure about autism spectrum disorder 
(ASD) and language and communication impairments will 
be described. Then the paper will describe the two mentioned case 
studies, highlighting how the BEHAVE application supported the 
entire process, from data collection in multiple contexts to 
decision-making based on the analysis provided by the system.

2. Autism spectrum disorder and 
language and communication 
impairments

According to DSM-5 (American Psychiatric Association, 
2013), the diagnostic class of neurodevelopmental disorders 
(NDDs) comprises disorders that arise during the developmental 
period characterized by personal, social, scholastic, or 
occupational difficulties. The phenotypes of NDDs are very 
heterogeneous including for example intellectual disabilities, 
autism spectrum disorders (ASD), attention-deficit/hyperactivity 
disorders, communication disorders, neurodevelopmental motor 
disorders, and specific learning disorders. The etiology of these 
disorders is considered multifactorial (Guo et al., 2018) involving, 
among others, genetic, perinatal, endocrine, and psychosocial risk 
factors. The prevalence of NDDs is highly variable changing as a 
function of the disorder typology, socioeconomic factors, and sex. 
For example, intellectual disabilities range from 0.3 to 8% 
according to the severity (Simonoff, 2015), speech disorders from 
2 to 31% (Norbury and Paul, 2015), and autism spectrum 
disorders from 0.6 to 1% in developed countries (Williams et al., 

191

https://doi.org/10.3389/fpsyg.2022.943370
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Merlo et al. 10.3389/fpsyg.2022.943370

Frontiers in Psychology 03 frontiersin.org

2006; Matson and Kozlowski, 2011) to 3% in South Korea and 
Japan (Elsabbagh et al., 2012).

One of the most studied NDDs is ASD. According to a 
behavioral perspective, ASD is a syndrome characterized by 
behavioral deficits and excesses, which have a neurological basis, 
but can be modified as a result of specific interactions with the 
environment (Martin and Pear, 2019). ASDs are biologically 
determined neurodevelopmental conditions that generally begin 
in the first 3 years of life and accompany the individual throughout 
the life cycle.

The predominantly affected areas are those related to 
communication and social interaction and the presence of 
restricted and repetitive patterns of behavior, interests, or activities 
(American Psychiatric Association, 2013). Deficits in these areas 
can be  expressed in very different ways from one person to 
another, can vary over time depending on the interaction with the 
context, and can foster the emergence of different types of 
emotional, social, and behavioral disorders. Deficiencies in 
communication skills are some of the most common deficits in 
people with autism spectrum disorders (Peeters and Gillberg, 
1999). Communication skills are fundamental for good children’s 
social interaction within their living environment. Deficiencies in 
these skills can lead to the emergence of problem behaviors, which 
sometimes represent substitute modes of communication (Cooper 
et  al., 2007; Moderato and Copelli, 2010; Sundberg and 
Sundberg, 2011).

Several studies have stressed the importance of early 
identification of subclinical signs of autism to facilitate access to 
early treatment and improve prognosis (Daniels et  al., 2014; 
Costanzo et al., 2015). Indeed, untimely interventions put children 
at risk of developing sleeping disorders (Kamara and Beauchaine, 
2020), being physically and sexually abused (Balogh et al., 2001; 
Reiter et al., 2007; Jawaid et al., 2012), committing suicide (Lunsky, 
2004) or violent crimes (Lundström et al., 2014).

Behavioral interventions based on applied behaviour analysis 
(ABA) now represent some of the best treatments available for 
developing communication skills in people with ASD (Peters-
Scheffer et al., 2011; Reichow et al., 2018; Makrygianni et al., 2018; 
Yu et al., 2020).

ABA is a science based on learning principles that aim to 
predict and influence behavior to promote socially meaningful 
behavior (Cooper et al., 2007). ABA enables the implementation 
of individualized interventions to develop deficient skills and 
reduce barriers to learning in individuals with autism spectrum 
disorders through the identification and modification of 
contextual variables that influence behavior and the application of 
systematically applied procedures.

Starting from the seminal work of Skinner (1957), behavior 
analysis has developed a functionalist approach to language 
analysis and verbal relations (Presti et al., 2002), which has allowed 
the definition of procedures that are effective in promoting 
communication skills in people with cognitive delays and 
disabilities (Presti et  al., 2002; Carbone et  al., 2010). Skinner 
(1957) considers language as learned behavior and defines verbal 

communication as an operant behavior of a speaker reinforced 
through the mediation of a listener, who has learned in the verbal 
community to provide appropriate consequences to the speaker’s 
behavior. From this perspective, the main focus is on the function 
as well as the form of the verbal relationship.

A taxonomy of responses called verbal operants is defined 
starting from the identified behavioral function. This system of 
analysis and classification has important implications (Sundberg 
and Michael, 2001) for the development of language and 
communication in individuals with autism spectrum disorder, 
both through the teaching of vocal language and through the use 
of alternative augmentative communication (AAC) systems, such 
as the use of gestures and equipment for the partial or total, 
temporary or permanent, compensation of severe difficulties in 
the emission of vocal language (Cafiero, 2009). The acquisition of 
verbal behavior promotes the development of cognitive, scholastic, 
and social skills (Sundberg and Michael, 2001).

Among verbal operants, mands are fundamental for the 
development of language and social interactions. Skinner (1957) 
defines the mand as “a verbal operant in which the response is 
reinforced by a characteristic consequence and is therefore under 
the functional control of relevant conditions of deprivation or 
aversive stimulation” (p. 35–36). Mand is a type of verbal behavior 
controlled by motivational operations. It allows the speaker to 
request what he needs and wants and is usually among the first 
forms of children’s communication (Sundberg, 2008). Hand signs 
(Carbone et al., 2010), pictures exchange communication system 
(Jurgens et  al., 2009), and voice imitation training (Ross and 
Greer, 2003) are successful examples of strategies for vocal 
imitation mand teaching.

3. Technology to assess, monitor, 
and treat NDDs

Technologies-based monitoring practices are conceived as an 
evidence-based data collection process able to capture dynamic 
changes in psychological, cognitive, and behavioral outcomes and 
to support customized individual interventions (Bentley et al., 
2018) in clinical practices. The spread of smart devices (such as 
mobile and wearable devices) has opened up scenarios where it is 
possible to reach the subjects by assessing them through 
observations in their natural environment. In particular, the 
development of new digital health solutions and services has 
allowed therapists to assess, monitor, and treat the patient by 
offering a more suitable and feasible digital intelligent 
health service.

A recent systematic review by Valentine et al. (2020) identifies 
how smart devices like tablets, smartphones, and wearable devices 
may be  combined with apps, gaming applications, and video 
modeling behavioral training activities to support the assessment, 
diagnosis, treatment, and monitoring processes. Examples of 
clinical services supported by technologies are virtual reality 
assessment/therapy, telehealth assistance, computer-based 
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assessment/therapies, and monitoring across multiple NDDs, 
especially ASD and ADHD disorders. The review also highlights 
the positive technological impact on clinical effectiveness, 
economic cost–benefit, and the user feasibility and acceptability 
of technology (Valentine et al., 2020).

The introduction of behavioral tracking with smart devices 
(Shiffman et al., 2008; Shingleton et al., 2016; Wichers and Groot, 
2016), and the use of wearable biosensors for physiological 
assessment (Schlier et  al., 2019) underpins the collection of 
repeated systematic observation over time (Bentley et al., 2018) 
and the advancement in the quantitative techniques used for 
SCED has enhanced and facilitated the interpretation of outcomes, 
the communication of the results between different subjects, and 
comparing the results using common, quantitative approaches 
(Barnard-Brak et al., 2022).

In the last few years, one of the prevalent technologies for 
developing behavioral monitoring applications according to 
SCED has been touch screen-based smart devices, and this trend 
is likely to continue in the coming years (Saini and Roane, 2018).

The development of these applications has followed two 
different paths. First, there are numerous research projects that 
have created tools (often with open-source code releases) designed 
with the purpose of providing practitioners with software to 
support data-driven decisions. Some non-exhaustive examples are 
the WHAAM application for monitoring subjects with ADHD 
(Spachos et al., 2014), BDataPro that supports behavioral data 
collection and visual analysis of the same (Zheng et al., 2022), 
BASE for implementing behavioral interventions at school 
(Chiazzese et al., 2019), and the AHA application for monitoring 
and evaluating the attention skills of subjects with ADHD engaged 
in the use of an augmented reality-based solution to stimulate 
reading and writing skills (Tosto et al., 2021).

Second, many software houses developed paid applications 
that could support a specific niche of health professionals working 
with neurodevelopmental disorders and, more generally, with 
behavioral disorders. An overview of existing commercial systems 
and their peculiarities is provided by Merlo (Merlo et al., 2020).

What emerges from the analysis of these applications is that, 
in general, they are inflexible and not customizable since they are 
often anchored to a specific theoretical and methodological 
approach. Moreover, in most cases, the software do not provide 
sophisticated tools for automatic data analysis, leaving users with 
the task of visually analyzing the data or exporting the collected 
dataset for later autonomous analysis.

The BEHAVE system that will be presented below aims to 
address these limitations by providing its users with a highly 
customizable tool so that each practitioner can use it in accordance 
with his or her own approach. In addition, the system is capable 
of generating reports based on automatic statistical analyses that 
can be understood even by those without strong statistical skills.

The BEHAVE application is a tool that was created as the main 
output of a project funded by the European Commission in 2017 
(2017-1-IT02-KA201-036540) inside a KA2 Strategic Partnership 
for school education Erasmus+. More in-depth, the project was 

aimed at enhancing the experience and expertise of health 
professionals, teachers, parents, and caretakers in the management 
of behavioral interventions, according to the idea that the SCED 
methodology is a good practice to measure processes and 
procedures and to support the implementation of evidence-based 
practices, clarifying what are the most effective strategies case 
by case.

As mentioned above, the most innovative feature of the 
BEHAVE application is the opportunity to support the 
management of selected problem behaviors through the creation 
of custom measures, the operational definition of behavior, the 
collection of behavioral data, and the comparison between phases 
(e.g., baseline and intervention) through both the visual 
comparison of data represented by scatter plots and statistical 
analyses that are generated automatically.

In particular, the application can identify the best algorithm 
of effect size among those developed by Parker et al. (2011) and 
Allison and Gorman (1993), returning the effect size of the 
intervention displayed simply and clearly, through a speedometer 
that guides to the meaning of the data collected even the least 
experienced user. Providing users with the data and their analysis 
in a simple and accessible way could thus facilitate the introduction 
of evidence-based scientific approaches in multiple contexts 
beyond the clinical one.

In the BEHAVE application, users can combine six different 
types of questions, called items, to collect data about behaviors. 
One of these is the “Direct observation item” useful to collect data 
on how long or how often a certain behavior occurs during the 
observation. For example, the frequency, duration, and intensity 
of specific behavior can be assessed when a student interrupts a 
class, leaves his seat, raises his hand, yells out an answer, or asks to 
go to the bathroom. Direct observation items support the 
frequency, duration, and interval recording. The choice of the 
recording procedure depends on the typology of behavior that 
caregivers want to observe.

Other measures are:

 • The “Choice item” is useful when the question includes one 
or more answers among a group of predefined answers. A 
famous example of choice item with one answer allowed is 
the Likert scale, a scale composed of items to whom 
respondents must specify their level of agreement or 
disagreement on a symmetric agree-disagree scale.

 • The “Number item” are questions that can be answered only 
with numbers. For example, these items can be  useful to 
count how many times a child threw a pencil or other object 
at other pairs. A simple numeric item such as “How many 
times the child threw the pencil?” can be created to obtain a 
numerical answer.

 • “Range items” are similar to number items but instead to 
accept any integer value, they accept only values included 
between a minimum and a maximum.

 • “Four quadrant item” is used to measure at the same time two 
different dimensions. The measure is composed of two 
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dimensions displayed on a cartesian plane. Users have to 
choose how to position themselves in the two dimensions.

 • “Text items” are aimed at gathering qualitative data about a 
phenomenon through the generation of open-ended  
questions.

The BEHAVE application allows users to combine different 
already existing measures to create their favorite combination of 
items. Users can import and export the created measures and 
share them with others to support a community of practice.

Finally, the BEHAVE application makes available a set of 
education support tools to coach the users through video tutorials 
within a Moodle course, a user guide to introduce the BEHAVE 
functionalities, and contextual help during the navigation of the 
application. The BEHAVE application is free of charge and it is 
accessible at the URL: https://www.behaveproject.eu/.

4. Case studies

Carlo is a 3-year-old boy diagnosed with autism spectrum 
disorder who does not have vocal language. Dario is a 3 years and 
5 months boy with a diagnosis of agenesis of the corpus callosum 
and autism spectrum disorder who presents unintelligible vocal 
language due to phonetic-phonological difficulties. The diagnoses 
were made at the territorial child neuropsychiatry services. The 
two children attend nursery school and have three weekly ABA 
therapy sessions of 1 h each. The initial assessment of the 
functional skills of the two children was carried out by cognitive 
behavioral psychotherapists through the Verbal Behavior 
Milestones Assessment and Placement Program (VB-MAPP, 
Sundberg, 2008). The assessment highlighted important 
deficiencies in verbal skills, play skills, and social skills in both 
children. As a consequence, the education intervention plans 
focused primarily on the increase of both the frequency and 
variety of unprompted mands emitted by the children.

The study was carried out following the ethical principles and 
codes of the institution that delivered the treatments which are 
based on national and international ethics codes (e.g., the code of 
ethics of Italian psychologists and the BACB’s Ethics Code for 
Behavior Analysts). Accordingly, approval by an ethics authority 
was not required. The informed consent form has been signed by 
the parents of the children involved in the study before the start of 
data collection.

4.1. Definition of the target behavior

The dependent variable measured in this study was the 
number of mands made by Dario and Carlo for accessing edible 
and dynamic stimuli, as well as tangible reinforcing objects 
available in the environment. In the case of Dario, the presence of 
vocal language facilitated the development of vocal mand even if 
the vocalization was not used to make requests and was often not 

very intelligible. In the case of Carlo, alternative augmentative 
communication based on signs has been implemented to face the 
absence of vocal language. The definition of the target behavior is 
one of the first steps in the BEHAVE application. The therapist has 
to insert the behavior to be observed in the most accurate way 
specifying an operative description, the place, and the setting in 
which the behavior occurs. Figure 1 shows the definition of the 
target behaviors for the two case studies.

4.2. Measure creation and data recording

In the present study, data about the behaviors were collected 
through direct observations. In particular, a frequency direct 
observation measure was created with the BEHAVE application to 
measure how many times the number of mands occurred during 
the one-hour baseline and intervention sessions. The BEHAVE 
application was used to facilitate data collection in different 
contexts. In fact, in addition to the clinical context, the application 
facilitated the sharing of results between the figures involved in 
the therapeutic process, promoting the active participation of 
caregivers and maintaining high motivation for treatment. The 
BEHAVE application allowed the therapist to create a shareable 
URL to invite the children’s parents to collect data in the 
home context.

4.3. Design and procedure

The dependent variable measured in this study was the 
number of correct mands issued on 50 given occasions (10 × 5 
training items) within a 60-min therapy session by Dario 
and Carlo.

An AB design was defined within the BEHAVE application 
and employed to evaluate the effectiveness of the intervention by 
comparing data gathered during the treatment and baseline 
phases. Data were collected through direct observations with the 
BEHAVE application in a different context by the therapists and 
the parents. During the therapy sessions, 35 observations were 
made, divided into 5 baseline and 30 training observations. The 
generalization phase included 10 observations during home 
sessions with parents. The minimum empirical value assumed by 
the dependent variable was 0 and the maximum value 50.

The intervention progress was periodically monitored through 
the scatter plots and automated analyses provided by the 
BEHAVE application.

4.3.1. General procedure
According to Carbone et  al. (2010), the first step of the 

teaching procedure is the selection of five items as target mand for 
each participant. This selection is the result of a previous 
assessment of the child’s motivation in which edible, dynamic 
stimuli and tangible objects (toys) are proposed to the child. The 
teaching sessions included 50 trials delivered in an individual 
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setting: 10 opportunities (trials) were offered to request each 
motivating item, for a total of 50 trials per session. Targets were 
presented in a randomized rotation. At the beginning of each trial, 
the therapist presented the desired item to the child making him 
aware of the availability of the reinforcer. If the child did not show 
motivation toward the presented item within 5 s, the therapist 
presented the next target of the rotation. Otherwise, the therapist 
started a specific teaching procedure to maximize the child’s 
responses. Figure 2 details the structure of a single therapeutic 
session with mand training so as to facilitate the replicability of 
the study.

4.3.2. Baseline
For the present study, the baseline data was gathered during 5 

sessions in which each child had 50 opportunities to make mand 
(10 opportunities for each item) for their reinforcers within one 
therapy session. The mand emitted within 5 s of the presentation 
of the stimulus is considered a correct response. The response was 
considered incorrect in all other cases, including non-response. 
Both children at baseline scored zero.

4.3.3. Mand training: Vocal prompt/physical 
prompt and delay prompt

In the present study, the mand training provided both children 
with a procedure that included the evocation of the motivation to 
request the desired object, the use of prompts to model the correct 
request, and the delivery of the stimulus corresponding to the 
motivation as a specific reinforcer. For Dario, the vocal prompt 
was used to model vocal communication, while for Carlo the 

physical prompt was used to model communication through 
signs. The training phase was initially carried out in the clinical 
setting by psychologists specialized in cognitive-behavioral 
psychotherapy and ABA. Moreover, the therapists implemented 
parent training to promote the generalization of learning in the 
natural environment.

When the child showed motivation for the items, the therapist 
provided the prompt (vocal for Dario and physical for Carlo’s sign 
manuals). If the child emitted the mand (in echoic for Dario and 
in mimetic for Carlo), the therapist waited 5 s (5-s delay). If during 
the 5-s delay the child performed the mand independently, the 
therapist delivered the desired item immediately and left it 
available for 30 s. Otherwise, the therapist repeated the procedure 
from the beginning. If the child did not make the correct response 
for three sequences of presentation of the procedure, the therapist 
delivered the desired item anyway (with a lower magnitude).

4.3.4. The generalization of the mand skill with 
carers

When each child learned to emit the target mands for all of 
the 5 targets and reached 80% of correct mands in 3 consecutive 
therapy sessions (end of the intervention phase), parents were 
involved in 2 sessions of parent training and then they started to 
collect data through the BEHAVE application for 10 home 
sessions to monitor the generalization of the skill in the family’s 
natural context.

During parent training, parents were trained in the use of the 
behavior application and in manipulating the motivation of 
children to create opportunities for mand to be emitted. To do 

FIGURE 1

Screenshot of the target behaviors form of the BEHAVE application.
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this, the parents were asked to create one-hour play sessions, in 
which the trained items were made available (on sight but not 
directly accessible), and the correct requests emitted by the 
children were recorded through BEHAVE application.

During periodic monitoring of data with the BEHAVE 
application, therapists noticed that while Dario immediately 
generalized the mand skill learned in the therapy session, Carlo 
was not able to generalize the skill independently. Carlo did not 

FIGURE 2

Flow chart describing the structure of a single therapy session with mand training.
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issue mand after three sessions of structured play at home and had 
therefore obtained a score of zero. For this reason, the therapists 
contacted Carlo’s parents to support them in teaching the mand 
to their child at home.

After the generalization phase at home, to evaluate the 
ecological impact of the training, the parents were asked to 
complete a short interview that investigated the following areas: 
(1) emission at the home of spontaneous mands for trained targets 
also when the motivating objects are not on sight in the 
environment; (2) emission in other contexts of spontaneous 
mands for trained targets; (3) contexts in which spontaneous 
mands for trained targets emerge; (4) increase in the 
communicative repertoire of communicative intentionality 
(presence of requests or approximations of requests for 
new items).

In conclusion, both children learned the mand in training and 
generalized them also at home with the caregivers, although at 
different times and modalities (Figure 3).

5. Results

The results showed an increase in the mand repertoire in both 
children and a generalization of this ability in various contexts.

Dario emits the first correct mands in the 8th therapy session 
and reaches 80% of the correct mands in the 20th session. Stability 
in the results is achieved by session 31. Carlo emits 80% of correct 
mands at the 32nd therapy session. The 100% of correct mands is 
achieved by session 33.

In addition, monitoring the data collected by caregivers 
through the BEHAVE application, the therapists observed that the 
results obtained in the generalization phase were different for the 
two children. Dario has immediately generalized the skills learned 
during the intervention, showing continuous growth in the 
frequency of mand issued at home. Carlo, on the other hand, 
generalized the skills acquired in the family context after a specific 
parent training.

The following paragraphs describe in detail the results 
obtained comparing baseline with intervention, and intervention 
with generalization.

5.1. Baseline versus intervention

A quasi-experimental single-case AB design was performed, 
using the parametric method of Allison and Gorman (1993) as 
a method of analysis to evaluate the effect of the intervention. 
This method was suggested and applied automatically by the 
BEHAVE application according to the number of observations 
made in the baseline and treatment phases. The basic 
assumption for carrying out this analysis has been respected 
(cov > 0). The parametric analysis was applied to evaluate the 
effect of a possible change in frequency levels by considering the 
effect of the treatment under two different aspects: the first is 
the potential effect of treatment on the average change in 
frequency of mands between the baseline and treatment phases 
(effect on the levels); the second is the potential effect concerns 
the change in trajectory that the target behavior can assume 

FIGURE 3

Scatterplot comparing baseline, intervention, and generalization of the unprompted mands for Carlo and Dario.

197

https://doi.org/10.3389/fpsyg.2022.943370
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Merlo et al. 10.3389/fpsyg.2022.943370

Frontiers in Psychology 09 frontiersin.org

when passing from the baseline to the treatment phase (effect 
on the slopes). These two effects, indicating the frequency of the 
behavior changes in average terms and trajectory, have been 
estimated also considering the natural trend of the behavior of 
concern. The expression “natural trend” is intended to mean 
how the behavior of concern would have evolved naturally 
without any intervention. At this point, this estimate is 
subtracted from the observations made, obtaining a new 
variable called the de-trend score. This new variable expresses 
the frequency levels of the behavior, net of the variations that it 
would have naturally assumed over time. Using the de-trend 
score, it is possible to estimate the effect of the treatment, 
keeping the natural trend of our dependent variable 
under control.

During the treatments, both children show a progressive and 
linear increase in the number of correct mands over time.

The effect size values indicate a large impact of the treatment 
in increasing the mand repertoire during the therapy sessions 
both for Dario (r = 0.95) and Carlo (p = 0, r = 0.91). The BEHAVE 
application summarizes the data relating to the values of the 
effect sizes through the speedometers shown in Figure 4. The 
treatment had a significant effect for both Dario (R2 = 0.94, F(2, 
32) = 143.33, p < 0.05) and Carlo (R2 = 0.83, F(2, 32) = 77.99, 
p < 0.05).

5.2. Intervention versus generalization

The results obtained in the generalization phases were 
different for the two children. Dario has immediately started 
to generalize the skills learned during the intervention, 
showing a progressive and linear increase in the frequency of 
mand issued at home. Carlo, on the other hand, generalized the 

skills acquired in the family context after specific 
parent training.

During the 10 generalization sessions at home, the mand 
ability showed a growing trend in both children.

The analysis of the parents’ interviews showed that the children 
still use the repertoire of mands learned with their parents, 
grandparents, and in the school context. Dario show mands even 
when the motivating object is not in sight, while Carlo only when 
the items he  wants are visible in his environment. Finally, the 
parents report an increase in communicative intentionality, 
reporting that children show greater interest in objects and people 
in the environment and begin to spontaneously manifest 
approximations of requests for motivating objects on sight not 
trained yet.

6. Discussion

Bringing up children with NDDs involves several issues 
that affect all the educational agents involved: parents and 
family of origin, caregivers, and teachers. Parents of children 
with disabilities generally have higher levels of stress than 
parents of typically developing children (Meadan et al., 2010; 
Karst and Van Hecke, 2012; Dykens, 2015). Similarly, working 
with children with NDDs can expose teachers, especially 
special needs teachers, to high levels of stress (Ghani et al., 
2014) and unpleasant emotions which can eventually lead to 
burnout (Abel and Sewell, 1999; Richards et  al., 2018). In 
general, teachers are stressed the most by behaviors that can 
hurt others, such as kicking, hitting, or biting (Amstad and 
Müller, 2020).

Many studies showed that ABA inclusive interventions may 
be effective in supporting the skills enhancement of children with 

FIGURE 4

Screenshot of the BEHAVE application displaying the automatic calculation of the effect size of the interventions.

198

https://doi.org/10.3389/fpsyg.2022.943370
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Merlo et al. 10.3389/fpsyg.2022.943370

Frontiers in Psychology 10 frontiersin.org

ASD (e.g., Camargo et al., 2014) reducing risk factors not only for 
the child but for the entire family and educational network that 
cares for the child.

The present study explored the possibility to use the 
BEHAVE web application as a technological tool supporting 
an ABA inclusive intervention on two children with severe 
language impairments. Results revealed that the interventions 
significantly increased the mand repertoire of both children 
and that the technological solution facilitated the collection of 
reliable data not only by experienced therapists but also by 
caregivers in the home contest. As pointed out in the literature 
(Aktaş and Ciftci-Tekinarslan, 2018), this generalization seems 
to have been facilitated by the active participation of the 
carers, trained through careful parent training both to 
implement the procedure and to record the data with BEHAVE 
application, which made their collection easier. The BEHAVE 
application has facilitated the gathering of data in various 
contexts and the sharing of the results between the various 
figures involved.

Moreover, in the case of Carlo, the BEHAVE application 
allowed therapists to quickly identify the sign of difficulties in the 
generalization of results at home and to intervene promptly to 
guide his parents to maintain the skills learned in the clinical 
setting. These results are consistent with findings from other 
studies enhancing psychological interventions for subjects with 
NDDs through technologies (e.g., Hetzroni and Tannous, 2004). 
Artoni and colleagues, for example, identified positive 
improvements in all children participating in technological-based 
intensive ABA interventions, in both communication and 
socialization areas (Artoni et al., 2018).

The features of the BEHAVE application overcame some of 
the known limitations of the use of computation technologies in 
ABA. Many technologies do not permit monitoring the child’s 
activities at home and are not fully customizable, forcing users 
to use activities or stimuli that are already in the system (Trevisan 
et  al., 2019; Lopez-Herrejon et  al., 2020). The possibility of 
remote monitoring may constitute added value at a time when 
the COVID-19 pandemic has limited face-to-face meetings, 
including concerning activities for the management of 
neurodevelopmental disorders. Moreover, the flexibility of the 
measure creation of the BEHAVE application partially fulfills 
this need even if other features could make it more flexible in 
future releases of the system (e.g., the possibility to observe more 
than one behavior at a time). The fact that the BEHAVE 
application provides users with automatic statistical analyses 
does not imply that the application can be used without specific 
training or that the decisions about behavioral interventions can 
be  completely delegated to algorithms. In this regard, the 
BEHAVE project produced many educational contents and was 
carried out both face-to-face (in five European countries) and 
virtual training attended by hundreds of teachers from a lifelong 
learning perspective. Technological tools supporting the 
monitoring of behaviors must foster ethics (Mittelstadt et al., 
2016), transparency and integrity of data and processes, and 

promote awareness, knowledge, and collaboration between 
practitioners and caregivers to apply the best multidisciplinary 
treatment plan (Guinchat et  al., 2020), maximizing children 
participation in a typical home and school setting, reducing the 
impact of their symptoms but also facilitating the management 
of the disorder by various educational agents involved in 
their education.

7. Conclusion

The results of the study showed that the BEHAVE application 
can be a useful tool supporting the data collection, monitoring, 
and analysis of behavioral interventions through SCEDs. The 
paper presented two cases of children with NDDs and severe 
language improvements that improved their mand repertoire 
through an ABA intervention and generalized these results also in 
the home and education environment.
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