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Editorial on the Research Topic

Insights in consciousness research 2021

In recent years, multiple theories have been proposed and are being tested to advance

consciousness science (Seth and Bayne, 2022). Critical reviews focusing on these theories

have proposed criteria for evaluating such theories (Doerig et al., 2021) and evaluated their

potential convergence (Northoff and Lamme, 2021). The Research Topic on insights in

consciousness research focuses on some critical aspects in consciousness research.

The paper by Marchetti focuses on the phenomenal aspects of consciousness (PAC),

more specifically the “why” of the PAC, deriving an explanation for the evolutionary and

functional understanding of consciousness. For him, PAC allows an agent to have a sense of

self and provides information on how various mental operations influence the self. Marchetti

uses a notion of information that is available only for an agent or self to understand the

PAC, which forms the basis of conscious information processing. He argues that conscious

information processing is due to two important components, self, and attention. In a

functional perspective, self as a process reduces the complexity of the organism into a “single

voice,” while attention focuses on specific aspects of the self. He argues that attentional

activity on the state of self modulates the “energy level” of the neural substrate underlying

the attentional activity. According to this perspective, different dimensions of PAC like

quantitative, qualitative, hedonic, temporal, and spatial are associated with different features

of modulation of energy level of the organ of attention and sense of self involved.

Amongst the prominent current theories of consciousness is the integrated information

theory (IIT: Oizumi et al., 2014), which depends on measures of complexity (Arsiwalla and

Verschure, 2018). There have been multiple criticisms of IIT [see Singhal et al. (2022) for a

criticism based on temporal phenomenology]. The paper by Koculak and Wierzchoń argues

that the focus of those studying the theoretical and empirical basis of IIT has been primarily

on the states of consciousness and not directly on the contents of consciousness itself. They

argue for the need to pay attention to complexity measures in understanding our conscious

experience in terms of both states and contents of our conscious experience, while IIT

provides only a quantitative measure of the degree of integration. The authors point to the

need to dissociate the use of complexity measures from the ontological assumptions of IIT so

that empirical studies on neural correlates of consciousness can study whether complexity

measures can directly quantify properties of the contents of consciousness. One example
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they point out is the fMRI study by Boly et al. (2015) that measures

Lempel-Ziv complexity under different stimulus conditions and

found a difference in complexity. They argue that more studies

investigating complexity measures under different conditions of

consciousness (for example, conscious vs. unconscious perception)

are needed.

Some have argued that we need to go beyond physicalist

theories of consciousness. The paper by Wahbeh et al. briefly

discusses physicalist theories including global workspace, higher

order thought theories, IIT, and predictive processing/reentrant

theories. They point to a lack of consensus regarding these theories,

as these theories make different assumptions and explain address

different phenomena. Then, the authors propose non-local theories

of consciousness as a way to resolve the “hard problem” (Chalmers,

1996). They discuss a set of theories with many of them being

of panpsychist nature, but it is also not clear that there is any

consensus regarding these theories. Finally, they discuss a set

of unexplained non-local phenomena which support non-local

theories of consciousness. Authors then propose to consider in

future research both local and non-local theories of consciousness

and suggest how they could be further integrated.

In terms of states of consciousness, it is important to

understand the phenomenological aspects and mechanistic

underpinnings of different altered states of consciousness that

include dreaming, hypnosis, and meditation. In this direction, the

article by Penazzi and De Pisapia compares research and findings

on hypnosis and meditation. The phenomenology of hypnosis

includes dissociation, absorption, and suggestibility, while for

meditation three general categories are described, i.e., focused-

attention, open monitoring, and deconstructive meditation, which

differ in terms of attention, metacognition, and experience of the

self. Both hypnosis and meditation seem to involve relaxation,

as they decrease the sympathetic response and increase the

parasympathetic tone but differ in terms of volition and control

(Dienes et al., 2022), as hypnosis is supported by an external subject

with suggestive methodologies, while meditative states are typically

self-induced. This leads to potential differences in meta-awareness

between these two states with lesser meta-awareness in hypnosis

and more meta-awareness in meditators, which can be understood

in the context of HOT theory (Dienes et al., 2022). Finally, the

authors point out the need for further studies comparing these

conscious states, in particular, through EEG studies.

In fact, EEG is an optimal methodology to investigate altered

states of consciousness, as it has a good temporal resolution, which

allows to study transient and dynamics states of consciousness

such as the so-called microstates, i.e., stable global patterns of

electrophysiological brain activity that last about 100ms. EEG

recorded during different states of consciousness can be analyzed to

identify such microstates. Bréchet and Michel discuss the presence

of and changes in microstates during mind wandering, meditation,

sleep and anesthesia. For example, they discuss the presence of two

microstates during episodic memory retrieval, which is linked to

fMRI resting state networks and the dynamics indicate switching

between these microstates associated with different aspects of

memory retrieval.

Since the operationalization of consciousness as a stream

of information (James, 1890), we have since developed theories

(Marchetti; Penazzi and De Pisapia; Wahbeh et al.), methods

(Koculak and Wierzchoń), and technical skills (Bréchet and

Michel) to advance our understanding of our experience as human

beings. Overall, the papers included in this Research Topic give

a glimpse of the complexity and open-endedness of the current

debate in consciousness studies and contributes to consciousness

research, which has a tremendous impact on research, clinical, and

ethical aspects (Michel et al., 2019).
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Conscious experiences unify distinct phenomenological experiences that seem to be
continuously evolving. Yet, empirical evidence shows that conscious mental activity
is discontinuous and can be parsed into a series of states of thoughts that manifest
as discrete spatiotemporal patterns of global neuronal activity lasting for fractions of
seconds. EEG measures the brain’s electrical activity with high temporal resolution
on the scale of milliseconds and, therefore, might be used to investigate the fast
spatiotemporal structure of conscious mental states. Such analyses revealed that the
global scalp electric fields during spontaneous mental activity are parceled into blocks of
stable topographies that last around 60–120 ms, the so-called EEG microstates. These
brain states may be representing the basic building blocks of consciousness, the “atoms
of thought.” Altered states of consciousness, such as sleep, anesthesia, meditation, or
psychiatric diseases, influence the spatiotemporal dynamics of microstates. In this brief
perspective, we suggest that it is possible to examine the underlying characteristics
of self-consciousness using this EEG microstates approach. Specifically, we will
summarize recent results on EEG microstate alterations in mind-wandering, meditation,
sleep and anesthesia, and discuss the functional significance of microstates in altered
states of consciousness.

Keywords: altered states of consciousness, EEG microstates, meditation, dreaming, mind-wandering, anesthesia

INTRODUCTION

Consciousness represents all that we subjectively experience, i.e., the qualitative feeling within
an experience, e.g., the warmth of home or cherished memories of loved ones. An essential
aspect of consciousness is its link with a self, which is the subject of conscious experience.
The brain generates experiences day after day. Understanding the neuronal architecture that
forms conscious experiences is one of the fundamental questions of cognitive neuroscience.
More than 130 years ago, James (1890) pointed out that “As we take a general view on the
wonderful stream of our consciousness, what strikes us first is this different pace of its parts.
Like a bird’s life, it seems to be made of an alternation of flights and perchings.” Even though
self-consciousness seems to be continuous as a stream of water, it appears to be composed of
“perchings,” which may represent brain states with specific mental contents, and “brief flights,”
which may be the fast transitions between mental states. Interestingly, a number of theories
propose that consciousness may be parceled into discrete states lasting around 100–200 ms
(Efron, 1970; Bressler, 1995; Rabinovich et al., 2001; Deco et al., 2011). Therefore, it seems that
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dynamics that underlie these subjective experiences have to
describe the brain functioning in this short time range.

EEG measures the brain’s electrical activity with high temporal
resolution (i.e., on the scale of milliseconds) and, therefore,
might be used to investigate the temporal dynamics of conscious
mental states (Michel and Koenig, 2018). Interestingly, Lehmann
(1987) suggested that these short-lasting mental states may be
represented by stable global patterns of electrophysiological brain
activity, the so-called “microstates of cognition” or “atoms of
thoughts.” The time window during which spatially distinct
brain processes are accepted as a short EEG microstate lasts
between 60 and 120 ms (Koenig et al., 2002; Michel and Koenig,
2018). While the most dominant EEG microstate maps are
highly reproducible within and between participants (Koenig
et al., 2002; Khanna et al., 2014; Tomescu et al., 2018; da Cruz
et al., 2020; Zanesco et al., 2020), their temporal dynamics
are sensitive to the momentary state of the brain. Altered
states of consciousness (e.g., sleep, disorders of consciousness,
anesthesia, hypnosis, or meditation) influence the temporal
dynamics of microstates (Katayama et al., 2007; Brodbeck et al.,
2012; Panda et al., 2016; Faber et al., 2017; Stefan et al.,
2018; Shi et al., 2020; Bréchet et al., 2021). The inner self
is unique to each person. We may assume that others have
similar inner experiences, but so far, we cannot directly measure
the inner self of others. In this perspective, we are going to
argue that it is possible to explore the underlying characteristics
of self-consciousness and summarize our current findings.
Recent experimental studies have focused on establishing a
link between subjective conscious experiences and measurable
neuronal activity. We will question “How can we capture the
self-relevant, conscious thoughts of the wandering mind?” then
we will ask 2. “Can meditation alter conscious brain states?”
3. We will assess 3. “What happens with conscious experiences
during sleep?” and finally 4. “How does consciousness fade-out
during anesthesia?”

THE CONCEPT OF EEG MICROSTATES

One way to globally represent the momentary brain activity
resulting from concomitant active brain areas is to record EEG
with a whole-scalp array of electrodes and map the potential
scalp field at each moment in time (Lehmann, 1987; Michel et al.,
2009). By inspecting the temporal evolution of these potential
scalp maps of ongoing resting state EEG, Dietrich Lehmann
made the seminal observation that the spatial configuration (the
topography) of the potential map remains stable for short periods
of time and then rapidly switches to a new configuration in
which it remains stable again. He called these periods of stability,
which lasted around 100 ms, the EEG microstates, where the
term “micro” refers to the temporal (the briefness) and not
to the spatial scale. In 1990, Lehmann suggested that these
brief episodes of topographic stability of the global electric field
represent the “atoms of thought” (Lehmann, 1990), without yet
strong supporting evidence for this analog.

A commonly used approach to determine the most
dominant topographies in spontaneous EEG is cluster analysis

(Pascual-Marqui et al., 1995). When applying this data-driven
method, a striking observation is that a few prototypical maps
dominate the recorded signal, explaining around 70–80% of
the variance (Koenig et al., 2002; Custo et al., 2017). While
the topography of these maps is very similar across studies
(for reviews see Khanna et al., 2015; Michel and Koenig,
2018), the most fundamental observation is that these few
maps are not randomly appearing in time, but they remain
stable for short periods of around 80–150 ms (Koenig et al.,
2002). Thus, the ongoing spontaneous EEG is parceled into
short segments represented by one specific topography that
repeats in time in variable sequence and duration. Given the
above described theories of parcellation of consciousness in
discrete states that last around 100–200 ms, it is intriguing
to assume that EEG microstates are the electrophysiological
manifestation of these conscious states (Bressler and Kelso,
2001; Changeux and Michel, 2004), representing short periods
of synchronized activity of large-scale functional networks
(Seeber and Michel, 2021).

EEG MICROSTATES IN SELF-RELATED
MIND-WANDERING

The temporal structure of spontaneous mentation is key to
forming a meaningful stream of consciousness. The human
perception appears continuous, dynamic, and unsegmented
(Zacks et al., 2001). Neuroscience research embraced the
tremendous attention paid to the resting brain’s activity and
dramatically changed our view on mind-wandering (Smallwood
and Schooler, 2015; Christoff et al., 2016). Until now, the
precise functional role of resting-state networks, which may
represent distinct states of consciousness, remains unclear.
Previous studies have tried to relate EEG microstates to ongoing
mental activity. For example, Seitzman et al. (2017) altered the
temporal features of the 4 canonical microstates by instructing
their participants to either mentally subtract numbers or to
spontaneously mind-wander. They found a significant decrease
in occurrence (i.e., the frequency of occurrence independent of
its individual duration) and duration (i.e., the average duration
that a given microstate remains stable) of microstate C and an
increase in microstate D during mental calculation, supporting
the hypothesis that state D is related to the attentional system.
In addition, Milz et al. (2016) showed increased coverage
(i.e., the fraction of total recording time for which a given
microstate is dominant) of microstate A while visualizing and
coverage of microstate B while verbalizing. Thus, these studies
show that the temporal dynamics of EEG microstates may
be sensitive to instruction and changes in the content of
spontaneous mentation.

A few studies have examined associations between microstates
and spontaneous thought using a retrospective questionnaire
administered to participants after a short period of rest. Pipinis
et al. (2017) found a negative association between microstate
C and experienced somatic awareness (SA) of the subsequent
Amsterdam Resting-State Questionnaire (ARSQ). SA was
evaluated by questions related to bodily self-consciousness
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(e.g., “I was conscious of my body”; “I thought about my
heartbeat”; “I thought about my breathing.” In a follow-up
study, Tarailis et al. (2021) showed that microstate F was
associated with SA, microstates C, E, and G were related
to the comfort domain and microstates B and C related to
the self-domain. Zanesco et al. (2021b) directly examined
the association between episodes of mind wandering and
microstates in a cognitive task with embedding experience
sampling probes to capture moments of on-task vs. off-task
focus. The authors found that self-reported mind wandering
and response time variability differentiated pre-stimulus EEG
microstate dynamics during a sustained attention task. Further,
Zanesco et al. (2021a) found associations between self-reported
aspects of spontaneous thought and temporal parameters
of EEG microstates and thus pointed out the relevance
of using retrospective questionnaires for understanding
intrinsic brain activity.

Our recent study (Bréchet et al., 2019) examined the
spatiotemporal dynamics of large-scale brain networks associated
with particular thoughts. Participants were instructed to
direct their thoughts to their past, self-related memories
or mental, self-unrelated calculation to examine the large-
scale networks underlying the internal conscious thoughts.
We examined the spatiotemporal dynamics of brain activity
with high-resolution 7-Tesla fMRI and high-density EEG
in two separate sessions. We expected the fMRI data to
confirm that the default mode network comprises distinct
sub-systems related to visual imagery and autobiographical
memory retrieval. We then hypothesized that the EEG microstate
analysis would reveal that these functional sub-networks
are not continuous but relatively temporally parsed. First,
the fMRI data confirmed that sub-networks of the default
mode network are activated during episodic memory retrieval,
and these subnetworks show distinct connectivity patterns.
Second, EEG microstate analysis showed two microstates that
increased in duration and occurrence during autobiographic
episodic memory retrieval and another microstate during mental
arithmetics (Figure 1-1).

Interestingly, while the sources of the two microstates
that dominated during memory retrieval were very similar
to the two fMRI resting state networks, the temporal
analysis revealed a continuous switching between the
two networks over time in the sub-second range. The
microstate analysis thus allowed to disentangle the sub-
parts of thoughts related to the conscious experience of episodic
autobiographic memory, i.e., visualization of the scene and
the self. Using functional connectivity analysis in the source
space, we showed in a follow-up study that autobiographical
memory retrieval emerges during a precise theta-gamma
phase-amplitude coupling between the medial temporal
lobe and the prefrontal and the posterior cingulate cortex
(Roehri et al., 2022).

Sometimes the conscious mind moves spontaneously from
one thought to another. However, at other times, it keeps
coming back to the same thought, drawn by a particular past
event or an emotional experience. While a healthy person
naturally balances between different types of thoughts that

make sense to both the individual and the world, someone
with a mental health issue may lose control over the natural
flow of the wandering mind and continuously cycles through
a series of rigid thoughts that are at odds with reality. To
capture the stream of ongoing thoughts is challenging yet
essential to better comprehend the composition of healthy
and pathological thoughts. Several studies have shown that
the temporal dynamics of EEG microstates are modulated
by pathologies that lead to aberrant mind states such as
schizophrenia or depression (Lehmann et al., 2005; Tomescu
et al., 2015; Rieger et al., 2016; Damborska et al., 2019; da Cruz
et al., 2020; Murphy et al., 2020).

EEG MICROSTATES IN SELF-FOCUSED
MEDITATION

Brain activity constantly fluctuates in and out of different
mental states that are stable for fractions of seconds. Only
one epoch or state of conscious content can be present
at a time (Seth and Baars, 2005). If EEG microstates are
indicative of the level of consciousness, then they can be
modulated by different states of mind. Panda et al. (2016)
recorded simultaneous EEG-fMRI while experienced participants
meditated. This study showed that at rest, the meditators
exhibited increased duration and occurrence of DMN related
microstate C, which further increased during meditation.
Katayama et al. (2007) showed that a decrease in microstate
C characterized light hypnosis, while deep hypnosis was
associated with a reduction of microstate D. The study
of Faber et al. (2017) tested two phases of transcendental
meditation—transcending (i.e., self-awareness becomes primary)
and undirected (i.e., the mind becomes engaged in an undirected
stream of thoughts) mentation—and compared them using
EEG microstates. Compared to the transcending mentation,
undirected mentation was marked by significantly higher
coverage and occurrence of microstate C. In comparison,
transcending meditation was characterized by higher coverage
and occurrence of microstate D.

To examine the effects of internally self-focused meditation,
we analyzed the resting-state 64-channel EEG of the participants
reported in Ziegler et al. (2019). In this follow-up study
(Bréchet et al., 2021), we used the EEG microstate approach
to capture resting-state network dynamics before and after
the meditation training and compared them to changes
before and after placebo sessions. Compared to a placebo
condition and the pre-meditation resting EEG data, distinct
new microstate topographies appeared after 6 weeks of
intensive meditation training. In addition, source analysis
identified the fronto-insular-parietal network, including
the right insula, superior temporal gyrus, parietal lobule,
and frontal gyrus bilaterally (Figure 1-2). These brain
areas are involved in self-related, multisensory conscious
experiences. Our results thus indicate that EEG microstates
can capture and monitor sustained changes in conscious
mentation induced by breath-focused digital meditation
practice and open new avenues for developing novel
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FIGURE 1 | The influence of different functional brain states on EEG microstates. (1) Instructing subjects to focus their thoughts on an autobiographical memory
increased duration and occurrence of one microstate, while focusing the attention on a serial subtraction task increased duration and occurrence of another
microstate. Source localization attributed the memory-specific microstate to the lateral parietal lobe and the arithmetic-specific microstate to the activity of a
frontoparietal network (Figure modified with permission from Bréchet et al., 2019). (2) Compared to placebo, six weeks of digital meditation training led to a
reconfiguration of two of the four predominant microstates whose generators were found in the superior frontal gyrus, the superior temporal gyrus, the insula, the left
inferior, and the right superior parietal lobule (Figure modified with permission from Bréchet et al., 2021). (3) EEG microstates during dreaming: compared to awake,
Non-Rapid Eye Movement Sleep (NREM), dominated by slow-wave activity, selectively increased the Global Explained Variance and duration of two out of five
microstates which were localized in the medial and middle frontal gyrus and the posterior cortex and midbrain, respectively. Interestingly, dreaming during NREM
sleep further increased the presence of the frontal microstate but decreased the presence of the posterior microstate, indicating a local awakening (less slow-wave)
of the posterior cortex (Figure modified with permission from Bréchet et al., 2020). (4) EEG microstate during global anesthesia. All five microstates identified in this
study were modulated in the same way by different levels of Propofol: they first showed an increase in occurrence and complexity and decrease in duration with
moderate sedation, but an inverted behavior with deeper sedation. This u-shaped behavior might be linked to the paradoxical excitation induced by moderate levels
of Propofol. OAAS refers to the Observer’s Assessment of Alertness/Sedation scale ranging from 5 (awake) to 0 (deep anesthesia) (Figure modified with permission
from Artoni et al., 2022).

approaches to treat neuropathological states such as anxiety,
hyperactivity, or depression.

EEG MICROSTATES IN SLEEP

Most of us dream every night, although we are unlikely to
remember any of our dreams. When we sleep, our brains
repeatedly cross a boundary between unconsciousness and
dreaming—a particular form of consciousness. Why are we
sometimes unconscious, while at other times, we have conscious
experiences in the form of dreams? Which brain states determine
whether dreams will occur and what prevents us from waking up
during these conscious experiences? Clear evidence shows that
dreaming can occur in both rapid eye movement (REM) and
non-rapid eye movement (NREM) sleep (Stickgold et al., 2001;
Nir and Tononi, 2010; Siclari et al., 2018). In a recent study
(Bréchet et al., 2020), we showed that two specific microstates
dominate during NREM sleep compared to awake, but that
these two microstates are differently affected by dreaming during
NREM sleep: While microstate D that includes generators
in the occipital cortex, the thalamus, and the brainstem
becomes activated, i.e., reduced presence of state D during
dreaming (“the awakening of the posterior hot zone”), there
is an increased deactivation, i.e., increased presence during
dreaming of microstate C that encompasses prefrontal brain
regions (Figure 1-3). The former may account for conscious
experiences with rich perceptual content, while the latter may
account for why the dreaming brain may undergo executive
disconnection and remains asleep. This study thus suggests that
NREM sleep consists of alternating brain states whose temporal

dynamics determine whether conscious experience in terms
of dreams arises.

EEG MICROSTATES UNDER
ANESTHESIA

The model put forward in this perspective is that conscious
experience relies on the brain’s ability to generate a stream
of short-lasting global functional states characterized by
the synchronized activity of large-scale networks. The EEG
microstates are the electrophysiological correlates of these basic
building blocks of conscious content. Notably, the temporal
dynamics of these momentary states in terms of their frequency
of occurrence, duration, and the syntax of transition between
them have been demonstrated to be sensitive to changes in the
content of conscious experiences (Michel and Koenig, 2018). The
temporal dynamics of microstates are based on metastability that
allows for a continuous balance between stability and disorder
and a rapid and flexible switch from one state to the other
(Tognoli and Kelso, 2014). Any change in the typical temporal
structure of state transitions, whether prolonged staying in a
given state or disordered transitions between states, will likely
result in alterations in the global state of consciousness.

To directly test the modifications of the microstate’s temporal
dynamics by altered states of consciousness, we investigated the
spatio-temporal properties of EEG microstates in 23 surgical
patients from their awake state to unconsciousness, induced by
stepwise increasing concentrations of the intravenous anesthetic
propofol (Artoni et al., 2022). Loss of consciousness was
characterized by increasing duration and spatial correlation of all
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microstates (i.e., the mean spatial correlation of the microstate
map with the global field power peak maps within the spatially
filtered dataset), decreasing occurrence of all microstates, and
reduced complexity assessed by the Lempel-Ziv complexity index
(i.e., a more heterogeneous succession of microstates) of the
microstate sequences. A similar EEG microstate complexity
measure has been recently tested for aiding early diagnosis
of Alzheimer’s disease (Tait et al., 2020). Interestingly, we
found a U-shaped effect of propofol from baseline to light
sedation and from sedation to surgical anesthesia. Light
sedation was characterized by more diverse spatiotemporal EEG
microstate patterns with shorter duration, higher density, lower
spatial correlation of the microstates, and increased complexity
(i.e., reflect simpler and repetitive microstate sequences) of
the microstate sequences than awake and deep anesthesia
(Figure 1-4). This peculiar behavior is probably linked to the
paradoxical excitation effect of propofol and other anesthetics
at a lower dose, marked by hyperexcitability, disinhibition,
loss of effective control, and probably greater awareness of
both inside and outside stimuli (Fulton and Mullen, 2000).
Such an altered state of consciousness has also been described
after using “magic mushroom”—psilocybin, i.e., a naturally
occurring psychedelic prodrug, as the “entropic brain” state
(Carhart-Harris et al., 2014).

DISCUSSION

The inner self is unique to each person, who is the only one
who can access this state. An observer may distinguish various
conscious states of others, but the “self-experience of how it
feels” is restricted to the inner self of the involved person. As
James (1890) described, “when I wake up, I do not have to
question ‘who am I,’ because I still have my own thoughts that
seem to be continuous and represent my personal past.” One may
assume that others have similar inner experiences, but nobody
else can directly experience the inner self of others. In this brief
perspective, we have argued that it is possible to examine the
underlying characteristics of self-consciousness using the EEG
microstates approach. Specifically, we summarized recent EEG
microstate alterations in mind-wandering, meditation, sleep,
and anesthesia. We presented results from our recent study
that showed that the microstate analysis allows us capture the
conscious experience of episodic autobiographic memory. We
then used the EEG microstate approach to capture resting-state
network dynamics before and after the meditation training and
showed distinct new microstate topographies after the intensive

meditation training, which opens new possibilities for treating
neuropathological states such as depression or anxiety.

In another study, we claim that the NREM sleep consists
of alternating brain states whose temporal dynamics determine
whether conscious experiences, i.e., dreams, may arise or not.
Finally, we examined the temporal dynamics of EEG microstates
from awake state to the loss of consciousness, which allowed us
to capture an altered state of consciousness.

Consciousness is detectable in the behavior of others, but
none of the neuroimaging techniques can thoroughly read the
mind of private thoughts (Lee and Kuhl, 2016). While functional
neuroimaging studies using fMRI demonstrated that the brain
is intrinsically organized in large-scale networks, the relation
between these slowly fluctuating networks and the cognitive
activities is questioned because neuronal networks dynamically
re-organize in the sub-second time-scale. EEG microstates show
such sub-second re-organization and are thus better suited to
study the dynamics of spontaneous conscious processes, such
as what happens during mind-wandering, dreaming, meditation,
or under anesthesia. A better understanding of the relation of
EEG microstates to the content of conscious processes and their
influence by the global mental state of the brain enables us to
elucidate the sensitivity and specificity of these EEG signatures.
Furthermore, since EEG is directly related to neuronal activity,
a more profound analysis of the relation of EEG microstates to
power in different frequency bands (Koenig et al., 2001; Férat
et al., 2022) and mechanisms of communication between brain
regions will give new insights into the neuronal mechanisms
underlying the emergence of conscious thoughts and experiences,
and will ultimately help to understand better what happens
during altered states of consciousness and what goes wrong in
the mind of those with a mental illness.
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Direct comparisons between
hypnosis and meditation: A
mini-review

Gabriele Penazzi and Nicola De Pisapia*

Department of Psychology and Cognitive Science, University of Trento, Rovereto (TN), Italy

Hypnosis and meditation share phenomenological and neurophysiological

features, and their comparison is a topic of growing interest in the scientific

literature. In this article, we review a classification of these two kinds

of non-ordinary states of consciousness, and discuss the studies that

directly compare them. Some findings seem to suggest that hypnosis and

meditation are distinct phenomena, while others underline their similarities,

but experiments that directly contrast them are still scarce and no consensus

has been reached yet. While this comparison could give us fundamental

insights into central issues concerning the role of attention, metacognition and

executive control in the study of consciousness, it is clear that we are still at

the early stages of this research.

KEYWORDS

mindfulness, attention, absorption, contemplation, metacognition, cognitive control,

consciousness

Introduction

Hypnotic and meditative states are characterized by a series of changes in subjective

experiences from the normal waking state, but the literature is still unclear on similarities

and differences (Raz and Lifshitz, 2016).

Common characteristics are a state of general wellbeing and relaxation, accompanied

by deep concentration, and mental absorption (Lynn et al., 2012). The induction of both

states is used for clinical purposes, particularly when dealing with psychological problems

such as depression, anxiety and mental stress, or to relieve chronic pain (Zeidan and

Grant, 2016).

On the other hand, the procedures for reaching these states have profoundly different

historical bases, and in many cases the reported phenomenology presents substantial

differences, thus raising a large number of questions about their mutual positioning

(Markovic and Thompson, 2016). A key issue that appears central is the understanding

of the role played in both states by metacognition, i.e., the ability to represent, monitor,

and control ongoing cognitive processes (Lush et al., 2016). While several meditative

and specific hypnotic practices seem to train conscious metacognitive skills (Drigas et al.,

2022), several hypnotic techniques seem to act more on basic cognition at an unconscious

level, inducing a decline in metacognitive abilities (Dienes et al., 2016).
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Given these premises, highlighting similarities and

differences between these two states seems to be a precondition

in the scientific understanding of human consciousness, to

disentangle conscious from unconscious processing, as well

as to elucidate the role of metacognition. While important

theoretical comparisons are present in the literature (e.g., Raz

and Lifshitz, 2016), direct experimental comparisons between

hypnosis and meditation are an exception. In this article, we

briefly start with a definition of hypnotic and meditative states,

then discuss the main comparative theories, and then list the few

studies that have attempted direct experimental comparisons.

Phenomenology of hypnosis and
meditation

In this section, we describe the main phenomenological

aspects that separately characterize hypnosis and meditation.

Phenomenology of hypnosis

Hypnosis is defined as a state of consciousness consisting of

focused attention, reduced peripheral awareness, and increased

responsiveness to suggestion (Elkins et al., 2015). A typical

hetero-induced hypnotic session begins with the hypnotist

inducing a state of relaxation in the subject, up to a state of

true hypnotic trance. In this state, experience and behavior

of the hypnotized subject are modeled in accordance with

the hypnotic suggestions. Finally, the session ends with a de-

induction procedure (for example a countdown) uttered by the

hypnotist (Egner and Raz, 2007).

Hypnotic suggestions can induce a wide range of effects,

implemented in therapeutic and experimental contexts, ranging

from analgesia and other forms of sensory hallucinations to

significant modulations of attentional and executive control

processes (Terhune et al., 2002; Drigas et al., 2021). There are

three main phenomenological components of the hypnotic state:

dissociation, absorption and suggestibility (Cardeña and Spiegel,

1991).

Dissociation is the splitting of mental processes from the

main body of consciousness, with simultaneous alterations in

the sense of self in acting and volition. Subjects deeply immersed

in a hypnotic state, when asked to perform a task in response to

hypnotic suggestions, perceive a state of alteration in the sense

of voluntariness, as if the tasks were performed outside of their

own intentionality (Sadler and Woody, 2010).

Absorption, on the other hand, consists of a focused

attention that fully engages the mental resources of individuals

(Tellegen and Atkinson, 1974). Attention control processes are

central to absorption in hypnosis, and therefore a crucial role

is hypothesized for executive functions and the frontal lobes

(Parris, 2017).

Finally, suggestibility is the ability to model behavior and

subjective experience in accordance with hypnotic suggestions.

Suggestibility as a trait in the hypnotic context is referred

to as hypnotizability, and therefore as the individual’s generic

ability to experience what is suggested during hypnosis. For

this purpose, specific scales have been constructed that allow

the comparison between subjects with differences in the

hypnotizability trait (Acunzo and Terhune, 2021).

Phenomenology of meditation

The term meditation refers to a wide variety of

contemplative practices, ranging from focused meditation to

breath control, visualization or mantra recitations (Matko et al.,

2021). These practices engage meditators in repetitive, specific

mental trainings aimed at cultivating desired psychological

qualities and peculiar states of consciousness. We can divide

these practices into three general categories, even though in

some protocols they can be used together.

In the first category, specific meditative practices regulate

and exercise the meditator’s attention toward a specific target

(e.g., bodily sensations related to breathing) (Lutz et al., 2008).

This concentration is characterized by a perceived state of

absorption, with a phenomenological total involvement in a

specific experience (e.g., breathing) or task (e.g., visualizing

mental images), as opposed to the experience of being

continually distracted by extraneous thoughts or stimuli (Pekala,

1991). One special form of focused meditation is mantra

recitation, with the repetition of a sound, word or phrase to

calm and focus the mind, as in Transcendental Meditation (TM)

(Álvarez-Pérez et al., 2022).

The second category includes mindfulness meditation and

open monitoring practices, where the attention is opened to

present thoughts, sensations, images that come tomind, with the

purpose of observing them in a detached and non-judgmental

way in the present moment (Raffone and Srinivasan, 2010). Here

there is a form of absorption as well, but the mind is not focused

on a specific target, instead it operates widely, and the practice

is oriented toward the cultivation of meta-awareness (an aspect

of metacognition), i.e., the awareness of everything that happens

in our experience (Smallwood and Schooler, 2015; Mooneyham

and Schooler, 2016).

A third category of meditation practices acts not on the

level of individual constructs as in the previous groups, but on

the whole self of the practitioner. In this family of practices,

sometimes referred to as deconstructive (Dahl et al., 2015),

the main activity is to introspectively explore the nature and

dynamics of self-related mental processes. This practice unveils

a transient or illusory nature of self-representations, which can

lead to a progressive deconstruction of the ego’s sense and to

egolessness (Epstein, 1988).
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Theoretical and methodological
comparisons between hypnosis and
meditation

In this section, we describe the similar and dissimilar

phenomenological aspects of the hypnotic and meditative states.

Similarities between hypnosis and
meditation

A first overlap between hypnosis and meditation concerns

bodily relaxation. Both conditions are states of consciousness

achieved by induction procedures that improve relaxation,

with corresponding physiological effects. Both hypnosis and

meditation show a reduction in sympathetic responses and an

increase in parasympathetic tone, although these generalized

results are not supported by all the field studies (Tung andHsieh,

2019; Fernandez et al., 2021).

Secondly, in both states relaxation enhances the

development of an effortlessly absorbed state of attention

in the present moment. However, it is not yet clear whether

the states of hypnotic and meditative absorptions are identical

phenomena. In meditative practice, avoiding distractions

requires training and effort in novices; in a hypnotic session,

individuals are instead absorbed in the suggestions apparently

without effort. Some authors underline the psychometric

ambiguity of the absorption construct evaluated by the self-

assessment questionnaires, suggesting the need to identify a

finer level for the definition of different types of absorption

(Terhune and Jamieson, 2021).

Lastly, functional magnetic resonance imaging (fMRI)

studies that have examined meditation or hypnosis separately

show that these states are associated with similar and

partially overlapping activation changes in frontal, salience, and

default-mode networks, known to be involved in attentional

and executive functions (McGeown, 2016). However, these

similarities are very difficult to generalize due to the different

forms of techniques and tasks included in these two families

of practices.

Di�erences between hypnosis and
meditation

A first important difference concerns the methodology: in

hypnosis, it is central the hypnotherapist’s ability to induce the

hypnotic state, whereas in meditation the emphasis is on the

autonomous mental practice of the meditator, although both

states can be led by real people or audio guides (Häuser et al.,

2016; McClintock et al., 2019).

Another difference is that hypnosis depends mainly on the

hypnotic suggestibility of the subjects (Oakley and Halligan,

2013), whereas meditative traits can be developed with practice

(Kiken et al., 2015). This difference affects experimental designs:

while the effects of meditation can be assessed by comparing

experienced and novice meditators, the effects of hypnosis

are usually assessed by distinguishing between high and low

hypnotizable individuals.

An important theoretical framework that highlights the

differences between the cognitive mechanisms underlying these

two states is the theory of Higher Order Thoughts (HOT;

Rosenthal, 2005). In this theory, a mental state can be defined

as conscious when a person is aware of living that mental state.

In this sense, Dienes et al. (2020) proposed a differentiation

between HOT cognitive control and COLD control, that is

cognitive control in the absence of accurate metacognitive

processes. This form of COLD control during hypnosis can be

seen in the alteration of the sense of agency, defined as the

experience of being the initiator of an intentional action. From

this perspective, COLDhypnotic control is interpretable as a lack

of awareness of intentions.

On the other end, in another set of studies in clinical

settings and with inductions involving attention and imagery

(Drigas et al., 2022), hypnosis appears to have an impact on

metacognitive skills and wellbeing, thus opening up to the

counterintuitive possibility that unconscious processes can act

on metacognitive development.

Related to this, a crucial point of differentiation between

hypnosis and meditation concerns the experience of

dissociation, as the hypnosis literature agrees that a sense

of involuntary action and dissociated volition is experienced

during these states (Sadler and Woody, 2010). This appears to

be very different from meditative states, where the emphasis is

instead on increasing and integrating the meditator’s sense of

presence into one’s experiences. Therefore, some researchers

consider hypnosis a form of strategically self-induced deception,

while meditation as a form of self-induced intuition (Dienes

et al., 2016).

A final point of differentiation concerns the effect of these

two states on the experience of being a self. While in hypnosis

people report having some sort of hidden observer who was

witnessing the suggested execution (e.g., motor response) from a

third person perspective, in most meditative states practitioners

are initially involved in an effort to observe the flow of their

thoughts without being involved in it. As the practice progresses,

meditators report a weakening of the first person perspective, to

the point, in advanced meditative states, of a sense of dissolution

of the boundaries of the self (Epstein, 1988).

Direct experimental contrasts
between hypnosis and meditation

Here, we review the studies that directly contrast hypnosis

and meditation in experimental settings, arranging them into

four different groups.
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Contrasting hypnosis and transcendental
meditation

The first group includes four studies that compared hypnosis

(self or hetero-induced) and TM. Walrath and Hamilton (1975)

found no differences in heart rate, respiratory rate reduction,

and skin resistance between two groups of experienced

meditators who either performed a TM session or performed a

self-hypnosis session.

Similar lack of physiological differences were found inMorse

et al. (1977), in which participants were monitored during

alertness, TM, hypnosis (with only relaxation or with analgesia)

and relaxation while awake. Psychophysiological measurements

included respiratory rate, heart rate, blood pressure, skin

resistance, electroencephalography (EEG), and muscle activity.

The results showed differences only with respect to alertness,

while there were no significant differences between the states

of relaxation, with the exception of muscle activity, which

was deeper in meditation. Experientially, participants reported

relaxation in hypnosis and meditation as being equally more

effective than pure relaxation.

In a third study, Barmark and Gaunitz (1979) compared

the effects of TM and audio-recorded hypnosis. As in the

two previous studies, physiological data showed no significant

differences between hypnosis and TM, particularly in heart

rate and skin temperature. A slower respiratory rate was

detected during TM. Participants reported that during hypnosis

compared to alertness there was greater vividness in mental

images and a heightened sense of concentration, along with less

attention to environmental stimuli and respiratory sensations.

Instead, during TM meditators reported that their bodies

became lighter and warmer, and as if time went by faster. Benson

et al. (1978) found that high hypnotizable subjects lowered

anxiety and systolic blood pressure both in TM and self-hypnosis

compared to lows.

Contrasting hypnosis with attention
meditation and open monitoring

A second group of studies compared hypnosis with attention

and open monitoring meditation. In Nuys (1973), participants

performed focused meditation exercises, attention assignments,

and hypnotic susceptibility assessments. The results indicated

that good concentration is a necessary condition for hypnotic

susceptibility, but not sufficient, as some participants who

did show good concentration were not suggestible. Spanos

et al. (1978, 1980) replicated these results, reporting that

hypnotizability is related to a low intrusion rate of distracting

thoughts, and therefore to the absorption and vividness

of mental images. Heide et al. (1980) showed that highly

hypnotizable individuals presented most substantial decrements

in anxiety after a 1-week meditation treatment compared to

lows, while a brief training in meditation did not modify

hypnotic responsivity.

Brown et al. (1983) conducted a study to investigate

the phenomenological differences during self-hypnosis,

daydreaming, and mindfulness meditation performed during

retreats. While self-hypnosis involved more self-referential

thinking, memory changes and intense emotions, daydreaming

emphasized the presence of spontaneous mental images.

Meditation initially involved a difficulty in managing

distractions during practice, but with experience, a greater

awareness of bodily processes was learned, facing changes in

the perception of time and sense of self, with mental processes

appearing to slow down and with a vivid awareness, which took

on an impersonal quality.

More recently, Semmens-Wheeler and Dienes (2012) in

the theoretical framework of HOT theory, underlined a

methodological issue: the measurement of the subjective

perception of intrusive thoughts is a self-monitoring (meta-

awareness) activity, and it is therefore possible that highly

hypnotizable individuals are simply not aware of the distracting

intrusive thoughts. In this sense, the authors proposed the term

“cold absorption” in the context of hypnosis, as opposed to “hot

absorption” in experienced meditators. The authors compared

the hypnotizability scores of experienced meditators against a

database of 500 subjects, finding that the meditators were less

suggestible than the average of all other subjects. They therefore

hypothesized that meditation and hypnosis are opposite with

regard to the role of meta-awareness. This hypothesis was

verified in a survey by Lush et al. (2016), in which they

investigated the subjective times of awareness of an intention

to move, a judgment considered to be of a metacognitive

type. They found that more easily hypnotized people are less

capable of metacognitive judgment, and therefore attribute

the initiation of the intention to move later than experienced

meditators, whereas the practice of meditation leads to accurate

judgments. Furthermore, a cross-sectional study (Grover et al.,

2018) showed that hypnotizability and mindfulness facets where

negatively correlated.

Contrasting hypnosis and meditation in
the perception of pain

A third group of studies compared hypnosis and meditation

in the context of pain sensation, mostly for clinical treatments.

In a recent review, De Benedittis (2021) underlines how

both hypnosis and meditation attenuate pain, but with both

similarities and differences in the multiple neurocognitive

mechanisms involved. Both phenomena involve the frontal

modulation of pain-related areas, but their role in hypnosis
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seems to depend on the type of suggestion given, while in

meditation depends on the level of practice.

Swain and Trevena (2014) compared the effects of brief

mindfulness and hypnosis sessions on resistance to pain caused

by a hand placed in cold water at 0 C (Cold Pressor Task, CPT).

Both interventions showed their efficacy compared to control in

two different modalities: no difference was found on between

DVD presentations and in person procedures. Participants,

however, reported lower subjective pain scores after hypnosis

compared to mindfulness.

Recently, Grover et al. (2021) replicated the previous study,

finding no differences in CPT outcomes after a single recorded

session of hypnosis or mindfulness meditation. Both conditions,

however, modulated changes in self-reported pain perception,

but while hypnosis induced a reduction in pain intensity and

unpleasant elements of pain, mindfulness only correlated with

a reduction in pain intensity.

Williams et al. (2022) evaluated the effectiveness of

mindfulness meditation and hypnosis vs. an active control

condition (educational training) in a randomized study of U.S.

military veterans suffering from chronic pain and depression.

The results showed no significant differences immediately after

the treatments: however, in the follow-up evaluations at 3 and

6 months, the groups that practiced hypnosis and meditation

showed a decrease in the intensity of pain and depression.

Contrasting hypnosis and meditation in
electroencephalographic studies

A fourth group of studies concerns hypnosis and meditation

comparisons mainly with the use of EEG. Halsband et al. (2009)

measured EEG activity during hypnosis and meditation of a

single highly hypnotizable subject expert in Vajrayana practice,

a form of Tibetan meditation that aims to achieve a state of

enhanced cognition and emotions (Amihai and Kozhevnikov,

2014). They report significant differences between the two states

in the alpha 1 and theta 2 frequency bands. High amplitudes

in the alpha frequency bands were greater under hypnosis in

the central and temporal positions, while the alpha frequency

in meditation was more pronounced in the frontal positions

than in the control. Greater activity in the theta band two was

observed only under hypnosis in both hemispheres. While the

authors admit that it is difficult to draw conclusions from a study

with a single subject and with these variances, it is interesting to

report that the two states do not show identical brain activations.

Another one-participant study compared the EEG correlates

of one form of TM (Sidhi) with those caused by audio-recorded

hypnosis in a man with moderate hypnotic responsiveness

(Pekala and Creegan, 2020). The participant showed significant

phenomenological differences between the two states, assessed

by the Phenomenology of Consciousness Inventory, combined

with electrophysiological correlates. A greater alpha and beta

activity was found during TM than in hypnosis, with a greater

beta in the left prefrontal cortex, and increased global delta

activity during hypnosis.

Recently, intracranial EEG was used in three patients with

no meditative or hypnotic experience (Bauer et al., 2022).

The day after the surgery, patients listened to three different

audios guiding to mind-wandering, mindfulness meditation,

and an imaginative hypnotic state. The pre-recorded hypnotic

procedure consisted of bringing attention to bodily sensations

and then imagining visiting a pleasant place. The authors found

non-specific and diffuse amplitude modulations in the three

conditions. Connectivity analysis revealed common patterns in

the three conditions, predominant in the low frequencies (delta,

theta, and alpha). The connectivity patterns that were unique

to the three conditions predominated in the gamma band, and

one-third of the correlations in these models were negative.

Conclusions and future directions

In summary, several theoretical models and some

experiments identify points of overlap and points of

difference between the hypnotic state and the meditative

state. In particular, hypnosis appears to be a form of attention

focalization supported by an external expert in suggestion

methodologies, with prominent imaginative elements and with

a dissociation of executive control. Meditative states induce a

state of absorption and concentration, but these are typically

self-induced, and are forced through numerous practice

sessions, which over time can lead to a progressive integration

into executive control and—in the long run—to a decrease in

the differentiation between the self and the external world.

The large number of meditative practices and the many

possible hypnotic inductions open to a combinatorial explosion

of interesting experimental contrasts, many of which have not

been yet performed. The experiments that directly investigated

these similarities and differences are currently only preliminary,

although they begin to show phenomenological differences

involving metacognition, absorption and executive control,

while psychophysiological and EEG studies are too few to draw

any kind of meaningful conclusion.

To better understand these states of consciousness and their

relationships with ordinary states, it is necessary to increase

research efforts, both from the point of view of theoretical

models and the collection of data that make a direct comparison

between hypnosis and meditation.
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What distinguishes conscious information processing from other kinds of

information processing is its phenomenal aspect (PAC), the-what-it-is-like

for an agent to experience something. The PAC supplies the agent with

a sense of self, and informs the agent on how its self is affected by the

agent’s own operations. The PAC originates from the activity that attention

performs to detect the state of what I define “the self” (S). S is centered

and develops on a hierarchy of innate and acquired values, and is primarily

expressed via the central and peripheral nervous systems; it maps the agent’s

body and cognitive capacities, and its interactions with the environment. The

detection of the state of S by attention modulates the energy level of the

organ of attention (OA), i.e., the neural substrate that underpins attention.

This modulation generates the PAC. The PAC can be qualified according to

five dimensions: qualitative, quantitative, hedonic, temporal and spatial. Each

dimension can be traced back to a specific feature of the modulation of the

energy level of the OA.

KEYWORDS

information, phenomenal aspect of consciousness (PAC), attention, energy, the self
(S), organ of attention (OA)

Introduction

Various different theories try to explain the underlying mechanisms of consciousness
(for recent reviews, see Northoff and Lamme, 2020; Winters, 2021). One of the most
promising approaches that is fully adopted or partly shared by some of these theories
is to investigate consciousness in informational terms. Chalmers (1996, pp. 285–287)
explicitly theorized that information can be a good construct to make the link between
physical processes and conscious experience. Since then, the idea that consciousness
can be investigated in informational terms, has been recurrently put forward both
in scientific research and philosophical debates (Tononi, 2008, 2012; Aleksander and
Gamez, 2011; Earl, 2014; Jonkisz, 2015, 2016; Tononi and Koch, 2015; Fingelkurts and
Fingelkurts, 2017; Orpwood, 2017; Ruffini, 2017; Marchetti, 2018; Kanai et al., 2019; but
some researcher had adopted this idea even before Chalmers’ proposal: see Baars, 1988).
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While generally supported by theoretical considerations
concerning the nature of life1, this approach is not exempt
from criticism, above all for its panpsychist implications (see for
example Pockett, 2014).

I endorse such an approach as my starting point, but
I maintain that not all kinds of information processing are
conscious: after all, there is ample evidence of information
processed by humans unconsciously, as well as of not-
conscious information processed by computers. Consciousness
is a phenomenon that evolved by purely biological processes
on a planet where it did not exist previously (and that, once
appeared, can theoretically also be artificially replicated).

Given this, the fundamental question to be addressed is
what distinguishes conscious information processing from other
kinds of information processing.

The answer is to be found in what primarily distinguishes
consciousness from other phenomena: the qualitative,
phenomenal aspect of consciousness (from here on: PAC),
i.e., the what-it-is-like for an agent to experience something.
Taking the PAC into consideration, what it adds to information
processing2, and, above all, what difference it makes to the
agent that is processing information, allows one to understand
what distinguishes conscious information processing from
other kinds of information processing. Ultimately, this means
explaining the why of the PAC: why it is needed for an agent
and why it has the form it has.

It can certainly be argued that the difference between
conscious information processing and other kinds of
information processing can also be found somewhere else
than in the PAC, for example, in the specific organization
and functioning of the brain as compared to the organization
and functioning of systems performing a different kind
of information processing (Fingelkurts et al., 2010, 2013;
Rabinovich et al., 2012; Fingelkurts and Fingelkurts, 2017).

According to Fingelkurts and Fingelkurts (2017, p. 2), the
brain is “an active system that retains the characteristics of a
complex, non-linear system with non-equilibrium dynamics,
reflected in transient evolution of transient states in the
form of discrete frames of activity and phase transitions
between micro- and macro-levels.” As such, the information
processed by the brain is characterized by self-organization, the
interplay of stability/instability, timing of sequential processing,
coordination of the multiple sequential streams, circular
causality between bottom–up and top–down operations, and

1 Information has been considered a fundamental dimension of living
beings (Roederer, 2003; Nurse, 2008; Skyrms, 2010; Farnsworth et al.,
2013; Walker and Davies, 2013; Adami, 2015; Baluška and Levin, 2016), if
not actually the fundamental dimension that distinguishes living beings
from other entities. For example, Skyrms (2010, p. 32) states that: “it is
the flow of information that makes all life possible.”

2 I use “information processing” in a very general sense here, which
includes all the various operations that can be performed on and with
information, such as generation, encoding, decoding, management,
storage, transduction and transmission of information.

information creation, all aspects that cannot be captured by
the classical Shannonian concept of information. Consequently,
the information processed by the brain (as opposed to the
information processed by other systems) can be described
as “ordered sequences of metastable states across multiple
spatial and temporal scales.” In a similar vein, Rabinovich
et al. (2012, pp. 51, 60) maintain that “brain flow information
dynamics deals with problems such as the stability/instability
of information flows, their quality, the timing of sequential
processing, the top–down cognitive control of perceptual
information, and information creation” and consequently that
a cognitive (mental) information flow can be defined as “a flow
along a chain of metastable states.”

I think that distinguishing conscious information processing
from other kinds of information processing on the basis of the
organization and functioning of the brain certainly offers an
important contribution to the explanation of salient aspects of
consciousness, such as the stream of consciousness and how the
brain creates new information. However, without a preliminary
analysis of the PAC, of the difference it makes for information
processing and for the agent processing it, one can hardly
capture the core difference between conscious information
processing and other kinds of information processing: after
all, what primarily distinguishes consciousness from all other
phenomena is its qualitative, phenomenal aspect. Moreover, one
must also take the PAC into consideration whenever one wants
to deal with the other features of consciousness (such as the
stream of consciousness or the unity of a conscious state): in
fact, it is principally on the basis of the PAC that one can
identify these features.

Following Chalmers (1995), it can also be argued that the
way in which I tackle the problem of the PAC (that is, by relating
the PAC to the agent: “What difference does it make to the agent
that is processing information?”) will never help solve the hard
problem of consciousness (“Why and how do physical processes
in the brain give rise to experience?”) because phenomenal
consciousness and states are not relational phenomena (they
cannot be functionally defined) but intrinsic ones (Di Francesco,
2000). I think that the distinction between the hard problem
of consciousness and the easy problem of consciousness is
misleading because it creates a break where there is none.
Phenomenal consciousness and conscious phenomena are such
simply because there is an experiencing subject (the agent) who
experiences them, and to whom they make a certain difference
(that is, they have a certain meaning for the experiencing
subject). An experience without its experiencing subject is no
longer an experience: it loses its meaning. As Nida-Rümelin
(2017, p. 56) observes: “we cannot even think the occurrence
of an experience without thereby thinking of it as involving an
experiencing subject.” The experience of pain is such because
there is an experiencing subject who experiences it: without
the experiencing subject, there will be only an empty, abstract
concept – the concept of “pain” – but no actual experience
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of pain. When I say that I have toothache, you can certainly
understand what I mean, but you cannot feel my toothache
(or, said otherwise, you experience the meaning of the word
“toothache” but you do not experience any toothache). In sum,
the problem of the PAC can only be solved by also taking its
experiencing subject into account3.

Therefore, in this article I aim principally at answering the
question of the why of the PAC, that is, the difference that it
makes for the agent that processes information. I will then offer
a tentative explanation of the mechanism that underpins the
PAC. For reasons of space, I will not deal with higher forms of
consciousness, such as meta-cognitive consciousness. Suffice it
to say that most arguably these higher forms of consciousness
are made possible by, and develop on, the more basic form of
phenomenal consciousness, once reflective self-awareness has
formed (Gallagher and Zahavi, 2008).

Current research on
consciousness deals principally
with the how, not with the why of
the phenomenal aspect of
consciousness

Generally speaking, two main approaches are adopted when
analyzing consciousness in informational terms. The most
common one is to take the PAC for granted, without directly
investigating its why, that is, its role in an agent’s processing
of information. For example, Ruffini (2017, p. 2) clearly states:
“We do not address here the hard problem of consciousness –
the fundamental origin of experience (. . .) We assume that
there is consciousness, which, with the right conditions, gives
rise to structured experience”. Likewise, Kanai et al. (2019, p. 2)
maintain that “Instead of directly addressing the Hard problem,
a possibly more productive direction might be to consider
putative functions of consciousness, namely, cognitive functions
that require consciousness in the sense of being awake and able
to report stimulus contents with confidence.”

This approach primarily investigates the how of
consciousness, that is, what structures bring it about, such
as the neural correlates of consciousness (NCC) (e.g., Baars,
1988; Mashour et al., 2020) and the brain’s internal models of the
environment that allows agents to simulate the consequences
of their own or other agents’ actions and avoid dangerous
outcomes (e.g., Ruffini, 2017; Kanai et al., 2019). This approach
also focuses on the possible functions that consciousness may
have in supporting the other cognitive functions (e.g., the

3 For a similar view, see Safron (2020, p. 22): “If cognition is primarily
discussed in the abstract, apart from its embodied–embedded character,
then it is only natural that explanatory gaps between brain and mind
should seem unbridgeable.”

executive one). However, strangely indeed, the functions
of consciousness are mostly considered and explained
independently of the PAC. Even when somehow relating
the function of consciousness to the PAC, scholars adopting
this approach do not consider the role that the PAC plays in
processing information. For example, various scholars claim
that consciousness has the function of making information
globally available across the system, and transforming data
into a format that can be easily and flexibly used by high-level
processors (language, autobiographical memory, decision-
making, metacognition, etc.) (Baars, 1988; Dehaene and
Naccache, 2001; Earl, 2014; Mashour et al., 2020; Frigato, 2021).
However, they do not explain why this must be the case, that
is, why only information and data that have the particular
phenomenal aspect that consciousness assigns to them, can
be made globally available across the system and processed
by high-level processors. Kanai et al. (2019, p. 6), in their
“information generation” model of consciousness, recognize
the importance of the PAC when they observe that it allows for
distinguishing representations of factual reality of the here and
now from counterfactual representations (e.g., past and future
events), because the former are more vivid than the latter.
They also explain that the difference in vividness of experience
comes from the difference in the degree of details produced
by the generative model that they have postulated. However,
they completely skip the essential question: Why is the PAC
needed to distinguish representations of factual reality from
counterfactual representations? Could an agent not make such
distinctions unconsciously? What does experience (of vividness
as well as of anything else) do that the lack of experience cannot
do?

The second kind of approach does try to account for
the PAC, but, similarly to the first, it focuses mostly on the
how of conscious experience instead of the why. Therefore,
this approach is not of great help either in explaining
the role that the PAC plays in an agent’s processing of
information, as well as in differentiating conscious information
processing from other kinds of information processing. As
an example of this kind of approach, let’s briefly consider
the Integrated Information Theory of consciousness (IIT)
put forward by Tononi (2008, 2012), Oizumi et al. (2014),
and Tononi and Koch (2015). IIT directly tackles the PAC:
it firstly identifies the main phenomenological properties of
consciousness, what IIT defines as “axioms”: intrinsic existence,
composition, information, integration and exclusion. Then it
derives a set of “postulates” that parallel the axioms and
specify how physical systems might realize these axioms. Last,
it develops a detailed mathematical framework in which the
phenomenological properties are defined precisely and made
operational. IIT defines consciousness as integrated information
(8), where integrated information stands for the amount of
information generated by a complex of elements, above and
beyond the information generated by its parts.
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The choice of IIT to limit the investigation of consciousness
to its phenomenological properties limits IIT’s possibilities to
explain the role that the PAC plays in an agent’s processing
of information. IIT considers the phenomenological properties
of consciousness in themselves, without any connection to the
possible cognitive functions they can have (such as planning
and initiation of behavior). This choice, which has led Cerullo
(2015) to define IIT as a theory of “protoconsciousness” or “non-
cognitive consciousness” (as opposed to a theory of “cognitive-
consciousness”), makes IIT tackle a kind of consciousness
that substantially differs from the one tackled by psychology,
cognitive neuroscience and neurology. While the latter is
supposed to have evolved in association with the other cognitive
functions of the system (such as memory and attention) in
order to assist the system in controlling its own behavior, the
former does not necessarily imply a functional role for the
system’s behavior, and lacks the cognitive properties associated
with such a role. Indeed, IIT does not intend to explain
why, to what purpose a system should generate phenomenal
consciousness. Rather, IIT intends to explain how the generation
of integrated information leads to the PAC. In sum, this limits
IIT’s possibilities to account for the possible functions of the
PAC, as well as for the functions of the other cognitive functions
of the system (memory, attention, etc.) associated with the PAC.

A related argument has been put forward by Safron (2020),
according to whom most of IIT’s problems originate from the
fact that IIT does not take the agent’s interactions with the
world into consideration (“Without those meaningful external
connections, systems could have arbitrarily large amounts of
integrative potential, but there still may be nothing that it is
like to be such system,” Safron, 2020, p. 16). In Safron’s view,
the minimal condition for a system to be conscious is that
it is capable of generating, from an egocentric perspective,
integrated system-world models with spatial, temporal, and
causal coherence, all of which require agentic, autonomous
selfhood. Consequently, he suggests integrating IIT (and
GNWT) with the Free Energy Principle and Active Inference
Framework (FEP-AI) (Friston et al., 2006, 2017), which provides
a formalism of how internal states can model external states.
While I agree with Safron in that, in order to deal with
consciousness, it is necessary to take the system’s interactions
with the world into account (see my discussion on the sense
of self in the section “Why is the phenomenal aspect of
consciousness needed?”), I think that FEP-AI, albeit being useful
in defining how a system’s internal states can model external
states, is of limited utility in explaining the basis on which
the distinction between the system (or self) and the world
takes place. As Di Paolo et al. (2022, p. 28) explain, FEP-AI
presupposes such a distinction, instead of explaining it: “All
processes subserving self-distinction are themselves products of
self-production. In contrast, Markov blankets in FEP systems are
there by assumption (. . .) there is nothing in the Markov Blanket
that necessarily links it to processes of organismic constitution.”

As it will become clear later in the article, in order to account
for the basis of the system-world distinction, it is necessary
to consider the attentional mechanism underlying the hedonic
dimension of the PAC.

The integrated information theory of consciousness has also
raised some other criticisms because of its identification of
consciousness with integrated information. Taken to extremes,
this identification leads one to maintain that any system that
has integrated states of information is conscious (Cerullo,
2015; Jonkisz, 2015), which implies some counterintuitive
consequences, such as the attribution of consciousness to simple
artifacts, such as photodiodes.

Moreover, as Mudrik et al. (2014) show, there are at least
four integrative processes that occur without consciousness, that
is, short-range spatiotemporal integration, low-level semantic
integration, single sensory (versus multisensory) integration,
and previously learned (versus new) integration. Therefore,
information integration, even if it turns out that it is most
probably necessary for consciousness, is not sufficient.

Finally, Mindt (2017) observes that, even though IIT
can provide a detailed account of how experience might
arise from integrated information, it nevertheless leaves open
the question of why it feels like something for a brain to
integrate information.

Similar to IIT, the theory put forward by Orpwood (2017)
also tackles directly the PAC. Orpwood argues that qualia are a
likely outcome of the processing of information in local cortical
networks: qualia would arise when attention or some other re-
entrant processes develop an attractor state in a network that
enables the network to identify the information cycled (at least,
three times) through it as a representation of the identity of
its previous input. However, Orpwood does not explain why,
to what purpose, consciousness is required to perform such an
identification process: could such an identification not occur
without the support of consciousness?

It is anyhow important to note that, despite their inability
to explain the why of the PAC, the majority of theories
developed within these two approaches do provide powerful
tools in the scientific study of consciousness, both in terms of
their predictive capacity, testability and possibility of carrying
out precise measures. For example, GNW (Global Neuronal
Workspace) (Mashour et al., 2020, p. 789) very clearly predicts
that consciousness can be disrupted when the function of
cortical hubs or reverberant connectivity is disrupted.

Why is the phenomenal aspect of
consciousness needed?

Let’s now try to answer the fundamental questions
about the PAC.

To begin with: what difference does the PAC make in
general? No doubt, the PAC makes experience appear as it
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is – that is, an “experience” – and makes it differ from other
experiences: it makes factual reality appear what it is – that is,
“real” – and makes it differ from dream; it makes pain appear as
“painful” or “hurting” and pleasure as “pleasant”; it makes pain
differ from pleasure, and a big pain differ from a small pain.

But why is the PAC needed at all? As the philosopher
Campbell (2011, p. 323) asked: “Why should experience be
needed? Why not just any way of being causally impacted
by the events around us, in a way that gives information
about them?” Could we not do without experience and process
the information unconsciously? After all, much – if not
the majority - of what happens inside our brain, happens
without our knowledge.

My answer is that the information provided by the PAC
supplies the agent with a sense of self, and how this self is affected
by the agent’s own operations4.

Let’s clarify how the terms “operation,” “information,” “sense
of self,” and “affected” must be understood.

By “operations” (and “operate”) I refer in a very general
sense to the various physical and mental activities that an agent
performs, either on an active, voluntary, goal-directed basis (e.g.,
walk, eat, speak) or on a passive, involuntary, stimulus-driven
one (e.g., dream, involuntarily move in response to a stimulus,
perceive pain, feel hungry or thirsty).

By “information” (and “inform”) I do not refer to
a “universal” kind of computation, according to which
information can be programmed in, and represented by
any abstract symbols, but rather to a “fixed” kind of
computation, according to which the hardware and software
are interdependent, and information is instantiated in the
form of the structure (Farnsworth et al., 2013). While in the
former kind of computation, information can be instantiated
by any program, code and physical system, in the latter
(which is typical of living systems), information can only be
instantiated by the specific biological system (or agent) that
embodies it. This has three important implications. The first
is that the agent does not need at all to decode, translate or
transduce the message of the PAC into any other language:
the agent immediately grasps the message of the PAC by
experiencing it, because what the PAC means, its content,
coincides with the form (the aspect) of the PAC (Marchetti,
2018). This happens even when the message is ambiguous,
lacks sufficient clarity or just provides a very general feeling,
such as that of rightness or familiarity: in fact, in such
cases, the meaning conveyed by the conscious experience is
precisely of “ambiguity,” “not sufficiently clear,” “familiarity,”

4 For the first part of the answer (“the PAC supplies the agent with a
sense of self”), I have drawn upon Damasio’s (1998, 1999, 2010) work.
See for example Damasio (1998, p. 1880): “what we must explain if we
are to address the issue of consciousness is the generation of a sense
of self and the generation of the sense that such self is involved in the
process of perceiving the stimulus.”

etc.5 The second implication is that the precise meaning that
the information provided by the PAC has for the agent that
experiences it, can only be understood by the agent itself and
not by another agent: in other words, I know what it means
for me to experience “pain,” but another person cannot directly
know what it means for me to experience “pain” (and vice
versa). This is because the information provided by conscious
experience is always “individuated” – to use Jonkisz’s (2015)
expression –, that is, it is shaped by the agent’s evolutionary
antecedents and by its unique and particular interactions with
its environment and other agents. The third implication is that
the information provided by the PAC cannot be adequately
dealt with by every theory of information. This is because the
PAC is derivative on an experiencing subject who produces and
interprets it. Therefore, those theories of information - such
as Dretske (1981), Floridi (2005), and Mingers and Standing’s
(2014) – which maintain that information is fundamentally
objective and exists independently of the agent that produces
it, cannot adequately account for the information provided
by the PAC. A more suitable theory of information seems to
be Hofkirchner’s (2013, 2014) unified theory of information
(UTI), because it shows how (self-organizing) systems produce
information. According to Hofkirchner (2013, p. 9), information
is produced when “self-organizing systems relate to some
external perturbation through the spontaneous build-up of
order they execute when exposed to this perturbation.” Self-
organizing systems produce information because they transform
the input into an output in a non-deterministic and non-
mechanical way. On the contrary, computers, probabilistic
machines and other systems that compute and work according
to strict deterministic rules, which by definition do not yield
novelties, cannot produce information (Hofkirchner, 2011).
Hofkirchner’s definition of information production can be
equated with Bateson’s (1972) famous definition of information
as a “difference which makes a difference.” Bateson’s “making a
difference” is the build-up of the system’s self-organized order;
Bateson’s “difference” that makes a difference is a perturbation
in the inner or outer environment of the system that triggers
the build-up; Bateson’s “difference that is made” is made to
the system because the perturbation serves a function for the
system’s self-organization.

The “sense of self ” can be described as characterized by
the following fundamental features: (a) the sense of being
an entity differentiated from other entities. This provides the
agent with a sense of mineness or ownership, that is, the
quality that all its experiences belong to, and are for it (and
not for-someone-else); (b) what can be defined as the “point
of view” from which any content is “seen”. This point of
view persists through all conscious experiences independently

5 As Mangan (2001) shows, these kinds of conscious experiences serve
precise purposes. For example, the feeling of familiarity signals that what
we are experiencing now has been encountered before.
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of their contents (Winters, 2021, p. 12) and partitions the
world into the asymmetric space of what monitors and what
is monitored (Merker, 2013a,b); (c) a feature that is strictly
associated with the “point of view”: the feeling of continuity.
Our experience flows uninterruptedly like a river. As James
(1890/1983, pp. 233–234) observed: “the transition between
the thought of one object and the thought of another is no
more a break in the thought than a joint in a bamboo is
a break in the wood.” The feeling of continuity is assured
even when there are temporary interruptions in conscious
experience (because of sleep, anesthesia, etc.): indeed, these
interruptions are not experienced directly as such, that is, as
gaps of consciousness, but indirectly, as conscious experiences
of having lost consciousness. As Evans (1970, p. 185) observed
: “It is only by inference that we know that we have been
unconscious, or by being told of this by someone else.” That
is, the sense of self acts like an uninterrupted, permanent
background on which specific, separated contents follow one
another, and changes can be perceived; (d) last but not least, the
capacity it has to represent an organism composed of multiple,
interconnected parts in the unified and condensed way of a
“single voice” (Damasio, 2010), that is as a single unit. This
allows the agent to devise plans and actions that best fit its
existence as a whole, rather than favoring some of its parts to
the detriment of the other ones, and coordinate its behavior
accordingly: in a word, to maintain and expand the well-being
of the agent in its entirety.

It could be claimed that exceptional conscious states – such
as those induced by drugs or meditation, and pathological
conscious states – may lack some of the features that a sense
of self implies (e.g., spatial self-location, mineness), if not all
of them. After all, these states often present a phenomenology
that substantially differs from the phenomenology of ordinary
conscious experience. Consider, for example, the alleged cases
of self-loss or ego-dissolution reported by highly experienced
mindfulness meditators: “it’s like falling into empty space. . . and
a sense of dissolving [. . .] there’s no personal point of view, it’s
the world point of view, it’s like the world looking, not [me]
looking, the world is looking” (Millière et al., 2018, p. 11), or
by users of psychedelic drugs: “I wasn’t anything anymore. I
had been broken down into nothingness, into oblivion” (Millière
et al., 2018, p. 16). However, as Gallagher (2017, p. 5) argues,
it is not at all clear how one can even report on these extreme
states of consciousness without having registered them as one’s
own (and not as someone’s else). To this argument, I further add
that it does not matter whether the “one” these states refer to or
are for, is myself, the world, the universe, everything or nothing,
or whether this “one” implies a perspective centered onto a
single point of origin inside myself rather than a perspective
from everywhere or nowhere, or whether this “one” is embodied
or fully disembodied. Actually, to be able to say that “I was
the universe, I was everywhere and nowhere” or “(I forgot)
that I was a male, a human, a being on Earth—all gone, just

infinite sensations and visions” (reported by Millière et al.,
2018), one must have been aware, while experiencing those
extreme experiences, that they were experienced by oneself,
whatever “oneself ” or “I” refers to at the time of the experiences.
Therefore, in my view, it is legitimate and safer to conclude that
consciousness always implies at least a minimal level or form of
self, even if some of its features can be missing.

With the term “affected” I refer not so much to the (more
or less) permanent modifications that take place after the agent
has experienced something and that are usually identified with
“memories” and what was “learnt.” Nor do I generally refer to
whatever (physical, chemical, etc.) changes may occur inside the
agent’s organism. Rather, I specifically refer to the temporary
effects that an agent’s given operation has on the agent’s self, that
is, at the level that – by summarizing the complexity inherent
to the composite structure of the agent’s organism – represents
and stands for the agent in its entirety as a single unit. Most
frequently, these effects imply a (temporary) variation in the
state of the self, but sometimes they may imply no variation.
This is reflected in our languages by verbs and nouns that allow
us to express the conscious experience of a lack of change,
and say for example that “we noted no differences,” or that
“nothing happened” (for the sake of simplicity, we can use the
term “variation” to generally refer to the effects that an agent’s
operation has on the agent’s self, irrespectively of whether they
imply a variation or not).

As an example of the possible effects that the agent’s
operations have on its self, consider the experience of pain. This
experience, metaphorically speaking, “tells” the agent that it is
undergoing a specific variation that affects it as a whole, as a
single unit, and that this variation is characterized by a certain
intensity and a certain hedonic aspect that distinguish it from
other types of variations. For example, the variation that the
agent undergoes when it feels pain has an opposite hedonic
aspect compared to pleasure: while the former acts as a “block”
that forces the agent to operate in a different way (so as to
remove the cause of the pain), the latter “sustains” the agent’s
activities, leading it to keep on doing what it’s doing.

In their essence, these temporary variations represent
the impact that the agent’s own (voluntary or involuntary)
operations (such as perceiving, moving, thinking, remembering,
dreaming, speaking, etc.) have on the agent’s self. They
provide the agent with the direct, immediate and intuitive
knowledge (on which rational knowledge can subsequently
be built and developed) of how entities and events in
general relate to the agent’s self: for example, how a certain
object limits or facilitates the agent’s activity, how the
agent can modify or use it, where the object is spatially
located relative to the agent, etc. It is precisely these
temporary variations that the agent’s self undergoes because
of the entities and events with which the agent enters into
relation, that allow the agent to define, represent, identify
and recognize them.
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In relation to this aspect, it is important to highlight that
these temporary variations allow the agent to progressively
build its personal knowledge not only about the entities
and events it comes upon, but also about itself. Actually,
as it has been observed (Rochat, 2003; Cleeremans, 2008;
Ciaunica et al., 2021), the sense of self is not just given, but
must be learnt and achieved: it emerges from the continuous
process of differentiation between the agent and the other
entities. It seems very plausible that, at least for humans, this
differentiation process already starts in utero. The evidence
reviewed by Ciaunica et al. (2021) shows that prenatal organisms
possess a basic form of self-awareness. For example, fetuses
spend a considerable amount of time in tactile exploration of
the boundary between innervated and non-innervated areas.
According to Ciaunica et al. (2021, p. 7), this demonstrates
that “The fetus is thus exploring the boundaries of his or her
self, developing knowledge of the effects of his or her own
self-generated action, and its consequences.”

It must be further noted that the sense of self is not always
explicitly experienced by the agent. Actually, most of the time
when we experience something, we are not self-aware of it:
we simply experience it without having the additional, explicit
experience that it is we who are experiencing it. This does not
mean however that on these occasions the sense of self is absent:
in fact, it is present, but in a “pre-reflective” form. As it has been
argued (Legrand, 2006, 2007; Gallagher and Zahavi, 2008), it
is possible to distinguish between two forms of self-awareness:
pre-reflective self-awareness and reflective self-awareness. The
former is intrinsic, tacit, non-observational (i.e., not implying an
introspective observation of oneself) and non-objectifying (i.e.,
it does not turn one’s experience into an observed object). The
latter is explicit, observational and objectifying: it introduces a
form of self-division or self-distancing between the reflecting
and the reflected-on experience. Pre-reflective self-awareness
is the constitutive structural feature of any conscious state: as
such, it exists independently of reflective self-awareness; on
the contrary, reflective self-awareness always presupposes pre-
reflective self-awareness. Evidence shows that every conscious
mental state always involves pre-reflective self-awareness: (i) as
remarked by Husserl (1989, p. 18a), each thing that appears has
eo ipso an orienting relation to us, even if we are just imagining it
(if we are imagining a centaur, we cannot help but imagine it as
in a certain orientation and in a particular relation to our sense
organs); (ii) it is always possible for us to return to an experience
we had and remember it as our experience, even if originally we
did not live it explicitly as “our” experience. This would not be
possible if the experience were completely anonymous, that is,
lacking the property of intrinsically belonging to us; (iii) all our
conscious experiences are given immediately as ours: we do not
first have a conscious experience and only later the feeling or
inference that it was ours!

Finally, it should be observed that the explanation I have put
forward of the need of the PAC (“the PAC provides the agent

with a sense of self, and informs it on how the self is affected by
its own operations”), subsumes and can easily explain many of
the answers that researchers and scholars have provided about
the functions of consciousness, even if these answers were not
originally intended to account for the functions of consciousness
in terms of the PAC (see, for example, Baars, 1988; Morsella,
2005; Frith, 2010; Campbell, 2011; Earl, 2014; Keller, 2014;
Pierson and Trout, 2017; Kanai et al., 2019). Let’s consider some
of the most representative answers.

A very plausible answer by Kanai et al. (2019) is
that experience has the function of internally generating
“counterfactual representations” of events, that is,
representations detached from the current sensory input, which
enable one to detach oneself from the environment, simulate
novel and non-reflexive behavior, plan future actions, and learn
from fictional scenarios that were never experienced before.
Similarly, for Earl (2014, pp. 13–14), organisms that possess only
automatic responses may sometimes have no response to match
a situation that confronts them, which could result in a missed
opportunity or a risk to the organism; therefore, a mechanism,
of which consciousness is a key component, has evolved to
generate responses to novel situations. However, neither Kanai
et al. (2019) nor Earl explain why only representations provided
with the particular phenomenal aspect that consciousness
assigns to them, allow us to simulate new behaviors and
scenarios, plan future actions, etc. They only tautologically state
that experiencing counterfactual representation allows you to
experience new behaviors and scenarios, future plans, etc. The
explanation I have provided, on the contrary, accounts for this
by showing that one can simulate new behaviors and scenarios,
etc., only if one can see the effects that these simulations have
on oneself as a single unit, as a “single voice,” which primarily
happens via the temporary changes one undergoes as a whole
while mentally performing the simulations.

Another recurrent and plausible answer is that experience is
adaptive (James, 1890/1983; Morsella, 2005; Earl, 2014). It is not
a case that we developed unpleasant feelings toward what harms
us and pleasant feelings toward what is good for us. If experience
had no function at all, we could quite easily have developed
unpleasant feelings toward what is good for us and pleasant
feelings toward what harms us. More in general, if consciousness
had no effects on behavior, it would not matter if our experiences
were completely fantastical and had no correlation with reality
(Earl, 2014, p. 7). However, scholars do not explain why just
experience has this adaptive capacity, and leave the explanation
to the reader’s intuition. My explanation, on the contrary,
provides an answer to this question. Unpleasant feelings bring
their action to bear on our behavior by inducing a temporary
change in us that blocks us, in our wholeness, from doing what
we are doing, and forces us to operate differently. In a similar
but opposite way, pleasant feelings bring their action to bear on
our behavior by inducing a temporary change in us that makes
us continue to do what we were doing.
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Morsella (2005) also provides another possible answer when
he notes that the skeletal muscles - though often functioning
unconsciously - are the only effectors that can be controlled
directly via conscious processes. He argues that phenomenal
awareness is needed to resolve conflicting, parallel impulses
and cognitive processes in order to produce coordinated single
actions by means of the skeletomotor system. In this view,
consciousness acts as a forum that allows for information
from different sources to interact in order to produce adaptive
actions. Without consciousness, “the outputs of the different
systems would be encapsulated and incapable of collectively
influencing action” (Morsella, 2005, p. 1012). But why does just
consciousness have this capacity to act as a forum? Morsella does
not explain this. It is clear that Morsella’s argument rests on
the presupposition that whatever impulse for whatever reason
enters the forum of consciousness, is able to affect the agent in its
entirety, not just a part of it. This can be realized only if there is a
processing level that stands for the agent in its entirety and that
allows the agent to understand the effect that the impulse has on
it as a whole, which is precisely what my explanation suggests.

The mechanisms that underpin the
phenomenal aspect of
consciousness

What is the mechanism that supports conscious information
processing? According to my analysis (Marchetti, 2018),
conscious information processing is made possible by two
fundamental components: attention and what I have defined
“the self ” (from now on: S). Furthermore, a special role in
the formation of complex forms of conscious experience is
played by a sub-component of S: working memory (WM). These
components are individually necessary and jointly sufficient for
an agent to be conscious: taken individually, S and attention are
fundamental parts of a conscious agent, but are not the same as
a conscious agent considered in its entirety.

The self (S)

S originates from the agent’s organism and comprises
the agent’s body and brain (excluding attention and its
organ): it is primarily expressed via the central and peripheral
nervous systems, which map the agent’s body, environment,
and interactions with the environment (Marchetti, 2018). It
embodies all the competencies and abilities – physical, social,
linguistic, and so on – the agent innately possesses and acquires
in its life (at the end of which, S ceases to exist).

Besides providing the physical and material basis for all
the agent’s organs, S supplies the contents of phenomenal
experience: perceptible ones, such as “yellow” and “cat,” as well
as intangible ones, such as memories, ideas, and emotions.

S runs the organism according to a fundamental principle
or goal, which governs all the other principles: to stay alive.
Operationally, the principle can be expressed as follows:
“operate in order to continue to operate” (Marchetti, 2010). This
is the vital instinct, the algorithm of life, which is already present
in the simplest cell (Damasio, 2010).

This principle is primarily instantiated in a hierarchy of
values, among which the biological ones (e.g., homeostasis) play
a pivotal and foundational role. On these values other kinds of
values (e.g., cultural) can be developed during the agent’s life.
These values define what is relevant and meaningful for the
agent, and guide the development of S.

The development of S occurs as a consequence of the agent’s
activity, namely its interaction with the (natural and social)
environment. The agent’s activity and its outcomes are mapped
by the brain, which leads to a continuous modification of S.
This process is differently described and termed by scholars:
see for example Baars’s (1988) creation of new unconscious
contexts, Edelman’s (1989) reentrant mechanisms, which allows
for categorization and learning, and Damasio’s (1999) formation
of first- and second-order brain maps.

S helps maintain and expand the well-being of the agent
in its entirety: it provides a sufficiently stable platform and
source of continuity relative to the outside world. As highlighted
by Damasio (2010, p. 200), the working of its more or less
stable parts (internal milieu, viscera, musculoskeletal system,
etc.) constitutes an “island of stability within a sea of motion.
It preserves a relative coherence of functional state within
a surround of dynamic processes whose variations are quite
pronounced.”

This “island of stability” is made possible mainly by the
values on which S is centered: it represents the central, (almost)
unchanging core of S that assures the continuity of the organism
(and ultimately of the agent) across the various modifications
that it can undergo. Moreover, this “island of stability” acts as
a reference point that allows for the detection (by attention) of
the relevant changes of the state of S that are occasioned by the
agent’s activity and by the inner processes of the organism. The
detection of these changes allows the agent to promptly react,
according to the relevance they have for it. By means of the
agent’s activity, the homeostatic range associated with well-being
can thus be reestablished.

As I said before, S supplies the contents of phenomenal
experience. But does consciousness actually require any content
in order to occur? It could be argued that content is not
a necessary condition for consciousness. With regard to this
issue, various scholars (Thompson, 2015; Millière et al., 2018;
Josipovic and Miskovic, 2020; Srinivasan, 2020) have reported
cases of conscious experience of reduced or even absent
phenomenal content. These cases can occur in several situations:
when transitioning to and from sleep, when waking from
anesthesia, under the influence of psychedelics, and during
meditation. These cases seem to call into question the necessity
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of content for consciousness (but not of S, because S provides
all the necessary material support for consciousness). However,
upon a closer look, this conclusion turns out to be a bit
premature. Let’s consider for example the contentless experience
that marks the first instant of awakening: it is true that the only
thing one feels is to be alive in the present moment (sometimes
one does not even know who one is or where one is), but
it is equally true that upon having it, one is automatically
and unavoidably led to the more common kind of experience-
with-content (“I am in my bedroom”) that characterizes daily
life. This seems to indicate that experience-with-content is the
unavoidable and unescapable default conscious state, and that
experience-without-content is just a temporary, intermediate
form of consciousness.

A final remark about the adequacy of my definition of S.
As it is known, there is not much consensus on a common
definition of the self. Various scholars and philosophical
schools adopt different definitions of the self (Di Francesco
and Marraffa, 2013; Facco et al., 2019). If we consider just
the Western tradition, we can see a range of definitions
that goes from those that deny the existence of the self –
such as Hume (1739/1985), who claimed that the self is just
a fictional entity, or Dennett (1991), for whom the self is
an illusory construct – to those that admit its existence –
such as James, who, described the spiritual self as something
with which we have direct sensible acquaintance and is fully
present at any moment of consciousness (James, 1890/1983,
p. 286), or Strawson (1997, p. 424), who, without involving any
conceptions of agency, personality and long-term diachronic
continuity, defines the self as a single, mental thing that is
distinct from all other things and is a subject of experience.
In this context, I have devised my definition of S by basing
it, as much as possible, on current scientific knowledge and
empirically ascertained facts, and by following the principle of
its functional usefulness in explaining the PAC. As such, S can
be considered as an appropriate and comprehensive scientific
construct. Obviously, as all constructs, it can be modified,
improved or even abandoned in favor of other constructs if the
latter prove to work better.

Attention

S can be considered as the main step of the evolutionary
process that reduces the complexity inherent to the composite
structure of an organism into the “single voice” (Damasio, 2010)
of a single entity – a reduction, which, as we have seen, helps the
agent to behave in a coordinated manner and avoid conflicting
responses. This process was mainly achieved through the activity
performed by neurons and the nervous system, which allows
for the creation of representational patterns (e.g., topographic
maps, transient neural patterns) that are capable of mapping the
agent’s activity.

The ultimate step of this process of reduction was
phylogenetically achieved by attention and its direct product:
conscious experience.

Attention is a mechanism6 (Kahneman, 1973, p. 2) that
allows for the realization of a single “perspectival point” from
which the agent can experience objects: whatever we perceive,
think, etc. is always perceived, thought etc. from a unique
perspective, and arrayed around this perspectival. This point
makes attentional focusing always directed “toward something”
and partitions the world into an asymmetric space that makes
us perceive objects from our perspective. This is possible because
attention is deployed from a single point inside our body, which,
according to Merker (2013a, p. 9), “is located at the proximal-
most end of any line of sight or equivalent line of attentional
focus.”

The reduction process is further strengthened by the
periodic nature of attention, which makes it possible to
restrict conscious processing to temporally limited and distinct
processing epochs (Pöppel, 1997, 2004: Wittmann, 2011). By
framing one’s conscious experience on a temporal basis, one
can reduce and divide the uninterrupted, chaotic and manifold
stream of stimuli into basic units, real “building blocks” that
can be used (with the support of WM and the other kinds
of memory) to form ordered and more complex sequences
(Marchetti, 2014).

The periodic (or “pulsing”) nature of attention has been
empirically verified by a number of experiments that used
behavioral, psychophysical or electrophysiological methods.
The experiments showed that attention operates rhythmically at
a frequency that ranges from 0.5 to 10 Hz approx. (VanRullen
et al., 2007; Bush and VanRullen, 2010; Landau and Fries, 2012;
Fiebelkorn et al., 2013; VanRullen, 2013, 2018; Song et al., 2014;
Zoefel and Sokoliuk, 2014; Dugué et al., 2015; Landau et al.,
2015; Fiebelkorn and Kastner, 2019; Senoussi et al., 2019; Zalta
et al., 2020).

Finally, attention further enhances the reduction process
by allowing the agent to select just one or a very few elements,
and suppress the other stimuli. The selection process can
variously occur: attention can be deployed exogenously or
endogenously (Theeuwes, 1991, 2010; Connor et al., 2004;
Carrasco, 2011; Chica et al., 2013; Katsuki and Constantinidis,
2014), internally or externally (Chun et al., 2011), spatially
(Posner, 1980; Posner and Cohen, 1984), at variable levels
of intensity (La Berge, 1983) and for variable amounts of
time (La Berge, 1995), at variable levels of size (narrowly or
widely) (Treisman, 2006; Demeyere and Humphreys, 2007;

6 It should be noted that this is not the only definition of attention given
by scholars. As Styles (1997) observed, attention is not a unitary concept
and there is disagreement as to what its nature is: for example, Anderson
(2011) discards the causal conception of attention in favor of an effect
account of attention. I adopt the definition of attention as a mechanism
because, among the various definitions that are empirically plausible, it is
the most functional to the hypothesis I put forward in this article.
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Alvarez, 2011; Chong and Evans, 2011), simultaneously
between central processes and peripheral processes, as well as
between different perceptual modalities (Pashler, 1998).

This has led Tamber-Rosenau and Marois (2016) to
conceptualize attention as a structured mechanism arranged
in various levels and parts having different functional roles,
such as: a central level for abstract, cognitive processes, a
mid-level containing priority maps that bias competitions
in representational formats and sensory modalities, and a
peripheral level for sensory processes.

Working memory

The basic “building blocks” shaped by attention can be
combined and assembled by WM, in order to form longer and
more complex experiential sequences.

Working memory maintains information in a heightened
state of activity in the absence of the corresponding input
over a short period, in order to allow for its manipulation
during ongoing cognitive processing. This makes it possible
for the agent to perform various kinds of operations, from

FIGURE 1

Conscious information processing: its main component parts. S
(the self): S develops and works on the agent’s innate biological
and culturally acquired values (a). The interactions between S
and the outer world (b), the inner processes of S (e.g., routines
automatically triggered by unconscious perception or by
conscious experiences) (c) and the memory system (long term
memory, working memory, procedural memory, etc.) usually
induce changes in the state of S (d), which provide the content
for attentional processing (but the content can also be
represented by the absence of any change). Attention:
Attentional processing produces (e) conscious experience (CE).
Attention can be stimulus, bottom–up driven (f) or can be
voluntarily, top–down directed according to the agent’s
consciously processed goals (g). Conscious experience (CE):
Conscious experience engenders temporary or permanent
modifications of S (via the memory system) (i), pilots attention
(g), triggers intentional actions (j), unconscious processing (c),
and induces modifications of cultural values (h).

relatively simple ones – such as comparing two items,
constructing an item using another item as a model – to more
complex ones, such as flexibly combining elements into new
structures (Oberauer, 2009), imagining future events (Hill and
Emery, 2013) and integrating information from the past into
representations of the present or future (Hasson et al., 2015; Parr
and Friston, 2017).

Working memory also helps to correctly discriminate
relevant from irrelevant information, by preventing
the interference of automatic tendencies and routines
(Unsworth and Engle, 2007).

Neuroscientific studies have started to elucidate the possible
mechanisms underlying WM (Fingelkurts et al., 2010; Lisman
and Jensen, 2013; Roux and Uhlhaas, 2014). For example,
according to Roux and Uhlhaas (2014), it is the cross-frequency
coupling (CFC) between theta, alpha and gamma oscillations
that underpins WM activity. Gamma-band oscillations would
reflect a generic mechanism for active maintenance of WM
information, theta-band oscillations would be involved in the
temporal organization of WM items, and oscillatory activity
at alpha frequencies would play a critical role in protecting
WM items from non-relevant information. CFC between
theta- and gamma-band oscillations would “provide a code
for representing multiple and sequentially ordered WM items
in which cycles of gamma-band oscillations are coordinated
through an underlying theta rhythm” (Roux and Uhlhaas,
2014, p. 22). On the contrary, CFC between gamma and alpha
oscillations would be involved in the maintenance of sensory-
spatial WM items.

Conscious information processing is
produced by the interaction between
attention and S

Conscious information processing is produced by the
interaction between attention and S, when the state of S is
focused on by attention. Before such an interaction, there is
no consciousness: consciousness only emerges from it7. The
state of S provides the content of attentional processing and
consequently of consciousness. Usually, attention focuses on
and enhances the changes of the state of S, and mainly those

7 Philosophers distinguish between strong (or radical) emergence and
weak emergence (Searle, 1992; Chalmers, 2006; Searle calls them
emergence2 and emergence1, respectively). A strong emergence view
claims that consciousness cannot be deduced from the domain from
which it arises: that is, the causal interactions between elements of the
brain cannot explain the existence of consciousness. Consequently, such
a view leads to the idea of an explanatory gap between consciousness
and the brain. On the contrary, a weak emergence view claims that
consciousness can be explained as the product of brain processes (see
Feinberg and Mallatt, 2020, for a convincing argumentation - from
a biological and neurobiological perspective – of the plausibility of
the weak emergence view). What I am proposing is a weak type of
emergence.
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that are physically salient, or most relevant for the agent’s
current goals or selection history (what the agent has learnt
in the past: Awh et al., 2012), or for the maintenance of the
agent’s homeostatic values. However, the content of attentional
processing can also be represented by the absence of any change
of the state of S (see Figure 1).

The changes of the state of S can be generated endogenously,
such as when the level of our blood sugar drops or exogenously,
such as when an object attracts our attention. They can be
directly induced by a voluntary decision, such as when we
purposefully think about something, or indirectly triggered as
part of a routine action. The kind of change depends on the
structures and levels of S that are involved by the change. For
example, when we interact with physical objects, changes can
occur at the levels of the specialized sensory system involved
(touch, smell, etc.), but also of the musculoskeletal system.
The changes of the state of S can have various durations,
from short intervals of the orders of milliseconds to long
intervals of the order of several seconds. Sometimes, these
changes can induce automatic reactions intended to reestablish
the homeostatic range, but they can also require no specific
corrective activity by the agent.

It is important to note that not always what is focused on
by attention becomes conscious: actually, there can be attention
without conscious experience (Naccache et al., 2002; Montaser-
Kousari and Rajimehr, 2004; Sumner et al., 2006; Bahrami et al.,
2008).

Some scholars (Lamme, 2003; Koch and Tsuchiya, 2006;
van Boxtel et al., 2010; Bachman, 2011) have gone so far as to
claim that there can also be consciousness without attention.
However, as highlighted by various scholars (Srinivasan, 2008;
Kouider et al., 2010; Marchetti, 2012; Pitts et al., 2018; Munévar,
2020; Noah and Mangun, 2020), this claim seems to result
from a wrong interpretation of the experimental data, which
originated from not having considered the various forms and
levels that attention (Nakayama and Mackeben, 1989; La Berge,
1995; Lavie, 1995; Pashler, 1998; Treisman, 2006; Demeyere
and Humphreys, 2007; Koivisto et al., 2009; Alvarez, 2011;
Chun et al., 2011; Tamber-Rosenau and Marois, 2016; Simione
et al., 2019) and consciousness (Tulving, 1985; Edelman,
1989; Iwasaki, 1993; Bartolomeo, 2008; Vandekerckhove and
Panksepp, 2009; Northoff, 2013; Northoff and Lamme, 2020)
can assume. In fact, not all forms of attention produce the
same kind of consciousness, and not all forms of consciousness
are produced by the same kind of attention; there can be
kinds of conscious experience with no top–down attention but
with bottom-up attention; there can be kinds of conscious
experience in the absence of a focal form of top–down
attention but in the presence of a diffused form of top–down
attention. In sum, there can be cases of attention without
consciousness, but never cases of consciousness in complete
absence of some form of attention: attention is necessary
for consciousness.

Complex forms of conscious experiences, such as the various
modes of givenness of conscious experience and the stream
of consciousness, require the support of the memory system,
and notably, of WM. WM allows for the combining and
assembling of the basic pieces of information that are isolated
and shaped by attention.

Incidentally, it should be noted that for some researchers,
the activity of WM can be ultimately traced back to the working
of attention: WM functions would emerge when attention,
being internally oriented toward the neural systems that were
originally involved in the processing of the object/event to be
remembered, allows for their recruitment and activation, and
consequently for the re-processing of the object/event (Postle,
2006; Lückmann et al., 2014).

What the agent consciously experiences can have various
kinds of consequences for the agent: for example, it can lead the
agent to voluntarily perform some actions, modify its acquired
cultural or social values, or perform further unconscious
processes. Importantly, conscious experience usually triggers
adaptation and learning processes that lead, via the memory
system, to more or less permanent changes of S. Once
implemented, these changes alter the way the agent’s brain
processes information: for example, repeated processing of
a stimulus leads to habituation, and repeated practice to
automatization of the practiced skill (Baars, 1988). This implies
that an agent never experiences the same object twice in
the same way because the relationship between it and the
object undergoes continuous transformations. One of the most
relevant consequences of such changes is the development of
reflective self-awareness, which fundamentally enhances the
agent’s autonomy by allowing it to set its own objectives and
directly control its own behavior. Incidentally, it should be noted
that there are cases in which conscious processing does not
trigger any learning process, such as in the case of amnesic
patients (Damasio, 1999), who, despite exhibiting conscious
behavior, are unable to learn any new fact.

Phenomenal aspect of consciousness
production: Attentional activity and the
modulation of the energy level of the
organ of attention

What is the process that allows attention to render the
state of S conscious, that is, to assign it the phenomenal aspect
characteristic of conscious experience (the PAC)? According
to my hypothesis (Marchetti, 2010, 2018), (voluntary or
involuntary) attentional activity (AA), by focusing on and
enhancing the (changes or absence of changes of the) state of
S, engenders a modulation of the energy level of the neural
substrate that underpins AA itself: it is precisely this modulation
that produces the PAC.

My hypothesis is based on the assumptions that:
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(a) What makes AA possible is the neural energy provided by
the neural substrate that constitutes the organ of attention
(OA);

(b) The detection of the state of S by means of AA modulates
the energy level of the OA.

More specifically, given that attention can be considered a
structured mechanism that is arranged in various levels and
parts having different functional roles (Tamber-Rosenau and
Marois, 2016), the OA can also be considered as structured in
various levels and parts, each supporting these different roles.
Consequently, the modulation affects only those levels and parts
of the OA (from now on, “OA area”) that underpin the detection
of the state of S.

My assumptions are based on a number of
observations and evidence.

The idea that attention is based on an energy pool has a
consolidated history. It was first put forward by Kahneman
(1973), on the footsteps of David Rapaport. Although initial
research seemed to show the existence of a “general-purpose”
energy pool, subsequent experiments have shown that there
are a variety of resources that are “task specific” (McLeod,
1977; Duncan, 1984; Pashler, 1989). Various psychological
experiments and observations clearly show that such a pool is
limited: the possibility of sharing attention is limited by the task
demands: when one task demands more resources, there will be
less capacity left over for the other tasks (Lavie, 1995); there is
a limit to increasing mental processing capacity by increasing
mental effort and arousal; an extensive use of attention, as
demanded by complex, time-consuming tasks, requires some
time to recover the consumed energy; etc.

The concept of an “organ of attention” is not new: many
scientists have already started investigating the neural and
brain structures constituting it (Mesulam, 1990; Posner and
Petersen, 1990; Crick, 1994; Crick and Koch, 2003). However,
the search for such an organ is not fully uncontroversial. As
De Brigard (2012) highlights, there is disagreement as to the
nature of the neural correlate of attention: some scholars suggest
that there may not be a single neural process responsible
for all forms of attention (Wu, 2011), while some others see
attention as a unified cognitive process with an identifiable sub-
personal neural correlate (Prinz, 2011). Undoubtedly, only a
clear definition of the features and roles of attention can help
define the nature of its organ.

The concept of neural energy has been prevalently studied
with regard to its consumption (in terms of demand of
adenosine triphosphate, ATP) during neural informational
processes, that is, for its support function in information
processing (Laughlin et al., 1998; Laughlin, 2001; Laughlin and
Attwell, 2004; Shulman et al., 2009; Sengupta et al., 2010). Recent
studies have started investigating how to decode the information
of stimulus and neural response from the energy metabolism
(Wang et al., 2017). However, to my knowledge, no empirical

work has been conducted so far to investigate neural energy in
connection with AA as I have theorized it.

The concept of energy has been explicitly associated
with consciousness in recent studies (Street, 2016; Pepperell,
2018). However, these studies tackle preferentially the how
of the PAC – how it is brought about – rather than the
why of the PAC: Street highlights that consciousness and its
major features derive from an efficient use of energy and
the maximization of thermodynamic efficiency (“self-awareness
may be a mechanism for optimizing the brain’s consumption
of energy”) and Pepperel focuses on how conscious experience
is brought about by a certain organization of the energetic
activity in the brain (conscious experience is caused by “a
certain dynamic organization of energetic processes having a
high degree of differentiation and integration”).

The idea that AA engenders a modulation of the energy
level of the OA primarily derives from the observation of the
extreme consequences that such a modulation can bring about,
such as when the normal flow of attention is dramatically slowed
down or even interrupted. This is the case of pain. A nociceptive
signal captures attention. This engenders a modulation of the
energy level of the OA that, in the case of acute or persistent
pain, can lead to an interruption of the normal flow of attention
(so much so that, in order to reestablish the normal state, we
must either divert our attention toward something else or try to
remove the cause of the pain) (Eccleston and Crombez, 1999;
Haikonen, 2003; Legrain et al., 2009) – which is precisely what
the experience of pain consists in.

It is important to highlight that the working of the OA, like
the working of any other organ of the organism, depends on
the energy supplied by the organism. To work properly, the OA
needs a certain amount of energy. The amount of energy needed
by the OA can vary according to various factors, such as the
agent’s expectations and motivations, and the task that the agent
has to perform. It is my hypothesis that the amount of energy
that the organism supplies to the OA determines the agent’s
state of arousal (or wakefulness). Various states of arousal are
possible (some of which can also be induced pharmacologically):
conscious wakefulness, REM sleep, deep sleep, vegetative
state, near-death experience (NDE), coma, etc. (Laureys, 2005;
Laureys et al., 2009). One of these states – NDE – is particularly
interesting, because it apparently represents a challenge to
physicalists theories of mind and consciousness. Greyson (2000,
pp. 315–316) defines NDEs as “profound psychological events
with transcendental and mystical elements, typically occurring
to individuals close to death or in situations of intense physical
or emotional danger.” Prototypical features of NDE are out-of-
body experiences (OBE), experiencing a panoramic life review,
feeling of peace and quiet, seeing a dark tunnel, experiencing a
bright light (Vanhaudenhuyse et al., 2009; Martial et al., 2020).
While some scholars believe that it is possible to explain NDEs in
psychological or neurobiological terms (see for example Mobbs
and Watt, 2011; Martial et al., 2020), some other scholars
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argue that physicalists theories of the mind cannot explain how
people can experience the vivid and complex thoughts of the
NDE, given that brain activity is seemingly absent (see for
example Haesler and Beauregard, 2013; van Lommel, 2013). I
think that the theoretical framework proposed by Martial et al.
(2020), which is compatible with my model of consciousness,
and their analysis of NDE, can help to define how the brain
generates NDE without postulating any paranormal cause.
According to Martial et al. (2020), consciousness has three main
components – wakefulness, connectedness (akin to external
awareness) and internal awareness –, which allow for mapping
the various states of consciousness. In a normal conscious
awake state, the three components are at their maximum level,
while states such as coma and general anesthesia have these
three components at their minimum level. NDE corresponds to
internal awareness with a disconnection from the environment
experienced in unresponsive conditions. In terms of my model,
this means that attention is deployed only internally and that
the amount of energy that the organism supplies to the OA
is almost negligeable, albeit sufficient for OA to support some
(minimal) kind of AA.

The main dimensions of the
phenomenal aspect of
consciousness and their relation
to the modulation of the energy
level of the organ of attention area

As I said, according to my hypothesis, the PAC is brought
about by the modulation of the energy level of the OA area
that is consequent upon the (voluntary or involuntary) use of
attention. The PAC can be qualified according to at least five
main dimensions: qualitative, quantitative, hedonic, temporal
and spatial (see also Cabanac, 2002, who however does not
include the spatial dimension). Each dimension can be traced
back to a specific feature of the modulation of the energy level of
the OA area (see Table 1).

The qualitative dimension of the PAC is defined by the OA
area that, underpinning the attentional processing of the state of
S, is modulated by such an attentional processing. This means
that what an agent consciously experiences about the state of S
also depends on the way the agent attentionally processes the
state of S (and consequently on the areas of the OA involved),
rather than on the state of S alone. In fact, the same state of S may
undergo different levels of attentional processing, which lead
to different conscious experiences of the state itself (affective,
cognitive, sensory, etc.)8.

8 See also Northoff and Lamme (2020, p. 579), who, even if they
adopt a different model of consciousness, recognize that: the “very
same contents may undergo different levels of processing and different

The quantitative dimension is defined by the amount
of variation of the energy level of the OA area caused
by the modulation.

The hedonic dimension (e.g., pleasant vs. unpleasant) is
defined by the direction of the variation of the energy level
of the OA area relative to the set-point at which the level
of the area is regulated9. Pleasant and unpleasant experiences
occur when the energy level moves toward or away from the
set-point, respectively. More precisely, painful experiences take
place when the energy level moves away from the set-point
beyond a certain threshold. When this occurs, the agent’s flow
of attention is diverted from any ongoing task and is fully
absorbed by the painful stimulus and its possible causes, so
that the agent can take the necessary actions to restore the
original energy level of the OA area. Pleasant experiences
occur when the energy level of the OA area is restored to its
original value after it was brought beyond a certain threshold.
Neutral experiences – or “comfort” as defined by Cabanac
(2013), a state characterized by physiological normality and
indifference toward the environment -, occur when the energy
level fluctuates within an acceptable range of the set-point.

Incidentally, it is interesting to note that Solms (2019)
has proposed a similar mechanism for affect (the technical
term for feeling). Solms identifies affect as the elemental
form of consciousness, which has its physiological mechanism
(an extended form of homeostasis) in the upper brainstem.
Affect enables complex organisms to register, regulate and
prioritize deviations from homeostatic settling points in
unpredicted contexts. Deviations away from a homeostatic
settling point is felt as unpleasure, and returning toward it
is felt as pleasure. Solms’ proposal very much resembles my
proposal in that it explains the hedonic dimension in terms
of deviations to and from a set-point (but this is not the
only point of resemblance: it also stresses the importance
of investigating the function of conscious experience to
overcome the explanatory gap, and poses a fundamental
biological imperative – to minimize expected free energy –
at the basis of the existence and survival of self-organizing
systems). However, his proposal substantially differs from
mine because it explains affects in purely homeostatic terms
rather than in attentional ones (as deviations to and from
the set-point at which the level of the OA area is regulated).
In my view, Solms’ proposal precludes the possibility of
explaining how the various kinds of variations of the self
(chemical, electrical, mechanical, etc.) can be translated into
the “common language” of consciousness: a translation that

functions like sensory, cognitive, affective, which modulates these
contents allowing us to access them in different ways.”

9 Set-points, even if innately determined, can – up to a certain limit
- be adjusted by the agent according to its plans, goals, motivation,
etc. Consequently, a stimulus such as a non-painful thermal one can
be perceived either as pleasant or unpleasant according to the internal
thermal state of the agent (Cabanac, 1971, 2006).
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TABLE 1 PAC dimensions, how they relate to the modulation of the energy level of the OA area, and the features of the sense of self involved.

PAC dimension Features of the modulation of the
energy level of the OA area that define
the PAC dimension

Features of the sense of self
involved

Qualitative OA area involved by the modulation Single voice

Quantitative Amount of variation of the energy level Single voice

Hedonic Direction of variation of the energy level relative to
the set-point at which the level of the OA area is
regulated

Boundaries of the self and sense of
mineness

Temporal Periodicity of the modulation of the energy level Feelings of continuity; single voice

Spatial Path followed by the modulation of the OA Point of view; single voice

is made by attention and that makes it possible to compare
and differentiate the various dimensions of life. Most probably,
this limit of Solms’ proposal derives from his overestimation
of the role of brainstem as the primary mechanism of
consciousness, and underestimation of the role played by
other mechanisms (this has also been observed by Safron,
2021).

The information provided by how the energy level of the
OA area varies relative to the set-point at which the level of
the area is regulated is fundamental for building the sense of
mineness (or ownership) and defining the boundary between
self and non-self. Considering for example the set-points related
to homeostatic regulation, a departure of the energy level from
the set-point indicates a departure from what is under the
control of the agent. Some other mechanisms were proposed to
account for the sense of mineness and the distinction between
self and world, such as the comparator model (Gallagher,
2000; Legrand, 2006). However, as pointed out by Vosgerau
and Newen (2007), these models presuppose the self-world
distinction rather than explaining it. Actually, the agent, in order
to learn the effects of its own movement, must already know
which of its movements is caused by itself and which is not (for
further criticisms of the comparator model, see Synofzik et al.,
2008): a knowledge that, in my view, can only be provided by
the hedonic dimension.

The temporal and spatial dimensions of the PAC are
determined by the manner in which attention works. The
temporal dimension of the PAC is determined by the periodic
nature of attention. As we have seen, attention works in a
periodic manner. On the one hand, this limits the duration of
the modulation of the energy level of the OA and consequently
of any conscious experience. On the other hand, it represents
the necessary condition for the activity of modulation to be
repeatedly performed, and consequently to produce – with
the support of WM – the feeling that our experience flows
uninterruptedly.

The spatial dimension of the PAC is determined by the
egocentric spatial nature of attention. Every attentional pulse
originates and is deployed from a single point located inside
our body, and is directed toward something. Consequently,

whatever is focused by attention, appears in our consciousness
as possessing a spatial quality that is defined through
the center of attention and the direction toward which
attention is focused. The path that attention takes at every
new cycle of its activity is reflected in the OA area that
underpins and is modulated by the activity performed by
attention. The modulation of the OA follows the path
taken by attention: it starts from the point where attention
originates and continues to the point where the deployment of
attention stops.

A clarification is in order concerning the temporal
and spatial dimensions. These features of the PAC
must not be confused with the conscious experience
of time and space, respectively. One thing is the
experiences of time and space, quite another the
temporal and spatial dimensions of experience.
You can consciously experience something (e.g., an
emotion) without experiencing or being aware of the
temporal or spatial dimension of your experience.
The temporal and spatial dimension of the PAC
are a precondition for any experience to occur10,
including the experiences of time and space, but
they are not in themselves experiences of time and
space. For such experiences to occur, a specific
assembling – performed with the support of WM – of
the contents selected by attention is necessary (Marchetti,
2014)11.

10 See for example Koivisto et al.’s (2009) experiments, which clearly
show that spatial attention is a prerequisite for any conscious experience
to occur, and Donovan et al. (2017), who show that spatial attention is
necessary for object-based attention.

11 According to my hypothesis (Marchetti, 2009, 2014), this same
construction principle, which involves attention and WM, has allowed
human beings to build – starting from the basic, psychological
experiences of time and space – more abstract concepts of time and
space, such as the time and space of physics. In this view, the time
and space of physics are derivative on the psychological experiences
of time and space. This is evidenced by the fact that everything we
know is known primarily in and through our conscious experiences:
only successively can we “abstract” or rationalize our experience, and
develop those entia rationis that characterize physics as well as the other
sciences. As Vicario (2005, p. 13) observes : “The vocabulary of physics
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A final consideration concerning the evolutionary origins of
consciousness: did all the five dimensions of the PAC appear
together at the same time, or did one or some of them appear
before the others? If we adopt the evolutionary transition
marker adopted by Bronfman et al. (2016) (unlimited associative
learning) or the neurobiological features of consciousness listed
by Feinberg and Mallatt (2013) and Feinberg and Mallatt
(2019) as criteria to define the appearance of consciousness, it
seems quite reasonable to conclude that all the five dimensions
of the PAC emerged phylogenetically together at the same
time (obviously, because of the different sensory and brain
machinery with which different species are endowed, the
five dimensions can differ between the various species: for
example, what a fly sees, is qualitatively different from what we
humans see Lamme, 2018). However, stricter criteria can lead to
different conclusions.

Conclusion

In this article, I have put forward an explanation of the
difference that the PAC makes for information processing and
for the agent processing it. My view is that the PAC supplies
the agent with a sense of self, and informs the agent on how its
self is affected by its own operations. This has many advantages
for the agent, among which the most relevant are that the
agent can: see itself as an entity among, and differentiated
from, other entities; build a knowledge of how other entities
and events refer to itself; build a knowledge about itself and
ultimately develop a form of reflective self-awareness; produce
coordinated behaviors and avoid conflicting actions that could
damage its integrity. In turn, this allows the agent to (at least
up to a certain point) set its own goals and avoid automatic
responses, act independently from the influence of its natural
and social environment, build an autonomous knowledge by
resisting possible wrong information, and on that basis, form
justified, supported beliefs: in a word, to dramatically enhance
the agent’s autonomy (Castelfranchi, 2012).

The PAC performs its two main functions (providing the
agent with a sense of self, and informing the agent about how
the agent’s self is affected by the agent’s own operations) through
its five main dimensions: qualitative, quantitative, hedonic,
temporal, and spatial.

As to the sense of self, we have seen that it provides the
agent with the feeling of being an entity differentiated from
other entities, the presence of a “point of view,” the capacity to
represent itself with a “single voice” and the feeling of continuity.
Each of these features is shaped through the five dimensions of
the PAC (see Table 1). The hedonic dimension, by signaling how

derives from everyday language, which describes direct experience, that
is, psychological experience.”

much the energy level of the OA deviates from the set-point,
contributes to defining the boundaries of the agent and the sense
of mineness; the spatial dimension provides the point of view;
the qualitative and quantitative dimensions, associated with the
limited temporal duration of any conscious experience and the
point of view, make the “single voice” possible; the temporal
dimension provides the feeling of continuity.

As for the information concerning how the agent’s self is
affected by the agent’s own operations, we have seen that it is
made possible by the modulation of the energy level of the OA
area that is caused by AA. This modulation affects, both directly
and temporarily, the agent’s self along some or all of the five
dimensions of the PAC. Usually, the most affected dimensions
are the qualitative, quantitative and hedonic ones, even though
sometimes the spatial and temporal dimensions can be affected
as well: for example, novel events seem to last longer the first
time they are experienced than the subsequent times, while
when witnessing unexpected, dangerous or shocking events, we
are induced to perceive time as slowing down, etc.

Even though part of the hypothesis I have put forward
in this article is based on empirical evidence, much remains
to be experimentally verified: principally, the causal relation
between the variations of the energy level of the OA area and
the PAC. This preliminarily requires the exact identification
and delimitation of the OA and of its various parts, and
the possibility to measure its energy level. Moreover, even
though it seems intuitive that, in the operative closure of an
organism, AA may engender a variation in the energy level of
the OA, the existence of such a direct relationship needs to be
fully ascertained.

An empirical verification of the hypothesis can also be
obtained by using it to build an artificial conscious machine.
Among other things, this would allow for accepting or rejecting
the opposite claim that a machine (e.g., a robot) that is equipped
with S and attention and that displays the five dimensions
of PAC, cannot have any conscious experience. To this end,
in my view what counts most is that the concepts (and
the relations among them) used to describe the hypothesis,
can be operationalized, and that they allow one to analyze
consciousness in terms of functions that are performed by the
working of physical organs.

Finally, my hypothesis is partly compatible with those
scientific approaches that conceive consciousness as the result
of the nested and synchronized oscillatory neural activity
across different time scales, such as Operational Architectonics
(Fingelkurts et al., 2010) and Temporo-spatial Theory of
Consciousness (Northoff and Huang, 2017). Even though these
approaches do not directly address the why of the PAC and
do not consider attention as the primary mechanism for
consciousness, they account – as my proposal does – for
the periodic and transitory nature of conscious processing,
for the combinatorial capacity of the brain and for how
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conscious contents and forms are determined by the state of
ongoing oscillatory neural activity.
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The nature of consciousness is considered one of science’s most perplexing

and persistent mysteries. We all know the subjective experience of

consciousness, but where does it arise? What is its purpose? What

are its full capacities? The assumption within today’s neuroscience is

that all aspects of consciousness arise solely from interactions among

neurons in the brain. However, the origin and mechanisms of qualia (i.e.,

subjective or phenomenological experience) are not understood. David

Chalmers coined the term “the hard problem” to describe the difficulties in

elucidating the origins of subjectivity from the point of view of reductive

materialism. We propose that the hard problem arises because one or

more assumptions within a materialistic worldview are either wrong or

incomplete. If consciousness entails more than the activity of neurons,

then we can contemplate new ways of thinking about the hard problem.

This review examines phenomena that apparently contradict the notion

that consciousness is exclusively dependent on brain activity, including

phenomena where consciousness appears to extend beyond the physical

brain and body in both space and time. The mechanisms underlying these

“non-local” properties are vaguely suggestive of quantum entanglement in

physics, but how such effects might manifest remains highly speculative. The

existence of these non-local effects appears to support the proposal that

post-materialistic models of consciousness may be required to break the

conceptual impasse presented by the hard problem of consciousness.

KEYWORDS

non-local consciousness, orch-OR, integrated information theory, global work-
space theories, higher-order theories, re-entry and predictive processing, analytic
idealism, interface theory of perception
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What is consciousness?

The term “consciousness” means different things to different
audiences. From a lay perspective, the fact of consciousness
(here meaning awareness) is so self-evident that the only
question that may arise is why anyone would consider
consciousness to be mysterious in the first place, akin to asking a
fish, “What is water?” From a scientific perspective, the unsolved
mystery is how consciousness emerges from brain activity. How
does a three-pound lump of tissue inside the skull give rise
to a mind that is self-aware and enjoys subjective experience?
In philosophy, which has debated the “mind-body problem”
for millennia, many sets of assumptions have been proposed,
ranging from materialism (i.e., all is dependent on or reducible
to the physical) to idealism (i.e., ideas or thoughts make up
fundamental reality). For mystics and others entranced by the
esoteric traditions, the problem is not so much about the
mind but how the physical world emerges from a non-physical
“substance.”

Over the past few decades, most scientifically oriented
research on consciousness has studied consciousness as
a controlled variable. They have reduced consciousness
to simpler constructs, such as perception, and focused
on comparisons in brain processes during conscious and
unconscious conditions, the so-called “contrastive approach.”
In this approach, differences in brain activity are examined
when the same stimulus is subjectively perceived versus
when it is not (Baars, 2005). This search for the neural
correlates of consciousness (NCC) is defined as the “minimum
neuronal mechanisms jointly sufficient for any one specific
conscious experience” (Koch et al., 2016). Experimental designs
have used methods like stimulus masking (Shapiro et al.,
1997; Simons and Chabris, 1999; Dehaene et al., 2001) or
binocular rivalry (Leopold and Logothetis, 1999) to examine
the brain activity associated with subliminal perception where
information is not consciously perceived yet processed by the
brain. Other approaches have relied on brain lesions (Hebb
and Penfield, 1940), or, more recently, by artificially modulating
brain activity in specific regions and networks intracranially,
during neurosurgery, or non-invasively with transcranial
magnetic/electric/ultrasound stimulation (Selimbeyoglu and
Parvizi, 2010). Other authors have focused solely on states
of unconsciousness during general anesthesia (Hudetz, 2012),
epilepsy (Blumenfeld and Taylor, 2003), or sleep (Steriade et al.,
2001). While a front line of research, the NCC approach
has conceptual limitations. Mainly, the terms “consciousness”
and “correlates” are enmeshed because brain events that co-
vary with conscious experience can either be the experience’s
neural substrates, the prerequisites, or even the experience’s
neural consequences (Aru et al., 2012; de Graaf et al.,
2012).

Several scientific theories of consciousness are primed
to be tested experimentally instead of merely identifying

correlations between conscious/unconscious events and brain
activity. In the sections below, we briefly summarize the main
neuroscience theories, referred to as physicalist or reductionist
theories, most of which assume that consciousness emerges
from the brain. While most physicalist theories aim to explain
different aspects of consciousness, they often share similarities
and have been recently grouped into four categories: higher-
order theories (HOTs), global work-space theories (GWTs),
integrated information theory (IIT), and re-entry and predictive
processing theories (Seth and Bayne, 2022). Here, we follow this
categorization and present a brief summary. However, a full
review of each theory is beyond this article’s scope (see Seth and
Bayne, 2022, for a full review).

Physicalist theories of
consciousness

Global work-space theories

Cognitive scientist Bernard J. Baars first proposed the GWT
in 1983. GWT is a cognitive architecture inspired by artificial
intelligence where a centralized resource is available through
which specialized processors share and receive information
(Baars, 2005; Baars et al., 2021). The theory is based on the
observation that there are highly specialized brain regions that
process information locally and unconsciously, such as the
visual cortex. Conscious experience occurs once there is a
distributed activity in other brain areas, that is, “broadcasting”
to the system as a whole (Baars, 2005). The widespread access,
operation, and coordination of specialized neural networks,
which would otherwise operate autonomously, is coordinated
by consciousness, involving mainly the frontoparietal network
and high-frequency oscillatory rhythms (Baars, 2005).

Dehaene and colleagues have adjusted the GWT to
account for new knowledge about the brain, the so-called
“neuronal global work-space” (Dehaene et al., 2003). For
example, global activity among work-space neurons is generated
by excitatory neurons responding to sensory stimuli with
long-range cortico-cortical connections. In turn, this global
activity inhibits alternative activity patterns among the work-
space neurons to prevent the conscious experience of other
stimuli (e.g., attentional blink). This inhibition mechanism
would allow the unified experience of consciousness (the
composition and exclusion axioms in IIT). Supported by
experimental findings in the context of the search for NCCs,
this popular model suggests that (1) most of the brain’s
computations are performed in a non-conscious operation
mode and that (2) conscious access must be distinguished
from selective attention, (3) conscious perception may be
characterized by a non-linear function that ‘ignites’ a network
of distributed areas (a gradual increase in stimulus visibility

Frontiers in Psychology 02 frontiersin.org

42

https://doi.org/10.3389/fpsyg.2022.955594
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


fpsyg-13-955594 September 1, 2022 Time: 15:3 # 3

Wahbeh et al. 10.3389/fpsyg.2022.955594

accompanied by a sudden transition of the neuronal work-
space into a pattern, i.e., the broadcasting), and (4) the
selected information gains access to additional computations
for conscious perception such as temporary maintenance,
global sharing, flexible routing (Dehaene et al., 2014). The
model predicts that measures of complexity, long-distance
correlation, and integration of brain signals should provide
reliable indices of conscious processing and has clinical
applications (e.g., sleep, coma, anesthesia; Dehaene et al.,
2014; Mashour et al., 2020). Some investigators have recently
attempted to generalize the GWT to brain-inspired artificial
architectures by implementing the GWT into deep learning
algorithms (VanRullen and Kanai, 2021). GWT is promising
as a model. However, it is unclear what determines when
information is broadcasted to the whole (e.g., threshold) and
what discriminates different types of subjective experiences
within the GWT theory.

Higher-order theories

The HOTs family includes, for example, the self-organizing
meta-representational account theory (SOMA; Cleeremans
et al., 2020), the adversarial framework for probabilistic
computation (Gershman, 2019), and the perceptual reality
monitoring theory (Lau, 2019). In this view, consciousness
is defined as a higher-order representation of lower-order
representations. In other words, subjective experiences reflect
higher brain orders like meta-representations, which have
learned to describe and interpret the lower-order functions
such as local modules specialized in processing specific
information. In this sense, consciousness is the brain’s
unconscious, embodied, enactive, non-conceptual theory about
itself (Cleeremans et al., 2020). While Gehrman’s model
interprets this view in terms of computations and algorithms,
Lau’s view is in terms of belief and epistemic justification on a
subjective level. The NCCs for the HOTs generally consist in
anterior regions of the brain, like the prefrontal cortex, reflecting
their involvement in complex cognitive functions (Lau and
Rosenthal, 2011).

The primary limitation of both GWTs and HOTs is that they
do not account for the phenomenal differences between distinct
subjective experiences (Seth and Bayne, 2022). Furthermore,
neither GWTs nor HOTs have addressed the adaptative and
evolutionary role of conscious experience (i.e., embodiment and
environmental embeddedness; Seth and Bayne, 2022).

Integrated information theory

Integrated information theory is a mathematical approach
based on phenomenology by first identifying the essential
properties of consciousness, the so-called axioms: intrinsic

information – each experience is specific, there is intrinsic
information in the system that is associated with that
experience that differs from alternative experiences, information
– consciousness is composed of a specific set of specific
phenomenal distinctions and is different from other possible
experiences, integration – consciousness is unified with
each experience being irreducible to non-interdependent
components, and exclusion – consciousness is unique in content
and spatio-temporal context (Tononi, 2015; Tononi et al.,
2016). IIT infers the postulates or requirements for a physical
system to be a physical substrate of consciousness from the
axioms.

Integrated information refers to a system’s constituents that
are discriminated by their respective information. The whole
cannot be reduced to the information of each part, called the
“causal-effect power” (Oizumi et al., 2014). These irreducible
maxima of additional integrated information generated by the
system as a whole compared to its parts are termed and
quantified as 8 (“phi”) and affect the probability of its past
and future states. The larger the 8 value, the more intrinsic
cause-effect power the system has and the more conscious
it is (Koch, 2018). Thus, any complex and interconnected
physical system with these properties will have some level
or quantity of consciousness, corresponding to the amount
of intrinsic cause-effect power the substrate has. The content
of a conscious experience is predicted to be structurally
identical to the cause-effect structure of its physical substrate
(Albantakis, 2020). So the more structurally complex the
system is, the more structurally complex the experience is. IIT,
therefore, provides a potential method to (1) assess whether a
physical system constitutes a physical substrate of consciousness
through its compliance with the postulates, (2) quantify the
level of consciousness of that system, and (3) estimate its
phenomenological structure in causal terms (Albantakis, 2020).

Unlike HOTs and GWT, progress has been made to assess
the relevance of environmental embodiment for consciousness
(i.e., consciously capturing the causal structure of a rich
environment). For example, Haun and Tononi (2019) showed
how this is useful for successfully navigating spacetime (Haun
and Tononi, 2019). Albantakis et al. (2014) showed that this
is an important driving force for organisms to develop highly
integrated networks (“brains”), leading to an increase in their
internal complexity (Albantakis et al., 2014). These concepts
bring evolutionary context to the development of consciousness
and the complexity of the brain.

Re-entry and predictive processing
approaches

Re-entry theories were developed from the idea that
“we are fooled into thinking that we know what we are
conscious of” (Lamme, 2010, p. 204). Therefore, introspective
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or behavioral observations make understanding the mind-
brain relationship impossible. Thus, this approach removes
intuitive or psychological notions of conscious experience
from the study of consciousness (Lamme, 2006). In the local
recurrency theory, conscious perception corresponds to top-
down signaling (Lamme and Roelfsema, 2000; Lamme, 2006;
Seth and Bayne, 2022). Consciousness emerges from simple
localized recurrent, top-down processing within perceptual
cortices, and frontal and parietal regions would be crucial to
perceptual experience content, reasoning, and decision making
(Lamme and Roelfsema, 2000; Lamme, 2006, 2010). Local
recurrency theory is similar to GWTs, except that we do not
know what we are conscious of and that it is about perception.
In contrast, GWT is about access (Lamme, 2010).

Predictive processing approaches in computational
neuroscience, such as the hierarchical generative model,
consider the brain as a machine that matches bottom-up inputs
with top-down expectations through cortical processing, aiming
to minimize the error in these predictions (Clark, 2013). In this
bi-directional model, top-down connections from higher levels
encode the predictions in the lower levels. This fully explains
the bottom-up signal and leaves only residual prediction errors
propagating information forward in the system to update the
following predictions (Huang and Rao, 2011; Clark, 2013). This
predictive control function is termed “active inference” (Seth
and Bayne, 2022).

The adaptive resonance theory (ART) was developed
by Stephen Grossberg and Gail Carpenter to address the
“stability-plasticity dilemma,” or how the brain learns so quickly
and stably without forgetting past knowledge (Grossberg,
2013a). For ART, various brain processes are required,
namely Consciousness, Learning, Expectation, Attention,
Resonance, and Synchrony (the CLEARS processes). Top-
down expectations (E) direct the focus of attention (A) across
competitive features. When a match occurs between the
expectation and what is perceived, a resonant synchronization
(RS) occurs and generates attentional focus driving fast
learning (L) of bottom-up, called “many-to-one maps,” and
top-down, called “one-to-many maps” representations. This
whole process is called “adaptive resonance.” Here, the
focus of attention corresponds to the minimization of error
in the prediction function. There is growing experimental
data supporting these predictions, and some ART models
are thought to explain and predict behavioral, anatomical,
neurophysiological, and biochemical data (Grossberg,
2013b).

In brief, for this family of theories, perceptual experience is
the brain’s best guess of its cause (minimization of the prediction
error) through the exchange of top-down predictions and
bottom-up prediction errors (Rao and Ballard, 1999; Friston,
2010; Hohwy, 2013; Seth and Bayne, 2022). For example,
subjective emotions are considered to emerge from cognitive
evaluations of physiological changes in the body and their

causes (“constructed emotion” and “interoceptive inference”;
Seth, 2013; Barrett, 2016).

Summary of physicalist models

One common element across physicalist theories is the
uncertainty reduction that results from allocating mechanisms
to consciousness. The system must settle into one unified and
highly informative representational state (Hohwy and Seth,
2020). This point of uncertainty reduction often corresponds
to a threshold at which the contents become conscious (e.g.,
broadcasting for GWT, optimization of signal-to-noise ratio for
HOTs, ϕ for IIT, information integration, and learning for re-
entry and predictive theories). The second common element is
the high importance of top-down signaling (e.g., a system with
no top-down dimension has no ϕ in IIT; Oizumi et al., 2014).

The first disagreement between these theories regards the
distinction between consciousness and cognition. Cognitive
access relies on consciousness in GWT, consciousness is
cognitively accessible in HOTs, whereas cognition is possible
without consciousness for IIT and vice versa for predictive
processing and re-entry theories. The second, more critical,
disagreement between physicalist theories is in regards to
the unity of consciousness, i.e., the subjective experience of
awareness that fully captures what it is like to be an agent
at any time. It is required by IIT and may be supported by
the broadcast in GWTs but is ignored by HOTs, re-entry, and
predictive theories that do not consider this concept necessary.
These various theories may, in fact, address different aspects
of consciousness.

In the well-known parable, “The Blind Men and the
Elephant,” each person attempts to describe the elephant but
only touches one small part (Saxe, 2016). Thus, they arrive
at very different conclusions about what an elephant is like:
a tree, a fan, a rope, a spear. They commence arguing, each
one convinced that they are correct in their conclusions. The
story’s moral is that we must step back to observe broader
perspectives to describe and fully understand the elephant’s
nature. Similarly, these physicalist theories may describe some
aspects of consciousness very well, but they likely do not
describe it completely.

In conclusion, while extensive and rigorous efforts have
attempted to find, test, and validate physicalist theories or
NCCs (Reardon, 2019; Templeton World Charity Foundation,
2022), the field is far from consensus about which theories
are valid and could potentially explain consciousness or neural
differences between different phenomenological experiences.
We suggest that the gaps in physicalist theories in explaining
consciousness may arise because the debate is framed around
how the brain generates consciousness. The theories discussed
so far attempt to explain phenomenological experience or
qualia through reductionist brain mechanisms or correlations,

Frontiers in Psychology 04 frontiersin.org

44

https://doi.org/10.3389/fpsyg.2022.955594
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


fpsyg-13-955594 September 1, 2022 Time: 15:3 # 5

Wahbeh et al. 10.3389/fpsyg.2022.955594

often equated to computational or information processing
systems. Some of these theories (e.g., re-entry or predictive
processing theories) even consider subjective reports and
introspection to be unreliable. Consequently, none of these
theories have completely and convincingly explained the nature
of consciousness.

A different approach: Non-local
consciousness theories

Alternative non-physicalist theories may inform other
aspects of consciousness that are not completely explained by
physicalist theories. Physicalist theories usually assume that
consciousness is generated solely and purely from the brain and
is only local to the brain. Alternatively, non-physicalist theories
do not make these assumptions, even though both types of
theories attempt to explain the underlying brain mechanisms of
consciousness. Physicalist theories purport that consciousness
originates from physical substrates like neurons that have
evolved to be more and more complex over time through
adaptation, leading to the emergence of consciousness. Non-
physical models do not assume a physical substrate generates
consciousness, and many even propose that consciousness is, in
fact, more fundamental than matter and spacetime. In this view,
that is the natural view for most ancient and eastern cultures,
matter and spacetime arise from consciousness rather than the
other way around. Perhaps a non-physicalist framework where
consciousness is considered fundamental and has non-local
properties (such as at the quantum scale) would better explain
the full range of reported human phenomenology. For example,
there are well-documented experiences of people perceiving
information from distant locations, the future, and mental
impressions from other people without the use of rationale
or traditional means (Cardeña, 2018). In addition, there are
verified cases of cognitive function when the neural substrate is
severely degenerated, precluding normal brain function. These
experiences, most of which are currently regarded as anomalous,
will be described in the Section “Phenomena suggested by a
model of nonlocal consciousness” as cases of what would be
observed should non-physicalist theories of consciousness be
valid.

These and other documented phenomenological
experiences suggest a different nature of consciousness: one
that may not be exclusively generated by neuronal activity and
exhibits properties that transcend the conventional constraints
of spacetime and, therefore, the physical body. The term
“non-local consciousness” has been proposed to denote these
purported transcendent properties of consciousness (Dossey,
1994). Physicalist scientists typically consider such experiences
anomalous because they challenge prevailing assumptions
about the nature and role of consciousness in physical reality.
The term non-local is also referenced as a central idea within
physics as an aspect of the physical world. For example, the

brain operating, even to a small extent, in a quantum fashion
might be a valid explanation for these non-local phenomena.
However, this idea is not yet widely accepted because while
there is evidence for quantum biology, quantum coherence
in brain processing is so short-lived that it appears irrelevant
to understanding consciousness. Neuroscience today says
consciousness is generated by and localized in the brain because
it emerges from brain activity. Alternatively, we propose
that consciousness may not originate in the brain, although
some aspects of human perception of consciousness may
be dependent on the brain. We also suggest that awareness
also extends beyond the brain. These non-physical, non-local
properties of consciousness may be due to a non-local material
effect, to consciousness being fundamental, or something else
we have not yet discovered.

To begin an exploration of some of these non-physical
theories, we present theoretical frameworks proposed by
scientists from multiple disciplines, most of which include
the idea that consciousness is fundamental, meaning that
consciousness precedes the physical substrates (Chalmers, 1996;
Currivan, 2017; Kastrup, 2017, 2021; Goff, 2019; Faggin, 2021a).
Traditional materialists envision a world in which mathematics
is more fundamental than physics, which is more fundamental
than chemistry, which is, in turn, more fundamental than
biology. Thus, in this way, physical processes are foundational
to the generation of our biology. However, suppose we envision
that consciousness is actually more foundational than physics.
In that case, we can imagine that these other physical disciplines
can arise from consciousness. In other words, if biology
emerges from chemistry, chemistry from physics, and physics
emerges from consciousness, then from this perspective, non-
local consciousness phenomena would no longer be regarded as
anomalous because consciousness can transcend some physical
laws. Theories proposing this idea have been offered by Federico
Faggin, Donald Hoffman, Bernardo Kastrup, Vernon Neppe,
and numerous others. Most of these theories are speculative,
while others are supported through mathematical arguments
or empirical data (Hoffman et al., 2015; Neppe and Close,
2020; Faggin, 2021b). We briefly review a sample of non-local
consciousness theories.

Operational probabilistic theory

Federico Faggin starts with the assumption that reality
emerges from the free-will communications of a vast number
of conscious entities (Faggin, 2021a). Faggin calls the totality
of what potentially and actually exists, One. Any self-knowing
within this one is a transformation from potential existence
into actual existence, where potential existence is the “reservoir”
of self-knowing that has not yet manifested. Each new self-
knowing brings rise to a consciousness unit (CU). The CU
reflects the whole of One and is also part of One because One is
never complete in its self-knowing process. Thus there must be
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continued self-knowing and continual generation of CUs, which
explains an apparently growing number of conscious entities
(Faggin, 2021a, p. 294). Faggin describes the CUs characteristics
and how they combine into self, in which an entity with identity,
awareness, and agency is dynamic, holistic, and self-knowing.
Faggin views the physical world as a virtual reality metaphor,
in which sophisticated avatars controlled by conscious beings
interact with each other, where the body that controls the avatar
exists outside the computer and is not part of the program.
Similarly, the conscious entities that control physical bodies
exist beyond the physical world that contains the body (Faggin,
2021b, p. 286).

Interface theory of perception

Donald D. Hoffman proposes a model based on a
mathematical structure called “conscious agents.” Space and
time emerge from conscious agents’ exchanges (Hoffman, 2014).
Hoffman proposes that our perceptions (i.e., the conscious
agents) are not views of a grounded truth but are more like a
personal computer’s operating system and interface (Hoffman,
2014, 2019). Perceptions allow us to interact dynamically with
the world and survive and evolve in this environment but not be
aware of its actual structure. Space-time and physical objects do
not represent a universal objective reality but are species-specific
components that provide an evolutionary advantage. Hoffman
highlights that evolutionarily, perception of spacetime and the
physical world are shaped by natural selection in such a way that
obfuscates the truth that we are experiencing an interface rather
than a universal objective reality and thus influences adaptive
behaviors. He further claims that the equations of quantum
mechanics can be derived from formalized descriptions of the
interactions between conscious agents (Hoffman et al., 2015).

Analytic idealism

Bernardo Kastrup proposes “analytic idealism” as a model
for reality, in which the ground of existence is universal
phenomenal consciousness (Kastrup, 2021). Analytic idealism
is a metaphysics that postulates consciousness as Nature’s
sole fundamental ground and that all natural phenomena are
ultimately reducible to universal consciousness. He describes
phenomenal consciousness as a raw subjective experience of
awareness that differs from cognition, meta-cognition, self-
awareness, or other higher mental functions. Meta-cognition
allows humans to know that they are having an experience and
also supports cognitive properties like reasoning and planning.
Experiential consciousness or pure awareness can also occur
without meta-cognition, as reported in classical mystical states.
Because there is only one universal consciousness, individuated
living beings are described as dissociated mental complexes

of the “fundamentally unitary universal mind” (Kastrup, 2021,
p. 267). This dissociation creates a subjective private inner world
that can perceive itself as interacting with the transpersonal
world. Matter in this model is described as the outward
appearance of the inner experience as observed from across the
dissociative boundary. Put another way,

As experienced from the inside—that is, from the first-person
perspective—each living being, plus the inanimate universe
as a whole, is a conscious entity. But as experienced from
outside—that is, from a[n illusory] second- or third-person
perspective—our respective inner lives present themselves in
the form of what we call matter, or physicality. . .all matter—
is merely the name we give to what conscious inner life looks
like from across its dissociative boundary. (Kastrup, 2021, pp.
267–268)

Triadic dimensional vortical paradigm

Vernon Neppe and Ed Close propose that the standard 4-
dimensional model of physics (three dimensions of space and
one of time) results in many contradictions or unexplained
discrepancies (see Neppe and Close, 2020 for examples of
apparent discrepancies). For example, using the Diophantine
equation (a polynomial equation involving two or more
unknowns and in which only integer solutions are allowed),
Neppe states that the mass/energy of up-quarks and down-
quarks produces an inequality that is unstable (Neppe and
Close, 2015). To address these discrepancies, Neppe and
Close describe a mathematical model in which we exist in
a 9-dimensional finite, quantized, volumetric, spinning reality
embedded in an infinite continuity (9D+). The model requires
an extra component that they dub “gimmel,” which is mass
and energy less. Close expresses that “gimmel is the connection
between consciousness, life, and the atomic structure and
that the potential for conscious life existed in the mutable
mass and energy of quarks even before they became the first
protium atoms of physical reality” (Close, 2018). The model
proposes that the 4D world we ordinarily experience is the
physical component of this 9D+ existence. Neppe and Close
believe that the model has been empirically demonstrated
with correspondences to normalized data for the mass-energy
equivalence volumetric data for measured particles. They also
claim that their model is mathematically valid at the micro,
macro, and cosmological scales.

Mathematically, gimmel necessarily has to exist in union with
any particle in the universe for that particle to be stable.
Without gimmel, the spinning (vortical) atoms would be
unstable and asymmetrical about their axes and would, in
effect, fly apart: Our world and the physical universe could
not exist. (Neppe and Close, 2020, p. 4)
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Zero-point field

Joachim Keppler (2018) proposes a theory where the
energy of the vacuum is the basis for consciousness, the so-
called “zero-point field” (Keppler, 2018). This is a theory of
panpsychism where consciousness permeates the universe yet
is only concentrated and apparent in certain circumstances.
Unlike other panpsychism theories, it is not the “matter”
that is conscious but empty space. However, the idea that
matter is conscious may be incompatible with theoretical
physics. If matter is conscious, particles may have the yet
unknown property “consciousness.” Mathematically, particles
are elementary because they cannot be assigned additional
parameters than those currently assigned (e.g., a charge, spin,
mass). Therefore, the idea that they are conscious is challenging
to reconcile with physics. The zero-point field does not have
the same problem. Keppler hypothesizes that the human brain
is one of the physical mediums which can interact directly with
the zero-point field by concentrating on it and thus experiencing
consciousness. The details of this putative interaction are not
currently known. However, the interesting element of this
theory is that it leads to testable predictions, e.g., interactions
between the brain (maybe through quantum phenomena as in
the Orch OR theory), and the zero-point field could possibly be
observed and measured. For example, there might be specific
types of photon exchanges that would reveal this interaction.

Orchestrated objective reduction
theory

The Orch OR theory was developed by Stuart Hameroff
and Sir Roger Penrose (Hameroff, 2021; Hameroff and Penrose,
2014). While the Copenhagen interpretation posits that the
collapse of quantum states into a single state (the so-called
“collapse of the wave function”) is determined by an observation
(i.e., subjective reduction), Penrose’s objective reduction (OR)
posits that it occurs when the energy difference (measured
by spacetime curvature and mediated by gravity) of these
states reaches an objective threshold (called the “Diósi–Penrose
criterion”). Random proto-conscious moments of experience
occur at each OR moment (Hameroff, 2021, p. 74). At
the biological level, this OR would be orchestrated (Orch)
by connective proteins (e.g., microtubule-associated proteins;
MAPs) that influence this spacetime-separation of the qubits’
superimposed states. These quantum processes are performed
by qubits formed on cellular microtubules by oscillating dipoles
(the microtubule condensate), forming superposed resonance
rings in helical pathways throughout the microtubule lattices.
These oscillations are either electric or magnetic and are
then amplified by neurons, leading to consciousness. This
collective process corresponds to the orchestration of the
objective reduction of quantum states in the brain (Orch-OR).

The microtubules both influence and are influenced by the
conventional synaptic activity of neurons. Hameroff later added
that the condensates might travel across more considerable
distances in the brain through dendritic-dendritic gap junctions
(connections that allow much faster transfer of action potentials
than synapses), generating gamma oscillations (high-frequency
brain rhythms) associated with conscious perception, for
example. This theory provides a straightforward mechanism
that can be tested more easily than others. Experiments are
underway to test the theory by evaluating if the proposed
quantum interference is, in fact, present in microtubules and
dampened by anesthesia (Kalra et al., 2020).

Schooler hypothesis of subjective time

Psychologist Jonathan Schooler proposes subjective time as
a new dimension of physics that would allow us to have a causal
effect on the world (Schooler, 2014). This model proposes that
one could conceive of the possibility of alternative dimensions of
meta-perspective where each of us could move across time and
raises the possibility that consciousness itself could have some
causal role. In his model, a hierarchical cascade of conscious
elements would have synchronization happening essentially like
carrier waves. The lower level of waves has a particular rhythm.
They are also synchronized, or cross-coupled, with the higher
levels. In the same way that you can have very high-frequency
waves or vibrations synced in with lower-frequency ones, in a
sort of cross-coupling manner, you could also have the rhythms
of the lower-level ones connected up to the higher-level ones.
Through cross-frequency coupling, there potentially exists both
top-down and bottom-up paths, explaining consciousness at a
macroscopical level.

Theory of double causality

Philippe Guillemant, a theoretical physicist, has proposed
that trajectories between two spacetimes are not fixed within
the block universe (Guillemant and Medale, 2019). The block
universe is a model where the future is already realized and is
implied by general relativity. Within this framework, Guillemant
proposes a non-deterministic model of the block universe
where consciousness and free will are mechanisms by which
the exact path between two spacetime points is decided. He
shows that this does not contradict the equations of physics.
He also suggests that the irreversibility of time as we experience
it might not be a fundamental property of the world but a
statistical one. Statistically, time moves forward, but there might
be rare instances where it could move backward. Similarly,
he suggests that there might be future traces in the present.
Although statistically, we will mostly see causal traces of the past,
future traces may be experienced as observations of coordinated
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systems that past observations cannot explain. For example,
one might observe an organized pattern that is not due to
a specific causal effect in the past. In his model, he argues
that the organization must come from the future as it has no
causal past reason to exist. He states, “We can carry on doing
physics, but we must be absolutely logical about it, considering
our intentions as physical realities, with the added ingredient
that they do not appear to depend solely on our brains but
also on an information system outside spacetime” (Guillemant,
2016, p. 9).

Summary of non-local consciousness
models

Most of these theories assume that consciousness is
fundamental and primary to all else. Our subjective intersection
with this fundamental consciousness is described in different
ways, such as being an interface, a dissociative boundary, or a
consciousness unit. Moreover, the mechanistic structure of our
world with consciousness as fundamental is explained in various
ways (e.g., dimensions, conscious agents, gimmel).

However, it is important to note that physicalist theories
still have a place in this framework. Even if consciousness is
fundamental, these theories will inform on the mechanisms for
the embodiment of consciousness into this materialistic reality
(e.g., how the interface works). If we can perceive non-local
information (as observed at the quantum scale), we likely still
need to filter out the noise from the environment through
uncertainty reduction, broadcast, and top-down processes for
that information to become conscious. Predictive processes and
updating the error prediction might be a crucial process to allow
the perception of non-local information.

Another important point is that the IIT model could
be a tool to study both physicalist and non-local theories
of consciousness by including non-local properties into
the spacetime postulates. In Section “Physicalist theories of
consciousness,” we placed IIT as a physicalist theory of
consciousness in the sense that it excludes non-local spacetime
properties into the spacetime boundaries required for a physical
system to be conscious, and all models are based on the
conventional assumptions of spacetime. However, since IIT is
only about information and systems, one may be able to test
IIT for non-local consciousness. Spacetime properties could
be included in the postulates (i.e., requirements for a physical
substrate to be conscious) for the calculation of ϕ (e.g., quantum
links between past and future) to see how this addition affects
ϕ’s value. These non-local applications of ITT would allow for
the non-local effects observed in quantum mechanics and the
literature reviewed in Section “Phenomena suggested by a model
of nonlocal consciousness.”

Just like physicalist theories need rigorous testing to validate
them, non-local consciousness theories also need testing and

validating. The key to fully validating a theory of consciousness
(physicalist or non-local) is to make a prediction that can
be experimentally tested and quantified, thus, validating or
invalidating the prediction. Theories that cannot meet the
prediction can be rejected or adjusted. Unfortunately, many
theoretical predictions are challenging to test experimentally,
and sometimes prediction confirmation might depend on future
technological innovations. Often, the theory is built with
abstract terms that need further precision and elaboration. The
more precise the theory and the prediction, the more it lends
itself to testing. Also, the theory may be demonstrated with
mathematics and yet not currently be experimentally validated.

One very small step to explore the applicability of the
concept of non-local consciousness models and the motivation
for developing these models in the first place is driven by
phenomena that are not accounted for by physicalist theories,
as described in the next section. One reason that non-local
consciousness models may be useful is that they allow for
the possibility of the subjective experiences that are usually
considered impossible by physicalist models or simply ignored
because of the basic assumptions on which they are built.

Phenomena suggested by a model
of non-local consciousness

In the next section, we propose specific phenomena
that we would expect to see if non-local consciousness
theories are correct.

Phenomenon #1: Perceiving
information about distant locations

If consciousness were non-local, then an individual ought
to be able to perceive information beyond the reach of the
brain, body, and senses. For example, one might be able to
gain information about a person, place, or object at a distant
location. Such abilities are described as part of a classified
US government program that ran from 1972 to 1995, which
sought to use non-local consciousness for espionage (May and
Marwaha, 2018). That program conducted over 500 operational
missions, some of which are said to have resulted in actionable
intelligence and also several hundred controlled experimental
trials. The latter was evaluated by a professor of statistics
and skeptical psychology professional. Both concluded that
the evidence in those studies was statistically significant and
could not be attributed to methodological flaws (Mumford
et al., 1995; Utts, 2016). In a typical experimental session, a
“viewer” would enter a relaxed state. An interviewer would
give them a random number designating the desired target and
then ask them to describe and/or draw any information they
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perceived about that target. Both viewer and interviewer were
blind to the target. Multiple meta-analyses of public domain
and declassified experiments of this type have been conducted,
and the results showed highly positive evidence in favor of a
genuine phenomenon (Milton, 1997; Dunne and Jahn, 2003;
Baptista et al., 2015; Cardeña, 2018). This apparent ability is now
used for other practical applications, such as predicting stock
market movements (Harary and Targ, 1985; Kolodziejzyk, 2013;
Smith et al., 2014), locating missing persons (Mcmoneagle and
May, 2004), and finding previously unknown archaeological
sites (Schwartz, 2005, 2019).

Phenomenon #2: Perceiving
information from another person

If consciousness were non-local, an individual might be
able to receive information about another, isolated person’s
mental activity from a distance. Numerous well-controlled
laboratory studies have observed this apparent phenomenon
using the ganzfeld protocol, one of the most-repeated non-
local consciousness studies. Ganzfeld originates from a German
word meaning “whole field,” and Gestalt psychologists initially
developed the protocol. First, a person is exposed to low-level,
unpatterned sensory stimuli (e.g., red light diffused to the eyes
and white noise played through headphones). Meanwhile, a
second, isolated person attempts to mentally “send” a target
image randomly selected out of a pool of four possible images,
which was randomly selected out of a database of many such
pools. The chance of the “receiving” person correctly selecting
the actual image is thus 25%. Over 120 published experiments
have used this protocol, comprising about 4,000 individual trials,
and the overall hit rate was just over 30%. Multiple reviews
and meta-analyses on this protocol have also been conducted
(Storm et al., 2010; Baptista et al., 2015; Cardeña, 2018; Storm
and Tressoldi, 2020). These results have been discussed and
debated in one of the principal journals in academic psychology,
Psychological Bulletin (Bem and Honorton, 1994; Hyman, 2010;
Storm et al., 2010).

In a conceptually similar design, rather than testing whether
one person could select a correct image sent by another
isolated person, the person’s unconscious physiological state
was intentionally influenced by a second person who was
asked to focus their attention on them. These studies have
typically used measures such as electrodermal activity (Braud
and Schlitz, 1983; Radin et al., 2008), electroencephalography
(EEG) activity (Standish et al., 2004; Richards et al., 2005),
and functional magnetic resonance imaging (Standish et al.,
2003; Achterberg et al., 2005). To date, there have been
three meta-analyses for this class of studies, with each
reporting statistically significant outcomes (Schmidt et al.,
2004; Schmidt, 2012, 2015). Using this experimental paradigm,

researchers discovered that the prior beliefs of the investigators
were an important element in the observed outcomes. That
is, working with the same subject populations, protocol,
equipment, and analyses, skeptical investigators obtained null
results, but investigators more open to the possibility of
an effect obtained significant results (Watt et al., 2002;
Schlitz et al., 2006). These investigator-specific effects have
been documented in psychology and are called “experimenter
effects” (Palmer and Millar, 2015). Thus, it is challenging to
ascertain if results are solely influenced by the experimenter
effect (i.e., intentions of the investigator) or if there are
intrinsic effects. Multiple-experimenter studies have been posed
as a solution to solving this issue in psychological studies
(Bierman and Jolij, 2020).

Phenomenon #3: Perceiving the future

If consciousness were non-local, one might be able
to perceive information from non-inferable future events.
Experiments testing this idea have shown that people’s
physiology has reacted to randomly selected future events
(Radin and Pierce, 2015), including electrodermal (Radin, 1997)
and electrocortical activity (Radin and Lobach, 2007; Radin and
Borges, 2009; Radin et al., 2011), and heart rate (McCraty et al.,
2004; Tressoldi et al., 2009). These laboratory studies apparently
demonstrate that the body can react to randomly selected
stimuli approximately 1–10 s in the future. Erotic and negative
images produce more robust responses than emotionally neutral
pictures, and pre-responses generally manifest in the same
direction as the body would typically respond after exposure
to a stimulus. Meta-analyses have evaluated multiple laboratory
studies with positive effect sizes (Mossbridge et al., 2012, 2014;
Storm et al., 2012; Mossbridge and Radin, 2018; Honorton et al.,
2018). For example, Mossbridge et al. (2012) analyzed 26 studies
where unpredictable stimuli were presented and physiological
activity was collected before, during, and after the stimuli.
There was a pre-stimulus effect demonstrating a physiological
response prior to the unpredictable stimuli (fixed effect: overall
effect size = 0.21, 95% CI = 0.15 – 0.27, z = 6.9, p < 2.71 × 10−12;
Mossbridge et al., 2012).

Implicit bias tests with a retrocausal element provide similar
findings. In one paradigm, a classic perceptual priming task
was reversed, such that the prime occurred after the target
images. For example, in one task, the prime “happy” might
typically occur prior to the target picture of a flower. In a
reverse priming task, the flower image would appear before
the prime “happy.” These reverse priming tasks found slower
response times when the prime/target pairs were incongruent
(sad/flower) versus congruent (happy/flower), just as the classic
task would, even though the prime occurred prior to the target.
Some 90 independent replications of these experiments have
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provided evidence for a highly significant effect (overall effect
size = 0.09, z = 6.4, p = 1.2 × 10−10; Bem et al., 2015).

Phenomenon #4: Apparent cognitive
abilities beyond the
experience/learning/skill of the person
exhibiting them

If consciousness were non-local, then people might be able
to gain cognitive skills without previous experience or training
in those skills.

An example is the phenomenon of a person speaking a
language unknown to, or xenoglossy. This phenomenon has
been reported since ancient times. It refers to the ability of an
individual to speak or write a language that they presumably did
not know and could not have acquired by ordinary means. For
example, in 400 BC, Plato mentions priestesses on the Island of
Delos who spoke “in tongues.” There are also descriptions in the
Bible (Corinthians 14:1-40 and Acts 2:4).

Another example is Indriði Indriðason (1883–1912),
who apparently spoke multiple languages he did not know
(Haraldsson, 2012). Similarly, Alec Harris spoke at length to
witness Sir Alexander Cannon in Hindustani and Tibetan, two
languages that Harris would have had no way of knowing, but
Sir Alexander did know (Vandersande, 2008, p. 113). Other
xenoglossy cases have also been documented by University of
Virginia scientist Ian Stevenson (Stevenson and Pasricha, 1979,
1980). While anecdotal and subject to the known biases of
experiential reports, these cases have been meticulously well-
documented. Similar cases of “acquired” and “spontaneous
savants” refer to individuals who, either through a traumatic
event or with no apparent cause at all, suddenly gain exceptional
musical or mathematical skills (Treffert, 2009).

Phenomenon #5: Non-local
consciousness experiences are
common

If consciousness were non-local, such experiences would
be highly prevalent in all humans. And indeed, non-local
experiences can be found throughout history, across all cultures,
and at all educational levels. Formal prevalence studies have
been conducted for almost 50 years, with rates ranging from 10%
to 97%, depending on the population surveyed (Bourguignon,
1976; Palmer, 1979; Haraldsson, 1985, 2011; Greeley, 1987;
Haraldsson and Houtkooper, 1991; Ross and Joshi, 1992;
McClenon, 1993; Cohn, 1994; Castro et al., 2014; Wahbeh
et al., 2018). Another survey of the general public, scientists,
and engineers in the United States found that over 90% had
experienced at least one of 25 of these experiences (Wahbeh
et al., 2018). With prevalence rates being well-above 10% of most

populations surveyed, it is evident that these phenomena, at least
in their subjective reports, are more frequent than commonly
supposed.

Phenomenon #6: Cognitive abilities
can be retained when the brain is
seriously compromised

We usually assume that the brain is the body’s driver, and if
the brain is not working well, the body should not work. Suppose
this is wrong and consciousness is not entirely dependent on
the physical function of the brain. In that case, cognition,
perception, and memory may continue to operate normally even
when the brain would not be considered functional. This is
consistent with what we see in a phenomenon called terminal
lucidity. Terminal lucidity is a label given to a phenomenon
in which patients with terminal neurodegenerative conditions
display apparently normal cognitive function and mental clarity
during the period preceding death (hours to days). While such
experiences would seem impossible based on known principles
of neuroscience and neuroanatomy, they have been reported
in the medical literature for over 250 years (Nahm et al.,
2012).

Terminal lucidity, also called paradoxical lucidity, has
occurred in conditions such as waking from a long-term coma,
dementia due to advanced Alzheimer’s disease, brain abscesses,
tumors, strokes, and meningitis (Nahm et al., 2012). A recent
study of terminal lucidity reviewed 124 cases in dementia
patients and found that in “more than 80% of these cases,
complete remission with the return of memory, orientation,
and responsive verbal ability was reported by observers of the
lucid episode” (Batthyány and Greyson, 2021). For example,
one reported case involved a patient with cancer that had
metastasized to the brain, with little functional brain tissue
remaining. However, an hour before the patient died, he
regained awareness and conversed with his family for about
5 min before passing away (Nahm et al., 2012). Most terminal
lucidity cases are retrospective case reports (Kelly et al., 2007;
Nahm and Greyson, 2009; Nahm et al., 2012; Mashour et al.,
2019; Batthyány and Greyson, 2021), but a few are prospective.
Macleod and colleagues prospectively observed terminal lucidity
cases (Macleod, 2009), as did Fenwick and colleagues (Fenwick
et al., 2010). In these cases, the patients demonstrated normal
cognitive abilities just prior to death, contrary to what
objective medical findings would have predicted (e.g., EEG,
neuroimaging). These patients are operating in an anomalous
manner that brings into question the idea that the body is a
“puppet” controlled from the inside (the brain) and that perhaps
it can function alternately in some instances. Perhaps there are
aspects of consciousness that could be “outside” of the body
controlling it. The lucid mental functioning associated with
these patients’ behavior is challenging to explain under the
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assumption that one’s sense of identity, memory, and awareness
solely depends on brain activity.

Summary

In sum, we presented six phenomena regarding aspects
related to non-local consciousness. Reports of individuals
perceiving information from distant locations, from another
person, from the future, where people gain skills beyond
their normal capacity, or when the brain is apparently
non-functional, have been documented in anecdotal and
experimental contexts. In addition, these phenomena are
ubiquitous worldwide. Note that these examples are not meant
to provide definitive evidence for non-local consciousness,
nor provide a comprehensive list of such phenomena, but
rather to highlight that certain commonly reported phenomena,
and some rare effects, present clear challenges to prevailing
physicalist models of consciousness.

Of course, given the significant theoretical importance of
these phenomena, each example supporting these predictions
has evoked critical responses. The critiques have tended to
fall into two classes. First, the phenomena suggested by these
examples are deemed impossible because they violate the basic
limiting principles of science. Therefore, the only possible
way to interpret experiments reporting positive results is
that they most likely involve flaws, fraud, or both. Critical
reactions to anecdotal reports have also tended to focus
on their subjective nature and the many ways that such
experiences can be misinterpreted as illusions, misperceptions,
or distorted memories. Such critiques can be answered by
pointing out that some of the anecdotal reports involved
hundreds to thousands of documented case studies, and all
the experiments mentioned involved controlled experimental
paradigms that were repeated in multiple laboratories and
dozens to over a hundred independent replications, with overall
highly significant meta-analytic outcomes (Cardeña, 2018). In
some of the earliest experiments, methodological flaws were
discovered but later corrected with similar results, so insisting
that flaws or fraud can be the only possible explanations is not
supported by analysis of the data.

The second category of critique is that perhaps the
results could be accounted for by one or more physicalist
explanations that we do not understand yet, given the state of
the science. For example, perhaps some material explanation
will eventually arise for how someone with severe brain atrophy
and neurofibrillary tangles, or who was in a deep coma for an
extended period, could nevertheless suddenly become lucid and
maintain a coherent conversation with loved ones shortly before
death. Alternatively, perhaps if it is established that the brain
has quantum biological properties, then that might provide a
plausible substrate for perceptual non-locality. That is, a brain
that is partially acting in a quantum manner could possibly

account for all these anomalous phenomena. A quantum brain
would have non-local properties, so our sensory system would
be spread out in space and time, and it might also have
observational properties. However, even if this was true, it would
not tell us anything about the nature or source of our subjective
awareness. That is, from the quantum brain perspective, these
phenomena would be completely explained as a purely physical
phenomena (albeit within the context of the not-quite-physical
nature of the quantum world).

The scientific process and
perspective in the face of a
paradigm shift

Our call to test non-local consciousness theories is not a
proposal to discard physicalist theories. There is no question
that, as a set of assumptions, materialism has proven to be
outstandingly successful in elucidating the nature of physical
reality, and it will likely continue to be useful. However, the
phenomena we have highlighted here bring some level of
doubt to the ability of physicalist theories to explain everything,
including the nature, origin, and capacities of consciousness.
Here we propose that materialism be viewed as a special
case of a more comprehensive metaphysic, one that includes
consciousness in some fundamental way. This approach is akin
to regarding classical physics as a special case, one that describes
a limited domain of the physical world. Quantum mechanics,
too, is probably a special case because, so far, it is not compatible
with relativistic physics. These “modern” physical theories are
more comprehensive than classical physics and are special cases.

Promoting the value of more comprehensive models of
reality can be challenging. As Max Planck said, “A new scientific
truth does not triumph by convincing its opponents and making
them see the light, but rather because its opponents eventually
die, and a new generation grows up that is familiar with it”
(Planck, 1950, p. 33). Researchers testing if this statement
was true found that, indeed, acceptable scientific models and
concepts became more varied after leaders in their field died
(Azoulay et al., 2019).

A classic example of shifts in worldviews in science is the
case of black holes. Imagine it is 1921, and we asked, “Do
black holes exist?” In 1915, Karl Schwarzschild solved Einstein’s
equations of general relativity for the limited case of a single
spherical non-rotating mass. In the process, he discovered the
possibility that under extreme gravitational conditions, space
could collapse upon itself. Einstein denied that these “black
holes” could possibly form. In 1939, he published a paper
arguing that a star collapsing would spin faster and faster,
eventually spinning at the speed of light with infinite energy,
well before the point that it would collapse into a singularity.
It was not until the 1960s when Roger Penrose published more

Frontiers in Psychology 11 frontiersin.org

51

https://doi.org/10.3389/fpsyg.2022.955594
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


fpsyg-13-955594 September 1, 2022 Time: 15:3 # 12

Wahbeh et al. 10.3389/fpsyg.2022.955594

detailed models showing how black holes could form, that
other physicists considered them viable. A half-century later,
astronomers finally observed a black hole (The Event Horizon
Telescope Collaboration). In fact, a team of Harvard scientists
just released an image of Sagittarius A-star, a black hole at the
center of our Milky Way galaxy (McDermott-Murphy, 2022).

We propose that today’s understanding of the evidence for
non-local consciousness is similar to what was understood about
black holes in 1921. A jury of leading scientists in 1921 charged
with deciding if black holes existed would have weighed the pros
and cons of existing theory and data, they would have consulted
with Einstein, and they would have almost certainly decided that
black holes could not exist and therefore did not exist. As we
know today, they would have been wrong.

Conclusion

Intriguing phenomena are alluding to consciousness being
associated with – but not limited by – brain activity. We
are in a position similar to those who were studying the
possibility of black holes a century ago. Perhaps in 50 years,
we will look back on the current transitional period between
materialistic and post-materialistic paradigms in science and
more clearly understand why we could not have possibly grasped
the whole picture.

We can learn from the black hole example to release our
desire to prove non-local consciousness and instead remain in a
state of curiosity, focusing on methods and improved measures.
Even if it were not possible to definitively demonstrate that
consciousness is non-local but in the process of determining
that, it was discovered that there were non-local aspects of
consciousness that we learned more about and controlled to
some extent, our world would be radically transformed with
the shift in the understanding of our capacities and its practical
applications. The systematic scientific study of consciousness is
still in its infancy, and thus, we are at the very beginning of
understanding the right questions to ask.

This review also calls for humility, open-mindedness, and
collaboration in science. Is it possible to remain neutral about
the various theories of consciousness? Perhaps physicalist
theories will be tested and shown to be relevant in particular
situations. Perhaps non-materialist theories will also be
tested and shown to be valid in other situations. Could it be that
multiple theories of consciousness are tested and found viable? If
so, what would that mean about the nature of reality? Can these
theories be evaluated for similarities and differences, perhaps
combining some and ultimately testing them? Templeton
World Charity Foundation Program ‘Accelerating Research on
Consciousness’ has spearheaded such an initiative for physicalist
theories. The same could be implemented for non-physicalist
theories (Templeton World Charity Foundation, 2022). Is
there an interaction between a non-local consciousness
interfacing with the physical and/or quantum brain that is

persuasively describable? Remaining open and flexible about
these possibilities is essential in supporting the birth of new
ideas. Remaining humble allows us to review other theories
without prejudice.

To further assess the vast number of theories of
consciousness, physicalist and non-local, we invite theorists
to attempt to make their theories increasingly precise so
that abstract terms become quantifiable predictions that
can be confirmed or refuted. Furthermore, theorists could
attempt to use similar language/terms to improve the clarity
regarding the distinctions and commonalities across theories.
Criteria could be developed, allowing researchers to easily
determine the nature/aspect of consciousness discussed by
the theory, the proposed processes that explain how non-local
consciousness may interact with physical substrates, and the
precise predictions to validate it. Physicalist theories might
be closer to validating or invalidating their predictions if the
assumption about the nature of consciousness being generated
from the brain is correct. However, these predictions may never
address the possibility that consciousness is a fundamental
property of reality with non-local properties (i.e., they address
physical mechanisms but not the nature of consciousness itself).

In conclusion, our reported phenomena of non-local
consciousness present intriguing examples that should be
addressed when evaluating whether consciousness may be
more than an emergent property of brain activity. Despite
sophisticated physicalist theories of consciousness dependent
on brain function, these examples apparently demonstrate
non-local aspects of consciousness, perceiving information in
a way that is not limited by our conventional understanding
of time and space and that is not dependent on the brain
function. Many of these data have been observed with
objective measures in the laboratory in a valid and reliable
way or collected in the field with impeccable methods
and exclusion of fraud. While materialism explains much
in our world, it does not explain everything, including
these phenomena. Non-materialist theories encompassing
consciousness as fundamental and/or non-local may provide
a pathway to understanding these phenomena. Perhaps
holding the hypothetical assumption that consciousness
is fundamental and focusing on what we can learn about
the mechanism, mediators, moderators, and practical
applications of non-local consciousness will reveal novel
areas to explore.
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The notion of complexity currently receives significant attention in

neuroscience, mainly through the popularity of the Integrated Information

Theory (IIT). It has proven successful in research centred on discriminating

states of consciousness, while little theoretical and experimental effort

was directed toward studying the content. In this paper, we argue that

exploring the relationship between complexity and conscious content is

necessary to understand the importance of information-theoretic measures

for consciousness research properly. We outline how content could be

experimentally operationalised and how rudimental testable hypotheses can

be formulated without requiring IIT formalisms. This approach would not

only allow for a better understanding of aspects of consciousness captured

by complexity but could also facilitate comparison efforts for theories

of consciousness.

KEYWORDS

consciousness, complexity, neural correlates of consciousness, state, content

Introduction

The notion of complexity currently receives a significant amount of attention
in neuroscience. It is frequently used as a shorthand for applying the information-
theoretic approach to study the relation between the mind and the brain. Although
problematic (Ladyman et al., 2013), this could be seen as an extrapolation of
the complexity of the brain as a biological structure to the mind. It could
also be an inevitable consequence of the dominance of the computer metaphor
in cognitive neuroscience (Gigerenzer and Goldstein, 1996), where the mind is
conceptualised as an information processing system. Similarly, in consciousness
science approaches based on complexity were first popularised by the work
of Tononi and Edelman (1998) and later evolved into Integrated Information
Theory (IIT; Oizumi et al., 2014), which is considered presently one of the most
influential theories available. A large part of this prominence can be attributed
to the successful application of complexity measures to the discrimination of
states of consciousness (Sarasso et al., 2021), supporting the general theoretical
claims of the theory.
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Complexity became so ubiquitous in the literature about
IIT that it is frequently treated synonymously with applying the
theoretical principles of this approach. This limits the discussion
on the usefulness of information theory in understanding
the neural basis of consciousness to the ontological frame of
IIT. Consequently, critical assessments of IIT tend to dismiss
the usefulness and importance of complexity measures based
on theoretical problems that IIT bears in their view (for a
recent example, see: Merker et al., 2022; with responses). The
impracticality of this situation has been recently recognised by
Mediano et al. (2022); however, they advocate only on behalf of
a “weak version” of IIT with relaxed ontological claims, focused
on a more thorough assessment of the behaviour of measures of
information dynamics to different aspects of consciousness. In
this article, we call for a more radical decoupling of the notion
of complexity from IIT, allowing for a broader assessment of its
usefulness irrespective of the theoretical approach. Furthermore,
we argue that every theory employing complexity measures
must address its relation to conscious content to be treated as
a proper theory of consciousness.

Paradox of phenomenology in
integrated information theory

The proponents of IIT describe it as derived solely
from the phenomenology of conscious experience (Tononi
et al., 2016). They argue that philosophical analysis of
the structure of phenomenal experience, translated into
physical terms, creates an identity relation where all of
the subjectivity is captured through the properties of a
conceptual structure. Moreover, this precise translation based
on mathematical notations should allow, in principle, scientific
inquiry of said structure. This theoretical assumption equates
investigation of its properties to exploring subjective experience,
legitimising the use of numerical methods as indicators of
the presence of consciousness as such. Since this structure
is defined in terms of cause-effect power as a multiway
interaction of simple elements (Oizumi et al., 2014), it
can be assessed, or at least approximated, by measures of
complexity (Arsiwalla and Verschure, 2018). IIT interprets
these measurements as describing the quantitative aspect or
consciousness (Tononi and Koch, 2015), which in empirical
studies is equated to the state of consciousness (Sarasso
et al., 2021), spanning from full wakefulness to deep sleep,
anaesthesia or coma.

Proponents of IIT point to this line of reasoning as an
argument in favour of the validity of the whole theory. They start
from the core of consciousness, namely phenomenal experience.
Through logical and mathematical analysis, they arrive at a
conceptual model, parametrisation of which allows measuring
consciousness in real-world data. It seems, however, that this
completeness is only illusory since the notion of consciousness

they started with differs from the one identified at the end.
IIT begins with formulating five axioms about the phenomenal
experience (Oizumi et al., 2014) that refer only to its formal
properties. Importantly, these axioms seem to operate in an all-
or-nothing manner, being strictly necessary for the subjective
experience to arise. On the other hand, what is typically assessed
in studies employing complexity measures is only the state of
consciousness (Sarasso et al., 2021), often interpreted rather as
a general level of wakefulness. It is typically thought of as a
continuum with different levels (Bayne et al., 2016), but it is
not derivable from axioms proposed by IIT as it does not refer
directly to any phenomenal properties. Interestingly, neither the
formal analyses nor the empirical studies include the notion of
conscious content, which is the central focus of phenomenology
and a necessary element for ascribing consciousness to a person.

There is no denying that measures derived from
information theory have proven to be a robust indicator
of the level of consciousness in clinical and non-clinical
conditions (Sarasso et al., 2021), also in comparison
with other approaches (Nilsen et al., 2020). Though these
conditions are characterised by disparate differences between
consciousness and unconsciousness, with accompanying
profound physiological changes, proponents of IIT tend to
treat this as evidence confirming the theory’s assumptions.
However, with the lack of studies tying derived measures
to phenomenal qualities of conscious content, opponents
of this approach can always point to the relation between
the state and complexity as an argument against identifying
it with actual consciousness. They could argue that this
observed relation indicates that complexity measures
capture only the necessary but not sufficient properties
for conscious awareness. Merker et al. (2022) name it
“efficient information processing” and suggest it might
be a general organisational property that by design or
evolution can be found in many complex systems, most of
which can hardly be described as conscious or even alive in
any meaningful way.

Interestingly, referring to axioms as a direct connection
of the theory to phenomenology could also be treated as
necessary but insufficient. Since the properties of the abstract
causal structure are based on axioms derived from structural
aspects of experience and do not describe the phenomenal
content itself, they too can be interpreted as necessary but not
sufficient for consciousness. What is more problematic, the
way axioms are formulated prevents any form of experimental
manipulation that could prove their sufficiency. Paradoxically,
distilling the phenomenality of conscious experience in IIT
to its fundamental properties might have led to axioms that
are not specific enough to constitute the conscious subjective
experience. Therefore, it seems crucial for IIT or any approach
based on complexity to explore the relationship between
those measures and conscious content experimentally, as this
is the only way to prove that it captures the neuronal
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basis of consciousness and not only something like efficient
information processing.

Complexity and conscious
experience

One of the biggest appeals of IIT is its promise to capture in
a single mechanism both dimensions typically used to describe
consciousness, namely the state and content (Tononi and Koch,
2015). The state is understood quantitatively as the degree of
integration, and a special measure 8 is designed to represent
it. On the other hand, the content is described as the shape of
this conceptual structure, but currently, IIT does not provide
any way of quantifying it. Some researchers point to the rate
of change of conscious experience in time as its measurable
aspect and connect it to the concept of differentiation (Sarasso
et al., 2021). This seems surprising as most theoretical
foundations of IIT are built upon “phenomenological atoms”
that constitute the conceptual structure in its core and are
organised according to proposed axioms. This can be seen in
graphical representations accompanying theoretical analyses,
where each structural element is a distinguishable phenomenal
quality (Tononi et al., 2016) matched to a particular set
of neurons. In newer works, in which proponents of IIT
attempt to formally describe the experience of space (Haun
and Tononi, 2019; Ellia et al., 2021), they seem to go even
further, dividing space into small parts (akin to pixels in an
LCD screen) that can be related structurally and functionally to
the organisation of neurons in the cortex. Conscious experience
in IIT has an inherent quantitative granularity built in that
has not been yet translated into testable predictions, although
these space-related papers seem like a groundwork for future
experimental studies.

This situation is understandable since the focus of IIT
is on the mechanism of integration, where the whole
conceptual structure representing subjective experience exceeds
the contribution of its parts and constitutes consciousness as
such. This emergent behaviour being a central part of the theory
is probably one of the reasons some researchers think that a
weaker version, not tied to particular ontological claims, would
allow for more broad research (Mediano et al., 2022), benefiting
in the end, the IIT itself. We agree that loosening theoretical ties
between IIT and measures based on information theory would
accelerate the assessment of their connection to consciousness.
However, we think that a more radical decoupling is necessary to
make the best use of the research resources available now. In the
rest of the paper, we want to propose how testable predictions
about the conscious experience can be formulated that take
advantage of the robustness of complexity measures and
are also based on fundamental phenomenological properties
but avoid strong ontological claims of any particular theory
through relying only on assumptions present in the general

paradigm of cognitive neuroscience that overarches most of
the contemporary theories of consciousness. This common
denominator of treating the brain and mind as information
processing systems lines itself well with information-theoretic
measures, allowing for a common ground on which different
theories could be compared and evaluated.

Complexity and conscious content

In our view, the central phenomenological insight
connected to the notion of complexity is the richness of
conscious experience (Block, 1995). In the most general
sense, it refers to a plethora of content populating subjective
experience that is clearly distinguishable and has various
qualitative properties. The extent of this richness is still
being debated (Kouider et al., 2010; Block, 2011), but it is
hard to deny that during normal wakefulness, a person is
simultaneously consciously aware of multiple things, e.g.,
objects present in their field of view. The second insight
concerns the unity of conscious experience, but only to
the extent that all of conscious content is combined and
arranged in one coherent entity. Crucially, this entity feels
complete and fully occupying the “space in our mind,”
yet trivial examples prove that we can meaningfully
describe it in quantitative terms, e.g., closing one’s eyes
or turning off the radio lowers the number of things one
is conscious of.

Moreover, content not only coexists in conscious
experience, but also all elements are in relation to each
other, creating a complex arrangement that is more
than just the sum of its parts. This, of course, echoes
the views of the Gestalt tradition (Wertheimer, 1938)
but also is in line with the IIT as it comes to richness
(Haun et al., 2017) as well as unity, which is one of the
axioms (Oizumi et al., 2014). Assuming every experienced
content and its qualities have some distinct neural basis,
we can provisionally postulate that interactions between
contents of consciousness should be reflected by some neural
processes. Therefore, richness of conscious experience would
have to correlate with some aspects of the complexity of
neuronal interactions (e.g., local or global dynamics, non-
linear causal influence, or their interaction in a form of
hierarchy of complexity).

Following this line of thought, we can formulate testable
hypotheses based on the assumption that some aspect of
phenomenal experience, namely conscious content, can
be quantified and experimentally manipulated to search
for brain activity correlated with those subjective changes.
Most intuitively, this quantification of content can be
understood in a straightforward additive sense, e.g., there
is more conscious content when a participant is presented
with two objects on the screen instead of only one. The
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rationale would point to the engagement of more sensory
neurons for longer periods, creating a more complex interaction
between them and other cortical regions. Similarly, this
would also include variation in the intensity of physical
stimulation, e.g., brightness or loudness, that results in
changes in the experience. This psychophysical approach
would allow for fine-grained control over participants’
subjective experience, enabling the researchers to search for
a measure that would generalise over different qualities and
modalities. Crucially, comparisons would be made when
subjects are fully awake, ensuring that variability in the state of
consciousness is minimised.

Alternatively, one can point to multisensory integration
as another way for one’s subjective experience to be richer.
For example, presenting a movie snippet with synced or
misaligned video and audio tracks can be interpreted as
addition of perceptual but not physical quality that makes
the synced material richer for the participant. This could
also be extrapolated on concepts like temporal integration,
where the proper order of stimulation, for example a sequence
of scenes in a play, allows for a more informationally rich
experience. Treating this as an experience contextualised
in time, we can also speculate that a similar effect could
be observed in the spatial domain. The obvious examples
would include laws of perception proposed by the Gestalt
school (Wertheimer, 1938) or visual illusions, where specific
placement of elements generates more perceptual experience
than is present in physical stimulation alone, e.g., Kanizsa
triangles (Kanizsa, 1987). Similarly to the psychophysical
manipulation mentioned earlier, the state of consciousness is
kept constant, but here also the physical stimulation is the
same. Despite that, one of the conditions seems to have more
qualities than the other.

Experimental support for this line of reasoning already
exists. Some of the studies following these principles were
conducted by the proponents of IIT themselves. A paper by Boly
et al. (2015) assessed the complexity of brain activity recorded
with fMRI in response to a short movie, the same movie but
with parts in random order, or a static TV noise. They reported
an increased level of complexity, as measured by Lempel-Ziv
compressibility, from the noise condition through scrambled to
the movie in the proper sequence. Importantly, in the general
sense, participants maintained the same level of consciousness
throughout the whole experiment, so it is reasonable to assign
the effects to changes in the content. Interestingly, it seems
that not only do we observe an increase in complexity through
adding the number of objects (no discernible objects in noise
versus movie frame full of content), but also through the
introduction of meaning stemming from watching the movie in
proper sequence.

There is also a handful of similar effects reported for
speech perception (Borges et al., 2018), music production
and reception (Dolan et al., 2018), tracking meaningfulness

of images (Mensen et al., 2017) and video clips (Mensen
et al., 2018), or bistable perception (Canales-Johnson et al.,
2020). However, some studies did not find significant
differences in similar paradigms (Bola et al., 2018).
Sparsity of experimental evidence, mostly small sample
sizes, and vastly different paradigms used, indicate a
striking disproportion in the amount of attention devoted
to studying content compared to states of consciousness.
This might result from differences in the magnitude of
effects, making it significantly more challenging to show
the relation between complexity and conscious content
systematically. Despite that, if information-based approaches
want to make a compelling case about the mechanism of
consciousness, they need to reliably demonstrate how variation
in content is accompanied by changes observed through
measures of complexity.

We are aware that readers of this article might find
the parallel between richness of phenomenal experience and
complexity of neuronal interactions as superficial and naïve,
a case of mistaken identity, similarly to the critique IIT
is facing (Merker et al., 2022). However, we are convinced
that consciousness science can only benefit from systematic
experimental research that expands beyond the narrow
definition of conscious content as isolated objects presented
briefly on a monitor’s screen. Although simplistic, the proposed
approach introduces a principled way in which subjective
experience can be experimentally manipulated with more
naturalistic, complex, meaningful stimulation. Combining it
with complexity measures, currently the most robust tools for
detecting conscious activity (Nilsen et al., 2020), gives us a set
of testable predictions that even if proven wrong, will expand
our understanding of the relation between consciousness and
the brain activity.

It is essential to acknowledge that although our approach
is deliberately broad enough not to be bound by a conceptual
framework of a particular theory, it is still rooted in a
research paradigm that seeks for neuronal activity to
explain consciousness. While being the most widespread
approach among consciousness research community, there
are other options available (e.g., Dennett, 1993; Frankish,
2016; Schurger and Graziano, 2022), where phenomenality
is denied importance. Some researchers (Rahimian, 2022)
argue for their importance as only a radical shift in our
conceptualisation of consciousness of a similar kind could
move science forward. Our proposition is not aimed
at improving the existing frameworks to exceed the
limitations of their paradigm. We rather hope for pushing
the available methods and theories to their logical limit
and hopefully introducing more “points of contact” for the
theories to be compared and evaluated. Therefore it must
function in the general frame of the paradigm and can be
subjected to the same criticism that theories it shares the
assumptions with.
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Moving forward

There is no denying that complexity captures an essential
aspect of brain activity closely related to consciousness. It
reliably dissociates levels of wakefulness and shows some
promise to quantify the “amount” of phenomenal experience
people have. There are, however, many unknowns related to
proper ways of calculating the measures of complexity, decisions
about the spatial and temporal scale they should be applied
to, picking the optimum level of neural hierarchy to assess,
or properly defining the conditions that should be contrasted
(Sarasso et al., 2021). In our view, progress in these areas is
hampered by the connection of the concept of complexity to
only one specific theory and treating the results acquired with
it as a confirmation of the theoretical assumptions that IIT is
founded on. Its critics frequently point to research arguing that
similar results could be obtained by many different architectures
and systems (Doerig et al., 2019), but similarly treat it only
as an argument against IIT and not as the authors intended—
a challenge to a whole research program shared by many
theories. While many researchers are not convinced that a
new paradigm is necessary, there are still new directions we
can take to make current efforts more robust and valuable in
understanding consciousness.

The most obvious first step would be to systematically
explore the relationship between measures of complexity
and variability of states and contents of consciousness in
broad spectrum of experimental data. Importantly, explicit
manipulation of the conscious content is necessary to make any
claims about capturing the phenomenal aspect of the experience.
This could be realised in several ways, e.g., utilising resting-
state paradigms where participants are passively exposed to
stimulation on different levels of complexity (Koculak and
Wierzchoń, 2022). This would allow for selectively manipulating
and comparing the amount of information introduced in
one modality and introducing conditions with increasing
multimodal complexity. Additionally, using more naturalistic
stimuli that imitate real-world experience should make the
differences between these conditions more pronounced than
artificially generated distortions.

Another option would be tapping into the existing plethora
of experimental data, where different aspects of the conscious
experience were manipulated and analysed in the context
of various theories of consciousness (Yaron et al., 2022).
Assuming complexity tracks crucial aspects related to conscious
processing, it should be able to discern conscious perception
from the unconscious, e.g., in an experiment manipulating
awareness of backward masked visual stimuli. Mensen et al.
(2017) do it for a novel paradigm, but there is no principled
reason why similar analyses could not be done on other
already published data. This would have the added benefit of
the possibility of comparing how complexity analysis relates

to methods like ERPs in capturing changes in consciousness.
Collecting a significant amount of such comparisons should
highlight aspects where methods agree and disagree, potentially
guiding new research paradigms that would allow for a more
rigorous comparison of theories (Del Pin et al., 2021; Melloni
et al., 2021).
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Koculak, M., and Wierzchoń, M. (2022). Consciousness science needs
some rest: How to use resting-state paradigm to improve theories and
measures of consciousness. Front. Neurosci. 16:836758. doi: 10.3389/fnins.2022.83
6758

Kouider, S., de Gardelle, V., Sackur, J., and Dupoux, E. (2010). How rich is
consciousness? The partial awareness hypothesis. Trends Cogn. Sci. 14, 301–307.
doi: 10/cfw3zz

Ladyman, J., Lambert, J., and Wiesner, K. (2013). What is a complex system?
Eur. J. Philos. Sci. 3, 33–67. doi: 10.1007/s13194-012-0056-8

Mediano, P. A. M., Rosas, F. E., Bor, D., Seth, A. K., and Barrett, A. B. (2022).
The strength of weak integrated information theory.Trends Cogn. Sci. 26, 646–655.
doi: 10.1016/j.tics.2022.04.008

Melloni, L., Mudrik, L., Pitts, M., and Koch, C. (2021). Making the hard problem
of consciousness easier. Science 372, 911–912. doi: 10.1126/science.abj3259

Mensen, A., Marshall, W., Sasai, S., and Tononi, G. (2018). Differentiation
analysis of continuous electroencephalographic activity triggered by video
clip contents. J. Cogn. Neurosci. 30, 1108–1118. doi: 10.1162/jocn_a_0
1278

Mensen, A., Marshall, W., and Tononi, G. (2017). EEG differentiation analysis
and stimulus set meaningfulness. Front. Psychol. 8:1748. doi: 10/gb4d4c

Merker, B., Williford, K., and Rudrauf, D. (2022). The integrated information
theory of consciousness: A case of mistaken identity. Behav. Brain Sci. 45:e41.
doi: 10.1017/S0140525X21000881

Nilsen, A. S., Juel, B., Thürer, B., and Storm, J. F. (2020). Proposed EEG
measures of consciousness: A systematic, comparative review. PsyArXiv[Preprint]
doi: 10.31234/osf.io/sjm4a

Oizumi, M., Albantakis, L., and Tononi, G. (2014). From the phenomenology
to the mechanisms of consciousness: Integrated information theory 3.0. PLoS
Comput. Biol. 10:e1003588. doi: 10/sqz

Rahimian, S. (2022). The myth of when and where: How false assumptions
still haunt theories of consciousness. Conscious. Cogn. 97:103246. doi: 10.1016/j.
concog.2021.103246

Sarasso, S., Casali, A. G., Casarotto, S., Rosanova, M., Sinigaglia, C., and
Massimini, M. (2021). Consciousness and complexity: A consilience of evidence.
Neurosci. Conscious. niab023. doi: 10.1093/nc/niab023

Schurger, A., and Graziano, M. (2022). Consciousness explained or described?
Neurosci. Conscious. 2022:niac001. doi: 10.1093/nc/niac001

Tononi, G., Boly, M., Massimini, M., and Koch, C. (2016). Integrated
information theory: From consciousness to its physical substrate. Nat. Rev.
Neurosci. 17, 450–461. doi: 10/f8rbxc

Tononi, G., and Edelman, G. M. (1998). Consciousness and Complexity. Science
282, 1846–1851. doi: 10.1126/science.282.5395.1846

Tononi, G., and Koch, C. (2015). Consciousness: Here, there and everywhere?
Philos. Trans. R. Soc. B Biol. Sci. 370:20140167. doi: 10.1098/rstb.2014.0167

Wertheimer, M. (1938). “Gestalt theory,” in A source book of gestalt psychology,
ed. W. D. Ellis (London: Kegan Paul, Trench, Trubner & Company), 1–11. doi:
10.1037/11496-001

Yaron, I., Melloni, L., Pitts, M., and Mudrik, L. (2022). The ConTraSt
database for analysing and comparing empirical studies of consciousness
theories. Nat. Hum. Behav. 6, 593–604. doi: 10.1038/s41562-021-01
284-5

Frontiers in Psychology 06 frontiersin.org

61

https://doi.org/10.3389/fpsyg.2022.983315
https://doi.org/10.3389/fnins.2018.00424
https://doi.org/10/f8pc7t
https://doi.org/10.1017/S0140525X00038188
https://doi.org/10/dvxdzq
https://doi.org/10.3389/fpsyg.2018.01820
https://doi.org/10.1371/journal.pone.0125337
https://doi.org/10.1371/journal.pone.0125337
https://doi.org/10.1523/JNEUROSCI.1515-17.2017
https://doi.org/10.1523/JNEUROSCI.1515-17.2017
https://doi.org/10.1093/cercor/bhaa058
https://doi.org/10.1093/cercor/bhaa058
https://doi.org/10.1093/nc/niab019
https://doi.org/10.1016/j.concog.2019.04.002
https://doi.org/10.1016/j.concog.2019.04.002
https://doi.org/10.3389/fpsyg.2018.01341
https://doi.org/10.1093/nc/niab032
https://doi.org/10.1080/10400419.1996.9651168
https://doi.org/10.3390/e21121160
https://doi.org/10.3390/e21121160
https://doi.org/10/ghn32m
https://doi.org/10.1007/978-1-4612-4760-9_4
https://doi.org/10.3389/fnins.2022.836758
https://doi.org/10.3389/fnins.2022.836758
https://doi.org/10/cfw3zz
https://doi.org/10.1007/s13194-012-0056-8
https://doi.org/10.1016/j.tics.2022.04.008
https://doi.org/10.1126/science.abj3259
https://doi.org/10.1162/jocn_a_01278
https://doi.org/10.1162/jocn_a_01278
https://doi.org/10/gb4d4c
https://doi.org/10.1017/S0140525X21000881
https://doi.org/10.31234/osf.io/sjm4a
https://doi.org/10/sqz
https://doi.org/10.1016/j.concog.2021.103246
https://doi.org/10.1016/j.concog.2021.103246
https://doi.org/10.1093/nc/niab023
https://doi.org/10.1093/nc/niac001
https://doi.org/10/f8rbxc
https://doi.org/10.1126/science.282.5395.1846
https://doi.org/10.1098/rstb.2014.0167
https://doi.org/10.1037/11496-001
https://doi.org/10.1037/11496-001
https://doi.org/10.1038/s41562-021-01284-5
https://doi.org/10.1038/s41562-021-01284-5
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


+41 (0)21 510 17 00 
frontiersin.org/about/contact

Avenue du Tribunal-Fédéral 34
1005 Lausanne, Switzerland
frontiersin.org

Contact us

Frontiers

Paving the way for a greater understanding of 

human behavior

The most cited journal in its field, exploring 

psychological sciences - from clinical research to 

cognitive science, from imaging studies to human 

factors, and from animal cognition to social 

psychology.

Discover the latest 
Research Topics

See more 

Frontiers in
Psychology

https://www.frontiersin.org/journals/Psychology/research-topics

	Cover
	FRONTIERS EBOOK COPYRIGHT STATEMENT
	Insights in consciousness research 2021
	Table of contents
	Editorial: Insights in consciousness research 2021
	Author contributions
	Acknowledgments
	Conflict of interest
	Publisher's note
	References

	EEG Microstates in Altered States of Consciousness
	Introduction
	The Concept of EEG Microstates
	EEG Microstates in Self-Related Mind-Wandering
	EEGMicrostates in Sleep
	EEG Microstates Under Anesthesia
	Discussion
	Author Contributions
	Funding
	References

	Direct comparisons between hypnosis and meditation: A mini-review
	Introduction
	Phenomenology of hypnosis and meditation
	Phenomenology of hypnosis
	Phenomenology of meditation

	Theoretical and methodological comparisons between hypnosis and meditation
	Similarities between hypnosis and meditation
	Differences between hypnosis and meditation

	Direct experimental contrasts between hypnosis and meditation
	Contrasting hypnosis and transcendental meditation
	Contrasting hypnosis with attention meditation and open monitoring
	Contrasting hypnosis and meditation in the perception of pain
	Contrasting hypnosis and meditation in electroencephalographic studies

	Conclusions and future directions
	Author contributions
	Conflict of interest
	Publisher's note
	References

	The why of the phenomenal aspect of consciousness: Its main functions and the mechanisms underpinning it
	Introduction
	Current research on consciousness deals principally with the how, not with the why of the phenomenal aspect of consciousness
	Why is the phenomenal aspect of consciousness needed?
	The mechanisms that underpin the phenomenal aspect of consciousness
	The self (S)
	Attention
	Working memory
	Conscious information processing is produced by the interaction between attention and S
	Phenomenal aspect of consciousness production: Attentional activity and the modulation of the energy level of the organ of attention

	The main dimensions of the phenomenal aspect of consciousness and their relation to the modulation of the energy level of the organ of attention area
	Conclusion
	Data availability statement
	Author contributions
	Acknowledgments
	Conflict of interest
	Publisher's note
	References

	What if consciousness is not an emergent property of the brain? Observational and empirical challenges to materialistic models
	What is consciousness?
	Physicalist theories of consciousness
	Global work-space theories
	Higher-order theories
	Integrated information theory
	Re-entry and predictive processing approaches
	Summary of physicalist models

	A different approach: Non-local consciousness theories
	Operational probabilistic theory
	Interface theory of perception
	Analytic idealism
	Triadic dimensional vortical paradigm
	Zero-point field
	Orchestrated objective reduction theory
	Schooler hypothesis of subjective time
	Theory of double causality
	Summary of non-local consciousness models

	Phenomena suggested by a model of non-local consciousness
	Phenomenon #1: Perceiving information about distant locations
	Phenomenon #2: Perceiving information from another person
	Phenomenon #3: Perceiving the future
	Phenomenon #4: Apparent cognitive abilities beyond the experience/learning/skill of the person exhibiting them
	Phenomenon #5: Non-local consciousness experiences are common
	Phenomenon #6: Cognitive abilities can be retained when the brain is seriously compromised
	Summary

	The scientific process and perspective in the face of a paradigm shift
	Conclusion
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	References

	How much consciousness is there in complexity?
	Introduction
	Paradox of phenomenology in integrated information theory
	Complexity and conscious experience
	Complexity and conscious content
	Moving forward
	Data availability statement
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	References

	Back Cover



