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A Decade Long Slowdown in Road
Crashes and Inherent Consequences
Predicted for South Africa
Dimakatso Machetele and Kowiyou Yessoufou*

Department of Geography, Environmental Management and Energy Studies, University of Johannesburg, APK campus,
Johannesburg, South Africa

Globally, there are 1.35 million road fatalities every year, which are estimated to cost
governments approximately US$ 518 billion, making road fatalities the eighth leading
cause of death across all age groups and the leading cause of death of children and young
adults. In South Africa, despite tremendous governmental efforts to curb the soaring
trajectory of road crashes, the annual number of road fatalities has increased by 26% in
recent years. By fitting a structural equation model (SEM) and a GARCH Model
(Generalized Auto-Regressive Conditional Heteroskedasticity) to analyze and predict
future trend of road crashes (number of road crashes, number of casualties, number
of fatal crashes and number of persons killed) in South Africa, we propose and test a
complex metamodel that integrates multiple causality relationships. We show an
increasing trend of road crashes over time, a trend that is predictable by number of
vehicles in the country, the population of the country and the total distance travelled by
vehicles. We further show that death rate linked to road crashes is on average 23.14
deaths per 100,000 persons. Finally, in the next decade, the number of road crashes is
predicted to be roughly constant at 617,253 crashes but can reach 1,896,667 crashes in
the worst-case scenario. The number of casualties was also predicted to be roughly
constant at 93,531 over time, although this number may reach 661,531 in the worst-case
scenario. However, although the number of fatal crashesmay decrease in the next decade,
it is forecasted to reach 11,241 within the next 10 years with the worse scenario estimated
at 19,034 within the same period. At the same time, the number of persons killed in fatal
crashes is also predicted to be roughly constant at 14,739 but may also reach 172,784 in
the worse scenario. Overall, the present study reveals perhaps the positive effects of
government initiatives to curb road crashes and their consequences; we call for more
stronger actions for a drastic reduction in road accident events in South Africa.

Keywords: road crashes, fatalities, casualties, persons killed in road crashes, GARCH model, South Africa

INTRODUCTION

Road crashes can be defined as events on the road that involve the collision of either two or more
vehicles, or a vehicle and a vulnerable road user (cyclists or pedestrian), or a vehicle and a fixed object,
e.g., bridge (RTMC, 2008). According to the leading road safety agency in South Africa, road crashes
are classified into four categories of severity, namely: fatal crashes, major crashes, minor crashes, and
damage-only crashes (RTMC, 2017). Fatal crashes result to death of one person or more; such
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crashes may result in serious and light injuries (RTMC, 2008).
Major crashes are defined as crashes in which one person or more
people are seriously injured (RTMC, 2017). Minor crashes are
crashes in which one ormore persons are slightly injured (RTMC,
2017) whereas damage-only crashes are crashes in which no one
has been injured or killed but vehicles or property may be
damaged (RTMC, 2008).

Globally, there are 1.35 million road fatalities every year,
which are estimated to cost approximately US$ 518 billion to
governments (WHO, 2018). Existing statistics indicate that more
than 90% of road crashes are fatal in both low- and middle-
income countries, and these fatal crashes often involve more than
50% of unregistered vehicles (WHO, 2009). The Global Status
Report on Road Safety reported road fatalities to be the eighth
leading cause of death across all age groups (Donaldson et al.,
2009) and are now the leading cause of death of children and
young adults aged 5–29 years (RTMC, 2019).

In response to these crashes, several initiatives have been taken
by different governments across the world; however, the
frequency of road crashes remains on the rise with
unacceptable consequences (Benlagha and Charfeddine, 2020).
For example, existing statistics indicate that more than 90% of
road crashes are fatal especially in developing countries, and these
fatal crashes often involve more than 50% of unregistered vehicles
(WHO, 2009). The increasing ownership of vehicles is one of the
major contributory factors to the rise of road fatalities and
injuries in developing countries (Nantulya and Reich, 2002).

In South Africa and in the past few years, an increasing trend
of road fatalities has been observed (RTMC, 2018), although the
country made strides in reducing road fatalities since their peak in
2006 (ITF, 2018). The annual number of road fatalities increased
every year between 2013 and 2016 (RTMC, 2017) and, between
1990 and 2017, they increased by 26% (ITF, 2018). The high
number of road crashes and their associated consequences have a
significant negative impact on the socioeconomic development of
all South Africans (Labuschange et al., 2017). Impacts are
measured in terms of loss of lives, grief and suffering as well
as the heavy financial burden of road crashes on the country’s
economy (Verster and Fourie, 2018). The primary underlying
factors of road crashes in South Africa have been identified
(Verster and Fourie, 2018). These factors are linked to vehicle
(7.8%), environment and road (12%) as well as human (80%)
(Verster and Fourie, 2018). In 2017 alone, the factor “vehicle”
contributed 3% to road crashes in the country; environmental and
road conditions 5% and human factors were responsible for 91%
of road crashes (RTMC, 2018). However, still in the South
African context, we still have limited understanding of the
complexity of road accident events as several potential
mediators of road crashes are generally not factored in the
analysis of road crashes in the country. In the present study, a
more complex approach is employed to analyse potential
causality relationships between several variables linked to road
accident events.

In the face of this alarming road accident statistics in South
Africa, existing studies on road safety in the country focus mainly
on identifying contributory factors, e.g., human, vehicle, and
environmental factors, to road crashes (e.g., Verster and

Fourie, 2018). Whilst other studies indicated that road
accident events may be more complex than thought (e.g.,
Eboli and Mazzulla, 2007), we have limited understanding of
this complexity in South Africa, owing to the simplistic approach
we generally take in analysing road accident events.

The present study proposes and tests a more comprehensive
metamodel (Figure 1) formulated by integrating multiple
causality relationships among variables previously linked to
road crashes. In the proposed theoretical metamodel, road
crashes are represented by four main response variables,
including total number of crashes (road crashes), total number
of casualties, number of fatal crashes and number of persons
killed each year. Our first prediction is that the total number of
crashes would have a cascading effect on the other three main
variables such that, as the total number of crashes increases over
time, so too would the total number of casualties, number of fatal
crashes and number of persons killed in a cascading manner.

In addition, the metamodel includes six predictor variables.
These include total number of vehicles in the country at a given
year, number of registered vehicles, number of unroadworthy
and unlicensed vehicles, number of driver’s license issued, the
population of the country and the distance travelled by vehicles
each year. Our prediction is that, as the total number of vehicles
in the country increases over time, this would increase the
likelihood of more crashes, which, as indicated above, would
have a cascading effect on the total number of casualties,
number of fatal crashes and number of persons killed
(positive relationship; Figure 1). Similar to the total number
of vehicles, we also predict that, if the number of unroadworthy
and unlicensed vehicles increases over time, this would also
increase the total number of crashes. This is grounded on the
assumption that, not only the drivers of unroadworthy and
unlicensed vehicles are more likely to not have a driver’s license,
but their unroadworthy vehicles are more likely in a defective
state conducive for road crashes. To illustrate this, Verster and
Fourie (2018) reported that 7.8% of road crashes in South
Africa are linked to vehicles, and in 2017 alone, the factor
“vehicle” contributed 3% to road crashes in the country
(RTMC, 2018). Again, an increase number of unroadworthy
unregistered vehicles would thus increase the risk of more road
crashes, which would have a cascading effect on the total
number of casualties, number of fatal crashes and number of
persons killed over time. Furthermore, we predict the increase
in human population would also result in the increase in road
crashes and thus the increase in total number of casualties,
number of fatal crashes and number of persons killed. The
rationale of this prediction is that when the population
increases, the number of vehicle owners would increase such
that more vehicles (both registered and unregistered) would be
on the road, thus increasing the risk of road crashes. Also, when
more vehicles are on the road, the total distance travelled by
vehicles would increase, and this would reduce the quality and
strength of the vehicles over time, and thus increasing the risk
of road crashes.

As opposed to the positive relationships predicted above, we
predict that the number of registered vehicles as well as the
number of issued drivers’ license would cause a reduction in the
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number of road crashes, the total number of casualties, number of
fatal crashes and number of persons killed. This is grounded in
the assumption that the drivers of registered vehicles are
more likely to have a driver license, and in theory, a licenced
driver is relatively less likely to cause road crashes than non-
licenced drivers. This leads to our last assumption, which
predicts that the more driver’s licenses issued, the less likely
the risk of more road crashes than the other way around. All
these hypotheses/assumptions are graphically represented in
Figure 1, which represents the metamodel proposed and
tested to explain the complexity of road accident events in
South Africa.

The aim of the study is to explain the complexity of road
crashes in South Africa. The following objectives are set for the
study: 1) to elucidate the temporal trends of road crashes and
related consequences (number of crashes, causalities, fatal
crashes, and deaths) in South Africa, 2) to propose and test a
model to explain the complexity of road crashes in South Africa,
3) to predict future trends of road crashes and related
consequences (number of crashes, casualties, fatal crashes, and
road fatalities) in South Africa.

MATERIALS AND METHODS

Study Area
The study site is South Africa, a country located right at the
southern tip of the African continent (Tibane et al., 2016). South
Africa stretches from 22°S to 35°S in latitude and 17°E to 33°E in
longitude (Tibane et al., 2016). The country is bordered by
Namibia, Zimbabwe, Mozambique, and Botswana (Thompson
et al., 2019). The Atlantic Ocean and the Indian Ocean are the two
coastlines found in the southwest and southeast direction,
respectively. In 2019, the mid-year population was estimated
at 58,78 million and approximately 51,2% (30 million) of the
population is female (Stats SA, 2019).

South Africa is ranked 10th in the world in term of the volume
of road network estimated at 750,000 km (Tibane et al., 2016).
The South African National Road Agency (SANRAL) is
responsible for 21 403 km of the national road network
(Tibane et al., 2016). Out of the 21,403 km, 18 283 km (85%)
are non-toll roads and 3,120 km (15%) are toll roads (DoT, 2002).
SANRAL’s role is to provide effective strategic road infrastructure
to assist with the development, accessibility, and finance towards
the proclaimed national roads (Tibane et al., 2016). The country’s
toll-road network consists of approximately 19% (3,120 km) of
the national grid and SANRAL manages 1,832 km of these toll
roads (DoT, 2002). In 2017, the number of registered vehicles in
South Africa were 12.2 million, and the number of un-
roadworthy and unlicensed vehicles had increased from 1.0
million vehicles in 2016 to 1.1 million vehicles in 2017
(RTMC, 2018). The Gauteng province accounted for
approximately 40% of the registered vehicle population in the
country (RTMC, 2018).

Data Collection
Various Variables for Which Data Were Collected
The variables for which data were collected are defined as follows:

• “Total number of vehicles” is the total sum of the number of
registered vehicles and both the number of unroadworthy
and unlicensed vehicles.

• “Number of registered vehicles” is the number of (motorised
and towed) vehicles registered on the National Traffic
Information System (NaTIS) (RTMC, 2018).

• “Unregistered vehicles” are vehicles which are not registered
under the licensing department. The owners of unregistered
vehicles might have failed to renew the vehicles’ licenses or
failed to submit the vehicles for compulsory annual
roadworthy tests within a certain period (RTMC, 2008).

• “The total distance travelled” variable is defined as the total
distance travelled by vehicles on the road each year

FIGURE 1 | Proposed theoretical metamodel to explain road accident events in South Africa.
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measured as million vehicle kilometres (mvk) (RTMC,
2018).

• “Drivers licenses issued” is the annual total number of
issued driving licenses obtained by drivers after they have
passed their driver’s license test (RTMC, 2019).

• “Estimated population of South Africa” is the estimate
number of all residents of South Africa in a particular
year (mid-year point) and based on the latest
information (Stats SA, 2017).

• “Total number of crashes” is the number of road crashes
(fatal, major, or minor crashes) that occurred in each year
(RTMC, 2018).

• “Fatal crashes” are crashes that result to death of one person
or more people in a road accident (RTMC, 2018).

• “Number of casualties” is the number of people that have
been injured and/or killed in a crash (RTMC, 2019).

• “Fatalities” is defined as person or people that are killed
during or immediately after a road accident, or death within
30 days after the accident has occurred as a direct result of
the road accident (RTMC, 2019).

Sources of Data Analysed in This Study
Data analysed in the present study are retrieved from various
sources. These sources include the Government’s online
campaign database known as Arrive Alive (www.arrivealive.co.
za), various reports of the Road Traffic Management Corporation
(RTMC, 2006; RTMC, 2007; RTMC, 2011; RTMC, 2012; RTMC,
2013; RTMC, 2014; RTMC, 2015; RTMC, 2016; RTMC, 2017;
RTMC, 2018) as well as reports from Statistics SA (Stats SA, 1995;
Stats SA, 2008; Stats SA, 2009; Stats SA, 2010; Stats SA, 2011; Stats
SA, 2012; Stats SA, 2013; Stats SA, 2014; Stats SA, 2015; Stats SA,
2016; Stats SA, 2017). Data from Arrive Alive (period of
1935–2000) was obtained by email request. The data from the
RTMC (period of 1935–2017) was obtained from the corporation’s
website; and the data from Statistics SA (period of 1936–2017) was
retrieved from their website as well as by email request.

How were Data Collected by Various Sources?
Arrive Alive is the South African government’s campaign to
promote road safety and public awareness. They make use of
data from both the RTMC and Stats SA and compile their reports
for public use or research. The RTMC is the leading agency on
road safety and management (RTMC, 2018). They collect their
data from the South African Police Service (SAPS), Provisional
Traffic Authorities and the Metropolitan Municipalities through
Accident Report and Quick Response forms (RTMC, 2015). The
Accident Report forms are used to capture data for all road
accident types (injuries and damages) while the Quick Response
forms are used to record fatal road crashes and are captured by
RTMC. Furthermore, the RTMC makes use of other data sources
such as the Culpable Homicide Crash: Observation Report
(CHoCOR) form, CAS Analyst Report, National Traffic
Information System (NaTIS), Statistics South Africa (Stats SA)
(RTMC, 2018). The limitation to the methodology the RTMC
used to collect their data is that road traffic information on their
reports are mainly based on fatal crashes only (RTMC, 2018).
While reporting and capturing road accident, data sometimes are

duplicated (RTMC, 2013). The process of verifying the data is a
lengthy process, which involves comparing the initial data that was
received from various police stations at the time of the crash with
that received from the central SAPS database (RTMC, 2013).
Another limitation is that the consolidated inputs from provinces
may not be received on time during the period of data collection for
the specific report (RTMC, 2013). There is still a need for the leading
road traffic agency to conduct in-depth research to collect scientific
based facts to complement their administrative data (RTMC, 2018).

Statistics South Africa (Stats SA) is the national statistical
service of South Africa (Stats SA, 2019). For their mid-year
population estimates of South Africa, they make use of the
cohort-component method (Stats SA, 2007). In the cohort-
component methodology, a base population is estimated that
is consistent with the known demographic characteristics of the
country (Stats SA, 2017). The mid-year population estimates are
produced by making use of the Spectrum model developed by the
Future Group alongside with UNAIDS, WHO and UNICEF
(Stats SA, 2013). In 2011, Stats SA made use of census for
population estimate. Census is a procedure used to collect
basic information on the population and housing statistics of a
country for socioeconomic development, creation, and the
implementation of policies (Stats SA, 2012). South Africa has
conducted three Censuses (1996, 2001 and 2011) (Stats SA, 2012).
In addition, Stats SA follows the standards of the International
Monetary Fund’s (IMF) Special Data Dissemination Standard
(SDDS) to publish the mid-year population estimates annually
(Stas SA, 2007). The limitation with the methodology Stats SA
applies to collect data on the mid-year population estimates for
South Africa is that the estimates may change as new data
becomes available (Stats SA, 2017). The population estimates
are accompanied by a series of revised estimates from the period
of 2002–2017 (Stats SA, 2017).

Data Analysis
All analyses were done in R Development Core Team (2017), and
R script used is provided as supplemental information.

Despite the efforts deployed to consult as many sources as
possible, there are still some missing values in the dataset.
Traditionally, prior to analysis, most statistical packages use
listwise deletion to remove entire rows that have missing
values; this practice leads to the loss of information sometimes
critical for the understanding of the research question at hand or
the hypothesis to be tested. To retrieve the information
encapsulated in missing values in order to generate a
comprehensive dataset, missing values have been imputed.
This imputation was done as implemented in the R package
Amelia (Honaker et al., 2011). Five different imputations were
done concurrently on different computers and then combined in
a single dataset. The means of those five imputed data were used
for the analysis. The complete dataset is presented in
Supplementary Table S1. In addition, during the analysis,
because variables are not in the same scale (e.g., population in
million vs. fatal crashes in hundred), variables were first re-scaled
as follows: scaled variable � (observed-mean)/standard deviation.

To test the adequacy of the proposedmetamodel to explain the
complexity of road crashes in South Africa, a structural equation
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model (SEM) was fitted to the imputed data collected. Structural
equation modelling (SEM) is a multivariate and powerful technique
used to test and evaluate multivariate causal relationships (Fan,
2016). The benefits of an SEM is that various causal relationships can
be defined and tested simultaneously in one SEM. Each of the
relationships or paths in the SEM was translated into GLM models
(Generalized Linear Model) with appropriate error structure,
depending on the nature of the response variable.

In the present study, four main response variables were
defined. These variables include total number of crashes, total
number of casualties, number of fatal crashes and number of
persons killed. These variables are all “count data”, meaning that
the appropriate link function to specify in model fitting is
“negative binomial” (O’Hara and Kotze 2010), given that
count data should not be log-transformed (O’Hara and Kotze
2010). Six explanatory variables were defined: total number of
vehicles, number of registered vehicles, number of unroadworthy
and unlicensed vehicles, number of issued drivers’ licenses,
population of the country and vehicle distance travelled. Since
most of the response variables in the metamodel are “count data”
except the variable “distance travelled”, the negative binomial
GLM was fitted. GLM model with quasi-poison error family was
appropriate to model “count data” but to avoid overdispersion
the negative binomial GLM was better fitted as demonstrated by
O’Hara and Kotze (2010). The GLM model was fitted to model
the variable “distance travelled” rather by specifying the Gaussian
family of error. All the GLMmodels were then combined in SEM
which was fitted as implemented in the R library piecewiseSEM
(Lefcheck, 2016). The adequacy of the metamodel was tested
based on its overall Goodness-of-fit (C value) and the p value. C
values are an indicator of whether an SEM is good enough to
explain the data. To tell if an SEM is good enough, the lower the C
value the better. Another key parameter of the goodness-of-fit is
the p-value of the test of goodness-of-fit. The p-value here tests
whether the proposed SEM is different from the best fit to the data
at hand. If p < 0.05, this means that the proposed SEM is
significantly different from the best fit and therefore should be
rejected; if p > 0.05, this means that the SEM is no different from
the best fit to the data and therefore can be used to explain the
data (Schermelleh-Engel et al., 2003; Lefcheck 2016).

Prior to all these analyses, multicollinearity among predicting
variables are first tested. Unlike in simple regressions, there is no
straightforward way to deal with the problem of multicollinearity
in SEM. Some authors even argue that multicollinearity is not an
issue in SEM (e.g., Maruyama 1998; Malhotra et al., 1999;
Verbeke and Bagozzi 2000). This is based on the ground that
“if highly correlated variables can be regarded as indicators of a
common underlying construct, multicollinearity problems can be
avoided” (Grewal et al., 2004). Other authors argued that
multicollinearity is a source of unreliable estimates of SEM
parameters (e.g., Jagpal 1982; Grapentine 2000; Tarka 2018).
There is no doubt that multicollinearity poses a problem in
parameter estimates but the problem is particularly complex
with SEM for the simple reason that, in SEM, an independent
variable in one of the models that form the SEM can be a
response variable in another model within the same SEM and
vice versa.

In the present study, the following is how the multicollinearity
problem was dealt with. For each of the models in the SEM, the
variance inflation factor (VIF) was calculated in R and predicting
variables with VIF > 5 (rules of thumb) were considered as highly
collinear. Then, using the stepwise selection techniques, collinear
variables were removed from the model starting from the variable
with the highest VIF. After removing a collinear variable, the
model is rerun, and the goodness-of-fit and p values calculated.
This stepwise selection was repeated until the model is made up of
only variables with VIF < 5. This process was followed for all the
nine models that form the SEM. At the end, the SEM was
reconstructed using only models with non-collinear variables
and then was rerun. The AIC value for this SEM is: AIC �
1,788.486. The global goodness-of-fit for this SEM in which no
model contains collinear variables is as follow: Fisher’s C � 1,718.486
with p-value � 0 on 56 degrees of freedom. For any SEM, p > 0.05
means the SEM is of a good fit for the data while p < 0.05 means that
the SEM departs significantly from the data analysed (Lefcheck
2016). In the present case, p � 0, meaning that the SEM with only
non-collinear variables could not be used to explain the data.

In that case, we started bringing back (into each of the models
in the SEM) each of the variables initially removed from the model
because of collinearity. In this case, only missing variables that show
significant relationships with each response variable in the SEMwere
brought back into the model, but this was done using one missing
variable at a time (stepwise process). Each time, the goodness-of-fit
and p value were calculated. It is only when all significant variables
were brought back into the SEM that an SEM with p > 0.05 was
found, indicating that a suitable SEM to explain the data is found.

Furthermore, the R2 for each of the models in the SEM was
calculated in scenario 1 where only non-collinear variables were
included, and in scenario 2 where the final SEM is constructed
with all previously missing but significant variables. This is
summarized in Supplementary Table S2. In this table, R2

values do not change substantially in SEM with collinear
variables in comparison with SEM without collinear variables,
except for variable “driver licence”. This means that, although
missing variables share similar information with other variables
in each of the models in the SEM (that is why they are collinear),
they also bear unique or complementary information (that is why
it is only when they are added to the SEM that an SEM with p >
0.05 is found). These findings support our inclusion of all
significant missing variables into the SEM.

The future of road accident in the country was predicted by
fitting the Generalized Autoregressive Conditional
Heteroskedasticity (GARCH) to the time-series data collected
(Supplementary Table S1). GARCH model was selected to
account for the expected high volatility of the variance in the
time-series data of road accident (Bollerslev, 1986). The key
assumption behind GARCH model is that variance is volatile
or is not constant over time in a time series dataset. To test that
this assumption is met, the Dickey-Fuller test (Fuller 1976) was
run to test the null hypothesis that a unit root is present in an
autoregressive model of each of the time series data, and that the
process is thus not stationary (non-constant variance over time).
The results confirm the null hypothesis, i.e., p > 0.05 for each
response variable (fatal crashes, p � 0.20; persons killed, p � 0.09;
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casualties, p � 0.51 and crashes, p � 0.99), thus justifying the use of
GARCH in this study. GARCHmodel was fitted as implemented in
the R library rugarch (Ghalanos, 2020). Different variances of
GARCH models were fitted depending on the starting time
intervals for the modelling. The best GARCH model was selected
using Akaike Information Criteria (AIC). This model was used to
forecast future of road crashes in the next 10 years. Predicted values
for each variable are presented in Supplementary Tables S3–S6.

RESULTS

Temporal Trends of Road Crashes and
Related Consequences
The data analysed include missing values for some of the variables;
these missing values represent 20% of all values across all variables,
i.e., 80% of all values are present in the dataset (Supplementary
Figure S1). For further analysis, the missing values have been
imputed such that the findings reported below are based on a
complete dataset (i.e., without missing values). The descriptive
statistics of all data are summarized in Supplementary Table S7.
The analysis shows that the number of crashes increases steadily
over time since 1935 but exhibits important variations from the
year 2000 (Figure 2). A similar trend is found for the number of
casualties, and interestingly, there are always less casualties than
crashes (Figure 2): roughly 32% of crashes on average results in
casualties (Supplementary Table S1).

Some of these crashes are fatal, and as can be expected from
the patterns in Figure 3, the number of fatal crashes and the
number of persons killed in fatal crashes increase too over time
with a sharp increase from the year 2000. Unfortunately, there

have always been more deaths (persons killed) than the number
of fatal crashes (Figure 3) such that, on average, the number of
persons killed represents 1.15 times the number of fatal crashes
and 0.03 times the total annual number of road crashes
(Supplementary Table S1).

The death rate follows a polynomial shape (Figure 4) whose
trend line follows the equation: y � −0.0114x2+1.2378x−2.2627
(R2 � 0.76) with y � death rate and x � year. This trend can be
broken down into four noticeable periods (Figure 4): between
1935 and 1938, the death rate per 100,000 people increased from 6
to 9.5; from 1938 to 1945, there is a decrease from 9.5 to 4.18; the
1945–1972 period witnessed an exponential increase from 4.18 to
37.88 deaths per 100,000 people; this sharp increase has been
slowing down since 1972 until 2017 where it decreased from

FIGURE 2 | Trends in number of crashes (road crashes) and casualties
over the period 1935–2017 covered in this study.

FIGURE 3 | Trends in number of fatal crashes and number of persons
killed over the period 1935–2017 covered in this study.

FIGURE 4 | Trends in the death rate due to road accident. Death rate is
estimated over 100,000 people.
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37.88 to 24.85 and reached the lowest rate of 19.60 in the year
2000 (Figure 4). These trends result in an average death rate of
23.14 deaths per 100,000 people.

Understand the Complexity of Road
Crashes in South Africa
Structural Equation Model of Road Crashes
The metamodel represented in Figure 1was tested. The following
parameters of the metamodel suggest that the metamodel is
suitable to explain the complexity of the mechanism driving
road crashes: Fisher’s C � 3.895 with p-value � 0.143 on 2 degrees
of freedom.

The coefficients of each of the models in the metamodel are
summarized in Table 1. This Table shows that the number of

crashes could significantly be explained by total number of vehicles
(β � −0.32 ± 0.06, p < 0.001), number of registered vehicles (β �
1.76 ± 0.12, p < 0.001), number of unregistered vehicles (β � 0.14 ±
0.04, p � 0.003) and the population of the country (β � −0.88 ±
0.13, p < 0.001). As opposed to expectation, the number of
driver licences issued, and total distance travelled by vehicles do
not correlate significantly with number of crashes (p > 0.05).

Furthermore, the analysis reveals that the number of casualties
could be linked significantly to number of registered vehicles (β �
1.44 ± 0.0.34, p < 0.001) and total distance travelled by vehicles (β
� −0.04 ± 0.02, p � 0.03). None of the other variables tested
correlates significantly with number of casualties (p > 0.05).

As of the number of fatal crashes, the analysis reveals that the
total number of vehicles (β � −0.79 ± 0.09, p < 0.001), number of
registered (β � 3.73 ± 0.23, p < 0.001) and unregistered vehicles

TABLE 1 | Coefficients of the structural equation model fit to the dataset analysed in the present study.

Responses Predictors Estimates Standard error Df p-values R2

Crashes Number of vehicles −0.32 0.06 76 <0.001 1
Registered vehicles 1.76 0.12 76 <0.001
Unregistered vehicles 0.14 0.04 76 0.003
Number of driver’s licence issued 0.05 0.07 76 0.44
Country population −0.88 0.13 76 <0.001
Total distance travelled by vehicles 0.02 0.01 76 0.12

Casualties Number of vehicles −0.02 0.11 75 0.80 1
Registered vehicles 1.44 0.34 75 0.0001
Unregistered vehicles −0.10 0.07 75 0.14
Number of driver’s licence issued −0.06 0.10 75 0.52
Country population −0.42 0.23 75 0.08
Total distance travelled by vehicles −0.04 0.02 75 0.03
Number of crashes 0.04 0.16 75 0.76

Fatal crashes Number of vehicles −0.79 0.09 75 <0.001 1
Registered vehicles 3.73 0.23 75 <0.001
Unregistered vehicles 0.22 0.06 75 0.0008
Number of driver’s licence issued −0.11 0.09 75 0.22
Country population −3.04 0.18 75 <0.001
Total distance travelled by vehicles 0.20 0.02 75 <0.001
Number of casualties −0.11 0.10 75 0.29

Persons killed Number of vehicles 0.20 0.06 0.001 1
Number of crashes −0.14 0.06 73 0.04
Number of casualties 0.32 0.04 73 <0.001
Registered vehicles −0.31 0.26 73 0.23
Unregistered vehicles −0.10 0.03 73 0.003
Number of driver’s licence issued −0.07 0.04 73 0.07
Country population 0.36 0.19 73 0.06
Total distance travelled by vehicles 0.03 0.01 73 0.009
Number of fatal crashes 0.80 0.05 73 <0.001

Number of vehicles Country population −0.18 0.10 81 0.08 0.06
Registered vehicles Country population 1.01 0.01 80 <0.001 1

Number of vehicles 0.13 0.01 80 <0.001
Unregistered vehicles Country population 1.17 0.20 79 <0.001 0.98

Registered vehicles −0.74 0.20 79 0.0004
Number of vehicles 1.07 0.03 79 <0.001

Number of driver’s licence issued Country population 1.60 0.11 78 <0.001 1
Unregistered vehicles 0.39 0.05 78 <0.001
Registered vehicles −1.47 0.10 78 <0.001
Number of vehicles 0.81 0.06 78 <0.001

Total distance travelled by vehicles Country population −1.17 0.96 77 0.22 0.92
Unregistered vehicles −1.30 0.31 77 0.0001
Number of driver’s licence issued 1.06 0.50 77 0.03
Number of vehicles −0.26 0.49 77 0.59
Registered vehicles 2.27 0.88 77 0.01
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(β � 0.22 ± 0.06, p < 0.001), the population of the country (β �
-3.04 ± 0.18, p < 0.001) and the total distance travelled by vehicles
(β � 0.20 ± 0.02, p < 0.001) correlate significantly with the number
of fatal crashes. However, the number of casualties and again the
number of driver licence do not seem to determine the number of
fatal crashes (p > 0.05).

Finally, the findings of the SEM analysis reveal that the total
number of vehicles (β � 0.20 ± 0.06, p � 0.0017), number of
unregistered vehicles (β � −0.10 ± 0.03, p � 0.003), number of
crashes (β � −0.14 ± 0.06, p � 0.04), number of casualties (β �
0.32 ± 0.04, p < 0.001), distance travelled (β � 0.03 ± 0.01, p �
0.009) and obviously the number fatal crashes (β � 0.80 ± 0.05,
p < 0.001) are significant determinant of the number of persons
killed in road crashes (Table 4.1).

Expected Trends of Road Crashes for the
Future
Using the GARCH model, the future of road crashes was
predicted. The number of crashes or crashes is predicted to be
roughly constant over time at 617,253 crashes for the next

10 years, with the worse scenario suggesting that this number
may reach 1,896,667 (Figure 5A). The number of casualties was
also predicted to be roughly constant at 93,531 over time although
this number may reach 661,531 in the worst-case scenario
(Figure 5B). However, although the number of fatal crashes
may decrease over time, it is forecasted to reach 11,241 fatal
crashes within the next 10 years with the worse scenario estimated
at 19,034 within the same period (Figure 5C). Finally, the number
of persons killed is also predicted to be roughly constant at 14,739
but may also reach 172,784 in the worse scenario (Figure 5D).

DISCUSSION

Temporal Trajectory of Road Crashes in
South Africa
Over the 82 years (1935–2017) period covered in this study, the
findings reveal an increasing trend in number of reported road
crashes, casualties, fatal crashes, and deaths. The study also
reveals that, unfortunately, 32% of crashes lead to casualties,
and when these are fatal, the ratio persons killed: fatal crashes

FIGURE 5 | Prediction of the trends of road crashes and its consequences for the next 10 years in South Africa using GARCHmodel. (A) � number of crashes (road
crashes), (B) � number of casualties, (C) � number of fatal crashes and (D) � number of persons killed.
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(referred to as accident severity rate in Verster and Fourie, 2018)
is 1.15. In their recent study, Verster and Fourie (2018) estimated
the severity rate at 1,2–1,3 between 2010 and 2015, a rate similar
to what is revealed in the present study, although our present
study covers a longer period of time than theirs. In any case,
these findings suggest that, overall, in any fatal accident in
South Africa, more than 1 person lose their lives. Verster and
Fourie’s (2018) further showed that the severity rate is not
uniform within a week, with the highest severity rates
(1.22–1.25) found for Mondays, Fridays, Saturdays, and
Sundays (South African Department of Transport, 2015;
Verster and Fourie, 2018).

However, the number of road crashes fluctuated more notably
from the year 2000 onward, resulting into a sharp increase of fatal
crashes and the number of persons killed from the year 2000. This
corresponds to a post-apartheid era where vehicle ownership
started increasing in the country, which may account for the
sharp increase that we observed in fatal crashes and persons
killed. Furthermore, this year 2000 corresponds to the period
where 75% of road crashes recorded in South Africa were linked
to drivers driving under the influence of alcohol (Ncube et al.,
2016). In 2000, the cost of road traffic crashes in South Africa was
estimated at R13.8 billion (US$2 billion) (Ministry of Transport,
2001). South Africa is the world leading country in drunk driving
followed by Canada and the US (McCarhy, 2016). The number of
drunk drivers has increased by four times since 1980. It is
therefore not surprising that we observe the notable
fluctuations of road accident occurrence as well as the increase
in fatal crashes and number of persons killed from 2000 onward.
Surprisingly, it is in the same year 2000 that the lowest death rate
of 19.60 was observed. This implies that the increase in fatal
crashes did not result in high death rate after correcting for
population size.

Specifically, the death rate increased drastically from 6 death
per 100,000 persons in 1935–37.88 deaths per 100,000 people in
1972 before it decreased gradually to 24.8. This trend or shape of
reverse curve is seems to be a global trend as it is reported in
several parts of the world, including Australia, Poland, China, etc.
(Borsos et al., 2012; Al-Madani 2018; WHO, 2018). Efforts need
to be continuously deployed to maintain this decreasing trend
because, after a long period of safety improvement, the risky
behaviours leading to the re-increase in the number of road
crashes may occur again (Bąk et al., 2019) as predicted in the
behavioural theory (Wilde, 1988).

The overall trend found in the present study is similar to the
one reported, also for South Africa, by WHO (2009), WHO
(2018), which identified four key points in the trajectory of death
rate. They reported that, from 1972 to 1992, the death rate
fluctuated within a window of 25–40 deaths/100,000 people.
They also indicated that this rate decreased to 20 death/
100,000 people from 1992 to 2002, and then increased again
to 35 deaths/100,000 people from 2002 to 2007 before it decreases
to 21 death/100,000 people from 2007 to 2013 and then a slight
increase to the present day. The similarity between the WHO’s
trend and what is reported in the present study suggests that the
data imputation done in the present study did not cause
significant bias in the data analysed.

On average, the study reveals a death rate of 23.14 deaths per
100,000 people. This death rate is lower than that reported for
low-income countries (27.5 deaths per 100,000 population) and
for the African continent (26 deaths/100,000; WHO, 2018) but is
similar to what is reported for Brazil in the last 10 years (WHO,
2018). However, it is three times the rate reported (8.3 deaths per
100,000 population) for developed world (WHO, 2018) and 4-
times the 6 deaths/100,000 rate reported for Australia (Mooren
et al., 2011). In this developed world, the death rate has been
slowing down since the 1960s: 27% decrease in the US and 63%
decline in Canada from 1975 to 1988 while an increase was noted
in developing countries (an increase by 44% in Malaysia and
243% in China; Kopits and Cropper, 2003). Although we are
losing globally 1,35 million people annually owing to road
crashes, the youth (5–29 years old; WHO, 2019) is
disproportionately the most affected. The consequences of
these losses are significant: heavy deterioration of standard of
living for family (Silcok, 2003), the loss of 1–2% of the gross
national product of developing countries (Peden and Hyder,
2002). To South Africa, it costs 3.4% of its GDP (South
African Department of Transport, 2016). This is unaffordable
in a country where basic service delivery to community is still a
problem, and therefore calls for vigorous actions. These actions
may include enforcement of seat belt safety laws, enforcement of
speed limits, and strict and unapologetic punishment for drunk
driving.

The ProposedMetamodel for Road Crashes
in South Africa and Future Trends
The parameters of the metamodel tested show that the
metamodel in Figure 1 is suitable to explain the complexity of
the mechanism driving road crashes. As predicted in the
theoretical framework in Figure 1, the number of crashes is
indeed predicted by the total number of vehicles but contrary to
prediction, the relationship is negative. This negative relationship
means that the increase in the number of vehicles do not lead to
the increase in the number of crashes but the later actually
decreases. This may imply that, while the number of vehicles
is increasing, these vehicles may be in majority good roadworthy
cars driven by licenced and careful drivers such that this increase
in the number of cars does not result in an increase in crashes. For
the next 10 years, the GARCH model employed in this study
predicted a roughly constant number of crashes or road crashes
(617,253 crashes), but this number may triple, in the worst-case
scenario, reaching 1,896,667. This calls for vigorous actions
against the worst scenario.

Similarly, the results of this study show a negative relationship
between the population of the country and the number of crashes.
The initial expectation is that the increase in human population
would also result in the increase in road crashes (Al-Reesi et al.,
2013). The rationale for this is that when the population
increases, the number of vehicle owners would increase such
that more vehicles (both registered and unregistered) would be on
the road, thus increasing the risk of road crashes. Also, when
more vehicles are on the road, the distance travelled by vehicles
would increase, and this would reduce the quality and strength of
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the vehicles over time, and thus increasing the risk of road
crashes. However, the total distance travelled by vehicles does
not correlate significantly with number of crashes, discounting
the importance of this variable. The finding reported in the
present study matches what has been found for other
countries, such as United Kingdom where, in the last 30-years,
although the population size has grown by 15%, road fatalities
have fallen by 68% (Department for Transport, 2015).

The counterintuitive finding of negative relationships between
number of population and number of crashes could mean that the
increase in population is followed by an increase in careful and
licenced drivers. However, the part of the explanation linked to
driver’s licence is discounted by the finding that, as opposed to
expectation, the number of driver licences issued does not
correlate significantly with number of crashes, putting into
question the contribution of driver’s licences to good driving
behaviour on the road. In Botswana, unlicensed drivers, or failure
to produce a licence are found to correlate significantly to road
fatalities (Mphela, 2011). Interestingly, matching the theoretical
prediction, the number of crashes increases when the number of
both registered and unregistered vehicles also increases. A
potential explanation is that, irrespective of whether vehicles
are registered or unregistered, too many vehicles on the road
predisposes to an increase of the likelihood of crashes.
Unregistered vehicles are likely to be unroadworthy and faulty;
vehicle roadworthiness was reported as a major contributing
factor to road crashes (Bayam et al., 2005; Verster and Fourie,
2018; WHO, 2018). Verster and Fourie (2018) reported that 7.8%
of road crashes in South Africa are linked to vehicles, and in 2017
alone, the factor “vehicle” contributed 3% to road crashes in the
country (RTMC, 2018).

Furthermore, as predicted for number of crashes, the
expectation is also that the number of casualties would
correlate positively and significantly with all six predictors
analysed in the study. The findings in this study reveal that
the number of casualties indeed correlate positively and
significantly but with only the number of registered vehicles
and negatively with total distance travelled by vehicles. The
positive relationship is an indication that, as the number of
registered vehicles increases, more vehicles are on the road,
heightening the risk of crashes thus casualties. The negative
relationship between casualties and distance travelled is
unexpected and means that more vehicles on the road do not
increase road casualties. Again, the GARCH model predict a
roughly constant number of casualties for the next 10 years
(93,531) but this may increase 6-fold in the worst-case scenario.

As expected, the analysis reveals that the total number of
vehicles, number of registered and unregistered vehicles, the
population of the country and the total distance travelled by
vehicles correlate each significantly with the number of fatal
crashes. However, the number of vehicles and the
population of the country which were predicted to correlate
positively with the number of fatal crashes show instead
negative correlations. This is in contrast with the reports
from other studies that reported the positive relationships
predicted in the theoretical metamodel in the present study
(Jacobs and Cutting, 1986; Aderamo, 2012). The contrasting

findings in the present study mean that, as the total number of
vehicles and the country’s population size increase, the
number of fatal crashes decreases.

On a global scale, Jacobs and Aeron-Thomas (2000) predicted
the road fatalities to reach between 900,000 and 1.1 million in
2010 and between 1 million and 1.3 million in 2020. For the next
10 years, the GARCH model predicted a decreasing trend of the
number of fatal crashes, but this number may reach
11,241–19,034 in South Africa. Again, the observed decrease in
fatal crashes is unexpected and could imply that one or more key
variables that decrease the number of fatal crashes while the total
number of vehicles and population size are increasing are not
taken into consideration in the proposed metamodel in the
present study. An example of such variable could be road
policy enforcement or improvement, improvement of drivers’
consciousness or behaviour that may cause a decline in the
frequency of fatal crashes (Shaw and McMartin, 1977; Farmer
et al., 1997; Deffenbacher et al., 2002; Delen et al., 2006;
Papantoniou et al., 2019; Sârbescu and Maracatu, 2019).
Further variables, focused on the drivers’ characteristics such as
age, gender, driving experience, the roadway length (for different
road grades), the economic development, and education level that
are not considered in the present study may be important too as
reported in previous studies (Bayam et al., 2005; Eboli andMazulla
2007; Papantoniou et al., 2019; Papantoniou et al., 2018).
Additional factors that may be linked to road crashes but not
included in our model are alcohol, seat belts, speed, fatigue, and
red-light running as potential behavioral variables (Wegman et al.,
2013), while Vanderschuren et al. (2020) emphasized the
importance of examining infrastructure effects or pedestrian
fatality trends. Nevertheless, several studies called for road
crashes to be regarded as more driven by a failure of a system
and not just of a person (the driver) (Reason, 2000). In that
system is a complex of interactive factors and an accident is the
consequence of a failure of the interactions (Reason, 2000;
Bayam et al., 2005; Eboli and Mazulla, 2007; Aderamo, 2012;
Hassan and Abdel-Aty, 2013, Bergel-Hayat et al., 2013;
Theofilatos, 2017; Lee, et al., 2018; Verster and Fourie 2018;
Papantoniou et al., 2019; Papantoniou et al., 2018).

In the present study, six interactive factors/predictors are
tested as linked to road crashes and their effects (casualties,
fatal crashes, number of persons killed, etc.).
Counterintuitively, the number of casualties and the
number of driver licences do not correlate significantly with
the number of fatal crashes. The lack of significant correlation
between number of casualties and number of fatal crashes
disproves the cascading effects initially predicted in Figure 1,
implying that an increase in road casualties does not
necessarily lead to an increase in road fatalities. Again, this
could be linked to a potential improvement of drivers’
consciousness or behaviour on the road. The lack of
correlation between the number of drivers’ licence issued
and number of fatal crashes dismiss the initial prediction
that an increase in number of licences issued should mirror
an improvement of driving behaviour or experience (da Silva
et al., 2014) and thus limit the number of crashes/crashes and
all inherent consequences (e.g., fatalities). This finding may

Frontiers in Future Transportation | www.frontiersin.org November 2021 | Volume 2 | Article 76064010

Machetele and Yessoufou The Future Of Road Crashes in South Africa

13

https://www.frontiersin.org/journals/future-transportation
www.frontiersin.org
https://www.frontiersin.org/journals/future-transportation#articles


not be that surprising given the corruption around driver’s
licence delivery (Arrive Alive, 2020).

Finally, as expected, the total number of vehicles correlate
significantly and positively with the number of persons killed:
more cars mean high risk of fatalities. One relationship not
predicted in Figure 1 is the positive significant correlation
found between number of casualties and number of persons
killed. In the predicted theoretical metamodel, it was suggested
an indirect link between number of casualties and number of
persons killed but mediated by number of fatal crashes. The
analysis reveals instead a direct link between number of
casualties and number of persons killed and reported above
there is no significant link between number of casualties and
number of fatal crashes. Overall, the finding here means that
an increase in number of casualties may heighten the risk of
more persons killed without necessarily increasing the number
of fatal crashes. Similar positive and significant links were
found between distance travelled on one hand and number of
fatal crashes on the other with the number of persons killed.
The link between distance travelled and number of persons
killed were predicted in Figure 1 and means that more cars on
the road increases the likelihood of more persons killed in case
of road crashes. The positive significant link between number
of fatal crashes and number of persons killed goes without
saying. Surprisingly, while the number of unregistered vehicles
increases, the number of persons killed decreases and similar
relationship is found for the link between total crashes and
persons killed. As indicated above, there must have been
important variables (e.g., improvement in road
enforcement, drivers behaviours, etc.) that are not included
in the metamodel tested in the present study and which are the
basis for the counter-intuitive relationships found in the
present study. A constant pattern is predicted for the next
10-years using the GARCH model but could fluctuate between
14,739 and 172,784. In the Mthatha area in South Africa, Meel
(2008) predicted 57 road death/100,000; if this rate is generalized
to the total population of the country, this would be equivalent to
34,200 road deaths annually, well contained within the
14,739–172,784 range identified in the present study. For Africa,
Al-Madani (2018) predicted the number of crash death to range
between 87 640 and 126 000 during the 2014–2025 period. Our
model’s predictions show the contribution of South Africa to the
crash death predicted for the entire continent by Al-Madani
(2018), and also reveal that the worst-case scenario (172 784
crash death) predicted for South Africa alone may even surpass
the prediction for Africa. This calls for vigorous actions to avoid
this scenario.

Based on the findings of the present study revealing significant
correlations between vehicles and various road accident events,
we recommend the following:

- Limit the usage of vehicles on the road. This can be done: by
promoting a safe public transport system to reduce
drastically the number of vehicles on the roads. This is
based on our finding that the number of crashes correlate
positively and significantly with the number of registered
vehicles.

- Vehicles that are not registered should be impounded by
traffic officers. This is based on our finding that the number
of crashes correlates positively and significantly with the
number of unregistered vehicles. We suggest that legal
provisions must be made towards a harsh punishment of
drivers of unregistered vehicles, e.g., jail time or heavy
financial penalties.

- Reinforcing road traffic measures such as seat belt law
enforcement, severe penalties for reckless and drunk
drivers and speed control. This is based on our finding
that the number of crashes correlates negatively with the
country’s population. The number of crashes decreases
when country’s population increases. This suggests that
population growth and vehicle ownership do not increase
at the same rate such that the increase in population may not
lead to the increase in car ownership, and this, in
conjunction with road traffic measures in place, may lead
to the decrease in road crashes.

- Old vehicles must be removed from the road. This is based on
our finding that “total distance travelled by vehicles”
correlates positively and significantly with the “number of
fatal crashes”. This means that the Traffic Department must
set a threshold for kilometrage above which vehicles must not
be allowed on the road. This requires a scientific study to
identify such threshold. However, this removal must not be
done systematically since some old cars may still be
roadworthy. We suggest that the decision to remove or
not must be based on not only the mileage but also the
roadworthiness of the car.

- Identifying and promoting measures that are working
successfully in reducing the number of fatalities in road
accident, e.g., promoting seat belt, strict check-up of
roadworthiness, severe punishment of drunk drivers. This
has to be done by the traffic department. This is grounded
on our finding that the number of persons killed correlates
negatively with the number of crashes. That the number of
persons killed in road crashes decreases with more crashes
is unexpected. The finding may imply that not all crashes
are fatal but also measures could have been taken so that
there are less and less death in most crashes. Government’s
Arrive Alive Road-Safety Campaign (https://www.
arrivealive.co.za/) should be intensified. Emergency
services should respond quicker to calls of road crashes
in order to make it on time at an accident scene to
save lives.

Potential Limitations of the Study
There are some debates around road accident data sources and
their reliability (Joseph, 2013). A number of studies make use of
two data sources (Benlagha and Charfeddine, 2020). The first data
source includes police-recorded data (Manner and Wünsch-
Ziegler, 2013; Feng et al., 2016; Lee et al., 2018). The second
data source is insurance companies (Krishnan and Carnahan,
1985; Mills and Hambly, 2011). The debates emanate from the
mismatch between both sources in term of data provided. For
example, 1 out of 5 road deaths is reported by police in the
Philippines (WHO, 1996). In Indonesia, police report 40% less
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road deaths than insurance companies (Lu et al., 1999). Even in
China, the Beijing Research Institute of Traffic Engineering
(Liren, 1996) estimated that the actual number of people killed
in road crashes was over 40% more than the number reported by
the police. In term of reliability of data, several studies suggest that
insurance companies are more reliable than police-recorded data,
given that, not only they are always informed once an accident
occurs (fatal accident or not), but also given the professional way
(unlike government officials; Joseph 2013) they handle data
collection (Cohen, 2005; and; González Dan et al., 2017).

Another limitation is that our model did not take into account
the fact that vehicle design has changed significantly since 1935, as
have occupant protection measures and vehicle speeds. There is no
doubt that these changes have important impact on the trends of
road crashes. With these improvements in design and occupant
protectionmeasures, the impact to expect in the future is reduction
in road crashes and consequences. However, given that this is what
our model predictions show, this perhaps implies that our models
may have captured this future improvement in design and safety
measures. In the present study, a multiple-source approach was
used as presented in the Methodology to minimize the influence of
potential inconsistency in data reported in various sources(World
Health Organisation, 2011; WHO, 2013; WHO, 2015).
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Reducing Lumbar Spine Vertebra
Fracture Risk With an Adaptive Seat
Track Load Limiter
Martin Östling1*, Christer Lundgren2, Nils Lubbe1 and Bengt Pipkorn1

1Autoliv Research, Vårgårda, Sweden, 2System and CAE Department, Autoliv Sweden, Vårgårda, Sweden

In future fully automated vehicles, sleeping or resting will be desirable during a drive.While a
horizontal position currently appears infeasible, a relaxed seating position with a reclined
seatback and an inclined seat pan which enables a safe, comfortable position for sleeping
or resting is possible. However, the inclined seat pan increases the forces and moments
acting on the lumbar spine of the occupant and thereby the risk of lumbar vertebra
fractures in a frontal crash. An energy management system integrated into the longitudinal
seat adjustment (a seat track load limiter: STLL) that can reduce this risk should be
investigated. When evaluating the injury reduction potential of a new restraint system such
as a STLL it is important to include variations in both occupant size and crash severity.
Otherwise, there is a risk of sub-optimizing, that is, the restraint system is only working for a
limited number of situations. The restraint systems addressing these variations are
normally referred to as adaptive restraint systems. The first objective of the study is to
develop an activation strategy (adaptive release time of the STLL) for different crash
severities and occupant sizes, making full use of the available stroke distance without
bottoming out the STLL. The second objective is to evaluate the potential of the adaptive
STLL to reduce the risk of lumbar vertebra fractures by comparing it to 1) a fixed seat and 2)
a passive version of the STLL. Simulated frontal impacts were performed with two male
SAFER human body models (HBMs) as occupant surrogates: mid-sized (80 kg and 1.8 m)
and large (130 kg and 1.9 m). Three crash pulse severity levels were evaluated: low (40 km/
h), medium (50 km/h), and high (56 km/h) impact speeds. The fracture risk was evaluated
for the five lumbar vertebrae (L1–L5) in three different seat conditions: 1) a seat fixed to the
sled, 2) a passive STLL that moves when a given force is exceeded, and 3) an adaptive
STLL which moves at a time that depends on the occupant mass and crash pulse severity.
The risk for lumbar vertebra fracture increased with crash pulse severity, while HBM size
had no effect on risk. For all conditions, the passive STLL reduced injury risks compared to
the fixed seat, and the adaptive STLL reduced risk even further.

Keywords: adaptive restraint, automated vehicles, human body model, lumbar vertebra fracture, occupant restraint
system, relaxed seating position, seat track load limiter
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1 INTRODUCTION

With the introduction of automated vehicles, the driver task will
no longer be required, making it possible for the driver to engage
in other tasks. Resting and sleeping are highly rated in surveys as
desirable activities during a car ride (Koppel et al., 2019),
particularly for longer trips (Östling and Larsson, 2019).
When sleeping, a supine (horizontal, seatback fully reclined)
position is preferred (Stanglmeier et al., 2020; Caballero-Bruno
et al., 2021). However, the limited cabin space in most passenger
cars prevents fully supine positions. Furthermore, current
seatbelts are designed to load the strong parts of the
occupant’s body, traveling across the pelvis, over the shoulder,
and across the chest, allowing a controlled forward motion during
the crash (Adomeit and Heger, 1975; Adomeit, 1977). Any
occupant position that is not upright, e.g., reclined or supine,
compromises loading and control of the pelvis and chest, with
submarining (the pelvis sliding under the lap belt, causing the lap
belt to intrude into the soft abdomen) as a likely consequence
(Dissanaike et al., 2008; McMurry et al., 2018; Boyle et al., 2019).

A relaxed position, with a reclined seatback and an inclined
seat pan, is comfortable for sleeping (Stanglmeier et al., 2020). A
relaxed position increases seatback inclination compared to what
is commonly referred to as reclined position and is more
challenging for occupant protection (Östling et al., 2021).
However, during a frontal crash, the inclined seat pan
provides most of the restraining force and control of the
forward movement of the lower body, thereby reducing the
risk of submarining and the dependence on the lap and
shoulder seatbelt (Wiechel and Bolte 2006). This added
restraining force is especially important, as the relaxed
position requires a seat away from the instrument panel and
thereby makes it infeasible to restrain the lower body in the
traditional way with a knee bolster or knee airbag as proposed in
earlier studies (Ji et al., 2017; Rawska et al., 2019; Tang et al., 2020;
Rawska et al., 2021). However, a reclined position induces
compression forces to the lumbar vertebrae because they are
in line with the impact direction (Boyle et al., 2019). This
increases the fracture risk, particularly for the first lumbar
vertebra, L1 (Richardson et al., 2020). In addition to the L1
fractures, Richardson et al. (2020) also reported rib, sternum, and
pelvis wing fractures from 50 km/h frontal sled tests with post
mortem human subjects (PMHS) in reclined seating position.

To address the increased forces and moments acting on the
lumbar vertebrae in the relaxed position (reclined seatback and
inclined seat pan), Sengottu-Velavan and Huf (2018)
incorporated an energy management system in the
longitudinal seat adjustment in a concept seat (the system, a
seat track load limiter, is hereafter referred to as a passive
“STLL”). That passive STLL (the seat moves when a given
force is exceeded) substantially reduced the lumbar spine
compression force and flexion moment for different
anthropomorphic test devices (ATDs). Östling et al. (2021)
further improved the concept by making the STLL actively
controlled (the seat was initially fixed to the vehicle and then
released by activation of a pyrotechnical unit at a fixed pre-
defined time). The active STLL further reduced the lumbar spine

force in tests with a Test Device for Human Occupant Restraint
50th percentile male (THOR-50M). However, Östling et al.
(2021) highlighted the need for an activation strategy that
considers occupant’s mass and crash severity, to avoid
reaching the limit of the forward displacement of the seat
track (“bottoming out”). The energy absorbing elements in the
seat have also been shown to reduce the risk for whiplash injury in
rear impacts (Luo and Zhou, 2010; Zhang and Zhou, 2016).

The effect of variation in the occupant’s mass can be
investigated with ATDs to some extent. They are available in
three adult sizes, representing the heights and masses of a 5th
percentile female, a 50th percentile male, and a 95th percentile
male (Mertz et al., 1989). However, the sizes are based on US
population measurements of height and mass from the 1970s
(Schneider et al., 1983). More recent data have shown that the
50th and 95th male ATDs’ masses corresponded to the 33rd and
81st percentiles, respectively, of the current US population (Reed
and Rupp, 2013).

The intention of this investigation is to design robust restraint
systems for a diverse population by covering 95% of the
population in terms of occupant mass. Morphable FE HBMs
can be designed to simulate the whole range of occupant
anthropometry by parametric morphing (Hwang et al., 2016).
The first objective of the study is to develop an activation strategy
(adaptive release time of the STLL) for different crash severities
and occupant sizes (enabled by parametric morphed HBMs),
making full use of the available seat stroke distance without
bottoming out the STLL. The second objective is to evaluate
the potential of the adaptive STLL to reduce the risk of lumbar
vertebra fractures by comparing it to 1) a fixed seat and 2) a
passive version of the STLL.

2 MATERIALS AND METHODS

Finite element (LS-Dyna, R9.3.1 R140922, LSTC) frontal sled
simulations were executed using three different crash pulse
severities and two different anthropometries of the SAFER
HBM v9 with a reclined seatback and inclined seat pan. The
influence on lumbar vertebrae fracture risk was investigated for
three seat track configurations: the seat fixed to the sled, a passive
STLL, and an adaptive STLL. Unlike the passive STLL, which
moves when a given force is exceeded, the adaptive STLL’s release
mechanism timing is dependent on an activation strategy that
adapts to the occupant mass and the predicted crash severity.

2.1 Occupant Surrogates
The US National Health and Nutrition Examination Survey
(NHANES) data from 2011–2014 (Fryar et al., 2016) was used
to define a large 65-year-old occupant (95th percentile) who
would challenge the STLL by reaching the limit of the forward
displacement (bottoming out). Starting with the validated SAFER
HBM v9 mid-sized male (80 kg and 1.8 m), parametric HBM
morphing with statistical human shape target geometries from
Hwang et al. (2016) generated an HBM matching the sex, age,
stature, and mass of the large male anthropometry (130 kg and
1.9 m); see Figure 1.
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The SAFER HBM v9 was originally developed from the Total
HumanModel for Safety (THUMS) v3 (Iwamoto et al., 2002), for
the purpose of improving the understanding of impact response
and injury mechanisms for car occupants. The SAFER HBM v9
has an updated rib cage (Iraeus and Pipkorn, 2019) and lumbar
spine (Östh et al., 2020). Moreover, the SAFER HBM v9 has been
validated to predict the kinematics and rib fracture risk of an
upright seated occupant (Pipkorn et al., 2019) and the kinematics
of a reclined seated occupant (Mroz et al., 2020). The parametric
morphed versions of the SAFER HBM v9 include females and
males of various anthropometries (including a large male), which
were validated by means of PMHS tests in both frontal and lateral
impact conditions (Larsson et al., 2021).

2.2 Risk of Lumbar Vertebrae Fracture
The risk of lumbar vertebra fractures was evaluated with the
recently proposed injury risk function for combined compression
flexion loading of the lumbar vertebra (Tushak et al., 2022) in the
SAFER HBM v9. The injury risk function is based on censored
force and moment failure data from three-vertebrae lumbar
segments tested in combined compression flexion. 40 spine
segments were tested. The injury risk function is based on a
linear combination of stresses from the axial compression (force
divided by cross-section area: CSA) and flexion moment
(moment divided by CSA3/2) expressed as the predictor
variable, L (Eq. 1). The function also includes a weighting
factor to account for the relative contributions of force and
moment to failure (Eq. 1). The age (in years) is included as a
covariate (Eq. 2).

L(t) � (1 − 0.11) F(t)
CSA

+ 0.11
M(t)
CSA3/2

, (1)

P(fracture∣∣∣∣L, Age) � 1 − e
−[ L(t)

e1.896−0.00874pAge]
1

0.201

. (2)
In the HBM simulations, lumbar vertebra forces and

moments were extracted in the L1–L5 vertebrae using cross-

section force-moment measurements. The cross-sections were
defined for each vertebra, including the cortical and trabecular
bones of the vertebral body as well as the transverse and
spinous processes (Mroz et al., 2020; Mroz et al., 2022). The
cross-section areas were calculated for L1–L5 for both the mid-
sized male and the large male; Table 1. The forces and
moments from all five vertebrae as well as each vertebra
cross-section area are used in Eqs 1, 2 to assess the risk of
injury for each vertebra for 45- and 65-year-old occupants as it
has been reported that the risk of lumbar vertebra fracture is
age-dependent (Jakobsson et al., 2006; Bilston et al., 2011; Rao
et al., 2014).

The risk of two or more fractured ribs (AIS2+) was
calculated and evaluated, in order to ascertain whether
there were any negative effects from the STLL on other
body areas. The rib fracture risk was calculated using a
strain-based probabilistic method based on peak strains in
the cortical bone of each rib (Forman et al., 2012) and the
Weibull smoothed injury risk function for 45- and 65-year-old
occupants (Iraeus, 2015).

2.3 Restraint System and STLL
The investigation was carried out for belted HBMs seated in a
relaxed position (seatback reclined to 60° and seat pan inclined
to 35°) in a generic semi-rigid seat with a rigid seatback, and
lower leg support, as described by Östling et al. (2021). The
HBMs were restrained by a seat-integrated three-point seatbelt
system comprising two 2 kN lap belt pretensioners (buckle and
end-bracket) to avoid submarining (Östling et al., 2017;
Richardson et al., 2020). In addition, the seatbelt system
included a shoulder belt retractor with a 2 kN pretensioner
and 4 kN load limiter and a crash locking tongue, preventing
webbing slippage from the shoulder belt to the lap belt (or vice
versa). The activation times of the pretensioners were as in the
work by Östling et al. (2021), with the buckle pretensioner
activated at 2 ms and the shoulder belt and end bracket
pretensioners activated at 9 ms. The STLL force levels were
also provided by Östling et al. (2021), who tuned the force
levels of the active (30 ms release time) and passive STLLs in
order to achieve 0.2–0.25 m seat stroke distance in a 50 km/h
crash pulse, using the THOR-50M in a generic seat weighing
130 kg. 0.25 m was chosen as the maximum stroke distance as
this is approximately the adjustment range of drivers’ seats in
passenger cars (Bohlin et al., 1978).

FIGURE 1 | SAFER HBM v9 positioned on the generic seat with seatbelt routed. Left: front views of a mid-sized male and a large male. Right: side views of a mid-
sized male and a large male.

TABLE 1 | Cross-section area in mm2 for L1–L5 for the two HBMs.

HBM L1 L2 L3 L4 L5

Mid-sized male 1049 1142 1137 1140 1323
Large male 1366 1585 1558 1433 1450
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2.4 HBM Positioning
Using an in-house positioning tool, the SAFER HBM v9 was
positioned to match the test position of the THOR-50M
described by Östling et al. (2021). First, the SAFER HBM’s
H-point was positioned at the corresponding H-point of the
THOR-50M (20 mm rearward and 20 mm downward compared
to the THOR H-point). Second, the SAFER HBM v9 pelvis was
rotated around the H-point to match the angle of the THOR-
50M. Finally, the thorax, neck, head, arms, and legs were rotated
to match the position of the THOR-50M; see Figure 2. The large
male HBM’s H-point was positioned according to the H-point of
the mid-sized male HBM. Then the pelvis was rotated around the
H-point to match the pelvis shape, with a focus on the notch
angle, the angle created by a line that connects the anterior
superior iliac spine (ASIS) and the anterior inferior iliac spine
(AIIS) measured to the horizontal axis (Moreau et al., 2021). Care
was taken with the ASIS and AIIS area because it is an important
support area for the lap belt and provides a good overall overlay of
the pelvis. The thorax, neck, head, arms, and legs were adjusted to
line up with the mid-size male; see Figure 2. The final positions of
the HBMs, seated in the relaxed position on a generic seat with
the belts routed, are shown in Figure 1.

2.5 Crash Pulses
Three full frontal crash pulses, varying in severity, were used in
the analysis, see Figure 3. An HBM simulation of a 50 km/h crash
pulse (mid-severity), also used by Östling et al. (2021), was
compared to the results from the sled test result with THOR-
50M. The high-severity crash pulse at 56 km/h (Dobberstein
et al., 2021; Höschele et al., 2021) challenged the seat track

load limiter, potentially provoking bottoming out in
combination with the HBM of a large male. A low-severity
crash pulse at 40 km/h (Dobberstein et al., 2021; Höschele
et al., 2021) represented a crash velocity at which the majority
of occupants get injured (Forman and McMurry, 2018). Injury
risk reduction at the low-severity crash pulse has a large effect on
the overall number of injuries.

2.6 Simulations
In the first stage, the simulation model was validated by means of
mechanical sled tests performed in the set-up used by Östling
et al. (2021); see Supplementary Appendix SA. The mass of the
generic seat used in the tests was 130 kg. Themass of a production
seat with a seat-integrated seatbelt was replicated by reducing the
seatedmass to 70 kg (Östling et al., 2021). The force-displacement
characterization used by Östling et al. (2021) (both the passive
and the adaptive STLL force levels) was adjusted to reach the
same stroke distance for the new seat mass. The adaptive STLL
force-displacement characteristics started at 19.6 kN at 0.012 m
and increased progressively to 31.6 kN at a forward displacement
of 0.25 m, while the passive STLL started at 20.6 kN at 0.012 m
and reached 35.1 kN at 0.25 m; see Figure 4.

In a second stage, the simulations of the adaptive STLL were
performed starting with a 30 ms release time (used by Östling
et al., 2021), for all HBM and crash pulse severity combinations.
Depending on how the resulting seat stroke distance related to the
maximum allowed distance (0.25 m), the release time was either
decreased (as for the mid-sized male in the low-severity crash
pulse), kept constant (for the mid-sized male in the mid-severity
crash pulse), or increased (all other combinations). The decrease

FIGURE 2 | Left: overlay of SAFERHBM v9mid-sized male (red) and THOR-50M (green). Right: overlay of SAFERHBM v9mid-sized male (red) andmorphed large
male (blue).

FIGURE 3 | Left: acceleration vs. time. Right: velocity vs. time. For both figures, the black curves represent the low-severity crash pulse (40 km/h), the blue curves
represent the mid-severity crash pulse (50 km/h), and the green curves represent the high-severity crash pulse (56 km/h).

Frontiers in Future Transportation | www.frontiersin.org June 2022 | Volume 3 | Article 8901174

Östling et al. Adaptive Seat Track Load Limiter

21

https://www.frontiersin.org/journals/future-transportation
www.frontiersin.org
https://www.frontiersin.org/journals/future-transportation#articles


and increase in release time were performed in 10 ms steps until
the maximum seat stroke distance was reached. However, as
crash severity estimation, needed in order to calculate the
adaptive release time, assumed to be done in-crash, similar to
current crash severity estimation used to activate dual-stage
airbags (Takata Corporation, 2017), release time less than 20
ms was not allowed. If the resulting seat stroke distance was less
than 0.22 m, a 5 ms increase in release time was simulated to
complement the final 10 ms step. These simulations were
performed to demonstrate the need for an adaptive release
and to provide suitable release times to be used for risk
calculations. The results are presented in Section 3.2. The
risks for lumbar vertebra fracture and rib fracture were only
calculated for the seat track distances that best met the 0.25 m seat
stroke requirement.

In a third stage, the simulations of the passive STLL were
performed for all HBMs and crash pulse severity combinations
using the force defined by Östling et al. (2021). As with the
simulations with a 30 ms release time for the adaptive STLL,
many of the simulations exceeded the 0.25 m seat stroke distance.
A “soft stop” was therefore implemented at the passive STLL to
limit the seat stroke to 0.25 m: starting at 0.2 m, the STLL force
ramps up to 55 kN at 0.22 m, 86 kN at 0.23 m, and 300 kN at
0.25 m; see Figure 4. Additional simulations were then performed
with the soft stop. These simulations were performed to
demonstrate the need for a soft stop in addition to the force-
displacement characteristics proposed by Östling et al., 2021. The
results are presented in Section 3.3. Similar to the adaptive STLL,
the risks for lumbar vertebra fracture and rib fracture were only
calculated for seat track distances less than 0.25 m.

The three simulation steps: validation, adaptive STLL, and
passive STLL are visualized in a flow chart in Supplementary
Appendix SB.

3 RESULTS

3.1 HBM Kinematic Response
The crash kinematics followed the same overall pattern at the
three crash severities for both HBMs. The seatbelt
pretensioners held the HBM against the seat pan and
seatback. The pelvis started to translate forward where it

compressed the seat pan springs and started to load the lap
belt but the angled seat pan prevented the pelvis from
translating forward notably. Submarining did not occur in
any of the simulations. The longest pelvis displacement
occurred for the high-severity crash pulse with the fixed
seat: 163 and 234 mm in the x-direction for the mid-size
male and large male, respectively. The torso was effectively
restrained by the shoulder belt which prevented any larger
forward displacement. The longest torso displacements,
measured at the first thoracic vertebra (T1), were observed
with the fixed seat and the high-severity crash pulse: 331 mm
and 325 in the x-direction for the mid-size male and large
male, respectively. The initial relaxed position of the upper
body prevented upward forward rotation of the torso;
however, the head rotated forward (under flexion moment)
until it touched the chest. The legs and feet moved forward
more than the pelvis when the knee joints straightened. The
crash kinematics are exemplified in Figure 5, showing the mid-
sized male in the fixed seat in 20 m increments after the high-
severity crash pulse (at 0 m).

3.2 Release Times of the Adaptive STLL
Seat stroke distance and peak force in the adaptive STLL for
all simulations are presented in Table 2. The simulations with
30 m release times resulted in excessive seat stroke distances:
0.37, 0.30, 0.35, and 0.48 m (for the mid-sized male with the
high-severity crash pulse and the large male with the low-,
mid-, and high-severity crash pulses, respectively). On the
other hand, the seat stroke distance was too short for the mid-
sized male in the low-severity crash pulse (0.2 m). After
adjusting the release times to fulfill the 0.25 m
requirement, they were all in the interval of 20–60 m. As
the crash severity increased, the release times for both HBMs
increased. The release times that best met the 0.25 m seat
stroke requirement are highlighted by an underlined release
time value in Table 2. The injury risk was calculated for these
underlined cases only.

3.3 Passive STLLWith andWithout Soft Stop
For all simulations with the passive STLL, the seat strokes and
peak forces (with and without the soft stop) are presented in
Table 3. The simulations without the soft stop resulted in too

FIGURE 4 | Left: STLL force characteristics vs. displacement for adaptive (black) and passive without soft stop (light blue). Right: STLL force characteristics vs.
displacement for passive with a soft stop limit the seat stroke to 0.25 m (dark blue).

Frontiers in Future Transportation | www.frontiersin.org June 2022 | Volume 3 | Article 8901175

Östling et al. Adaptive Seat Track Load Limiter

22

https://www.frontiersin.org/journals/future-transportation
www.frontiersin.org
https://www.frontiersin.org/journals/future-transportation#articles


long seat stroke distances: 0.34 m for the mid-sized male in
the high-severity crash pulse, and 0.33 m, and 0.44 m for the
large male in mid and high-severity crash pulse, respectively.

After implementing the soft stop starting at 0.22 m, all seat
stroke distances met the 0.25 m requirement. The injury risk
was only calculated for simulation with the soft stop.

FIGURE 5 | Kinematic responses for mid-sized males in high-severity crash pulse in 20 ms increments, starting at 0 ms and ending at 100 ms.

TABLE 2 | Release time and corresponding seat stroke distance and peak force in the STLL for the adaptive STLL simulations.

Case Crash pulse
severity

HBM size Release time
(ms)

Seat stroke
distance (m)

Peak force
STLL (kN)

1 Low Mid-sized male 30 0.20 29.4
2 Low Mid-sized male 20 0.21 30.0
3 Low Large male 30 0.30 33.7
4 Low Large male 40 0.27 32.3
5 Low Large male 45 0.24 31.1
6 Low Large male 50 0.21 29.7
7 Mid Mid-sized male 30 0.24 31.3
8 Mid Large male 30 0.35 36.1
9 Mid Large male 40 0.30 33.7
10 Mid Large male 45 0.26 32.0
11 Mid Large male 50 0.21 30.2
12 High Mid-sized male 30 0.37 36.9
13 High Mid-sized male 40 0.33 35.1
14 High Mid-sized male 50 0.24 31.2
15 High Large male 30 0.48 63.6
16 High Large male 50 0.38 37.1
17 High Large male 60 0.25 31.5

TABLE 3 | Seat stroke distance and peak force in the STLL for in the passive STLL simulations with and without soft stop.

Case Crash pulse
severity

HBM size Soft stop Seat stroke
distance (mm)

Peak force
STLL (kN)

1 Low Mid-sized male No 0.19 31.2
2 Low Mid-sized male Yes 0.19 31.1
3 Low Large male No 0.27 36.6
4 Low Large male Yes 0.23 84.5
5 Mid Mid-sized male No 0.23 34.1
6 Mid Mid-sized male Yes 0.22 56.1
7 Mid Large male No 0.33 40.0
8 Mid Large male Yes 0.24 169.7
9 High Mid-sized male No 0.34 40.8
10 High Mid-sized male Yes 0.24 196
11 High Large male No 0.44 76.7
12 High Large male Yes 0.25 275.6
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3.4 Lumbar Vertebra Fracture Risk
The maximum lumbar vertebra fracture risks for the two HBMs
in the three crash pulse severity levels (calculated according to
Eqs 1, 2) are presented in Figure 6. For all the scenarios, the
highest risk was seen for L1. The corresponding L1 compression
forces and flexion moment are in Supplementary Appendix
Figures SD1, SD2. The fracture risk was similar for the two
HBMs and increased with age and crash pulse severity. While the
passive STLL with a soft stop and the adaptive STLL both reduced
the fracture risk for all scenarios, the adaptive STLL had the
lowest risk. However, for the high-severity crash pulse, the risk of
lumbar fractures is never below 50%.

The risk of two or more fractured ribs (AIS2+) was calculated
using the injury risk curves for 45- and 65-year-old occupants
(Iraeus, 2015) for both the mid-sized male and the large male in
the three crash pulse severities; results are in Supplementary
Appendix Tables SC1–SC3. The rib fracture risk increased with
age and crash pulse severity; while risk was substantially reduced
in simulations with both versions of the STLL, the adaptive STLL
produced the lowest risk.

4 DISCUSSION

Each combination of HBM size and crash severity level required
an individual release time to avoid bottoming out the STLL, while
using the available stroke distance. Moreover, it was shown that
the STLL with an adaptive release time achieved lower lumbar
vertebra fracture and rib fracture risks than the passive STLL—for
every combination.

The simulations with the SAFER HBM v9 of a mid-sized
male in the relaxed position supported the test results with
THOR-50M (Östling et al., 2021), both indicating a reduced
risk of lumbar spine vertebra fracture using the STLL. A more
severe crash pulse and/or the heavier HBM demonstrated the
need for an adaptive release time to guarantee a seat stroke
distance of less than 0.25 m. However, the SAFER HBM

showed a substantial reduction in risk for thorax injury
(risk of rib fractures) with the mid-severity crash pulse
(50 km/h) using the STLL. In contrast, the tests with
THOR-50M indicated an increased risk of thorax injury,
when measured as the maximum of the resultant value from
the four infra-red telescoping rods for the assessment of chest
compression (IR-TRACCs): Rmax or a slight decrease when
measured as the maximum longitudinal value from the four
IR-TRACS: Xmax for the STLL (Östling et al., 2021). This
difference supported the statement of Östling et al. (2021):
“We believed HBMs with human-like design and use of rib
strain as an indicator of risk of rib fracture, are likely to be
more biofidelic than chest deflection to evaluate a potential
increase or decrease in risk of rib fractures in reclined and
relaxed positions”.

With the HBM in the relaxed position in the fixed seat, the
lumbar vertebra fracture risk is already high with the low-
severity crash pulse (73% and 96% for the 45-year and 65-
year-old mid-sized males, respectively). Although the
adaptive STLL reduces the risk substantially, by reducing
both the components of the injury risk predictor,
compression force, and flexion moment (see
Supplementary Appendix Figures SD1, SD2), it fails to
reduce the injury risk below 25% for the 65-year-old mid-
sized male at any crash severity level. Furthermore, with the
high-severity crash pulse, the risk is above 50% for all HBMs.
To put this percentage in perspective, a 25% risk of sustaining
an AIS3+ injury is often used as a threshold value for assessing
acceptable crashworthiness using ATDs (Craig et al., 2020),
and a major compression burst fracture of the lumbar vertebra
is defined as an AIS3 injury (AAAM, 2015). The reason for the
adaptive STLL’s inability to reduce the risk of injury in the
high-severity crash pulse is the relatively late release time
required to keep the seat stroke distance below 0.25 m (the
release times were 50 ms for the large male with the 50 km/h
crash pulse and the mid-sized male with the 56 km/h crash
pulse, and 60 ms for the large male with the 56 km/h crash

FIGURE 6 | Lumbar vertebra fracture risk calculated according to Eqs 1, 2 for the three crash pulse severity levels, the two HBM sizes, and the two ages. The black
columns represent the fixed seat, the dark blue the passive STLL with a soft stop, and the light blue the adaptive STLL.
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pulse). At these times, the maximum forces in the lumbar
vertebrae have just about been reached; see Supplementary
Appendix Figure SD1. The STLL force levels were initially
designed for the THOR-50M with a 50 km/h crash pulse
(Östling et al., 2021). Designing the STLL force level for
the large male with the high-severity crash pulse instead
would enable an earlier release time and a concomitant
lower risk of lumbar vertebra fracture. However, the
consequence of a higher STLL force level is higher injury
risks in the low- and mid-severity crash pulses. Clearly, any
optimization targeting equal risks, i.e., the same probability of
injury in various conditions, has its downsides. While most
car crashes occur at a relatively low speed (20 km/h) with low
injury risk, the majority of injuries occur at approximately
40 km/h (Forman and McMurry, 2018). As a result, risk
reductions at 40 km/h are estimated to result in the largest
absolute number of injuries prevented. With this statistic in
mind, the force level used in this study is recommended.
Another way to reduce the risk of sustaining injury in high-
severity crash pulses without increasing it in low- and mid-
severity crash pulses is to implement either longer seat stroke
distances or dual force levels for the STLL. Both these ideas
enable earlier release times for the high-severity crash pulse.

To enable individual release times (calculated with an
activation strategy), classifications of the crash severity and
occupant’s mass are needed. To predict and classify crash
severity, an in-crash algorithm similar to the one used to
select single- or dual-stage activation of the driver airbag
might be feasible, as the earliest time for activation is
similar—around 20 m after first contact (Takata Corporation,
2017). To detect and classify the occupant mass, an onboarding
occupant monitoring system is needed. This investigation
included two different HBM sizes; however, a future
monitoring system might have the capacity to detect finer
mass differences between occupants with a concomitant ability
to calculate new release times.

To improve the activation strategy further, information about
the seat position (i.e., available stroke distance given any initial
seat position) and potential activation of frontal airbags could be
included. In addition, the crash pulses with a lateral component,
like a frontal oblique crash, should also be analyzed to evaluate
whether the STLL is negatively affected: the lateral force might
prevent the seat from moving along the track. More research and
development are needed to explore the full potential of the
system.

The equations to calculate lumbar vertebrae fracture risk
are based on the linear combination of stresses from the axial
compression (force/cross-section area) and flexion moment
(moment/cross-section area3/2) with a weighting factor of 0.11.
This means that the calculated risk comes mainly from the
compression force, which increases with body mass and crash
pulse severity. However, because the force is divided by the
vertebrae cross-section area, which is larger for the large male,
the risk is actually higher for the mid-size male. (This
difference is not seen in the high-severity crash pulse
results, due to the late release time required to avoid
bottoming out the STLL for the large male). An obese mid-

size male or female appears to be the most challenging
anthropometry (e.g., relatively heavy body mass and
relatively small vertebral cross-section).

Alternative risk functions addressing lumbar vertebra
fractures have been proposed by Stemper et al. (2018) and
Ortiz-Paparoni et al. (2021). The former’s was based on
compression forces at the lumbar spine measured in drop
tower tests, from 23 PMHS lumbar specimens. The flexion
moment was found to have some (albeit small) influence on
the fracture risk, so it was included in the risk function
proposed by Tushak et al. (2021). Ortiz-Paparoni et al.
(2021) carried out a combined analysis from tests with 75
PMHS lumbar spines. Based on the test results, they
developed an injury risk function using a combined metric.
The intercept value for the flexion moment was higher than
the moment at fracture that Tushak et al. (2021) obtained in
lumbar spine testing and therefore the risk function proposed
by Tushak et al. (2021) was considered more appropriate for
the study.

Parameterized morphing of HBMs enabled us to use
statistical data to generate HBM versions of different
anthropometries. However, the individual variation of
humans is large, and we have only evaluated one (average)
version each of the mid-sized and the large males.
Furthermore, as noted, the vertebral cross-section area has a
large effect on the risk of lumbar vertebra fracture. A 10%
increase or decrease for a 1000 mm2 cross-section area with
4500 N lumbar vertebrae compression force and 100 Nm
flexion moment changes the risk by approximately 30%.
Moreover, parametric morphing is based on the geometrical
data and does not include any variation in the material
properties. SAFER HBM v9 is currently not validated for
predicting lumbar vertebra fractures, although a future
version validated for predicting lumbar forces, moments,
and vertebra fracture risk is under development.

The adaptive STLL effectively reduces the risk of lumbar
vertebra fracture but it should be considered alongside
alternative solutions. One other solution is to actively re-
position the occupant in an upright position before the
impact by means of electric drives in the seat. Such a
solution, which would require accurate pre-crash sensing
and relatively fast movement of the occupant, might be
feasible in the future. However, before this solution is
implemented, it must be determined that the fast
movements themselves do not cause any harm to the
occupant—and, further, that all possible crash scenarios are
within the pre-crash sensors’ operational design domain, so
they can be detected and classified correctly.

In conclusion, an adaptive STLL, accommodating
variations in HBM mass and frontal crash pulse severity,
was shown to be beneficial, efficiently reducing the risk of
lumbar and chest injuries for occupants seated in a relaxed
position. However, more research is needed to reduce the
injury risk in the high-severity crash pulse, enabled the
activation strategy by developing an occupant monitoring
system, and evaluated the strategy’s robustness in other
types of crashes (e.g., oblique frontal crashes).
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Tram to Pedestrian
Collisions—Priorities and Potentials
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To improve mobility in cities in line with environmental goals, in urban traffic, trams
represent an increasingly important means of transport. Due to the close interaction
with other road users, this makes collisions with trams fairly frequent. This study has
investigated accidents between trams and vulnerable road users resulting in personal
injury, aimed at identifying priorities for simulating collisions between trams and pedestrians
to assess passive safety measures. Tram accident data collection established throughout
Europe frommultiple sources and with varying degree of details, have been combined and
analysed. These analyses comprise risk assessments per km-driven and general tram
accident partner and site type evaluations, with more detailed analyses on accident site
distance to the closest tram stop and injured body regions, respectively. In total,
7,535 tram-pedestrian accident resulting in 8,802 pedestrian injuries, collected in the
year 2000–2021, was analysed. Accident risk ranges from 0.934 accidents per number of
tram (million) km-driven, for slight injuries to 0.063 for fatal injuries. Pedestrians represent a
large proportion of tram accident collision partners, especially for severe and fatal
accidents. In accidents between trams and pedestrians, 3% of reported injuries are
fatal, 23% severe and 74% minor. Generally, low-speed accidents close to tram stops
often leading to minor injuries were observed to be of significant importance (<20m to the
GPS location of a stop). Analysis of accidents was done bases on gender of the pedestrian
showing overall similar involvements in accident with slight difference for various age
groups and sites. Regardless of injury severity, the most frequently injured body region in
accidents involving a tram is the head. Likewise, injuries sustained to the thorax, especially
for higher injury severities are of high relevance, followed by injuries to the lower extremities.
Based on this study, recommendations for developing reasonable tram-pedestrian
accident scenarios for virtual testing can be derived for further optimisation of
pedestrian safety of trams.
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INTRODUCTION

Trams as an integral part of (sub) urban mass public
transport services are of significant importance in many
cities around the world. While the reopening of tramway
lines has been concentrated to western Europe (such as
France, Spain, Sweden, and the United Kingdom), in
Germany and eastern Europe, the existing systems
continue to be expanded and modernised (MVG, 2009).
The renaissance of trams goes hand in hand with efforts to
improve mobility, accessibility and reduce environmental
issues in urban areas (Guerrieri, 2018).

Currently, trams run in 204 cities in Europe with a
continuously increasing tram network length by almost 4%
(420 km) in Europe between 2015 and 2018 (UIC:
International union of Railways, 2009). Obviously, increased
number of trams in the cities means that the interaction
between trams and other road users are more frequent than
ever. Thus, ensuring safety and mitigating tram related
accidents is a major concern in the design, operation and
development of tram systems (Naznin et al, 2016a), which
requires reliable data and first-rate safety knowledge.
Current knowledge is almost entirely based on analyses of
reported accident data (Naznin et al., 2017), which
shortcomings are well-known, such as lack of information
on human related accident contributory factors (Naznin
et al., 2017) and a high level of underreporting, especially
for less severe accidents (Budzynski et al., 2019b). However,
despite these limitations, data on accidents are crucial for
understanding the safety trends and recognising several
accident risk factors.

Accident Data
In 2015, only one country (France) in Europe had a specific tram
accident database on a national scale (COST, 2015) while such
database did not exist on the European level. Some countries,
such as Germany or Switzerland, included tram accidents in their
national road traffic accidents databases, operated by police.
Typically, on a city level, tram operators collect tram accident
data, which are often publicly available, i.e., in form of annual
reports, and therefore the level of detail is deficient.

Budzynski et al. (2019a) have categorised tram accidents into
four groups: 1) involving a single tram, 2) involving other trams,
3) involving other road users, and 4) others, i.e., accidents
between cars and pedestrians near tram stops. In our study,
we have focussed on accidents involving other road users, more
specifically pedestrians, as they present a particular challenge due
to their vulnerability in traffic (Guerrieri, 2018).

Overall accident risk data indicate that the tramway
transportation systems are relatively safe when compared to
other modes of transport (Guerrieri, 2018). However, injury
severity for pedestrians is higher in tram-pedestrian accidents
than in accidents with other motor vehicles. This particular
higher injury risk has been documented in a number of
studies, such as Hedelin et al., 2002; Margaritis, 2007; Naznin
et al., 2016b; Chevalier et al., 2019, and Gaca and Franek, 2021.

Occurrence of Tram-Pedestrian Accidents
The conflicts with other users of public space, in relation to their
behaviour and their perception of risk are recognised as the
primary cause of tram accidents in the COST report TU 1,103
(COST, 2015). Human factors relate to the issues of risk
perception, expectancy, inattention and risk behaviour. Lack of
danger awareness by tram drivers, and inappropriate reactions of
other road users played a major role in all fatal accidents analysed
by Margaritis (2007). Castanier et al., 2012 demonstrated that
road users have little awareness of accident risks with trams and
young pedestrians in particular, perceive a lower risk for
themselves than for others. According to Kruszyna and
Rychlewski (2013), an approaching tram affects pedestrian
behaviour in such way that they behave unsafely, such as
violating a red light. A common accident type identified by
Sagberg and Sætermo (1997) is pedestrians stepping into the
street, often against a red light, without noticing an approaching
tram. Furthermore, being under the influence of alcohol is an
important factor, as intoxicated pedestrians were frequently
identified as victims in tram-pedestrian accidents by Hedelin
et al. (1996). The road safety campaign website “Don’t jump under
my wheels” that was launched in Prague (CZ) in 2020, describes
that 25% of pedestrians involved in tram-pedestrian accidents in
Prague (in period 2016–2019) were foreigners. It suggests that
unfamiliarity with tram traffic by some foreigners (Prague has
one of the most extensive tram networks in the world) might play
a role in accident occurrence, as might very silent tram vehicles.
Furthermore, pedestrian inattention (particularly looking at a
mobile device) is mentioned as the most common contributory
factor with regard to accidents in Prague (DPP–Prague Public
Transit Company, 2020). although tram driver related accidents
are important as well. Naweed and Rose (2015) revealed three
major topics relating to causes of accidents from the point of view
of tram drivers: situation awareness, time pressure, and
organisational behaviour. Tram driver focus groups conducted
by Naznin et al. (2017) identified factors such as pressure of
keeping to the timetable, maintaining constant concentration,
predicting other road users’ behaviour, operational constraints of
trams as well as fatigue from workload.

Infrastructure factors, especially tram stop design was found a
key accident risk factor by Naznin et al. (2016a) and Sagberg and
Sætermo (1997). In Melbourne, for instance, curbside stops have
been identified as a major passenger safety concern (Currie and
Shalaby, 2007). According to Budzynski et al. (2019a), the biggest
risk is at tram stops forming part of pavements where pedestrians
have to cross the road as the tram approaches the stop and when
tram stops are at signalised junction exits. Design of road
intersections plays a significant role, as well (Guirrieri, 2018).

Vehicle factors, such as low floor and older trams, were
reported by Naznin et al. (2016b). Sagberg and Sætermo
(1997) found that pedestrians are often crossing too close to
the front of a stationary tram, that the driver is unable to notice
them due to blind spots. Technical factors, i.e., failure of the tram
door safety system and the braking system, and the deceleration
performance of trams, which largely differs to other vehicles, (the
braking efficiency of trams generally being lower compared to
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buses, for instance), were also identified as an accident risk factor
in the in-depth accident study by Margaritis (2007).

Severity of Tram-Pedestrian Accidents
The injuries sustained by a pedestrian being hit by a tram can go
through several phases—initially from the impact of the tram,
subsequently by falling onto the ground and lastly, potentially,
being run over by the tram. The most serious injuries occur when
pedestrians are run over (Hedelin et al., 1996). In general, the
severity of tram-pedestrian accidents is primarily affected by
vehicle related factors, especially by the mass difference
between a tram and a human (a tram vehicle can weigh up to
50 tonnes) and ergonomics and stiffness of the vehicle’s front
(Hedelin et al., 1996; Grzebieta and Rechnitzer, 2000; Margaritis,
2007; COST, 2015; Gaca and Franek, 2021). A simulation study
by Chevalier et al., 2019 on the effects on pedestrian injury by
tram front-end shape, showed that the injury risk is more severe
for the head than any other body region. Špirk et al. (2021) stated
that the most prominent part of the tram front-end responsible
for the level of head injury is the windshield. Margaritis (2007)
discusses the function of the front under-run protection—he
notes that it is more effective at low tram speeds. The injury
severity is further affected by the secondary impact, i.e., the
physical infrastructure or railway equipment, respectively, the
pedestrian hits following the primary impact (Gaca and Franek,
2021). Human factors, such as age, might play a role as well, as
exclusively elderly people were found to be involved in fatal tram
accidents investigated by Currie et al., 2011.

The recently published Technical Recommendation 17,420
(Technical Committee CEN/TC, 2019) defines pedestrian tram
front design safety requirements for the first time, mainly based
on geometrical guidelines. Deeper knowledge of relevant tram-
pedestrian accident parameters and advanced simulation
methods will also lead to improved standardisation and tram
designs in future.

Safety management requires the most recent and valid
knowledge on accident risks, accident locations, characteristics
of pedestrians involved, tram characteristics, etc. This study is
contributing to safety management by answering the following
research questions on a European level:

• What is the most relevant vulnerable group of road users in
tram accidents?

• What is the accident risk for pedestrian to tram accidents?
• Accident locations for pedestrian to tram accidents, e.g.,
near tram stops?

• Which collision speeds can be observed in pedestrian to
tram accidents?

• Which injuries can be observed in pedestrian to tram
accidents, e.g., age and gender?

This study aims to derive representative boundary conditions
for simulation scenarios to evaluate safety measures for
vulnerable road user (VRU) protection of novel trams by
answering these questions above. Priorities will be defined
based on field data and the derived boundary conditions will
be used as input for simulation scenarios. Within the simulations,

the injury risk of baseline systems compared to enhanced ones
can be compared and finally cost benefit analyses (CBA) can be
performed to support decision-making on the introduction of
new safety systems for trams.

MATERIALS AND METHODS

Accident Risk Analysis Data
Accident risk quantifies the level of safety relative to the amount
of an exposure. The terms risk and exposure should be defined
within the context of the issue studied (Hakkert and Braimaister,
2002). In this study, we consider the risk as the probability of
pedestrian injury within km-driven by trams. Regardless its
limitations (not capturing the respective pedestrian volumes)
km-driven is chosen as exposure measure by a transport mode
because of its common availability (Elvik, 2015). We have
calculated such risk as the number of injured pedestrians in
tram-pedestrian accidents (separately for fatal, severe, slight, fatal
+ severe and all injuries), divided by the amount of km-driven by
trams in each respective period. Such calculations are easy to
understand and interpret (Bjørnskau and Ingebrigtsen, 2015).

The accident data (annual number of fatally, severely and
slightly injured pedestrians in tram-pedestrian accidents) and
data on exposure (km-driven) were collected and will be referred
to as “cases” throughout this study. The data span over the period
2014–2020, with minor timing differences but a minimum period
of 4 years in each case. Table 1 shows the data for all these cases -
note that for Sweden, each case contains several cities.

The accident risk for each severity level was calculated
separately for each case. To obtain the best estimates of the
risks, data from all cases were counted and the best estimates were
calculated as the total number of accidents for a specific severity
level, divided by the total number of km-driven by each tram line.
To obtain the upper and lower values at 95% confidence level for
the best estimates, we have assumed that injuries and crashes are
Poisson-distributed. The standard deviation is then equal to the
square root of the number of accidents. A 95% confidence interval
is obtained by multiplying the standard deviation by 1.96. The
upper and lower 95% estimate of the number of crashes = number
of accidents ± (1.96 * √the number of accidents).

Furthermore, the distribution of injury severity levels in tram-
pedestrian accidents, was calculated separately for each case and
together for all cases.

Accident Scenarios
To obtain an extensive picture, the analysis of tram accident
scenarios was based on accident data of more than 260 public
transport system operators, statistics institutes, ministries/
authorities, police, hospitals, rescue organisations, insurance
companies and tramway manufacturers. Data sets from several
countries including Austria, Germany, Sweden and Switzerland
have been collected in a database, free of any personal data of the
involved individuals. Furthermore, metadata from other
European countries were collected, however due to their
quantity and quality these were not considered in the overall
evaluation. A full survey was carried out for Austria, Sweden and
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Switzerland, as well as a partial survey for Germany. In total, the
following statistics are based on 7,535 accidents with at least one
tram involved during the period 2000 to 2021 and 8,802 injuries/
fatalities sustained by persons in the above mentioned countries.

Tram Accident Data From Austria
Vienna’s tram network, with a total length of 175.6 km (Wiener
Wiener Linien, 2020), is one of the longest and the third busiest
tram network in the world (UITP: International Association of
Public Transport, 2019). By law in Austria, all accidents involving
personal injury must be reported by the police
(Bundesgesetzblatt, BGBI, 2017) and subsequently transmitted
to the federal statistical office “STATISTIK AUSTRIA”. Accident
reports contain information on the accident type, participants,
injury severities, as well as geographical location. Thus, a full
statistical survey is made available, including for tram-pedestrian
accidents. The relevance of the tram network, as well as the
available accident data make Vienna a particularly interesting
source for investigating tram-pedestrian accidents. During the
period 2014–2020, 470 accidents were reported in Vienna, which
have been further analysed in this paper, with respect to severity,
type and site.

Tram Accident Data From Germany
The Federal Statistical Office, the German counterpart to
Statistics Austria, only provides a statistical overview, which
was only used to check whether the data otherwise obtained
from Germany is representative. The Federal Statistical Office
obtains the data from the police. In order to obtain individual
data, the individual police headquarters of the federal states were
contacted. The data collection procedure of each police station is
similar, irrespective of federal state. However, the police

headquarters only partially released the data, which meant that
not all data sets met the requirements. Data from the police
headquarters in Baden-Württemberg, Lower Saxony,
Brandenburg West, Middle Franconia, Bavaria, Berlin and
Saarland were made available. The data cover 31.4% of the
total number of accidents and 16.5% of the network length in
Germany (Federal Statistical Office of Germany, 2021). Thus,
unlike the Austrian, Swedish and Swiss data, this is a partial
survey. Trams are operated in over 50 German cities, with a total
network length of over 3,100 km (UIC: International union of
Railways, 2009).

Tram Accident Data From Sweden
The Swedish Traffic Accident Data Acquisition (STRADA)
database holds information on road traffic accidents occurring
on public roads in Sweden. The information regarding these
accidents stem from two sources: the police and emergency
hospital departments. As of 2016, all emergency hospital
departments in Sweden are included, allowing hospital
reported data to be deemed nationally representative
(Swedish Government Offices, 1965; Mattsson and
Ungerbäck, 2013). Hospital reports included in STRADA
normally provide a number of parameters regarding
accident circumstances, i.e., a brief description of the
accident, accident type and location of the accident. Also
included is personal information about the patient, e.g., age
and gender, together with a full injury diagnosis classified
according to the 2005 AIS scale (AAAM, 2005). For example,
data from the police, include a description of the crash,
information about involved vehicles and the road
environment. The STRADA database is described in more
detail in (Howard and Linder, 2014; Yamazaki, 2018).

TABLE 1 | Data for tram-pedestrian accident risk calculation.

Case Data source Time
period

Injuries in tram—pedestrian
accidents

Km-driven in
the

time period
(million)

Nr. of injuries Km—driven
Total Slight Severe Fatal

Zurich (CH) Police database (FEDRO,
2022)

(Verkehrsbetriebe Zürich, 2022) 2016–2019 94 65 26 3 69.57
Bern (CH) SVB, (2022) 8 6 1 1 15.50
Basel (CH) (Verkehrs-Betriebe, 2022) 24 16 8 0 25.16
Geneva (CHE) Transports publics genevois, (2022) 18 8 7 3 21.17
Prague (CZ) PT provider (DPP, 2020) TSK Praha, (2022) 2015–2019 340 278 42 20 280.20
Berlin (DE) Police d. BE 2019 Verkehrsverbund

Berlin-Brandenburg, (2021)
2010–2017 284 115 146 23 167.68

Brandenburg an der
Havel (DE)

Police d. BR a.d. H 2019 Verkehrsverbund
Berlin-Brandenburg, (2021)

4 3 1 0 5.99

Karlsruhe (DE) Police d. KA 2019 (Verkehrsbetriebe Karlsruhe, 2020) 185 109 68 8 68.80
Potsdam (DE) Police d. P 2019 (Verkehrs-Betriebe, 2022) 36 10 25 1 46.08
Saarbrücken (DE) Police d. SB 2019 Saarbrücken, (2018) 63 23 37 3 15.20
Vienna (AT) Police d. (Statistik Austria,

2022)
Wiener Linien (2022) 2014–2020 470 348 113 9 161.60

Graz (AT) Graz Holding (2022) 69 51 17 1 106.03
Innsbruck (AT) Innsbrucker Verkehrsbetriebe,

(2022)
16 12 4 0 72.80

Linz (AT) Verkehrsverbund, (2022) 48 34 12 2 54.60
Gothenburg +
Mölndal (SW)

Police and hospital d.
(STRADA, 2022)

Göteborgs Stad, (2022) 2014–2020 94 55 37 2 103.30

Total 1753 1,133 544 76 1213,68
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In this study, all crashes between 1st January 2000 until 1st
November 2021 involving a tram, resulting in personal injury
reported by the police and/or emergency hospital department,
were included (N = 1,552). As the specific focus of the present
study is pedestrians, additional data of injuries were included
from the 259 injured pedestrians reported by emergency hospital
departments. Of these, detailed AIS 2005 codes were available for
176 injured pedestrians resulting in 896 individual injuries.

Tram Accident Data From Switzerland
The data from Switzerland were provided by the Federal Office of
Transport. In contrast to the above mentioned data sources, these
data come directly from the transport operators, who are obliged
to report traffic accidents involving personal injury. As in the case
of Austria and Sweden, these data are also a full statistical survey.
Trams are operated in the cities of Basel, Bern, Geneva, Lausanne,
Neuchâtel and Zurich (Verkehrsbetriebe Zürich, 2022).

Accident Location Analysis in the Austrian
Database
In comparison to other national statistics (German, Swedish,
Swiss), the Austrian data does not disclose whether a tram-
pedestrian accident has occurred close to a tram stop.
Furthermore, in-depth data recording the collision speeds of
the trams is unavailable. To overcome this drawback, the
distance between each documented accident to the nearest
tram stop has been evaluated, by matching its geo location
with the tram network.

A typical modern tram accelerates and decelerates, respectively,
at approximately 1 m/s2 in regular service (Peng et al., 2018).
Assuming this speed the constant acceleration/deceleration from
the stop to the accident location, the respective impact speed can be
estimated for each accident. To avoid unrealistic high impact
speeds at accident locations far away from a stop, speed limits
for associated edges have been retrieved from the OSM tram
network to cap the maximum speed.

To determine tram stop coordinates, data from Vienna’s
public transport provider “Wiener Linien” (BMDW, 2018a;
BMDW, 2018b, Wiener Linien 2021) was used. The data
contains geo information, as well as associated travel routes,
which are dependent on time of day and public holidays amongst
other factors. In total, 978 stops have been determined. Although
a reconstruction of the tram network is possible in principle, a
network of that kind would still lack detailed track information,
i.e., curvatures or speed limits on a particular track section. In
order to deal with this issue, data from OpenStreetMap (OSM),
the largest Volunteered Geographic Information (VGI) project,
was used additionally, please see Figure 1. OSM is continuously
updated and extended and grants users free access to an editable
map of the world (Corcoran et.al., 2013). Data can either be
viewed online (openstreetmap.com), or downloaded through
programming interfaces, such as OSMnx (Boeing, 2017),
which was used for this study. For retrieving the OSM
information, “Vienna, Austria” was selected as location and as
an additional filter: “railway”~“tram|rail” was used. Although
data quality is one of the main concerns (Barron et al., 2014, the

quality which is quite accurate for many countries, depends on
the maintainers in specific areas (Girres and Touya, 2010; Haklay,
2010), which for certain locations are also updated through
federal funded projects (Hakley, 2014). According to the OSM
wiki, the Vienna tram track network is almost complete (OSM
Wiki, 2020). The extracted tram track network of Vienna consists
of 4,721 nodes and 12,540 edges.

The retrieved tram stop locations have further been fused with
the OSM tram track network. For each tram stop, a
corresponding node or edge, respectively, has been determined
in the graph by calculating the respective minimum Euclidean
distance. The median distance is 0.14 m with 933 of 978 stops,
being at a distance of less than 5 m between their respective
retrieved tram stop location and the tram track according to
OSM, which indicates a good correspondence between the
location of the stops and the actual network. Further analysis
shows that 933 stops have been used to determine distances
between the accident sites and the closest stops. Similarly,
distances between the accident locations and the tram track
network have been retrieved. Here, a median distance of
1.76 m has been observed (90 percentile of 15.22 m and a 95
percentile of 23 m) between the accident location and the tram
network. For the further analysis, 20 m has been used as a cut off
to omit inaccurate mapping, which finally resulted in 442 of 470
evaluable accidents.

Data Analysis
Accident risk data has been collected for Austria, the Czech
Republic, Sweden and Switzerland. Of these five countries, the
largest tram networks in the following cities were studied: Graz,
Innsbruck, Linz, Vienna, Prague, Gothenburg, Mölndal, Zurich,
Bern, Basel, Geneva, totalling 1753 accidents recorded between;
2016 and 2019 (Czech Republic, Switzerland) and 2016 and 2020
(Austria, Sweden), as listed in Table 1.

A total of 7,535 accidents with reference to road use and severity
were studied, which had occurred in the following four countries:
Austria, Germany and Switzerland between 2010 and 2017 and in
Sweden between 2000 and 2021. In the same countries and during
the same period, a survey of injured persons by road use and
severity was carried out, comprising a total of 8,802 injured persons.

The accident site analysis is based on data from Germany
(2010–2017), Switzerland (2010–2017) and Sweden (2000–2021).
In addition, data from accidents that had occurred in Vienna,
Austria, between 2014 and 2020 were also used.

Data on age and gender of the injured pedestrians were
analysed for Austria, Germany, Sweden and Switzerland.
Again, data from Austria, Germany and Switzerland are from
the time period 2010–2017, while data from Sweden was available
for the period 2000 and 2021. Demographic data of Austria,
Switzerland and Sweden stem from Eurostat (European Union,
2021), demographic data of observed regions in Germany of the
federal statistical office of Germany (Federal Statistical Office of
Germany, 2021).

For the detailed injury analysis, only data from Sweden was
available (2000–2021), as detailed AIS codes have not been
recorded in any of the other databases for tram accidents. The
analysis of injuries is based on AIS 2005.
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RESULTS

Accident Risk
The results for accident risks are provided in Table 2 and Table 3.
Table 2 contains the risk values for each city, while Table 3
provides lower, best and upper estimates of risks calculated from
all cases together.

Regarding the severity distribution in tram-pedestrian
accidents, the aggregated data from these cases show that 3%

of reported injuries are fatal, 23% severe and 74% slight. There are
obvious regional differences in the cases–see Table 4.

Injured People Classified by Road Use and
Severity
Most of the accidents analysed in this study led to minor injuries
(80%), please see Table 2 in the Appendix, followed by severe
injuries (16%). With an absolute number of 123 fatal injuries,
these account for only 1.4% of all accidents investigated in
this study.

Figure 2 shows the distribution of injured people in tram
accidents classified by severity and road use across Austria,
Germany, Sweden and Switzerland. Road user fatalities
occur most likely to pedestrians (70.1%) and cyclists
(17%), who together represent the most vulnerable group
(87.1%) of road users. Pedestrians generally form the largest
group in the severity category “severe” (41.9%). Therefore,
the design of pedestrian-friendly trams is highly relevant.
Also of interest is the individual severity results for
pedestrians across the considered countries, which
tendencies are similar.

Injured People by Accident Site
Typical tram vs. pedestrian accident sites have been compared for
Germany, Sweden and Switzerland, please see Figure 3. In
Germany, accidents at crossings, junctions and roundabouts
(23%) are commonly observed, yet there is also a large
number of accidents not explicitly disclosing each respective
site. Accidents at tram stops account for approximately 13% of
all accidents in Germany, which in comparison to data from
Sweden and Switzerland seems low. In Switzerland most of the

TABLE 2 | Risk estimates for each city.

City Accident risk

Total Slight Severe Fatal

Zurich 1,351 0.934 0.374 0.043
Bern 0.516 0.387 0.065 0.065
Basel 0.954 0.636 0.318 0.000
Geneva 0.850 0.378 0.331 0.142
Prague 1,213 0.992 0.150 0.071
Berlin 1,694 0.686 0.871 0.137
Brandenburg an der Havel 0.668 0.501 0.167 0.000
Karlsruhe 2,689 1,584 0.988 0.116
Potsdam 0.781 0.217 0.543 0.022
Saarbrücken 4,145 1,513 2,434 0.197
Wien 2,908 2,153 0.699 0.056
Graz 0.651 0.480 0.160 0.009
Innsbruck 0.220 0.165 0.055 0.000
Linz 0.879 0.623 0.220 0.037
Gothenburg + Mölndal 0.910 0.532 0.358 0.019

TABLE 3 | Total risk estimates.

Accident risk for Estimate

Lower Best Upper

Fatal injury 0.049 0.063 0.077
Severe injury 0.411 0.448 0.486
Fatal + severe injury 0.473 0.513 0.553
Slight injury 0.879 0.934 0.988
Any injury 1,377 1,444 1,512

TABLE 4 | Severity distribution of pedestrian injuries in tram-pedestrian accidents.

Case Fatal (%) Severe (%) Slight (%)

Zurich 3 28 69
Bern 13 13 75
Basel 0 33 67
Geneva 17 39 44
Prague 6 12 82
Berlin 8 51 40
Brandenburg an der Havel 0 25 75
Karlsruhe 4 37 59
Potsdam 3 69 28
Saarbrücken 5 59 37
Vienna 2 24 74
Graz 1 25 74
Innsbruck 0 25 75
Linz 4 25 71
Gothenburg + Mölndal 2 39 59

FIGURE 1 | Vienna OSM tram track network, with the associated 933
tram stops and the location of accidents.
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accidents happen at or near a tram stop (46.3%) which indicates
relatively low tram impact speeds. Also in Sweden, accidents at
tram stops are the third most common type of accident after
accidents on pedestrian crossings. In the STRADA accident
database, “pedestrian crossing” is a subcategory of all accidents
in general, which is summarised inTable 4 of the appendix. In the
order of a quarter (26.6%) of the accidents involving a pedestrian
and a tram in Sweden occur at a zebra crossing.

For Vienna, accident sites and types have been re-evaluated by
incorporating distances between tram stops and accidents.
Accidents which happened within a distance of 20m of the
accident location, were reclassified “tram stop” accidents, the
detailed classification, i.e., pedestrian from right/left, has further
been relaxed to match the categories of the other countries (please
see Supplementary Figure SI of the Appendix).

The evaluation of the distances between tram stops and
accidents in Vienna, revealed that accidents followed by minor
injury occurred in a median of 30.30 m (95 percentile: 179.8, 97.5
percentile: 210.4) to a tram stop, seen in Figure 4. For severe

accidents a median of 48.5 m (95 percentile: 207.69, 97.5 percentile:
229.16) has been observed, fatal accidents occurred in a median of
136.7 m (95 percentile: 306.7, 97.5 percentile: 327.4).

Tram vs. Pedestrian Accident Collision
Speeds
The distribution for the resulting impact speeds for the
investigated accident locations in Vienna is shown in
Figure 5. The estimated median speed in the cases with minor
injuries is 28 km/h and 36 km/h in the severe cases and 30 km/h
for both together. The majority of fatal cases happened at a
distance with more than 100 m to the next tram stop, where the
speed limit was assumed as collision speed, leading to a median
value of 50 km/h.

Injured People by Age and Gender
Figure 6 shows accident rates per age and gender group. To
obtain representative accident incidences, the absolute

FIGURE 2 | Injured people classified by road use and severity (8,802 injured people).

FIGURE 3 | Tram vs. Pedestrian Accidents by Site (3,772 accidents in total).
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accident figures have been divided by the respective number of
inhabitants per country and age group. For absolute numbers
please see Supplementary Figure SH in the Appendix.
Overall, Austria has the highest incidence of tram-
pedestrian accidents due to the significantly higher amount
of vehicle kilometres travelled. In the Swiss data, the attribute
“age” is often missing, therefore only the total number of
accidents in Switzerland is shown in Figure 6. Most of the
pedestrian accidents per 100,000 persons occur in the age
range of 15–24. In Austria and Germany
injured pedestrians aged 75 and older, represent the
second largest group, whereas in Sweden older pedestrian
are not as often involved in tram accidents. In general,
the frequency of female and male pedestrians being
involved in tram accidents, is similarly. Slight differences

between different age-groups were identified for different
genders. In Sweden and Germany, slightly more males
than females were involved in accidents. In Austria, more
accidents involving female pedestrians have been observed in
the age groups 15–24 and older than 75, respectively, for
Switzerland no further subdivision into age-groups are
available.

Detailed Injury Analyses of Swedish
Accident Data
Figure 7 shows the share of injuries according to different AIS
body regions for AIS2+ and AIS3+ injuries, and as a function of
gender, held on the Swedish accident database. For AIS2+ as well
as AIS3+ injuries, no significant difference in the distribution of

FIGURE 4 | Distance distribution between accident-tram stops in the city of Vienna (443 cases during the period 2014–2020), highlighted according to severity.

FIGURE 5 | Estimated distribution of tram collision speeds for pedestrian accidents in the city of Vienna (443 cases in the period 2014–2020), highlighted according
to their severity.
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injuries between females and males could be observed for all body
regions. Regardless of injury severity, the most frequently injured
body region in accidents involving a tram is the head. AIS2+ and

AIS3+ are mainly represented by internal organ injuries, e.g.,
cerebrum, cerebellum and brain stem, and skeletal injuries, e.g.,
skull fractures, for both female and male pedestrians

FIGURE 6 | Incidence of injured pedestrians classified by age and gender.

FIGURE 7 | Injured Body Regions as a function of gender and injury severity in Sweden.
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(Supplementary Appendix Figure SB). Injuries sustained to the
thorax, especially for higher injury severities (AIS3+), are highly
relevant too. These thorax injuries are mainly represented by
internal organ injuries, e.g., lung, heart, hemopneumothorax,
pneumothorax, and skeletal injuries, e.g., rip fractures,
regardless of injury severity and gender (Supplementary
Appendix Figure SD). For AIS3+ injuries, in addition to the
head and thorax, injuries to the lower extremities also play an
essential role. These injuries are mainly represented by skeletal
injuries, e.g., pelvic, femur and tibia fractures, for both females
and males (Supplementary Appendix Figure SH). A detailed
analysis as a function of anatomical structure, gender and injury
severity for pedestrian to tram accidents in Sweden for the
remaining body regions, can be found in the Appendix.

Supplementary Figure SA in the Appendix shows the share of
injuries for different age groups with respect to AIS2+ and AIS3+
injuries, split in terms of gender based on the Swedish accident
database. Regardless of injury severity, injuries are mainly
sustained by pedestrians above 25 years, for both females and
males. For the age group 50-60YO, females show significant lower
odds of sustaining AIS2+ injuries (OR = 0.4, p-value < 0.05) than
males. This is also the case for AIS3+ injuries (OR = 0.4, p-value <
0.05). On the other hand, for the age group 65 + YO, females show
significantly higher odds of sustaining AIS2+ (OR = 4.8, p-value <
0.05) as well as AIS3+ (OR = 5.6, p-value < 0.05) injuries.

DISCUSSION

At 30%, pedestrians represent the largest group of vulnerable
tram collision partners, please see Supplementary Figure SK
of the appendix, especially for severe and fatal accidents. In
contrast to car occupants, they are more vulnerable to severe
injuries in accidents with trams. Therefore, accident
prevention and mitigating measures addressing pedestrians
should be of high priority for tram and infrastructure
developers.

As expected, accident risk is the highest for slight injury which
decreases as the injury severity increases. There are slight
differences between the accident rates in each city under
consideration in this study, which can be attributed to
different local conditions (such as types of trams and stops
used in each case city, degree of segregation, density of tram
network, tram volumes, safety culture, etc.) When interpreting
the results and considering their transferability to other cities or
countries, we must be mindful of the potential effects of these
local conditions.

A conclusive comparison of accident risks for other transport
modes, such as personal cars, would require the knowledge of an
adequate exposure measure. Cars are spending significant parts of
their service life in rural areas and on motorways, while trams
almost exclusively move in urban areas, being exposed to
pedestrians (such as in city centres, in front of train stations,
in pedestrian zones, etc.). Therefore, without an exposure
measure, i.e., capturing the exposure of cars to pedestrians,
such a comparison is not relevant and conducting such an
analysis is also out of scope of this study.

Looking at the figures from the evaluated databases in this
study, the most frequently mentioned type of accident location in
Switzerland and Sweden is a tram stop. In many cases there is no
defined accident location which presents a problem in estimating
the impact speed in collisions between pedestrians and trams.
Based on the data from Switzerland and the accident investigation
in Vienna (Austria), one can only assume that a tram stop is one
of the most common accident locations for pedestrians. Perhaps
this is due to the source of the data, whereby the accidents in
Germany stemming from the police, while the data in Switzerland
stem from the Federal Statistical Office and the Swedish data from
police reports and hospital databases.

The detailed analysis of tram-pedestrian accidents in Vienna
shows that accidents, where minor injuries tend to occur closer to
tram stops than accidents resulting in a severe or fatal outcome.
This observation seems reasonable since reduced speeds can be
expected in the vicinity of stopping areas, which should feasibly
lead to reduced injury severity. The presented results certainly
benefit from the quantification of the distance, compared to the
estimations usually provided in accident reports. This benefit also
becomes evident when comparing the different accident
configurations in various countries. Thus, it appears difficult
to achieve a uniform accident representation, which might also
be explainable by the different assessment strategies in different
countries.

Under certain circumstances the mapping of the OSM
network data with the documented tram stops of the public
transport provider “Wiener Linien” sometimes leads to a large
distance to the tram network because the nearest stop,
determined by the shortest Euclidean distance, is actually not
on the actual driven tram route and therefore neglect
these cases.

An impact speed distribution figure could be generated by
taking various accident site to tram stop distances into account
and applying a simplification for the acceleration/deceleration
additionally capping the resulting speeds with an upper limit,
retrieved from the OSM network. This showed that a tram-
pedestrian accident most frequently occurs at impact speeds
below 28 km/h for slightly injured and 36 km/h for severely
injured pedestrians. However, the respective actual impact
speed is always also influenced by the road layout (curve
radius), prevailing surrounding traffic, priority rules and a
possible emergency braking event before an accident.
Compared to this, the average speed of trams in Vienna is
approximately 15 km/h, according to official data (Wiener
Wiener Linien, 2020) which might be due to the idle times at
stops. A detailed analysis of the surrounding traffic and the
influence due to emergency braking (Schachner et al., 2020)
would be of additional value. The speeds represented in the
current paper should be understand as worst-case prediction.

In the recently published Technical Recommendation (TR)
17,420 (Technical Committee CEN/TC, 2019), also 20 km/h are
defined as relevant collision speed between trams and pedestrians.
However, since according to Figure 5, higher speeds seem to be
also relevant for severe and fatal accidents, we suggest assessing
safety measures also for higher speeds. At 30 km/h, the majority
of slight and sever accidents would be covered.
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Regardless of injury severity, the most frequently injured
body region in accidents involving a tram is the head. Injuries
sustained to the thorax, especially for higher injury severities
(AIS3+) are highly relevant too. In addition to AIS3+, injuries
to the head and thorax, injuries to the lower extremities also
play an essential role.

Injuries are mainly sustained by both male and female
pedestrians above the age of 25 years, with no difference in
the severity of the injury. For the age group 50-60YO females
show significantly lower odds of sustaining AIS2+ injuries than
males. This is also the case for AIS3+ injuries. On the other hand,
for the age group 65 + YO, females show significantly higher odds
of sustaining AIS2+ as well as AIS3+ injuries.

Strengths and Limitations
For the accident risk analysis, the strength of the study lies in the
quality of data. Accident data from public transport (PT)
providers (CZ), a combined police and hospital database
(SWE) and utilised police databases (CHE, AUT) were
collected. Although the data is very up-to-date it is still
difficult to see whether design improvements in passive safety
of trams are having an effect, because there are both old and new
vehicles on the tracks due to the long life span of trams,
i.e., vehicles older than 30 years are often still in service
(Linien, 2022) and (GRAZ Holding, 2022), respectively.

A strength of the present study is that it was possible to
combine and compare data cross-nationally. However,
simultaneously as only a few parameters could be analysed,
making this type of comparison also became a limitation.
Although it has been possible to present an overall picture of
accidents involving trams in this paper, only subsets of different
data sets could be used to carry out detailed analyses, i.e., only
Swedish data could be used to analyse injuries. Regrettably, a
consistent dataset was not available for the whole dataset. As
sample sizes were generally low, as much data as available for each
individual research question were used. If only the datasets
covering all research questions at once had been used, the
resulting dataset would have been too small.

The main limitations include the small sample size of the cases
and limited transferability of the results. Furthermore, the injury
categories in different hospital databases may have been
incorrectly classified in some cases. As the police reporting of
accident severity do not necessarily describe the real injury
severity, the injury data from emergency hospital departments
in Sweden provided an important contribution. It has been
possible to provide a comprehensive picture of tram accidents
in Sweden, as (virtually) all available data held in STRADA could
be included.

Another limitation of this study is that some accidents
between pedestrians and trams have not been deemed as road
traffic crashes as the traffic is rail-bound. However, questioning
the results does not seem to be necessary since the proportion of
injured pedestrians is similar across all countries.

In this study, several regional differences were observed. The
results of the analysis are very much dependent on infrastructure,
as well as the definition of a tram-stop, e.g. radius, etc. in the city
under consideration. Infrastructure in Gothenburg, where most

tram related accidents in Sweden are recorded, integrates the
tram network firmly with the bus network on “ordinary” roads
next to other motor traffic. This might be an explanation for the
fact that only Sweden showed buses as collision partners
for trams.

Additionally, for the analysis of the accident risk, we do not
know the number of pedestrians and number of walked
kilometres, therefore we have not been able to capture
pedestrian activity in our risk calculations.

OUTLOOK

Current tram front design is more and more aligned with
pedestrian safety and today’s best practice in this respect is to
follow the geometry-based tram front design guidelines of TR
17420 (CEN/TR 17420, 2019). However, analogous to automotive
industry, computer simulations will also gain in importance in
future tram-relevant standards and, when dealing with computer
analyses, appropriate priorities must be set in the development of
load cases or the evaluation of results, respectively. Based on the
field data analysis presented here, the following
recommendations can be made for simulations with Human
Body Models (HBMs):

• Safety measures should also be assessed at higher speeds,
i.e., up to 30 km/h

• Injury assessment should focus on head and thoracic
injuries

• Both, female and male anthropometries should be taken
into account in the assessment, taking also the elderly and
children into account

• Simulations should be performed with varying impact
locations around the vehicle width, as no limitations can
be deduced based on available accident data

The predicted injury severities gathered from the simulations
can be used as input for cost-benefit analyses (CBAs), to guide
engineers and decision makers on future inventions and
recommendations. Socio-economic costs and benefits of safety
systems are therefore considered, providing insight to the costs of
vehicle safety systems, the safety impacts (injuries and quality-of-
life loss) and the associated monetary benefits and the socio-
economic return (balance of benefits and costs). For such
analysis, the crash risk is needed as an input parameter. We
recommend using region-specific crash risks, as in the past trams
were also designed and sold for specific cities. If a risk assumption
on an overall European level is required, or if no regional accident
risk is available, the “best estimates” in Table 3 can be used as
input for CBA.

CONCLUSION

Tram accidents involving VRUs are prevalent in urban areas
across Europe. The overall average risk for tram pedestrian
accidents per million tram kilometres travelled resulting in
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minor, severe and fatal injuries, is 0.934, 0.448 and 0.063,
respectively. The data analysis of accidents involving trams
shows that pedestrians clearly account for the largest
proportion of fatal injuries, directly followed by cyclists.
The various countries in this study show differences in
typical tram-pedestrian accident locations though tram
stops generally tend to predominate. Regarding the age of
pedestrians involved in tram accidents, the accident data show
a significant peak for the age group 15–24, however the group
older than 75 years also shows a strikingly high involvement.
In terms of injured body regions, the head shows the highest
rate of AIS2+ and AIS3+ injuries for both males and females.

The analysed data can be used to derive representative virtual
testing scenarios, that can be used in the future for utilising the
latest analysis techniques, like HBM simulations, to further
optimise the pedestrian-safety of trams.
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Effects of Automated Emergency
Braking and Seatbelt
Pre-Pretensioning on Occupant Injury
Risks in High-Severity Frontal Crashes
Ekant Mishra1*, Krystoffer Mroz1, Bengt Pipkorn1,2 and Nils Lubbe1,2

1Autoliv Research, Vårgårda, Sweden, 2Division of Vehicle Safety, Department of Mechanics and Maritime Sciences, Chalmers
University of Technology, Gothenburg, Sweden

In high-severity crashes, occupant protection is challenging. Automated Emergency
Braking (AEB) and seatbelt pre-pretensioning (PPT) are means to improve occupant
protection; the purpose of this study was to quantify their effects on occupant injury risks in
high-severity full-frontal crashes by Finite Element (FE) simulations. The SAFER Active
average male Human Body Model was used as an occupant substitute. The crash pulses
used were from separate full-frontal crash simulations using a Honda Accord FE model.
The vehicle interior model comprised a seat, an instrument panel, a three-point
pretensioned seatbelt system with a load-limiter of 3.1 kN force level, and a frontal
passenger airbag. The effects of AEB and PPT were evaluated by simulating a 1 g
pre-crash braking scenario for 0.5 s, with and without AEB, for three different PPT
force levels: 0, 300, and 600 N. The impact speed of 80 km/h was reduced to 69 km/
h by AEB. When neither system was activated, the predicted risk for an occupant to
sustain two or more fractured ribs (NFR2+) was 100% for both 45- and 65-year-old male
occupants. The risks were reduced when the AEB was activated, particularly for the 45-
year-old occupant. When the AEB was activated, the risks of concussion and rib fractures
were reduced; upper neck tension forces, pelvis Anterior Superior Iliac Spine (ASIS) forces,
and lower extremity forces were also reduced. Increasing the PPT forces reduced the rib
fracture risk further (to about 48% for a 45-year-old occupant with 600 N PPT force). The
reduced speed due to AEB resulted in a lower concussion risk (from 71.3% to 31%).
However, the concussion risk increased slightly with increased PPT forces.

Keywords: human body model, concussion, rib fracture, finite element simulations, pre-crash, crash

INTRODUCTION

Traffic safety continues to be a major health issue (World Health Organization, 2018). The travelling
speed of a motor vehicle is a major factor influencing the probability and severity of a crash (Aarts
and Van Schagen, 2006). Crash severity increases with speed: the greater the energy at impact, the
more likely severe injuries to the occupants (Farmer, 2019). Crash testing that compared occupant
injury risks at three crash speeds, 64, 80, and 90 km/h, illustrated that these increases in speed can
have deadly consequences (Kim et al., 2021). Facial fractures and severe brain injuries were much
more likely at 80 and 90 km/h compared to 64 km/h, due to contact of the head with the instrument
panel (known as “strike through”) (Kim et al., 2021).
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The safe speed limit for head-on collisions is considered to be
80 km/h, at least in Sweden (Eugensson et al., 2011). Beyond
80 km/h, the responsibility for ensuring safety should be on the
road infrastructure design rather than the vehicle (Eugensson
et al., 2011). However, as seen from crash testing, the risk of
severe injuries, particularly to the head can be high at 80 km/h
(Kim et al., 2021).

Avoiding collisions entirely or reducing impact speeds, two
ways to reduce injury risk for vehicle occupants, can be at least
partly achieved with active safety systems like Automated
Emergency Braking (AEB). Low-speed AEB systems are on
average estimated to decrease real-world rear-end crashes with
injuries by 45% and all rear-end collisions (irrespective of injury)
by about 38% (Fildes et al., 2015; Cicchino, 2017).

However, not all AEB systems are equal. Different AEB
designs can differ substantially in activation logic; moreover,
depending on the situation they respond to, they activate at
different times (Dahl et al., 2018). Typically, the AEB activates
as late as possible to still avoid a collision by braking, with further
delay to account for the possibility of avoiding a collision by
steering, which often is less time consuming than braking at
higher speeds (Brännström et al., 2014). According to Lindman
et al. (2010), the AEB systems typically brake fully (up to 1 g, only
limited by road friction) after a ramp up. Situation criticality
rarely requires, and the possibility of steer avoidance rarely allows
for decelerations longer than 1 s; however, they are often longer
than 0.5 s (Brännström et al., 2014; Spitzhüttl and Liers, 2019).

Pre-crash braking by AEB can displace occupants forward
because of inertial forces (Schoeneburg et al., 2011). Even without
AEB, driver-initiated evasive maneuvers (braking, steering)
attempting to avoid crashes are frequent (Mages et al., 2011). As
a result, occupant displacement just before the crash is common.
During emergency maneuvers, occupants’ forward head excursions
can reach up to 400mm, although there is substantial variability
(Reed, 2021). Excursion and deviations from the standard seating
position may increase injury risks, due to altered interactions with
the passive restraint systems (Mages et al., 2011; Boyle et al., 2020).
Restraint systems adapting to these posture changesmay prevent the
likelihood of injuries (Boyle et al., 2020).

Systems such as seatbelt pre-pretensioning (PPT) can be activated
in the pre-crash phase (even before any occupant movement) if an
impending crash is detected in advance by environmental sensors
using e.g., radar or video (Mages et al., 2011). While PPT systems
tense the seatbelt and reduce belt slack in the pre-crash phase, they
can even reduce the forward excursions significantly and return the
occupants to their normal position (Mages et al., 2011). Moreover,
reducing occupant forward displacement by pre-pretensioning in
combination with the reduced impact speed due to AEB might
reduce injury risks even further than AEB alone (Östh et al., 2015).

It is also important to capture the occupant response in pre-crash
scenarios, since previous volunteer studies evaluating the effects of
braking have determined thatmuscle contraction plays an important
role in the forward displacement of occupants and the belt
interaction forces (Ejima et al., 2007; Olafsdottir et al., 2013; van
Rooij et al., 2013). Several active human body models (HBMs) exist
today, Finite Element (FE) and multi-body; they employ different
muscle activation strategies to reproduce the vehicle occupant pre-

crash muscular response (Meijer et al., 2013; Östh et al., 2015;
Devane et al., 2019). These models can predict occupant kinematics
and injuries in addition to reproducing the pre-crash occupant
response. The SAFER Active Human Body Model (SAFER
A-HBM) is one such model, having actively controlled cervical,
lumbar, and upper extremity muscles (Olafsdottir et al., 2013; Östh
et al., 2015). It is an average male FE model based on the Total
Human Body Model for Safety (THUMS) version 3 with updated
head, neck, ribs, and lumbar spine (Kleiven, 2007; Iraeus and
Pipkorn, 2019; Pipkorn et al., 2019). It has been validated for
predicting whole-body kinematics, rib fractures, and concussions
in frontal impacts, the most common car occupant injuries (Kleiven,
2007; Iraeus and Pipkorn, 2019; Pipkorn et al., 2019). It has also been
validated for predicting pre-crash kinematics in emergency braking
maneuvers with and without pre-pretensioned seatbelts by means of
data from volunteer tests (Olafsdottir et al., 2013; Östh et al., 2015;
Ólafsdóttir et al., 2019).

Previously, researchers have studied the combined effect of AEB
and PPT on the occupant injury risks. Matsuda et al. (2018)
investigated the influence of both braking and steering on the
injury risks for frontal (56 km/h) and side collisions (32 km/h)
using the versions 4 and 5 of the THUMS; the latter has active
muscles. They also studied the effect of a pre-crash seatbelt. While
they reported lower injury risks with the pre-crash seatbelt, the
results with AEB but without pre-crash seatbelt were not conclusive
(Matsuda et al., 2018). Östmann et al. also studied the effects of AEB
and an electrical reversible seatbelt retractor (Östmann and
Jakobsson, 2016). In frontal impacts with a travelling speed of
64 km/h, occupant accelerations were reduced by up to 70% due
to AEB induced reduced impact speeds. However, they did not study
any detailed injury criteria. Moreover, their simulations with the
reversible retractor were inconclusive, as they did not terminate
successfully (Östmann and Jakobsson, 2016). Saito et al. showed that
increasing PPT forces led to reduced thoracic injury risk in addition
to lower forward displacements in the pre-crash phase (Saito et al.,
2016). However, they did not evaluate any strain-based injury risks
(Saito et al., 2016). As noted, these studies either considered
travelling speeds lower than the safe speed limit at 80 km/h
(Eugensson et al., 2011; Östmann and Jakobsson, 2016; Matsuda
et al., 2018) or did not evaluate any strain-based injury risk (Saito
et al., 2016). We believe it is important to simulate travelling speeds
up to 80 km/h, to develop better restraint systems to protect the
occupants, as severe injuries occur at these speeds (Kim et al., 2021).

This study aimed to evaluate the effects of AEB and seatbelt
PPT on the occupant injury risks and loadings in high-severity
full-frontal crashes using the SAFER A-HBM.

MATERIALS AND METHODS

SAFER Active Human Body Model
Version 9.0.1 of the SAFER A-HBM was used to represent a
passenger occupant. The SAFER A-HBM represents a 50th
percentile male with a weight of 77 kg and a height of 175 cm
(Robbins, 1983). It consists of approximately 127,000 solid
elements, 108,000 shell elements, and 2,500 one-dimensional
elements. The muscles are modelled with 1D Hill-type
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elements, and a closed-loop control strategy is followed for the
muscle activation (Larsson et al., 2019).

Simulation Conditions
The simulation matrix consisted of one driving speed, the safe
speed of 80 km/h, and two different impact speeds, without AEB
at 80 km/h and with AEB at 69 km/h. The crash pulses (Figure 1)
were extracted from separate full-frontal crash simulations using
a Honda Accord FE model, model year 2011 (Singh et al., 2016).
The Honda Accord FE model has been validated for full frontal
barrier test at 56 km/h and 40% offset frontal crash test at 64 km/
h (Singh et al., 2016). The No_AEB+0N simulation represents
driving speed and impact speeds of 80 km/h with no AEB or PPT.
The simulations AEB+0N, AEB+300N, and AEB+600N represent
an 80 km/h traveling speed and a 69 km/h impact speed in
addition to PPT forces of 0, 300, and 600 N, respectively, as
shown in Table 1. We chose a conservative, but realistic, duration
of 0.5 s AEB, based on previously published data (Brännström
et al., 2014; Spitzhüttl and Liers, 2019). The 1 g AEB pulse we used
had a ramp up time of 0.4 s. The 69 km/h impact speed in AEB
simulations was calculated based on the driving speed of 80 km/h
and the 0.5 s 1 g AEB.

The total simulation time for the No_AEB+0N simulation was
500 ms, which comprised an initial 300 ms model stabilization
time (so that the SAFER A-HBM achieved equilibrium between
the seat and the model and muscle activations were initialized)

and a 200 ms crash phase. The total time for the simulations with
AEB was 1,000 ms, which included the 500 ms pre-crash AEB
duration. Both the pre-crash and the crash phases were simulated
in the same run, without restarting the simulation. All the
simulations were carried out using LS-DYNA explicit FE
solver, double precision version R9.2.0 (LSTC, Livermore, CA,
United States).

Vehicle Interior and Restraint Systems
All the simulations were carried out for a belted, upright occupant
seated in the passenger compartment of a midsize European car,
which includes a state-of-the-art three-point seatbelt, frontal
passenger airbag, and a deformable seat. The SAFER A-HBM
was positioned in the FE model of the vehicle seat used in
previous volunteer tests (Olafsdottir et al., 2013; Larsson et al., 2019).

The seatbelt comprises a b-pillar mounted shoulder retractor
with pretensioning and load-limiting (3.1 kN) and an outboard
lap belt pretensioner. The models of the shoulder retractor, lap
belt pretensioner and webbing material properties, as well as the
complete belt system, have been validated in-house (at both
component and system levels) to match the performance of
their mechanical counterparts. Validation information of the
belt system is provided in the Supplementary Figure S1. The
belt was routed tightly around the pelvis and chest, with the pelvis
Anterior Superior Iliac spine (ASIS) points as the guiding points
for the lap belt, and the shoulder belt portion crossing the middle
of the sternum. The seatbelt model was used with and without a
PPT at different force levels to prevent forward excursion of the
SAFER A-HBM from the initial position during braking. The
PPT was triggered with the onset of the AEB pulse. The retractor
pretensioner and lap-belt pretensioner were activated 5 and
15 ms after crash initiation, respectively. The two different
PPT force levels caused the belt to pull in about 80–110 mm
of webbing. The retractor pretensioner further pulled-in between
20 and 40 mm of webbing, depending on the different simulation
conditions. The belt pay-out in the No_AEB+0N condition was
about 480 mm; it ranged between 340 and 370 mm for the other
conditions, with more pay-out for the lower PPT force. The
seatbelt pull-in and pay-out, and the shoulder and lap belt forces
are shown in Supplementary Figure S3.

The airbag model was a based on a state-of-the-art frontal
passenger airbag for a midsize European car, with a volume of
112 L and two ventilation holes of diameters of 45 mm. A
validation of the airbag model is included in the
Supplementary Figure S2. The airbag pressure was increased
by reducing the ventilation hole area by 70% for all load cases, a
technique that prevents a possible strike through of the head into
the instrument panel (Boyle et al., 2020). The airbag was activated

FIGURE 1 | Crash and AEB pulses. The red curve represents the crash
pulse for the No_AEB+0N simulation. The blue curve represents the AEB and
the crash pulse for the simulations with AEB and crash phases. The first
300 ms in both curves represent the stabilization time.

TABLE 1 | Simulation matrix.

Simulation Driving speed (km/h) AEB time (s) Impact speed (km/h) Pre-pretensioner force (N)

No_AEB+0N 80 0 80 No PPT
AEB+0N 80 0.5 69 No PPT
AEB+300N 80 0.5 69 300
AEB+600N 80 0.5 69 600
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14 ms after crash initiation. In the 69 km/h crash, peak in-crash
airbag pressures of 47–53 kPa were measured, as shown in
Figure 2. In comparison, the airbag pressure measured in an
unmodified model (with normal ventilation hole areas) in a
standard 56 km/h full-frontal crash is about 30 kPa, as shown
in Supplementary Figure S4.

Occupant Kinematics and Injury
Assessment
The maximum forward displacements for the head (head center
of gravity), chest (T8), and pelvis (center of gravity H-point)
relative to the vehicle displacements were compared for the
different simulations.

We followed the HBM assessment criteria recommended in
the SAFE-UP project to evaluate the risks of head, neck, thorax,
lumbar spine, and pelvis injuries (Östling et al., 2022). The effect
of AEB and PPT on the head and thorax injury risks were
evaluated by comparing the AIS2 risk of concussion for an
average male occupant and the AIS2+ risk of two or more
fractured ribs (NFR2+) for a 45-year-old and a 65-year-old
male occupant. The AIS2 concussion risk was calculated based
on the maximal principal strain in the brain tissue (Kleiven,
2007). We also computed the head injury criterion (HIC15). The
NFR2+ risks were estimated from the peak first principal strains
in the cortical bone of each rib using a probabilistic method
(Forman et al., 2012; Iraeus and Pipkorn, 2019; Pipkorn et al.,
2019). The cumulative effects of AEB and PPT on head and
thorax injury risks were also evaluated by calculating a joint
probability of injury assuming independence of NFR2+ and AIS2
concussion risks, using the equation:

Pjoint � 1 − (1 − Phead)p(1 − Pchest) (1)
The upper neck tension forces (C1 vertebra) and lumbar spine

compression forces (L1-L5 vertebrae) were measured using cross-
section measurements with respect to a local coordinate system in

each vertebral center (Mroz et al., 2022). For the pelvis loading,
the resultant left, and right ASIS forces were measured using
cross-sections on both sides of the pelvis, defined with respect to a
local coordinate system (Mroz et al., 2022).

Furthermore, we also measured the resultant forces in the
distal femurs and the proximal and distal tibias, as we expected
leg-to-instrument panel contact. While these forces are not part
of the SAFE-UP assessment criteria, they are included in the Euro
NCAP frontal impact testing protocol (Euro NCAP, 2022). These
forces were also measured using cross-sections of the bones
(excluding soft tissues), defined with respect to a local
coordinate system. The proximal and distal tibia forces were
averaged. Note that the SAFER HBM is not validated to assess
these cross-section force measurements. Therefore, the results
should be read for trends, reduction or increases in forces, not
absolute values.

RESULTS

Occupant Kinematics
Figure 3 compares the occupant forward displacements in the
(A) pre-crash, and (B) crash phases. With the AEB alone, the
occupant was already in a forward displaced position at the
beginning of the crash phase. With increasing PPT force, the
forward displacements in the pre-crash phase were reduced.
However, the maximum forward displacements in the crash
phase were only marginally affected by the AEB. The
maximum forward pelvis and chest displacements varied
negligibly with PPT. On the other hand, the maximum
forward head displacement increased as PPT force
increased. The head, chest, and pelvis trajectories in the
XZ plane are shown in Supplementary Figure S5. The
postures of the SAFER A-HBM at the beginning of the
crash phase (the end of the pre-crash phase) and at the
maximum forward head position during crash are shown
in Supplementary Figure S6.

Injury Assessment
The NFR2+ risk for both the 45-year and 65-year-old male
occupants in the No_AEB+0N simulation was 100%. The risks
were reduced with the AEB in the AEB+0N simulation,
particularly for the 45-year-old occupant. Additionally, as
shown in Figure 4, the NFR2+ risk decreased further with the
increase in PPT force.

AEB also reduced the concussion risk; the AIS2 concussion
risk for the AEB+0N simulation was less than half of the
No_AEB+0N simulation, as illustrated in Figure 4. However,
the concussion risk increased with the increase in PPT force. The
HIC15 value also increased with increase in PPT force, from 551
in the AEB+0N simulation to 1270 in the AEB+600N simulation,
compared to 2610 in the No_AEB+0N simulation. The joint
probability of injury calculated using Eq. 1 was lowest in the
AEB+0N simulation for rib fractures for 45-year-old and
concussion and in the AEB+600N simulation for rib fractures
for 65-year-old and concussion.

FIGURE 2 | Airbag pressures for the different simulation conditions.
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For the other body regions, the forces in the No_AEB+0N
simulation (Supplementary Table S1) were normalized to 100%.
The forces in other simulations are shown as a percentage of the
normalized values in Figure 5. The maximum upper neck (C1)
tension force decreased to about 60% for the simulations with
AEB. There was no clear trend in the upper neck tension forces as
PPT force increased.

The model-predicted maximum lumbar spine compression
forces in the L1–L5 vertebrae were not affected by AEB or PPT. In
all the simulations, the maximum compression force was
measured in the L5 vertebra.

Resultant forces for the left and the right ASIS were lower for
the AEB+0N simulation than the No_AEB+0N simulation.
However, PPT force either increased or did not affect the
ASIS forces.

Leg-to-instrument panel contact occurred in all the
simulations. The resultant forces in the femur ranged from 1.3
to 1.7 kN for all conditions, except for 3.1 kN in the left femur in
the No_AEB+0N simulation. The left tibia force in the AEB
simulations were about 70% of the force in the No_AEB+0N

simulation. For the right tibia, the effect of AEB was insubstantial,
but some effect of PPT was seen as the forces were lower.

The sum of all percentage values across all assessments (except
head and chest) comes to 800% in the No_AEB+0N, 614% in
AEB_0N, 609% in AEB+300N, and 637% in AEB+600N
simulations.

DISCUSSION

This study evaluated the effect of AEB and seatbelt PPT on the
occupant injury risks and loadings in high-severity frontal car
crashes by performing FE simulations of the SAFER A-HBM in
the passenger position.

AEB reduced the AIS2 concussion and NFR2+ risks due to the
reduced impact speed. The NFR2+ risk further reduced when
increasing the PPT force, perhaps due to the occupant sitting in a
position closer to the upright position at the beginning of the
crash due to the PPT. Previous studies have shown that occupant
postures due to pre-crash effects significantly influence the injury
risks (Bose et al., 2008; Woitsch and Sinz, 2014). In contrast, the
AIS2 concussion risk increased with increased PPT force. This is
likely due to airbag interaction: higher PPT forces reduced initial
displacement during the pre-crash braking and delayed the first
airbag contact. The highest airbag pressures were observed for the
highest PPT force, increasing linear acceleration of the head (as
indicated by HIC15 values) and, in turn, brain strain and
concussion risk.

The upper neck tension force decreased substantially due to
the AEB-induced impact speed reduction. However, there was no
considerable effect of the PPT. Neither AEB nor PPT
substantially influenced lumbar spine compression. The
highest loading was measured in the L5 vertebra in all the
simulations. The reduced impact speed due to AEB also
decreased the pelvis ASIS forces but the PPT either increased
or did not affect the forces. This is likely due to the shorter pelvis
frontal displacements (up to 20 mm) compared to the head and
the chest (up to 160 mm and 75 mm, respectively). Even though
increasing PPT forces reduced pelvis displacements in the pre-
crash phase, the magnitudes and thus the effect of PPT were
considerably lower to influence the pelvis ASIS forces in crash.

FIGURE 3 | Head, chest, and pelvis forward displacements: (A) at the beginning of crash phase and (B) peak values in crash phase. Note: Y-axis scales differ.

FIGURE 4 | NFR2+ risk for 45-year-old (narrow bars) and 65-year-old
(wide bars) male occupants, and AIS2 concussion risk for a male occupant of
unspecified age.
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The lap belt forces and the pelvis displacements in the crash phase
followed the same trend as the pelvis ASIS forces, i.e., they were
reduced due to AEB but mostly unaffected by PPT.

The leg to instrument panel contact was severe in the
No_AEB+0N simulation, particularly on the left leg which
explains the high forces in the left femur and left tibia. The
left leg hits the glove box near its hinge, while the right leg hits
near the center of the glove box. This, along with the higher
severity of the No_AEB+0N simulation could explain the high
forces in the left leg in the No_AEB+0N simulation. With the
increase in PPT force, femur and tibia forces decrease as the leg to
instrument panel contact is less severe. There is no consistent
relationship between the increase in PPT force and the femur and
tibia forces.

AEB was shown to substantially reduce injury risks at high
impact speeds, even with an AEB duration of only 0.5 s. However,
the reduced impact speed does not linearly translate to injury risk
and loading reductions to all body regions as pre-crash occupant
displacement and interaction with the vehicle interior and
restraint systems substantially influence loading to the body
regions and injury risks as well. These findings are consistent
with previous studies which have also reported a mixed effect of
PPT on injury risks (Saito et al., 2016; Matsuda et al., 2018). The
injury reduction effect of AEB needs to be studied with an
integrated safety analysis (Matsuda et al., 2018), analyzing the
effect of interventions in the pre-crash and crash-phase together.
Advanced occupant restraints, such as PPT, can ameliorate the

effects of AEB as shown in this study and previous studies (Mages
et al., 2011; Woitsch and Sinz, 2014; Östh et al., 2015).

Current crash test standards do not consider these aspects
when evaluating occupant safety (Mages et al., 2011; Schoeneburg
et al., 2011). Updates are needed. The current crash test standards
should be adapted to an integrated active and passive safety
evaluation. A first step could be to allow for pre-crash activation
of restraints within existing passive safety assessment methods as
already considered by Euro NCAP (Euro NCAP, 2017). Further,
it has been demonstrated that speed reduction achievable by AEB
can also be replicated in physical testing (Berg et al., 2011).
However, current crash test dummies are not validated for pre-
crash kinematics, and results of such physical testing therefore
questioned. Virtual assessment with active HBM would allow
seamless and biofidelic assessment of the pre-crash and crash
phase. Harmonized integrated virtual assessment was developed
in the OSCCAR project, a particular focus is on the validation of
all components like vehicle environment, restraint systems, and
HBM (Eggers et al., 2021). HBM-based assessment criteria for
kinematics and injury can then be evaluated following a
standardized virtual test procedure for occupant positioning,
belt installation, etc. (Eggers et al., 2021).

We have analyzed the effects of AEB and PPT on occupant
injury risks and loadings in high-severity crashes. However, there
are limitations. The generalizability of these results can be
questioned because the model represents one occupant in an
upright sitting position wearing a seatbelt with no slack. The key

FIGURE 5 | Comparison of the upper neck tension forces, lumbar spine compression forces, and ASIS, femur, and tibia resultant forces across the four
simulations. The values on the top of each blue bar represent the peak forces of each body region in the No_AEB+0N simulation which were normalized to 100%.
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real-world aspects regarding variability of occupants, seating
postures, AEB pulses, crash pulses, restraint systems and their
trigger times are important and should be considered in future
studies. In particular, the effect of age and BMI should be
considered as they significantly affect the head forward
displacements in braking (Reed et al., 2018).

A major simplification is the increased airbag pressure by
decreasing ventilation hole area to avoid strike through, as injury
risks in strike-though conditions could not be evaluated with the
models used. Current production airbags do not achieve such
high pressures. A pressure of about 30 kPa is considered normal
for a full-frontal crash at 56 km/h impact speed. Even if the effect
of increasing airbag pressure on strike through has been studied
before (Boyle et al., 2020), our focus in this study was not to study
airbags. Other systems e.g., dual-depth airbags, adaptive airbags,
or adaptive venting exist that similarly can reduce risks of strike-
through and can be investigated in more detail.

The Honda Accord FE model used to extract the crash pulses
has also not been validated for crashes at an impact speed of
80 km/h.

There are limitations in the HBM as well. As injury risk curves
for the neck, lumbar spine, pelvis, and lower extremity were not
available, only qualitative comparisons were possible.

CONCLUSION

In this study, the effects of AEB and seatbelt pre-pretensioning on
the occupant injury risks and loadings at high-severity crashes
were evaluated. The FE simulation results using the SAFER
A-HBM show that AEB results in substantially lower rib
fracture risk, lower concussion risk, lower neck forces, lower
pelvis ASIS forces, and lower forces in the lower extremities.
There was little effect of AEB on the lumbar spine compression
forces.

Adding a PPT reduced rib fracture risk: the higher the force,
the higher the reduction. PPT has negligible effect on the upper
neck tension, lumbar spine compression, and pelvis ASIS forces.
Moreover, there was no clear relationship between PPT force and
femur and tibia forces. However, increasing PPT force increased
concussion risk which can be attributed to the delayed first airbag
contact.

The lowest joint injury probability for rib fractures and
concussion was at 0 N PPT for 45-year-old and at 600 N PPT
for 65-year-old, the lowest loading to other body regions at 300 N
PPT. While variations in occupant anthropometrics, crash
conditions and restraint characteristics are needed, it appears
nevertheless necessary to study AEB and restraint performance

not in isolation, as currently done in regulation and rating
programs, but together in an integrated safety analysis.
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Protection challenges in seat
positions with large rearward
adjustment in frontal collisions:
An approach using stochastic
human body model simulations

Felix Ressi*, Christoph Leo, Corina Klug and Wolfgang Sinz

Vehicle Safety Institute, Graz University of Technology, Graz, Austria

Novel seat positions enabled by self-driving cars have been investigated in

various studies in recent years. However, there is little research on the effect of

increased rearward seat adjustments. To predict challenges associated with the

possibility to move the seat further backwards in the car than currently possible

as driver, appropriate methods have to be defined. A detailed human body

model, a THUMS v4.1 in particular, tissue-based injury risk evaluation methods,

a generic vehicle interior and a Latin hypercube design of experiments taking

the variability of real-world crashes into account was established. In a first step,

200 simulations at current representative seat positions and a driving occupant

posture were performed. The results were then compared to field data from an

accident database to evaluate the accuracy of the method. The predictions

exceeded the injury risks for the abdomen, head, and upper extremities, while

underestimating the risk for thoracic and lower extremity injuries. A goodmatch

was observed for injuries of the neck and spine. In a second step, the

200 simulations were run again, but with the seat adjusted rearwards

significantly. In this seat configuration, with the exception of the head and

the upper extremities, increased injury risks were predicted for all body regions.

The highest increases affected the lower extremities (+28%)—predominantly

pelvic fractures—and the neck (+9%). In addition, (partial) submarining occurred

in almost 50% of cases with the rearward adjusted seat—as opposed to none in

the conventional seat position. The established method could be used in future

studies to design safety measures addressing these identified potential safety

risks.

KEYWORDS

occupant safety, novel seat configurations, accident data analysis, human body
models, stochastic analysis and modelling, injury prediction
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1 Introduction

Car occupants still account for 64% of road traffic fatalities in

the United States (US) and 48% in Europe respectively (WHO,

2018). Not having met the previous goal of halving road traffic

fatalities between 2010 and 2020 (European Commission, 2021),

the European Union (EU) has set an even more ambitious goal

for 2050: “Vision Zero,” i.e., zero road fatalities and no serious

injuries (European Commission, 2018). Likewise, the US have

recently adopted a road safety vision striving to eliminate crashes

which result in death or serious injury (US DOT, 2022). While

such considerable reductions will not be achieved with measures

in a single area, institutions in Europe and the United States have

emphasized the important role automated vehicles could play in

increasing road safety (UNECE, 2018; NSTC and US DOT,

2020). While ideally, they should avoid all accidents, in

reality, accidents will still occur (Milakis et al., 2017).

Therefore, they need to provide a high degree of passive

safety for their occupants—at least equivalent to that of

conventional, modern passenger cars (NHTSA, 2022). This

can be seen as a kind of fallback in case a crash occurs.

However, automated vehicles potentially pose a particular

challenge to the same passive restraint systems, which are

designed to provide the occupant safety fallback. Aside from

the expected safety benefits, automated vehicles also enable

drivers to take novel seat positions when there is no need for

them to control the vehicle (Poulard et al., 2020). Examples for

such positions include seats rotated about the z-axis, more

reclined backrests or seats which are moved rearwards, away

from the vehicle controls. Some of these possible configurations

are already available to passengers in conventional vehicles. In a

recent study, which analyzed in-car videos, passengers were

found to position their seat “full-rear on the seat track 23% of

the time and rearward of the mid-track position in 92% of

frames” (Reed et al., 2020). Assuming that occupants on the

driver’s side, who are not engaged in driving the vehicle, behave

similar to passengers in conventional vehicles, this highlights the

relevance of the large rearward adjustments for occupants in

automated vehicles. While it is believed that this change in

occupant position could affect restraint system performance in

frontal collisions (Ressi et al., 2019; Reed et al., 2020), the effects

of this seat adjustment on occupant injury risk are currently not

fully understood.

In a simulation study, Laakmann et al. (2019) demonstrated

increased injury measures in what they refer to as “working

position.” Here, the seat was put in its rearmost position and the

backrest was reclined by an additional 15° from its 25° standard

configuration. Therefore, the effect of the longitudinal

adjustment cannot be isolated from these results. An

anthropomorphic test device (ATD) was used to model the

occupant and assess injury metrics. Compared to the standard

driving position, the injury assessment metrics for the head, neck,

acetabulum, and the tibia increased the most. By updating the

restraint systems (most notably the seat design and airbag

geometry), the authors showed that with the exception of the

tibia bending moment all considered injury measures could be

lowered below their respective upper performance limits as

proposed for the updated US NCAP tests (NHTSA, 2015). In

the study, the occupant is modelled using a THOR ATD. Studies

have shown limitations when using crash test dummies for

evaluations in novel seat configurations, even when using this

state-of-the-art device (Poulard et al., 2020).

In a study focusing on kinematics and the occurrence of

submarining, Gepner et al. (2019) investigated the influence of

various combinations of backrest recline angle and knee bolster

(KB) position. The different KB positions can also be thought to

represent different longitudinal seat adjustment relative to a fixed

KB. To model the occupant, a human body model was used.

Specifically, three anthropometries (female 5th, male 50th, and

male 95th percentile) of the Global Human Body Model

Consortium’s occupant simplified (GHBMC-OS) model. With

the backrest in the upright position, no submarining occurred for

any of the three anthropometries in any KB configuration (near,

standard, far, and no KB). Due to the chosen modeling approach,

which detaches the knee bolster from the interior to represent

different seat configurations by means of altered KB positions,

the feet are always in the same position relative to the footwell. In

reality, if different distances to the KB are the result of

longitudinal seat adjustments, they are also going to lead to

different distances between the feet and the footwell. This in turn

would influence the loading of the lower extremities and

subsequently the whole occupant. The driver side was not

investigated in the study, as focus was set on the passenger side.

At least in the United States, vehicles are currently

exclusively occupied by a driver 58% of the time (Reed

et al., 2020). The self-driving mode offered in the first self-

driving vehicles on the market is only going to be available in

certain conditions, meaning the driver’s seat is still going to be

occupied in any case. This underlines the importance of

addressing the driver’s side too—particularly in case the

vehicle’s controls are not retracted when it is in self-

driving mode.

In previous studies, mainly crash pulses from rigid wall crash

tests were applied. While it can be argued that this kind of load

case is well understood and widely used to represent a kind of

worst case, it also only represents a single scenario (a full overlap

high severity collision). Since they are the basis for occupant

safety assessments, the restraint system parameters are usually

optimized for these load cases. Investigating a broader range of

possible scenarios in such simulation studies could improve the

understanding of injury risks in load cases which are not a core

part of the vehicle performance specifications. Also, robust

occupant protection in these non-standard scenarios could be

essential when considering the goal of eliminating road traffic

fatalities and serious injuries, i.e., “Vision Zero” (European

Commission, 2021; US DOT, 2022).
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A previous study, aiming to replicate the injury frequencies

found in a dataset from the Initiative for Harmonization of

Global In-depth Traffic Accident Data (IGLAD) with a human

body model (HBM), included a range of frontal crash pulses

(Ressi et al., 2020). A Total Human Model for Safety (THUMS)

v4.02 adult male 50th percentile (AM50) HBM was positioned in

a generalized vehicle interior with varied restraint system

parameters and subjected to various crash pulses. While the

relative frequencies of injuries to the spine and the lower

extremities predicted by the HBM (strain-based assessment of

cortical bone fracture) matched the injury prevalence in the real-

world accident sample well, this was not the case for all body

regions. Particularly for the brain and the internal organs, the

strain-based criteria used in the HBM (strain thresholds of

0.3 and 0.4 were used) overestimated the injury frequency

found in the real-world data. Although the vehicle interior

model used in the study was generalized, it was a proprietary

model provided by an OEM. A number of model input

parameters were varied to account for differences in the

vehicle fleet. Nevertheless, a more generic average vehicle

interior would be an ideal basis in this context. Furthermore,

while a range of crash pulses was used, they were based on rigid

wall crash tests. In their discussion, the authors acknowledged

that using crash loads from real-world collisions is likely to

represent an improvement (Ressi et al., 2020).

In conclusion, there are several studies (even beyond the ones

cited above) addressing specific issues related to the effects of

large rearward seat adjustments on occupant safety. What is

lacking though, is a more generic perspective, enabling a broader

understanding of the occupant safety related challenges, which

novel seat configurations like increased rearward adjustments

could imply. The present study introduces an approach which

aims to estimate these challenges by addressing the following key

points:

• Utilization of a generic vehicle interior (GVI) representing

a driver’s side, combined with a

• Detailed human body model, enabling tissue-based injury

prediction, subjected to a

• Broad range of real-world loading conditions instead of

crash test load cases, facilitating the

• Investigation of the effects of various generic seat

adjustments with

• Comparisons to injury rates derived from real-world

accidents.

2 Materials and methods

An overview of the methods used in the present study is

shown in Figure 1.

Initially, data from the Initiative for Harmonization of Global

In-depth Traffic Accident Data (IGLAD) accident database were

analyzed. Filters were applied and the remaining cases were

analyzed with respect to the most severe injuries occurring in

each body region. In a separate analysis, parametric distributions

were fitted to the collision parameters (e.g., delta-v, mass) of these

cases. Additional parameters, representing the variability in the

restraint systems (e.g., the airbag trigger time), with their

respective distributions were derived from literature. In total,

seven parameters were then combined in a Latin hypercube

design resulting in 200 individual parameter combinations. In

the first simulation phase, these 200 cases were run with the

human bodymodel (HBM) in a generic interior model (GVI) in a

FIGURE 1
Graphical representation of the approach of the present study.
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conventional seat configuration. The results of these stochastic

simulations were then analyzed and the HBM injury predictions

were compared to the injury analysis based on the IGLAD

sample. Hence, the accuracy of the HBM-based injury

prediction for different body areas was evaluated.

Subsequently, in the second simulation phase, the simulations

were run again. The same parameters were re-used, apart from

the seat position. The latter was varied between 150 and 250 mm

rearwards of the conventional position, representing a novel seat

configuration enabled by self-driving cars. In the final step, the

results from the HBM injury predictions of the two sets of

simulations were compared. Based on this analysis, the

protection challenges in seat positions with large rearward

adjustment in frontal collisions were estimated. The following

sections describe the individual steps in more detail.

2.1 Accident data analysis

IGLAD data from 2007 until 2019 were used as the basis for

the accident data analysis. The sample was filtered similarly to the

previous study (Ressi et al., 2020). Specifically, only cases with

two participants, at least one of them being a passenger car were

included. Only frontal collisions (main deformed vehicle area:

front) with other passenger cars, SUVs, vans or light trucks were

considered. Filters were also applied to only include cases with a

principal direction of force (PDOF) between 11 and 1 o’clock and

exclude cases with small-overlap (i.e., cases without engagement

of the longitudinal beams), unknown change in velocity due to

the collision (delta-v) or unknown vehicle mass. Collisions where

rollover occurred were not considered. The cases were then

filtered for belted male drivers. This resulted in 694 cases,

52 of which were dropped because no information of the

maximum injury severity according to the abbreviated injury

scale (MAIS) (Association for the Advancement of Automotive

Medicine, 1998) per body region was available. A Weibull

distribution was fitted to the delta-v values of the remaining

cases using python (v3.9, library “Reliability Engineering toolkit

for Python” v0.8.1). Figures and parameters are provided in

Supplementary Material. Subsequent to the parameter

identification for the delta-v distribution, the sample was

filtered further, to only include cases within a certain delta-v

range for the injury assessment. Specifically, only cases with

delta-v between 26 and 68 km/h were considered. The reason

behind setting a lower threshold was to create a consistent

dataset, to which the finite element simulations (described in

Section 2.2) could be compared to. The median delta-v value in

the IGLAD sample was found to be 26 km/h. However, based on

other studies, injury risks for delta-v below this value are

expected to be only minor. For instance, Weaver et al. (2015)

reported a maximum of 4% AIS2+ risk at this delta-v. Therefore,

our focus was on the upper half of the data and 26 km/h was

selected as the lower boundary for the simulations. The upper

limit was chosen to exclude cases in which delta-v was above the

values typically found in crash test data. To get an estimate for a

suitable limit, data from moderate overlap crash tests from the

Insurance Institute for Highway Safety (IIHS) were analyzed. In

these tests, the vehicle impacts a deformable barrier at 64.4 km/h

with an overlap of 40% (IIHS, 2021), representing a vehicle to

vehicle collision (IIHS, 2022). The mean delta-v observed in the

43 analyzed tests was 68 km/h, which was subsequently chosen as

an upper threshold for the further analysis. Additionally to

setting the upper delta-v threshold, cases with large intrusions

were omitted as this was out of scope for the current study

focusing on potential risks for rearward adjusted seat positions.

Specifically, this was based on the value of the maximum extent

of penetration, as defined by the Collision Deformation

Classification (CDC) and cases above extent 5 were excluded.

The remaining 290 cases were then used to derive the two

other distributions needed for the stochastic simulations. A

Weibull distribution was fitted to the vehicle mass and a

normal distribution was fitted to the PDOF (figures and

parameters provided in Supplementary Material). All cases

were assessed with respect to the struck side of the collision

partner. The collisions were divided into three groups, depending

on whether the front of the striking passenger car struck the

opponent in the front (F2F), the side (F2S) or the back (F2B).

With 50.9%, the majority of collisions were in the F2F

configuration, followed by F2S (38.6%) and F2B (10.5%)

collisions.

With all filters applied, theMAIS injuries of the 290 drivers in

the sample were analyzed at body region level. In order to obtain

relative MAIS + injury frequencies for each body region, the

number of MAIS injuries at each level (MAIS6 up to MAIS1) was

cumulated and divided by the total number of cases.

Finally, the age distribution in the sample was determined in

order to aid age-based injury assessment. A majority of 60% of

drivers in the real-world sample was between 17 and 41 years old,

26% between 41 and 65 and 14% were between 65 and 89 years of

age. A histogram illustrating this distribution is provided in the

Supplementary Material.

2.2 Stochastic finite element simulations

2.2.1 Generic vehicle interior
To model the vehicle, an available open-source generic

vehicle interior (GVI) model (Iraeus and Lindquist, 2016)

obtained from the openVT platform was used. The model was

originally derived from laser scans of 14 cars and validated with

their respective crash test data to analyze driver rib fractures in

nearside oblique frontal accidents (Iraeus, 2015; Iraeus and

Lindquist, 2016). Variants of the model have since been used

to analyze the influence of crash pulse parameters on rib fractures

(Iraeus and Lindquist, 2020) and study rib fracture risk as a

function of age and rib strain (Larsson et al., 2021). For use in the
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present study, a number of modifications were made to the

model. As only (oblique) frontal collisions were modelled in

the present study, the parts used to model lateral collisions and

lateral intrusions into the occupant compartment were removed.

This resulted in a run time reduction of about 50%, which lead to

an approximate total run time between 6:45 and 7:15 h on

32 cores for a simulation duration of 150 ms. Details on the

hard- and software used in the present study are provided in the

Supplementary Material. While the model can simulate

intrusions into the passenger compartment by moving the end

of the footwell towards the occupant, no cases with intrusions

were considered in this study. Therefore, the open section on the

inboard side of the footwell, which could accommodate for the

deformations of the footwell material, was closed with elements

of the same material as the footwell part. This was a

precautionary measure to avoid contact instabilities in case

the HBM feet were to slip into the crevice in simulated far-

side oblique collisions.

2.2.2 Crash pulse generation
The application of crash loads in the GVI was modelled as a

prescribed motion of the body in white. This means the model is

accelerated in positive X direction (against the driving direction)

as determined by the crash pulse from a standstill, similar to an

inverse sled test.

A crash pulse can be calculated within the GVI model, based

on a regression model derived from real-world crash data (Iraeus

and Lindquist, 2015). The calculation uses an average crash pulse,

to which five individually scaled eigenvectors are added. The

resulting pulse is then scaled to the delta-v and crash pulse

duration used for the current crash configuration. In their study,

they also detail the regression models for each of the five

eigenvalues which are used to scale the eigenvectors (Iraeus

and Lindquist, 2015).

In the present study, only the normal distribution (which is a

result of the regression model) for the pulse duration was

considered (Table 1). For the eigenvalues, the means of the

normal distributions from Iraeus and Lindquist (2015),

calculated based on their respective regression models, were

used. Only car-to-car collisions were considered in the present

study, hence the IGLAD sample was filtered accordingly. Since

no information on crash pulse duration was available in the

IGLAD data, this parameter was estimated based on the

regression model published by Iraeus and Lindquist (2015).

For the vehicle mass, the parametric distribution derived from

IGLAD was used.

2.2.3 Stochastic variation of input parameters
To approximate the average behavior of the vehicles in the

IGLAD sample, seven input parameters for the model were

varied stochastically. These were selected because they were

found to have the highest practical significance in the original

model (Iraeus, 2015) or were necessary as input for the pulse

generation (mass). Table 1 lists these input parameters for the

model and their respective properties.

Parametric distributions were used to specify the individual

parameters. As described in Section 2.1, parametric distributions

for delta-v, mass, and PDOF were derived from the filtered

IGLAD sample. The parameters for the crash-pulse are

described in the previous section.

No information on shoulder belt force limits (SFLIM) or

airbag trigger times (time to fire driver airbag, TTF DAB) is

included in the IGLAD data. Hence, the distribution for the

shoulder belt force limit was adopted from the original GVI

publication (Iraeus, 2015) and the trigger time distribution was

approximated based on a set of moderate overlap crash tests (see

Supplementary Material for details). Hence, the airbag

deployment times for each simulated collision were selected

without considering collision parameters (e.g., delta-v, time-

history curves of acceleration, etc.). This does obviously not

reflect how real-world airbag control units (ACUs) work. The

algorithms determining whether (and when) to deploy airbags

are proprietary and to the best knowledge of the authors, no

generic ACU algorithm validated with real-world collisions is

TABLE 1 Stochastically varied input parameters in the FE simulations.

Parameter Unit Distribution Source

Delta-v km/h Weibull: scale = 32.2, shape = 1.7 IGLAD sample (n = 642, entire delta-v range)

Mass kg Weibull: scale = 1,474, shape = 5.3 IGLAD sample (n = 290, filtered delta-v range)

PDOF ° Normal: µ = −5.4, σ = 19.2 IGLAD sample (n = 290, filtered delta-v range)

Pulse duration ms Normal: µF2F = 109.6, µF2S = 105, µF2B =
117.2, σ = 16.2

Iraeus and Lindquist, (2015)

TTF DAB ms Weibull: scale = 33.9, shape = 3.8 IIHS crash tests data (Supplementary Material)

SFLIM kN Normal: µ = 3.94, σ = 0.69 Iraeus, (2015)

Seat-X mm Uniform (0–25) Based on average root-mean-square error (RMSE) for lower extremity landmark
x-position in (Park et al., 2016)

Seat-XAD (large rearward
adjustment)

mm Uniform (150–250) Lower level based on seat travel in conventional modern vehicles (see Supplementary
Table S1 in Supplementary Material)
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available in literature. While in a previous study, a simple

algorithm derived from rigid wall crash test data was

presented (Ressi et al., 2020), it did not produce satisfactory

results with the moderate overlap crash test data and was

therefore rejected for the present paper. In a recent study

using the GVI, the airbag TTD was estimated using the

median value derived from event data recorders (Iraeus and

Lindquist, 2020). Since the TTD values observed in the

43 moderate overlap crash tests varied between 16 and 52 ms

for the same well-defined collision scenario (i.e., identical initial

velocity, overlap, and barrier configuration), a random TTD

selection was deemed more realistic for the present study than

a single median value for all cases.

The final input parameter was the longitudinal seat position

(Seat-X). For the initial set of simulations, to account for

variation in the exact seat position, the seat (with the HBM)

was moved rearwards up to 25 mm from the initial position. This

maximum value was based on the regression model used for the

posture prediction. Themodel specifies a root-mean-square error

(RMSE) in X direction for each landmark. The RMSE values for

the lower extremity landmarks (ankle, knee, and hip) are 21.8,

23.4, and 31.5 mm respectively. On average, this amounts to

about 25.6 mm, which was rounded down to 25 mm. The seat

adjustment was not modelled as a pure X displacement, but

rather along the direction of the floor, which rises from the rear

towards the front at an angle of approx. 2.8°. This angle can

clearly be seen in Figure 2B. By applying the seat adjustment this

way, intersections between the shoes and the floor can be avoided

without the need to reposition the HBM. To avoid having to

create a new belt fit for each of these seat positions, a

simplification was made in moving the entire seat belt

assembly with the seat and the occupant. While in reality, the

shoulder belt routing would change slightly in each of the seat

positions behind the initial position, the influence at a maximum

seat movement of 25 mm was regarded to be negligible.

To create the population of stochastic simulations, a

maximum projection Latin hypercube design (LHD) (Joseph

et al., 2015) was created based on the seven parameters listed

in Table 1. A matrix size of 200 combinations was chosen, which

corresponds to almost three times the recommended minimum

number of at least ten characteristic values per variable (Peduzzi

et al., 1995). It was created using the MaxProLHD function

(Joseph and Ba, 2018) implemented in R (R software, version

4.0.3; MaxPro package version 4.1–2). This function aims to

achieve a uniform space filling (i.e., distribution of parameters) in

the multi-dimensional design space (Joseph et al., 2015). The

resulting design matrix contains 200 combinations of the seven

specified continuous input factors, with the individual values for

the factors taking values between zero and one. To use this design

as input in the FE simulations and account for the respective

parametric distributions, the factors had to be mapped to the

values of the input parameters based on their respective

cumulative distribution functions (CDFs) with the exception

of the seat position. For the latter, the factor was scaled

uniformly within the boundaries of the seat adjustment

(conventional/self-driving), to obtain the desired position

range. Since the normal distribution for the pulse duration

depends on the collision type, the simulation matrix was

randomly divided into three sub designs before the

mapping—one for each collision type (F2F, F2S, and F2B). To

map the results of the IGLAD sample to the simulations, the

number of cases for each collision type was based on the

respective share observed in the 290 real-world accidents

(50.9%, 38.6%, and 10.5%). To take the filter range for the

FIGURE 2
(A)Complete GVImodel with the positioned HBM. (B) Visualization of posture differences and possible adjustment ranges for the simulations of
the conventional seat position (blue and cyan HBMs on the left) and the large rearward adjustments (red and orange HBMs on the right). All distances
given relative to the conventional position. Note that only the HBM’s bony structures and parts of the skin are visualized for illustrative purposes.
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delta-v values into account, the respective mapping was preceded

by an additional step. Prior to the mapping based on the CDF, the

CDF probabilities for the lower and upper limits were

determined. These were then used to scale the delta-v factors

in the LHD from values between [0, 1] and [0.49, 0.96]. A plot

illustrating this procedure as well as scatter plot matrices of the

simulation parameters are provided in the Supplementary

Material.

2.2.4 Simulations with large rearward
adjustment in self-driving cars

For the simulations with large rearward adjustments of the

seat, the exact same parameter combinations for the collision and

the restraint systems as for the initial simulation set were used

again—except for the seat adjustment. This can be thought of as

the same collisions re-occurring with the novel seat

configuration. To determine reasonable values for the seat

rearward adjustment (Seat-XAD in Table 1), for a self-driving

car the fore-aft travel of the driver seat of 16 vehicles, tested by the

NTHSA in 2021, were evaluated (details provided in

Supplementary Material). In these vehicles, the mean fore-aft

travel for the driver seat was about 300 mm. This means that in

these conventional vehicles, the driver could—on average—move

their seat rearwards by 150 mm from the mid position before

reaching the end of the seat tracks. Therefore, 150 mm was used

as a lower limit for the seat adjustment, as this represents an

amount of adjustment which is already available today. An

additional 100 mm of rearward adjustment were chosen to

define the maximum value of 250 mm. To make the setup

more realistic, changes were introduced to the belt mounting

and the occupant posture. The seat belt slip ring at the D-ring was

positioned from the b-pillar to a position just above and behind

the seat back to replicate the D-ring position of a belt integrated

seat. While the D-ring was positioned realistically, it was still

mounted rigidly to the vehicle structure rather than the seat back.

This simplification was made to avoid re-modelling the seat back

joint stiffness. In addition to the changes to the GVI, the

occupant posture was adapted to reflect these changes. The

arm position was changed from the standard driving posture

to a relaxed posture. Also, the legs and feet were positioned

symmetrically, as opposed to the footrest/accelerator

configuration used in the initial set of simulations. Figure 2B

illustrates the differences between the two postures and possible

adjustment ranges. Note that in this image some parts of the

model (including the seat) are hidden to aid the comparison of

HBM postures and positions.

2.3 Occupant model

To model the occupant, a detailed finite element HBM was

used. The selected model was version 4.1 of the Total Human

Model for Safety (THUMS, Toyota Central R&D Labs.,

Nagakutes) 50th percentile adult male, which is freely

available since June 2020 (Toyota Motor Corporation, 2020).

According to the manual, the model was developed with LS-

DYNA (Ansys LST, Livermore, CA) mpp s R9.2.0 (Toyota Motor

Corporation and Toyota Central R&D Labs., 2021). The

validation load cases were performed with LS-DYNA mpp s

R7.1.3. Since we aimed to perform the simulations using LS-

DYNAmpp s R12, the THUMS component validation set was re-

run in this environment. Graphs comparing the simulation

results of the two solver versions to the experimental data are

provided in the Supplementary Material. In most body regions,

the results were indistinguishable. The only case showing

appreciable deviations from results with the earlier LS-DYNA

release was the lateral ball impact to the pelvis (Guillemot et al.,

1997). In this test, neither the original simulation results with

R7.1.3 nor the simulation results with R12 fit the underlying

experimental data perfectly. The loading condition modelled in

this test is mostly relevant in side crashes. Since lateral collisions

were not considered in the present study, the use of the more

recent LS-DYNA release was deemed acceptable. All simulations

evaluated for this study were subsequently run on the same

hardware on a single computing node utilizing 32 CPUs. This

should ensure consistent results with limited numerical noise

(Östh et al., 2021). Before including the HBM in the GVI, it was

scaled from the original unit system (s-mm-t-N) to the desired

unit system (ms-mm-kg-kN) using Oasys PRIMER (pre-

processing software PRIMER v18, Oasys Limited).

The HBM position and posture were determined based on a

regression model derived from volunteer tests (Park et al., 2016).

The seat position was adjusted slightly to match configuration 6

(seat height 270 mm) of the model setups from Park et al. (2016).

The anthropometry of the HBM and the median age of the

drivers in the IGLAD sample, where age was known (n = 282,

36 years), together with the measurements of relative seat and

steering wheel position (which were taken from the GVI) were

then fed into the regression model. It consists of two formulas for

X and Z position of eight landmarks. Park et al. (2016) also

specify the RMSE for each landmark coordinate. A simulation

was then set up using the dummy tree file for the THUMS

v4.1 model for Oasys PRIMER. The target position for this

marionette method positioning simulation (Mohamed and

Newlands, 2021) was defined as closely as possible to the

regression model landmark positions. The arms were

positioned to a standard driving posture. The resulting

landmark positions on top of the final HBM posture in the

GVI are provided in the Supplementary Material.

Generic shoes from a pedestrian model (Feist, 2018) were

added to the HBM feet to achieve amore realistic interaction with

the footwell and pedals. For the initial set of simulations, which

were aimed at modelling a standard driving posture, the left foot

was placed on the foot support and the right foot was placed on

the accelerator pedal, which had to be pressed down to avoid

intersecting the shoe. Subsequently, the seat was deformed by
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moving a rigidified version of the HBM in the final posture into

the target position, determined by the regression model, and

finally the seat belt was fitted. The complete resulting model,

ready to be run, is shown in Figure 2A.

2.4 Human body model injury metrics

With the exception of the face, which was not evaluated due

to a lack of injury metrics, injury metrics for each AIS body

region were used to predict moderate or worse injuries (AIS2,

AIS2+). Table 2 lists the used injury metrics, the strain threshold

(if applicable) and the respective literature sources.

While ideally, all injuries in all body regions would be

evaluated using injury risk curves (IRCs), most body regions

lack model specific IRCs. As a result, the injury metrics listed in

Table 2 are a combination of probabilistic (brain, ribs) and

deterministic (other body regions) criteria. In the latter case, a

strain limit was used to distinguish between cases with and

without injury. In some cases, multiple metrics were defined

for one body region (i.e., skull fracture and brain injury for the

head or fractures in any cortical long bone of the upper

extremities). To ensure consistency with the IGLAD data,

which only features data on MAIS per body region, multiple

injuries in one body region were summarized to one risk, by

using the maximum risk for each parameter configuration.

Mostly, strain-based criteria were used, utilizing one of the

main advantages of a detailed HBM such as THUMS v4.1.

While enabling detailed analyses on tissue level, this also

facilitates omnidirectional assessment.

The brain was assessed using the 50th percentile principal

strains (MPS50) of the whole brain with the injury risk function

(IRF) for mild traumatic brain injury (mTBI) validated for the

THUMS (Fahlstedt et al., 2022). Additionally, brain injury was

assessed using the kinematics-based diffuse axonal multi-axial

general evaluation (DAMAGE) criterion (Gabler et al., 2019).

These two criteria were assessed independently, facilitating

comparisons of their results.

Cortical bone fractures in the long bones (clavicle, humerus,

radius, ulna, femur, tibia, and fibula), vertebrae, pelvis and skull were

evaluated using 99th percentile principal strains (MPS99) (Ressi et al.,

2020). Three age-dependent strain limits (3.5%, 2.6%, and 1.7%)were

derived (Golman et al., 2014) based on the age distribution in the

IGLAD sample. The sample was divided into three age groups

(17–41, 41–65, and 65–89) and the strain limits were calculated

based on the mean ages of these groups (29, 53, and 77).

For pelvic fractures, a 1% strain limit was used;

independently of the age group (Snedeker et al., 2003).

For the thorax, only rib fractures were considered. The risk of

a specific number of fractured ribs (NFR) was calculated using

the probabilistic approach from Forman et al. (2012). The strains

used in this evaluation were the maximum tensile principal

strains based on the maximum integration point per rib.

These were subsequeently converted into an injury risk per

rib using an age dependent log-normal distribution (Larsson

et al., 2021) and combined to an overall risk of 2 + rib fractures

using the binomial function from Forman et al. (2012).

Abdominal injuries were assessed based on strains in liver

and spleen using a strain limit of 40% (Watanabe et al., 2011) for

the 95th percentile strains (Ressi et al., 2020). Additionally, each

simulation was checked visually whether the lap belt moved

upwards on the pelvis and slid off the iliac crests. For load cases

without intrusions into the passenger compartment, abdominal

injuries are mainly attributed to this phenomenon, commonly

TABLE 2 Injury metrics for the HBM simulations. Strain limits for cortical bones are provided for the ages of 77, 53, and 29 years.

AIS region Body region Deterministic strain
limits (77,
53, 29 yo)

Literature source Associated AIS
severity

1 Head Brain (strain-based—MPS50) — Fahlstedt et al. (2022) 2+

Brain (kinematic—DAMAGE) — Gabler et al. (2019) 2–4+

Skull (MPS99) 1.7%, 2.6%, 3.5% Golman et al. (2014) 3+

3 Neck C1—C7 (MPS99) 1.7%, 2.6%, 3.5% Golman et al. (2014) 3

4 Thorax Ribs (MPS99) — Larsson et al. (2021) 1–3

5 Abdomen Liver, spleen (MPS95) 40% Watanabe et al. (2011) 2–3+

Submarining (kinematic) — 2+

6 Spine T1—T12, L1—L5 (MPS99) 1.7%, 2.6%, 3.5% Golman et al. (2014) 3

7 Upper extr Clavicle (MPS99) 1.7%, 2.6%, 3.5% Golman et al. (2014) 2

Ulna, Radius, Humerus (MPS99) 1.7%, 2.6%, 3.5% Golman et al. (2014) 2–3

8 Lower extr Pelvis (MPS99) 1.0% Snedeker et al. (2003) 2–3

Femur (MPS99) 1.7%, 2.6%, 3.5% Golman et al. (2014) 3

Tibia, Fibula (MPS99) 1.7%, 2.6%, 3.5% Golman et al. (2014) 2–3
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referred to as submarining (Nakane et al., 2015). Cases in which

submarining occurred (even if only on one side), were then

associated with abdominal injury. As with the two metrics for

brain injury, these two metrics for abdominal injury were

assessed independently from each other.

To calculate a relative injury frequency with the deterministic

criteria, the number of cases above the strain limit was cumulated

and divided by the total number of simulations. For the cortical

bones, in order to account for the age dependent strain limits, the

number of cases above the strain limit was initially evaluated for

each age group separately. Subsequently, a weighted sum (using

the respective share of the age group from the field data) was

calculated. This sum was then divided by the total number of

simulations. To evaluate the injury frequency for the brain, the

individual injury risks determined for each case were summed up

and then divided by the total number of simulations. The rib

fracture evaluation was performed similarly. First, the NFR2+

risk (i.e., the risk for two or more fractured ribs) for each case was

determined using the age-adjusted risk for each age group. The

sum of the age specific NFR2+ risks, weighted by the respective

share of the age group was then calculated. This resulting

predicted number of cases with two or more fractured ribs

was then divided by the total number of simulations, resulting

in a relative (with respect to the sample) risk for two or more

fractured ribs.

Cases in which the added mass due to mass scaling exceeded

5% of the model mass or which terminated prematurely were

dropped from the further analysis. For the remaining

simulations, all injury metrics were calculated in the open-

source post-processing tool DYNASAUR (Klug et al., 2018).

The tool MUTANT (Luttenberger et al., 2019) was used to

create combined tables of all simulations and all their criteria.

3 Results

TheMAIS2+ body region level injury frequencies observed in

the IGLAD sample, as well as the MAIS2+ injury prediction

obtained with the HBM from the two simulation setups are listed

in Table 2. For the head and the abdomen, the results for the two

independent metrics described in Section 2.4 are provided in the

table (with the respective strain-based criterion in the left

column, kinematic in the right column). A table showing the

IGLAD evaluation for all MAIS levels is provided in the

Supplemental Material. The next sections briefly describe the

results.

3.1 Accident data injury analysis

After applying all filter criteria, 290 cases involving drivers in

frontal oblique collisions remained for further analysis. Of these,

27%were not injured (MAIS0), 24% sustainedmoderate or worse

(MAIS2+), and 11% sustained serious or worse (MAIS3+)

injuries. More severe injuries occurred in 7% of all cases. The

first row in Table 3 lists the MAIS2+ body region level injury

frequencies from the IGLAD sample. This shows that the most

frequently injured body region was the thorax (11.6%). It is

followed by the lower extremities (9.5%) and the head (6.5%). It

has to be noted though, that the upper extremities and abdomen

also exhibit very similar injury frequencies (6.3% and 5.6%

respectively).

3.2 Stochastic model validation

The second line in Table 3 presents the results from the

stochastic simulations with the conventional driving position.

Starting the comparison with the head, the two individual injury

metrics (50th percentile principal strains in the brain and

DAMAGE) both result in predictions of approximately 30%.

This means that compared to the head injury risk observed in the

IGLAD sample of 6.5%, both predictions are considerably higher.

The bar chart in Figure 3A illustrates these differences between

the injury rates in the IGLAD data and the predicted injury rates

from the HBM simulations. Similar to the head, also the two

individual metrics for the abdomen (95th percentile principal

strains in the liver/spleen and the presence of submarining) yield

different results. While the strain-based metric predict

abdominal injuries in all cases, a review of all simulations

showed that in none of the cases submarining occurred.

Figure 3A illustrates the resulting overprediction of 94.4% and

resulting underprediction of 5.6% for the two metrics. The injury

frequencies of the thorax and the lower extremities are lower in

the simulations than those observed in the real-world accidents,

while the injury frequencies of the upper extremities are

TABLE 3 MAIS2+ body region level injury frequencies from the IGLAD sample and the two sets of FE simulations with conventional and automated
driving (AD) seat positions. To ensure consistency, only the 185 simulations which terminated normally in both sets were considered.

Source Seat
position

Head Face Neck Thorax Abdomen Spine UX LX

IGLAD (n = 290) — 6.5% 3.6% 0.7% 11.6% 5.6% 2.1% 6.3% 9.5%

FEA (n = 185) Conventional (0–25 mm) 29.6% 28.8% — 0.2% 1.0% 100% 0% 0.0% 14.7% 2.2%

FEA AD (n = 185) Rear (150–250 mm) 24.1% 25.0% — 9.2% 4.2% 100% 48.1% 3.7% 10.6% 29.9%
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overpredicted by the HBM. For the neck and the spine, the injury

frequency observed in the real-world cases and the prediction

based on the simulations is closely matched.

3.3 Effects of large rearward seat
adjustments

The third line in Table 3 presents the results from the

stochastic simulations with the seat in the rearward adjusted

positions. Facilitating comparisons to the results in the

conventional seat position, Figure 3B illustrates the shift in

injury risk for each body region, based on the criteria listed in

Table 3. The only body regions with reduced injury risk are the

head and the upper extremities. In particular, the injury risk for

the lower extremities is almost 28% higher in the simulations

with the rearward adjusted seat. The risk for abdominal injuries is

increased by almost 50%when using the presence of submarining

as a metric, since in 89 of the 185 cases which were evaluated, the

lap belt slid off the right iliac crest. With the strain-based

criterion for abdominal organ injury predicting injuries in all

cases—regardless of seat configuration—there is no difference

between the two variants when evaluating this metric. Figure 4

shows still frames at four points in time from an exemplary

simulation to facilitate the comparison of kinematics.

There are some noteworthy differences in terms of

kinematics when comparing the two seat configurations. Due

to the increased initial distance between the knees and the knee

bolster, there is no load path into the femur. Therefore, the pelvis

is only restrained by the lap belt. This leads to the legs extending

and the feet impacting the footwell. Furthermore, in the rearward

adjusted seat configuration, the thorax is restrained by the seat

FIGURE 3
(A) Error between injury prediction from HBM and real-world accident data. (B) Shift in injury frequency as a consequence of the large rearward
adjustments of the seat (using the criteria listed in Table 2).

FIGURE 4
Still frames of case 557 (delta-v: 47 km/h). Top row shows kinematics for conventional seat position (21.8 mm behind max. forward position),
lower row shows kinematics for seat adjusted 237.3 mm towards the rear. For visualization purposes, parts of the interior and HBM have been
blanked.
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belt almost exclusively and not by the airbag. Also, the steering

column does not collapse and therefore does not absorb energy in

this case. Another difference in kinematics concerns the upper

extremities. In the conventional seat configuration, the hands are

initially placed on the steering wheels. During the crash, the

hands contact the instrument panel (IP) at an acute angle and

slide up towards the windscreen. Due to the changed initial arm

and seat position in the configurations with large rearward

adjustments, the hands impact the IP at a more obtuse angle.

4 Discussion

4.1 Accident data injury analysis

The injury frequencies derived from the real-world accident

database analysis are very similar to previously published data

(Ressi et al., 2020). While the inclusion criteria differed slightly

(most notably only cases with a PDOF of 0° were included in the

previous study) both studies identified the thorax as the key

injury region. With an injury rate of almost 10%, the present

study identified the lower extremities as the second most injured

body region. This notable difference to the 4% injury rate

observed in the previous study can most likely be attributed

to the lack of oblique crashes included due to the filter criteria.

When filtering the current data set to only include head-on

collisions, a lower extremity injury rate of less than 6% was

observed, supporting this hypothesis (table showing IGLAD

sample filtered for PDOF of 0° provided in the Supplemental

Material). With 5.6%, abdominal injuries were considerably

more prevalent in the present sample than previously (2%).

Since limiting the analysis to head-on collisions also reduced

the abdominal injury rate to 2.5%, this difference seems to be

consistent with the different filter criteria. The remaining injury

rates for the head, neck, spine and upper extremities were very

similar.

4.2 Stochastic model validation

At an overall completion rate of 92.5%, the model robustness

was deemed satisfactory. The premature terminations and

excessive mass scaling (more than 5% of model mass) are

mainly caused by unfavorable combinations of restraint

system parameters in high severity crash pulses. At 96.5%

(conventional seat position) and 93.5% (large rearward

adjustments), the completion rates of the two individual sets

of simulations were even higher. The study cited in the

introduction, studying the effects of reclined seatbacks on

kinematics and submarining, experienced completion rates as

low as 67% for the GHMBC-OS 50th percentile model (Gepner

et al., 2019). By excluding the results of simulations which did not

meet the quality criteria in one of the configurations

(conventional or rearward adjusted seat position) from both

data sets, consistency was ensured.

When comparing the real-world data to the results from the

simulations with the conventional seat position, mixed results

were observed. While the absolute error with respect to injury

risk for most body regions, as presented in Figure 3B, is below

10%, larger errors for the strain-based prediction for the

abdomen (94%) and the head (23%) were observed. A similar

overprediction of abdominal injuries was also observed in a

previous study (Ressi et al., 2020) when using strain-based

metrics. Abdominal MAIS2+ injuries were predicted for 100%

of cases—for both seat configurations when applying the strain-

based assessment. Considering that abdominal injuries only

occurred in 5.6% of the real-world cases, this result does not

seem plausible. However, when evaluating the simulations for

submarining, none was observed in the conventional seat

position. As a result, even though this represents an

underprediction of 5.6%, it was deemed more plausible that

no AIS2+ abdominal injuries (based on zero cases with

submarining) should be predicted in these HBM simulations.

For the head, the injury risk error based on the strain-based

criterion was 23%. Interestingly, at 22%, the error based on the

kinematic criterion DAMAGE was almost identical. Using a

different approach, Wu et al. (2022) found very similar

differences in brain injury risk when comparing strain-based

injury criteria calculated from crash test results to real-world

accident data. There, for frontal collisions, the criteria based on

principal strains in the GHBMC model overpredicted the real

world injury rate by about 34% (Wu et al., 2022). As an additional

comparison, the risk for mTBI, using the IRC presented by Wu

et al. (2022) was also assessed in the present study. This risk curve

FIGURE 5
Boxplots for risk of mTBI based on three different brain IRFs.
The three boxplots on the left show the results of the simulations
with the conventional (n = 185), and the three on the right the
results with the rearward adjusted seat position (n = 185). The
gray dashed line represents the head injury risk observed in the
IGLAD sample.
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was developed with a GHBMC 50th percentile male and non-

human primate brain models. Direct comparisons using IRFs

developed for and from different models can be difficult (Wu

et al., 2022). In the present study, the consideration of this brain

injury metric represents an effort to check the strain-based results

for plausibility. A plot illustrating the correlation between the two

strain-based brain injury criteria is provided in the Supplemental

Material. Figure 5 shows boxplots comparing brain injury risk

evaluated with these three criteria: the mTBI risk based on 50th

percentile strains (Fahlstedt et al., 2022), the mTBI risk based on

the kinematic DAMAGE criterion (Gabler et al., 2019; Wu et al.,

2022)—both listed among the metrics in —and the mTBI risk

based on 95th percentile strains (Wu et al., 2022). As a reference,

the 6.5% head injury risk observed in the IGLAD sample is

represented in Figure 5 as a gray dashed line overlaid on the

boxplots for the conventional seat position. A table listing the

brain injury rates with the criteria mentioned above and

additional boxplots for the risk of severe TBI are provided in

the Supplemental Material.

The plots in Figure 5 show that for the conventional seat

position, the mean brain injury risk (dashed lines in the boxplots)

based on the 50th percentile principal strains is 29.6%. Notably,

although it is based solely on the kinematics of the center of

gravity of the HBM’s head, the injury risk prediction based on

DAMAGE is almost identical (mean of 28.8%). Compared to

these two metrics, the IRF using 95th percentile strains predicts a

considerably lower risk for mTBI (mean of 13.2%). The similarity

between the results based on the IRF using MPS50 and

DAMAGE is also remarkable when considering that they are

based on very different data sources. While Fahlstedt et al. (2022)

used lower-severity American football helmet measurements to

derive the injury risk curves, Wu et al. (2022) created their risk

curves from a combination of non-injurious tests with volunteers

and tests with non-human primates. Even though DAMAGE is a

kinematics-based criterion, it estimates the maximum principal

strain in the brain. The criterion was assessed with 1747 head

impacts, including volunteer, sports and automotive tests (Gabler

et al., 2019). While the IRF using MPS95 is based on the same

data as DAMAGE, the predicted risk is considerably lower. This

can probably be attributed to the fact that the IRF was not tuned

to the HBM used in the present study (THUMS v4.1) but to the

GHBMC. The head injury criterion (HIC) was not used in the

current study, as the poor correlation for brain injury risk

prediction was shown in previous studies (Gabler et al., 2018).

In an earlier study with a THUMS v4.02 in a generalized

interior, it was found that strain-based brain injury metrics

overestimated the expected brain injury risk significantly

(Ressi et al., 2020). In this study, AIS2+ brain injuries were

predicted to occur in 95% of cases. Likewise, in the initial analysis

in the present study, unrealistic brain injury risks in the range of

90% were observed. It was later discovered that these high strains

were caused by a problem which occurs when scaling the unit

system of THUMS v4.1 using the LS-Dyna keyword

*INCLUDE_TRANSFORM. After changing the way in which

the HBM was scaled to the same unit system as the GVI (Section

2.3), lower strains were obtained, which are presented in the

current paper. This indicates that the transformation integrated

into LS-Dyna does not scale all necessary model parameters

correctly, resulting in an excessively soft behavior of the brain. As

the validation load cases, which were performed using LS-Dyna

R12 for the present study, are provided in the THUMS base unit

system, they were not affected by this issue. However, irrespective

of these considerations, the injury risk observed in the IGLAD

sample is still overpredicted by the simulations by 6.7%, 22.3%

and 23.1% (based on MPS95, DAMAGE and

MPS50 respectively). One important aspect in this could be

the expected under-reporting of mTBI in accident databases

(Wu et al., 2022), resulting in lower MAIS2+ head injury rates

in the IGLAD sample. On the other hand, while the GVI was

validated with crash test data from 14 vehicles using crash test

dummies, the model was subsequently utilized primarily for

strain-based rib fracture prediction (Iraeus, 2015; Iraeus and

Lindquist, 2016; Iraeus and Lindquist, 2020; Larsson et al., 2021).

Additional GVI model validation focusing on the head-airbag-

interaction could potentially improve the results.

The HBM predicted AIS2+ thorax injuries (based on rib

fractures) in only 1% of the cases. This is considerable lower than

the 11.6% thoracic injury frequency observed in the IGLAD

sample (listed in Table 2). To check these results for plausibility,

the “Forman smoothed” IRF (Iraeus and Lindquist, 2020) was

also implemented. While at 1.32%, this function predicted a

slightly higher rate of AIS2+ thorax injuries, this rate is still

considerably smaller than the real-world observation. Figure 6

FIGURE 6
Comparison of MAIS2+ injury risk for the thorax based on the
IGLAD sample (Weibull distributions for two age groups) and risks
of NFR1+ and NFR2+ as a function of delta-v. The opaque areas
around the curves indicate the 95th confidence intervals.
Additionally, a risk curve for NFR2+ based on NASS-CDS data is
shown.
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shows a combination of plots. In the background, two Weibull

distributions are shown. They were fitted to the thoracic AIS2+

injuries observed in the IGLAD sample as a function of delta-v.

The two distributions are based on two age groups (mean of 29,

and mean of 77 years). Additionally, the risk for NFR1+ and

NFR2+ for a 77-year-old occupant, evaluated for each parameter

combination in the stochastic simulation study, and a NFR2+

risk curve based on data from the United States’ National

Automotive Sampling System Crashworthiness Data System

(NASS-CDS) (Larsson et al., 2021) are shown.

When visually comparing the MAIS2+ injury risk curve

based on the IGLAD sample to the risks for NFR2+ predicted

in the individual simulations, a lower risk prediction in the

simulations is observed. This might be caused by the fact that

MAIS2+ injury risk in IGLAD does not originate from rib

fractures alone. Using data from NASS-CDS, rib fracture

specific risk curves for delta-v have been published (Larsson

et al., 2021). The NASS-CDS-based risk curve for a 70-year-old

occupant for NFR2+ is also shown in Figure 6. This risk is at the

lower confidence interval of the MAIS2+ thoracic injury risk

curve for the 29-year-old occupant until approximately 50 km/h.

Hence, at 50 km/h, a 55% risk for MAIS2+ thorax injuries

(including rib fractures) for 77-year-old drivers can be

estimated based on IGLAD, while the risk for NFR2+ for a

70-year-old according to NASS-CDS is estimated at about 18%.

While the filter criteria are not identical, this underlines that

there is a considerable amount of thoracic MAIS2+ injuries

which cannot be attributed to fractured ribs. This might be

one reason for the underestimation of thoracic injuries in the

present study. Additionally, while the GVI has been used

extensively in studies investigating rib fractures (Iraeus, 2015;

Iraeus and Lindquist, 2016; Iraeus and Lindquist, 2020; Larsson

et al., 2021), to the best knowledge of the authors, the present

study is the first one using it with a THUMS v4.1. Also, the strain-

based rib fracture risk function used in the present study was so

far only validated for the SAFER HBM version 9 (Larsson et al.,

2021). Using a rib fracture risk function specifically tuned for

THUMS v4.1 could also help to further improve the results.

Strain-based criteria were used instead of chest deflection, as

PDOFs between -30° and +30° were investigated, which

complicates finding a robust definition for chest deflection.

Using chest deflection or other criteria for thoracic injury

known from crash test dummies, as the viscous criterion

(V*C), were developed for well-defined loading directions.

The injury metric for the neck, based on cortical bone

fracture prediction, predicted an injury rate pretty much

identical to the one observed in the IGLAD sample (0.2%

and 0.7% respectively). Based on the same metric, no injuries

to the thoracic or lumbar spine were predicted in the HBM

simulations. While this represents an underprediction, at 2.1%,

MAIS2+ injuries to the thoracic or lumbar spine were only

observed in very few of the cases in the real-world sample

anyway.

At 6.3%, upper extremity injuries were more common in the

IGLAD data, but the simulations predicted an even higher injury

rate of 14.7%. Part of the explanation for the overprediction

might be related to the simplified representation of the

instrument panel, which is modelled as rigid in most areas

(Iraeus and Lindquist, 2016). However, closer inspection of

the simulation results revealed that the majority of fractures

in the cortical bones of the upper extremities are predicted in the

left clavicle. Fractures to other bones in the upper extremities

(mainly the right radius and ulna) only account for 0.9% of the

simulations. This highlights the importance of belt routing,

which is discussed further when comparing the results

between the two seat configurations in Section 4.3. The lower

extremities represent the second most frequently injured body

region with 9.5% of the real-world cases. In the simulations,

fractures are only predicted in 2.2% of configurations, all

affecting the pelvis. While the argument that was made for

thoracic injuries—that by only looking at fractures, an

underestimation is to be expected—could be made for the

lower extremities too, this claim cannot be backed by previous

research. According to Forman et al. (2019), the majority of

AIS2+ injuries for the upper and lower extremities in frontal

collisions are fractures. The difference could be caused by the

simplified modeling of the interaction of the legs with the GVI.

This might on the one hand be related to the fact that the footwell

does not feature a structure confining upward motion of the feet

(cf. Figure 2B). On the other hand, different initial positions of

the legs or other heterogeneities in the real-world like different

shoes could be possible causes for the observed deviations.

Particularly, the adequate modelling and the potential effects

of shoes on lower extremity injury risk in occupant simulations is

not well understood.

4.3 Effects of large rearward seat
adjustments

The bar charts for the shift in injury risk between the two sets

of simulations in Figure 3B shows that the injury risk for the head

and the upper extremities is reduced. In contrast, all other injury

risks are increased.

Most notably, the risk for abdominal injury, based on the

occurrence of submarining (+48.1%) is increased substantially.

In all cases with submarining, it occurred on the right

(i.e., inboard) side. Mostly, the belt slipped off the right iliac

crest shortly before the occupant motion reversed, i.e., before

entering the rebound phase. Submarining with an earlier onset

occurred in 16.8% of the cases. The issue of submarining of

HBMs has been studied in a number of research publications,

particularly with respect to seatback recline angles. Rawska et al.

(2020) found that in some cases increased seat pan inclination

could prevent submarining. While they did not investigate

increased rearward adjustments directly, they discovered that
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in the cases with no knee bolster also increased seat pan

inclination could not prevent submarining (Rawska et al.,

2020). In the present study, only a single seat back recline

angle and a single seat pan inclination angle were used.

Potentially, other combinations of these seat adjustments

could have prevented submarining for some configurations.

However, considering the findings of Rawska et al. (2020), it

seems unreasonable that in absence of a load path through the

femur (via a knee bolster for instance) submarining could be

eliminated completely, without additional remedial measures. In

any case, it is not completely understood if even state-of-the-art

HBMs can adequately predict the occurrence of submarining.

This can primarily be attributed to modelling simplifications

(mainly for robustness reasons) of the adipose tissues between

the skin and the pelvic bones. These tissues have found to be vital

to adequately replicate the behavior observed in post mortem

human subject (PMHS) tests investigating submarining (Gepner

et al., 2018).

At 27.7%, the second highest increase in injury risk between

the two seat configurations affected the lower extremities. In all of

these cases, pelvic fractures occurred. In only two cases, also tibia

fractures were predicted for a 77-year-old occupant. Overall,

when weighting for the respective share of this age group in the

IGLAD data, these two amount to about 0.3% of cases—but in

both cases, pelvic fractures are predicted anyway. The low

prevalence of non-pelvic lower extremity fractures in the

simulations with the rearward adjusted seat further indicate

that improvements to the footwell modelling in the GVI (in

particular adding a roof to the footwell) could prove meaningful.

Fractures in the pelvis were predicted by assessing the MPS99 in

the cortical pelvis using a 1% threshold (Snedeker et al., 2003).

Figure 7 shows the MPS99 for each simulation of the present

study as a function of PDOF. For each of the two seat

configurations (driving/AD), a locally weighted scatterplot

smoothing line is shown. These lines illustrate that the pelvic

strains tend to increase with increasing PDOF regardless of seat

configuration. The reason for this is that with increasing PDOF,

the pelvis started to impact the rigid center console in addition to

the load introduced into the pelvis by the lap belt. The graph also

FIGURE 7
99th percentile strains of the cortical pelvis for the
simulations with the conventional driving position (blue dots, n =
185) and the simulations with the rearward adjusted seat (AD, red
diamonds, n = 185).

FIGURE 8
Still frames of case 513 (delta-v: 51 km/h, PDOF −16°). Top row shows kinematics for conventional seat position, lower row shows kinematics for
rearwards adjusted seat. Time stamps and current shoulder belt force (Fb3) are provided. For visualization purposes, parts of the interior and HBM
(most notably the head) are blanked and the left clavicle is highlighted in red.
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highlights that the strains in the pelvis were always higher in the

AD configuration than in the driving position.

Using THUMS v4.02, Peres et al. (2016), derived injury risk

curves for pelvic fractures in lateral load cases. In their study, at

1% MPS99, the 95% confidence interval for AIS2+ injury risk is

estimated between 23% and 65% for a 45-year-old and between

46% and 72% for a 65-year-old (Peres et al., 2016). While these

risks are considerably lower than the 100% risk assumed in the

present study, the highest strains observed in non-fracture cases

in the study by Peres et al. (2016) were below 1.5% in both age

groups. TheMPS99 plot in Figure 7 illustrates that while only one

case is above 1.5% with the conventional seat configuration,

30 cases exceed this value in the AD configuration. With this in

mind, the substantial increase in predicted pelvic injuries seems

plausible. In particular, when considering that the lap belt is the

only significant load path to decelerate the pelvis directly, since

the femurs are not being loaded through the knee bolster in the

rearward adjusted seat positions because they are too far away

(c.f. Figure 4).

The 9% increase in neck injury risk is considerable, especially

when taking into account that in the simulations with the

conventional seat configuration, the risk for neck injuries was

close to zero. Likewise, the risks for the thorax (rib fractures) and

the spine, which were underestimated in the standard driving

position, are increased by 3.2% and 3.7% respectively. When

taking into account the reduced effectiveness of the airbag in

decelerating the torso and the changed loading of the spine (also

visible in Figure 4) as a result of the increased distance to the

airbag, this does not seem unreasonable. In this respect, it seems

likely that potential countermeasures, designed to reduce spinal

loads in (semi-) reclined seat positions (e.g., load limiting in the

lap belt and seat track), could benefit occupants in interior

configurations with increased rearward seat adjustments as

well (Mroz et al., 2020).

For the head, the relative shift for all three criteria is well

aligned. Based on MPS50 and DAMAGE, a decrease of 5.5% and

3.8% is predicted. For the metric using MPS95, a head injury risk

reduction of 1.4% is predicted for the large rearward seat

adjustments. When comparing the boxplots in Figure 5, they

look similar for the driving position and the AD configuration in

terms of their upper fences. At the same time, the lower fences are

reduced in the AD configuration. Focusing on the individual

injury risks in the plot, indicated by the dots next to the boxplots,

it is obvious that the distribution changes considerably. While

there are many cases with injury risk below 10%, reducing the

median risks (solid horizontal line in each boxplot) accordingly,

there are more cases above 60% injury risk for all three criteria,

resulting in comparable mean risks (dashed horizontal line in

each boxplot). One reason explaining the larger number of cases

with lower risk could be that the brain injury risk was increased in

the conventional seat position due to a slightly aggressive airbag

setup, such that increasing the distance to the airbag and steering

wheel actually improved the head-airbag-interaction in some

cases. However, the larger number of cases with elevated risk also

indicates that increased rearward seat adjustments can lead to

problematic loads in the brain.

While some studies have underlined the importance of the

upper extremities as a highly relevant body region not receiving

adequate attention, it did not stand out in the present study.

Compared to the conventional position, upper extremity injuries

were even reduced by about 4% in the rearward adjusted seat

positions. One potential reason behind this could be the fact that

no contact is defined between the hands and the steering wheel

rim, while in reality, this interaction might be an important

source for upper extremity injuries. Just like in the conventional

seat position, the bone most affected with fractures in the upper

extremities was the left clavicle. Considering the reduced effect of

the airbag in restraining the occupant’s torso due to the increased

distance, it seems counterintuitive that the probability for clavicle

fracture would decrease. On closer inspection, it became obvious

that this phenomenon can be attributed to the differences in the

belt system between the two seat configurations. In the

conventional driving position, the D-ring is mounted on the

B-pillar. To replicate a belt-integrated seat, the D-ring was

mounted generically behind and above the seat back on the

outboard side (side view available in Figure 4). This lead to a belt

routing with a slightly higher belt path, crossing the clavicle in the

initial position. Figure 8 shows a comparison of the kinematics in

a case with a PDOF of −16°.

In general, the belt kinematics are similar, with the belt

slipping along the direction of the clavicle towards the neck of

the occupant. The important difference is timing and the

according load transferred through the shoulder belt. For the

conventional seat position, the seat belt slides across the clavicle

FIGURE 9
99th percentile strains of the cortical clavicle for the
simulations with the conventional driving position (blue dots, n =
185) and the simulations with the rearward adjusted seat (AD, red
diamonds, n = 185). The three dashed lines indicate the
fracture thresholds for the three age groups.
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in the time between 25 and 100 ms after t0, when there is

considerable force transferred via the shoulder belt (the

maximum Fb3 of 3.6 kN is reached at 81 ms). In contrast, in

the configuration with the rearward adjusted seat, the belt is

already at the proximal side of the clavicle when the belt is loaded.

This explains why, even though the maximum belt force is higher

(4.1 kN), the MPS99 in the left clavicle is considerably lower (AD

position: 0.008, driving position: 0.035). Figure 9 further

illustrates this relationship between the strains in the left

clavicle and the PDOF for both seat configurations. The blue

dots indicate the strains for each configuration with the standard

driving position, the red diamonds the strains for the rearward

adjusted seat, representing an automated driving (AD) position.

For both groups, a locally weighted scatterplot smoothing line is

shown. These lines illustrate the different behavior. For the

conventional position, the strains increase with decreasing

PDOFs, while for the AD position, the strains—on

average—slightly increase with increasing PDOFs. The three

dashed lines in green, blue and red in Figure 9 indicate the

underlying fracture thresholds used for the respective age group

(29, 53, and 77-year-old).

Although rarely life-threatening, injuries to the upper

extremities can seriously affect the long term quality of life

and lead to permanent medical impairment (Forman et al.,

2019; Björklund et al., 2020). In the present study, in only

1.2% of cases upper extremity fractures not affecting the left

clavicle were predicted (mostly affecting the radius and ulna).

While the rigid material properties for the instrument panel in

the GVI might exacerbate the effect of the rearward adjusted seat,

a change in kinematics can be observed. When comparing the

impact angle for the arms in the animations in Figure 4, it

becomes clear that the design of the instrument panel needs to

take potential collisions with the hands into account, ideally in

terms of geometry and stiffness. Even though a reduction in

upper extremity injuries was predicted in the present study, the

results indicate that their mitigation might become more relevant

in self-driving cars and the novel seat positions they enable.

4.4 Limitations

The presented approach has several limitations. Many of the

inherent limitations have been discussed in the previous study

using IGLAD data (Ressi et al., 2020). While using data from

IGLAD offers the advantage of a more international perspective

on vehicle safety by combining accident data from multiple

countries, the injury data is only provided at MAIS level for

each body region. For instance, this does not enable the

distinction between skeletal and organ injuries.

While state-of-the-art FE HBMs, like the THUMS v4.1 used

in the present study, provide detailed insights into strains in

individual bones and soft tissues, they cannot be used to generate

the level of detail needed to assign precise AIS codes. For

example, the AIS injury severity can depend on whether a

fracture is open or closed, the severity of rib fractures depends

on potential complications (e.g., a hemo- or pneumothorax), and

the severity of some injuries is determined by the estimated blood

loss they caused or the surface area of organs affected by

hematoma (Association for the Advancement of Automotive

Medicine, 1998). Since this level of detail cannot be achieved with

currently available HBMs, in case of ambiguities, a moderate

injury (AIS2) or worse (AIS2+)—if applicable—was assumed.

Even if all injuries were known though, not all HBM body

regions are yet covered by injury metrics with risk functions.

For the strain-based fracture assessment considering

multiple age groups, no fracture was modelled in the HBM

simulations. Rather than deleting elements exceeding a

threshold, the strains were evaluated in post-processing and

fractures assumed depending on the strain threshold (or rib

fracture risk) for the age group in question. While this is a robust

and commonly used method, it could be argued that in some

circumstances, it might lead to unrealistic results. For instance,

multiple fractured ribs could lead to reduced stability of the

thorax, changing the loads on the internal organs, or a fractured

clavicle could lead to changed thorax kinematics. However, this is

not very likely in current state-of-the are restraint systems. Also,

aside from the strain thresholds (and respective parameters for

rib fracture risk curves), other age related changes (e.g., material

properties, geometry, posture) were not taken into account.

In addition, only one anthropometry was considered. While

using a wide range of occupants with different statures and

masses would be a more realistic representation of the real-

world collisions, the present study used the average male

anthropometry, which has been the baseline for ATD testing

for decades. Therefore, by not varying the anthropometry, the

applicability of this model for a range of real-world occupants

could be analyzed. To check whether the 50th percentile HBM

FIGURE 10
Available anthropometrical data of drivers in the filtered
IGLAD sample (n = 172) and the 50th percentile THUMS HBM. The
red dotted line illustrates the 95% confidence ellipse for IGLAD
data.
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adequately matched the anthropometries in the sample, its height

and weight were combined in a plot with the height and weight of

all drivers from the cases in the filtered IGLAD sample were this

data were available. The plot, shown in Figure 10, illustrates that

the height of the HBM (178.6 cm) was practically identical to the

median height observed in the IGLAD sample (178 cm) while the

HBM’s mass (77.6 kg) was about 8% lower than the median mass

from the real-world data (84 kg).

Aside from using only one occupant model, also only a single

interior model was used. While the GVI was validated against

crash test data in previous studies by the developers of the model

(Iraeus and Lindquist, 2016), no additional validation was

performed in the present study after introducing the

modifications to model a generic belt integrated seat. Since

only the belt routing was changed (the belt was not

structurally integrated into the seat), a re-validation of the

model was not deemed necessary. Nevertheless, as discussed

in the previous section, the influence of the belt routing on

clavicle fracture risk was found to be considerable. A systematic

analysis, investigating the influence of belt routing on HBM

kinematics and injury risk with respect to large rearward seat

adjustments, could improve the understanding of the underlying

phenomena and guide future interior and restraint system

design.

To represent the variation in the vehicle fleet, the

longitudinal seat position, restraint system parameters and

crash pulse parameters were varied stochastically. In total,

seven parameters were varied. Even though their selection

was well motivated, more parameters and larger parameter

ranges might be considered. For instance, depending on the

vehicle, larger adjustments might be feasible in the future,

but 100 mm were considered to be a reasonable starting

point.

Furthermore, with a limit of 68 km/h, cases in which delta-v

was much higher than in typical crash tests were excluded. While

of course cases with higher delta-v are highly relevant to the goal

of eliminating fatalities and serious injuries in road traffic

accidents, they are very challenging with respect to occupant

safety. The main concern with increased delta-v is the integrity of

the safety cell. In a recent study, Kim et al. (2021) investigated the

effects of increased impact speed based on an offset deformable

barrier test. An average age vehicle model (model year 2010) was

tested at the baseline impact speed of 64.4 km/h as well as at

80 km/h and 90 km/h, equivalent to an increase in kinetic energy

of 54% and 95% respectively. While in the baseline test minimal

occupant compartment intrusion was observed, the 54%

increased kinetic energy resulted in some deformation (door

opening, instrument panel, and brake pedal). The test with

almost doubled kinetic energy lead to interior intrusions

which were increased between 127 and 406 mm (5–16 inches)

compared to the baseline test (Kim et al., 2021). Even though

intrusions can be accounted for in the GVI model used in the

finite element simulations, a relationship between crash loads

and intrusions (location and extent) would be necessary for a

meaningful representation. Lacking such a relationship, no

intrusions were considered in the simulations, since no

increased risk for rearward adjusted seat positions was expected.

While based on real-world data, the airbag trigger time was

varied randomly. For future publications using a similar

approach, a generic algorithm estimating realistic trigger times

would be desirable. It is possible though, that to derive realistic

yet generic trigger times, more information on the crash pulse is

necessary than currently available from typical crash test or event

data recorders.

Also, the chosen size of the designmatrix could be considered

a limitation. The robustness of the presented approach could be

investigated by comparing results from different design matrices

with varying sizes and see if they converge with increasing

sample size.

To ensure consistency in presenting the results, 15 cases were

dropped from the further analysis. These did not meet simulation

quality criteria in at least one of the two simulation sets. While

ensuring consistency, this also introduces bias. This is expected to

lead to a degree of underprediction of injuries, since excessive

mass scaling and error terminations often affect simulations with

higher collision severities.

4.5 Outlook

Since the HBM theoretically enables omnidirectional injury

prediction, this approach could potentially be used for any

loading direction or seat configuration. In this respect, the

present study can be seen as a starting point. The presented

approach can aid the prioritization of new injury risk functions,

which subsequently further improve future HBM-based injury

prediction. By adjusting the loading conditions and seat

configuration in the generic vehicle interior, the challenges

with respect to occupant safety of countless potential future

interior designs could be evaluated.

5 Conclusion

The results of stochastic simulations with an HBM in a

conventional seat position were compared with injury rates

observed in a sample taken from a real-world accident

database showing different accuracies in the injury

prediction capabilities of the applied method. While injury

frequencies for the abdominal organs and head were

overpredicted considerably, predicted injury rates were

reasonable for the other body regions.

For simulations with the rearward adjusted seat, increased

injury risk was observed for most body regions. The highest

injury risk increases were predicted for the abdomen (+48%), the

lower extremities (+28%) and the neck (+9%). These increases in
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injury risk highlight that even small changes compared to

conventional configurations require a reconsideration of

conventional restraint systems.

Although there are limitations with respect to the injury

prediction—particularly for the abdomen—with the used HBM,

the potential of HBMs as useful tools for estimating future

protection challenges is shown. The presented approach

enables the identification of potential future protection

challenges, before they are observable in accident databases,

which can take decades. As a result, in ideal circumstances, by

identifying and mitigating them before they arise, they will be

never observed in real-world crashes.
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The correct use of a child restraint system (CRS) is an effective

internationally recognized measure to protect the safety of child

occupants which can reduce the probability of child road traffic accident

deaths by 54–80%. Finite element (FE) analysis is one important method

with which to study the protection of child occupants. The aim of this study

was to investigate thoracic and abdominal injuries and the protective effect

of CRS on child occupants in 6-year-old (6YO) children in a frontal sled test

using different computational models. In this study, a verified FE model of a

6YO child occupant was placed in the FE model of a CRS with a three-point

safety belt. In the simulation setup phase, the frontal sled simulation of the

6YO FE model was reconstructed by applying the AAMA pulse. Based on the

simulation data of the Q6 dummy FE model (Q6) and the 6YO child

Virthuman model (V6) from previous studies, the frontal sled test

simulation of a verified 6YO child FE model with detailed anatomical

structures (TUST IBMs 6YO) was carried out to analyze pediatric thorax

and abdomen injuries under the same experimental conditions. According

to the simulation results, the variation tendencies of the simulation

responses such as chest acceleration and compression are consistent

with each other, which can provide effective information for the design

of a CRS. In addition, the simulation results of the TUST IBMs 6YO can

provide a variety of simulation data, such as the maximum first principal

strain value and nephogram, of the internal organs of the chest and

abdomen, providing a theoretical basis for the performance analysis and

later development of a CRS.
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1 Introduction

Cars have become a necessity for most families, and the use of

CRS is gradually attracting the attention of young parents

nowadays. Use of child dummies in sled tests is becoming

more and more widespread in the later verification process of

CRS design in spite of the limitations of the low recycling rate of

dummies and large testing costs for enterprises. In addition to

child dummies, multibody system (MBS) models are also widely

used in CRS verification, while a child FE model with a detailed

anatomy can better reflect the performance of the CRS, greatly

reduce the costs of testing using numerical simulation, and be

recycled during product development and upgrading.

Maňas et al. (2012) introduced the kinematic response and

verification process of an MBS human model in a collision and

explained its advantages and importance. Two kinds of MBS

models, EUROSID 2 (fine model) and USSID (rough model),

were introduced by Franz and Graf, 2000, where the materials

were described in detail. A new type of CRS was introduced, and

the performance of the seat model under the conditions of a

frontal collision was studied by Cao et al. (2010), where it was

shown that the seat can effectively protect children aged 3 and

6 years. In the study by Huang et al. (2016), it was found that the

head displacement of the child MBS model was not sensitive to

the waveform, but the pulse shape had a greater impact on the

head and chest accelerations.

CRS research in developed countries in Europe and America

started earlier, and the technology was more mature than that in

China. Sled tests of 3- and 6-year-old children with a three-point

safety belt and CRS were conducted in Beauchamp et al., 2005.

With regard to the improvement of new test methods for CRS,

Trosseille et al. (2001) studied the knowledge about child

behavior and tolerance in the CREST project and put forward

a new test procedure to determine the effectiveness of

instrumentation. Jager et al., 2005 introduced earlier the

feasibility of Q dummy series models in frontal impacts.

Eggers et al. (2015) evaluated the safety of child occupants in

the rear seats of vehicles through Q6 and Q10 dummies and

concluded that the Q6 thorax was greatly affected by geometric

parameters such as the safety belt and that the Q6 dummy can

more truly reflect the injury mechanism of the thorax. Beillas

et al. (2014) concluded that an upper deflection sensor can better

evaluate the chest injury of the Q6 dummy by comparing the

injury of the Q6 dummy with that of the FE model. Kim et al.

(2014) conducted a sled test with the Economic Commission for

Europe Regulation 129 (ECE R129) standard seat and Q6 child

dummy seat and concluded that the safety belt anchor point can

affect child injuries. Zhang et al. (2021) studied the effect of the

belt restraint path on child occupant injury by reconstructing a

sled test with a Q6 dummy model, and the simulation results

showed that an optimized seat belt restraint path can effectively

enhance the safety of child occupants. Maheshwari et al. (2019)

compared and analyzed the responses of a Q6 child occupant FE

model restrained in three types of CRS conditions on the FMVSS

213 test bench.

In terms of research into child chest injury, Ouyang et al.

(2006) studied children in different age groups in frontal impact

experiments. Due to the limitations of cadaver experiments, the

researchers studied injury by developing FE models for

simulation analysis. A 3-year-old child chest and abdomen FE

model for the injury study was built by scaling the adult FEmodel

based on measurements and statistics in Mizuno et al. (2005).

Another method of model construction was to construct the

chest and abdomen FEmodels with the actual human anatomical

structures based on human computed tomography (CT) images.

A detailed 10-year-old child chest FE model was developed and

verified by reconstructing of a static loading experiment by Jiang.

(2013). Lv et al. (2015) constructed a complete FE model of a 6-

year-old (6YO) child pedestrian (FEM6) with detailed

anatomical structures and verified it by reconstructing

experiments and studying chest injury in lateral impacts,

laying the foundation for the follow-up research of CRS. All

these studies showed that a high biofidelic child FE model, which

was scarce for 6YO child occupants, was a more realistic and

reliable method for assessing child safety protection and injury.

Therefore, it is necessary to investigate the effect of CRS on child

injury with an intact 6YO occupant FE model, which has a

realistic and detailed anatomical structure.

The present paper aims to study 6YO pediatric occupant

thorax and abdomen injuries in terms of acceleration, deflection,

and force utilizing a verified TUST IBMs 6YO in frontal sled

simulations, which compares the results with those from the

Q6 and V6 models obtained from Hyncik et al.’s study (2014)

and the protective effect of CRS on child occupants. The first

principal strain is regarded as an evaluation index to predict the

injury of internal organs.

2 Model construction and simulation
setup

The child biomechanical dummy is represented by the

validated Q6 model (as reference); therefore, the comparison

to this model corresponds to the comparison to the child

dummy. Based on the numerical simulations of the

Q6 dummy FE model and the V6 MBS model (Hyncik et al.,

2014), the frontal sled test simulation of the verified TUST IBMs

6YO was carried out under the same experimental conditions.

Frontiers in Future Transportation frontiersin.org02

Li et al. 10.3389/ffutr.2022.890776

70

https://www.frontiersin.org/journals/future-transportation
https://www.frontiersin.org
https://doi.org/10.3389/ffutr.2022.890776


2.1 6-year-old child model

The TUST IBMs 6YO adopted in this paper conforms to the

50th percentile of the 6YO children’s standard Human

dimensions for Chinese minors, GB/T26158. The model is

1135 mm in height, 23.9 kg in weight, 207.4 mm in chest

width, 130.7 mm in chest thickness, and 573.8 mm in chest

circumference, as shown in Table 1.

The construction process for the child finite element model is

as follows: first, the geometric model was extracted in Mimics

10.01 software by using the threshold segmentation method

based on CT images of a 6YO child. The seated posture of

the geometric model was obtained by rotating each part

according to the seat angle. Then the geometric model was

smoothed and divided into patches to obtain a patch model

by using Geomagic 8.0. Finally, the FE model was constructed

based on the geometric model by using Truegrid v2.1.0 and

Hypermesh 12.0. In the FE model, cancellous bone, internal

organs, muscle, fat, the spinal cord, cartilage, intervertebral discs,

and other tissues were modeled by a hexahedral solid element,

while cortical bone, ligament, skin, and the end plate were

modeled by a shell element. The vertebral body was

TABLE 1 Dimensions of the 6YO child in this paper and the international standard.

Parameter 6YO child FE model 6YO child in
the 50th percentile

Height (mm) 1135 1113

Mass (kg) 23.9 18.9

Chest width (mm) 207.4 216

Chest thickness (mm) 130.7 147

Chest circumference (mm) 573.8 598

FIGURE 1
Construction process of pediatric FE model.
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connected with the intervertebral disc by common nodes, which

was the same for the connection between bone and muscle, skin,

and fat. The contact between viscera and bone and different

viscerae was defined as the surface–surface contact. The detailed

construction process of the pediatric FE model is shown in

Figure 1.

The material properties used in the 6YO child FE model

were obtained from the literature (Untaroiu et al., 2005; Zhao

and Norwani, 2007; Jiang et al., 2012; Lv et al., 2015; Lv WL.

et al., 2016; Li et al., 2017a) and obtained by scaling adult

material properties, which are summarized in Supplementary

Appendix SA by Li et al. (2020). It should be noted that the

scaling factor was obtained based on the existing child and adult

tissue material parameters. The validity of the 6YO child FE

model was verified by reconstructing several cadaver

experiments (see Supplementary Appendix SB), and the

simulation results were in good agreement with the

experimental data, which indicated that this scaling method

was feasible and reasonable to obtain child material under

current conditions.

FIGURE 2
FE models of chest and abdomen of TUST IBMs 6YO including bones and internal organs (left) and muscle (right).

FIGURE 3
Q6 child dummy model (left). V6 child Virthuman model (middle) and TUST IBMs 6YO (right).
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The number of elements in the thorax and abdomen of TUST

IBMs 6YO is 236,507. The model includes internal organs,

skeletal tissues, muscles, ligaments, skin, and fat, as shown in

Figure 2, which had been verified through the reconstruction of

frontal impacts at different velocities (Ouyang et al., 2006;

Ouyang et al., 2015) and lateral impact experiments at several

angles (Shaw et al., 2006; Viano et al., 1989) in the literature

(frontal impacts: Lv et al., 2015; Cui et al., 2016; lateral impacts:

Lv et al., 2016b). Detailed information of the 6YO child FE model

validation at the sub-model level is summarized in

Supplementary Appendix SB by Li et al. (2020).

Figure 3 shows the Q6 child dummy model., 2013, the

V6 child Virthuman model, and the TUST IBMs 6YO. The

weight of the Q6 dummy is 22.98 kg, and the height is 1143 mm.

The V6 child Virthuman model has a height of 1140 mm and a

weight of 19 kg, which was obtained by scaling an adult model

according to the relevant database of 6–7-year-old child heights

(Hyncik et al., 2014).

The V6 child takes a step forward in human body modeling.

V6 is a child human body model developed from an adult human

body model (Vychytil et al., 2014) by a scaling algorithm based

on actual anthropometric data (Hyncik et al., 2013). Both the

geometry and stiffness are scaled to reconstruct a 6YO child’s

biomechanical properties. The model has been previously

validated (Hyncik et al., 2013, 2014).

The TUST IBMs 6YO model was a finite element model of a

6YO child with detailed anatomical structures based on CT data.

The V6 model was a special hybrid model that benefits from

combining the MBS approach with deformable elements to

enable injury assessment for a variety of impacts. The

Q6 model was a full finite element model developed by

Humanetics (2013), including inner and outer segments as a

virtual copy of the physical Q6 child dummy, which was

validated to correspond to the Q6 physical dummy response

(Humanetics, 2013).

Body size is an important parameter for collision analysis,

and the body sizes are shown in Table 2. The corresponding

relationship can be effectively analyzed by body size. According

to the size data of the three child models, each model has its own

characteristics. The child FE model has a lower shoulder width,

while other data correspond to each other.

2.2 Safety seat FE model

In this paper, the FE model of CRS was built based on the

geometric model of a child safety seat currently on the market

using the pre-processing software HyperMesh 12.0. It consists

of 1,231,296 elements, 32,570 shell elements, and

1,198,726 solid elements. The majority of the safety seat

components were modeled by solid elements. The contact

(*SYMMETRIC NODE-TO-SEGMENT WITH EDGE

TREATMENT) in Pam-Crash software was used to model

the boundary condition between the safety seat back portion

and vehicle seat. The majority of the safety seat body was

modeled as plastic material, while the padding was modeled

as foam material. Furthermore, the three-point safety belt for a

vehicle is built for the CRS, which is made of elastic isotropic

material.

2.3 Simulation setup

The frontal sled simulation of the 6YO FE model was

reconstructed by loading with the American Automobile

Manufacturers Association (AAMA) pulse (Franz and Graf,

2000) (see Figure 4) in Virtual Performance Solutions 8.0. The

simulation setup of the 6YO FE model was consistent with those

of Q6 and V6 model simulations.

The sled consists of an ECE R16 seat. The sled and the seat

models are taken from previous studies (Hyncik et al., 2014). The

model is positioned in the seat, and a sliding contact interface

(*SYMETRIC NODE-TO-SEGMENT WITH EDGE

TREATMENT) is defined between the body and the seat. A

three-point belt system is developed to model a C-pillar mounted

belt restraint system. The simulation setups of the virtual 6YO

child model and FE model are shown in Figure 5.

TABLE 2 Model data for the 6YO child.

Parameter Q6 V6 TUST IBMs 6YO

Sitting height (mm) 601 653 671

Shoulder height (mm) 362 395 372

Shoulder width (mm) 305 262 217

Chest depth (mm) 141 180 172

Hip width (mm) 223 200 229

Buttocks to knee (mm) 366 350 315

FIGURE 4
Frontal sled-AAMA sled pulse (the reproduce of the curve has
been approved by the author Hyncik).
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3 Results and discussion

The thorax acceleration, thorax deflection, shoulder belt

force, and lap belt force curves obtained from the simulation

results are compared with the corresponding curves of Q6 and

V6 obtained from Hyncik et al.’s study (Hyncik et al., 2014), as

shown in Figure 6, Figure 7, Figure 8, and Figure 9, and the

reproduction of the curves was approved by the author Hyncik.

From Figures 6–9 and Table 3, it can be seen that there are two

obvious peaks in the thorax acceleration curves of TUST IBMs 6YO,

Q6, and V6, particularly 21.56 g/23.86 g, 21.52 g/27 g, and 23 g/

18.51 g, respectively, while the maximum thorax accelerations are

23.86, 27, and 23 g, respectively. The variation tendency of the thorax

acceleration curve of TUST IBMs 6YO agrees with those by Han

et al. (2017) and Peng (2017), where simulations with a total human

model for safety 3-year-old (THUMS 3YO) child FE model showed

greater maximum thorax accelerations (Han et al., 2017). Possible

reasons for the difference in maximum thorax acceleration could be

associated with body weight and soft tissue energy absorption levels.

According to the variation tendencies of thorax deflection

curves of TUST IBMs 6YO, Q6, and V6, there are two obvious

peaks of 17.05 mm/21.58 mm, 14 mm/13, and 19.72 mm/21 mm

in the corresponding curves, respectively. The maximum thorax

FIGURE 5
V6 (left) and TUST IBMs 6YO (right) in the frontal sled simulations (the reproduce of the Figure about V6 has been approved by the author
Hyncik).

FIGURE 6
Thorax acceleration curves in frontal sled simulations.

FIGURE 7
Thorax deflection curves in frontal sled simulations.
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deflections are 21.58, 14, and 21 mm in TUST IBMs 6YO, Q6,

and V6, respectively. The maximum shoulder/lap belt forces of

TUST IBMs 6YO, Q6, and V6 are 1.91 kN/2.36 kN, 2.48 kN/1.96,

and 2.53 kN/1.77 kN, respectively. The maximum shoulder/lap

belt load values of TUST IBMs 6YO (1.91 kN/2.36 kN) were

much greater than those from low-speed, non-injurious frontal

sled tests, which were conducted using male human volunteers

with the sled acceleration pulse by Arbogast et al. (2009). The

variation tendencies of shoulder/lap belt force curves of TUST

IBMs 6YO agree well with those by Giordano et al. (2017), where

simulations with the position and personalize advanced human

body models for injury prediction (PIPER) scalable child model

showed a greater maximum shoulder/lap belt force, and possible

reasons could be associated with the muscle modeling method.

The TUST IBMs 6YO thoracoabdominal muscle models with

detailed anatomical structures were constructed based on the CT

data of a 6YO child, which could better simulate the geometric

characteristics and the direction of force transmission of the

muscles, rather than using an equivalent muscle like that in the

PIPER scalable child model.

The variation tendencies of the thorax acceleration, thorax

deflection, shoulder belt force, and lap belt force curves of TUST

IBMs 6YO are in good agreement with the corresponding curves

of Q6 and V6. In addition, the difference between TUST IBMs

6YO, Q6, and V6 in acceleration and deflection in the thorax is

caused by the different thorax structure of the models. The

different response to the safety belt in the unloading stage of

the thoracoabdominal contact force is caused by the impact of the

simple seat model used in V6 during the unloading stage.

It can be seen from Figure 7 that the thorax deflections of TUST

IBMs 6YO and V6 are greater than those of Q6, which is caused by

the high thorax stiffness of Q6. Figures 8, 9 show that the maximum

shoulder belt force of TUST IBMs 6YO is smaller than those of

V6 and Q6, while the opposite is true for the lap belt force. The

reason for the different simulation results of the three models is due

to the different structure and geometry of the models. From Figures

7, 8, the value of thorax deflection of TUST IBMs 6YO was close to

that of V6, while the value of shoulder belt force of TUST IBMs 6YO

was smaller than that of V6 in the time interval 0–100 ms, which

indicated that the thorax total stiffness of TUST IBMs 6YO was

smaller than that of V6. It can also be seen that the thorax total

stiffness of V6 was greater than that of Q6.

The thorax injury indexes include the viscosity criterion

(V*C) and abbreviated injury scale (AIS). The V*C value

represents the change rate of chest deformation relative to

time (see Eq. 1), which is used to evaluate the damage to

chest soft tissue.

VpC � V(t)C(t) � d[D(t)]
dt

D(t)
b

(1)

Here, D(t) is the time function of chest compression and b is

the initial chest thickness.

The correlation between (V*C)max and chest injury has been

investigated in thoracic impact experiments with human

cadavers in the literature (Viano, 1989; Cavanaugh et al.,

1993; Pintar et al., 1997), which provides data support for the

prediction of chest injury. Therefore, (V*C)max is used as an

index to evaluate chest injury in this article. The chest injury

FIGURE 8
Shoulder belt force curves in frontal sled simulations.

FIGURE 9
Lap belt force curves in frontal sled simulations.

TABLE 3 Maximum values for TUST IBMs 6YO, V6, and Q6.

Parameter TUST IBMs 6YO V6 Q6

Maximum thorax acceleration (g) 23.86 23 27

Maximum thorax deflection (mm) 21.58 21 14

Maximum shoulder belt force (kN) 1.91 2.53 2.48

Maximum lap belt force (kN) 2.36 1.77 1.96
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threshold (VC)max of lateral impacts was obtained from

Ivarsson et al.’s (2004) study, and the relationship between

injury threshold (VC)max of frontal impacts and lateral

impacts was obtained from Viano et al.’s (1989) study. The

chest and abdomen injury thresholds of frontal impacts are

shown in Table 4.

The injury level formula is the relationship between the AIS

and compression ratio of the chest and abdomen obtained by

Viano et al. (1989), as shown in Eq. 2, where C is the chest

compression index, which refers to the ratio between chest

compression and chest thickness.

AIS � −3.78 + 19.56C (2)

The ratio between the AIS of a 6YO child and the

compression of the chest and abdomen is obtained according

to the height ratio between children and adults as follows in Eq. 3.

AIS � −2.48 + 12.71C (3)

The deformation rate, V*C, FmaxCmax of the thorax and

abdomen, the trunk angle, and the maximum first principal strain

of internal organs are obtained from the frontal sled simulation, as

shown in Figure 10, Figure 11, Figure 12, Figure 13, and Figure 14.

In addition, Table 5 shows the injury parameters of the thorax and

abdomen for TUST IBMs 6YO.

From Figure 10 and Table 5, it can be seen that the maximum

deformation rates of the chest and abdomen of TUST IBMs 6YO are

26.97 and 11.49%, respectively. According to Eq. 3, the thorax AIS of

TUST IBMs 6YO is 0.925 with the maximum deformation rate of

the chest 26.97%, which indicates that the child injury is mild in the

frontal sled simulation. ThemaximumV*C values of the thorax and

abdomen of TUST IBMs 6YO are 0.169 and 0.06, respectively,

which do not reach the corresponding injury thresholds of 1.053 and

1.134, while the probability of AIS 4+ is 25% (Ivarsson et al., 2004),

which indicates that the thorax and abdomen of TUST IBMs 6YO

have a higher probability of slight or no injury. From Figures 10, 11,

the maximum deformation rate and V*C values of the thorax are

greater than those of the abdomen due to the difference in the effect

of the seat belt on the thorax and abdomen.

The injury thresholds of the first principal strain of heart

contusion and laceration were defined in this paper as 30% and

62.6 ± 6.9%, respectively, according to Yamada’s (1970) study. The

maximum first principal strain of the lungs (28.4%) was used to

reflect pulmonary contusion, which was obtained by combining

experiment and FE simulation results by Gayzik (2008). From

Figures 12, 13, it is known that the maximum first principal

strain of the heart is 11.8% at 68 ms, which is caused by the

compression of the heart, sternum, and the fourth and fifth ribs

under the seat belt. By comparing themaximum first principal strain

and injury threshold of the heart, the result shows that there are no

TABLE 4 Detailed information of injury threshold of the 6YO child.

Parameter Chest (VC)max Abdomen (VC)max Abdomen FmaxCmax

Scale factor 0.65621/2 0.65621/2 0.6422 × 0.6562

Adult injury threshold 1.3 (m/s) 1.4 (m/s) 1540 (N)

Injury threshold of the 6YO child 1.053 (m/s) 1.134 (m/s) 417 (N)

FIGURE 10
Thorax and abdomen deformation rate curves of TUST
IBMs 6YO.

FIGURE 11
Thorax and abdomen V*C curves of TUST IBMs 6YO.
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contusions or lacerations in the heart. The maximum first principal

strain of the lungs is 20.2% at 38 ms, which does not reach the injury

threshold (28.4%), and indicates that no pulmonary contusion

occurred. The pressure of the safety belt is large during the

motion process, which can easily cause lung damage from the

ribs. Therefore, the safety belt cushion should be added in the

FIGURE 12
Maximum first principal strain diagrams of internal organs in TUST IBMs 6YO.

FIGURE 13
Maximum first principal strains of internal organs for TUST
IBMs 6YO.

FIGURE 14
Trunk angle curve of TUST IBMs 6YO.
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safety belt design, which can effectively reduce the damage to the

lungs. The distributions of the first principal strain in the heart and

lungs are consistent with those in the study by Tang (2018), where

simulations with the THUMS 3YO occupant model showed a larger

first principal strain, and possible reasons could be associated with

the element type and boundary definition type. The heart and lungs

in TUST IBMs 6YO were constructed using a hexahedral solid

element rather than a tetrahedral solid element like that in the

THUMS model. The boundary condition of the heart and lungs in

TUST IBMs 6YO was defined as surface to surface contact, which

could better simulate the actual boundary conditions, rather than

using shared boundary node setting like that in the THUMSmodel.

The tolerance value of the first principal strain of the liver was

defined in this paper as 30% according to Melvin et al.’s (1973)

study. The maximum first principal strain values of the liver, spleen,

and kidney are 10.8% (at 38 ms), 38.39% (at 76 ms), and 12.9% (at

54 ms), respectively. The maximum first principal strain of the liver

is smaller than the corresponding injury threshold, which indicates

no injury to the liver. The maximum first principal strain values of

the liver and kidneys are due to the extrusion of the liver/kidney and

the stomach, while the maximum first principal strain of the spleen

appears on account of the contact of the ribs with the spleen and the

diaphragm under the action of the safety belt, see Supplementary

Appendix SC. It can be seen from the data that the injury risks to

internal organs of children such as the heart, lungs, liver, and kidneys

during the kinematic response are lower, indicating that these organs

are better protected than the spleen.

The definition of the trunk angle is the angle between the line

of the hip joint and shoulder joint and the horizontal. From

Figure 14, the maximum trunk angles are 108.51° and 110.67°.

The greater the change in trunk angle, the more obvious the

submarining trend, which represents a higher injury risk of the

child’s abdomen due to the compression of internal organs after

the lap belt slipped over the iliac crests, which is consistent with

the study by Adomeit and Heger, 1975. The abdomen is easily

injured at 66 and 138 ms.

The FmaxCmax injury parameter value is a comprehensive

injury evaluation index, which is obtained from the product of

the maximum contact force between the thorax and the seat belt

and the thorax compression ratio. The thorax injury risk increases

with the increase of the FmaxCmax value. The experimental analysis

by Untaroiu et al. (2012) shows that FmaxCmax and the intrusion

speed of children’s safety belts are the best indices to predict injury.

Figure 15 shows the variation tendency of FmaxCmax of TUST IBMs

6YO. The maximum FmaxCmax value of the abdomen 240.63 N is

smaller than the corresponding injury threshold 417 N obtained

from Table 5, which indicates that there is no probability of AIS 4 +

abdominal injury. The FmaxCmax value of the chest is greater than

that of the abdomen in the time interval of 35–140 ms.

There are a few limitations to the study: 1) the study focuses on

the specific topic of a 6YO thorax and abdomen comparison in a

frontal sled test simulation. Future work could address thorax and

abdomen injuries in lateral impact simulation. 2)Most of thematerial

parameters of TUST IBMs 6YO are obtained by scaling those of the

adult, which will be continuously updated as technology develops. 3)

Injury thresholds for children were obtained by scaling the adult

injury thresholds, which need to be further verified in future studies.

TABLE 5 Injury parameters of the thorax and abdomen for TUST IBMs 6YO.

Parameter TUST IBMs 6YO Injury Threshold

Chest (VaC)max (m/s) 0.169 1.053a

Abdominal (VaC)max (m/s) 0.06 1.134a

Chest AIS 0.925 -

Abdominal AIS 0 -

Chest compression rate (%) 26.97 -

Abdominal compression rate (%) 11.49 -

Chest FmaxCmax (N) 514.05 -

Abdominal FmaxCmax (N) 242.63 417**

asignificant level: 0.01 ** significant level: 0.04.

FIGURE 15
Thorax and abdomen FmaxCmax for TUST IBMs 6YO.
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4 Conclusion

The paper demonstrates that the variation tendency of

thorax acceleration, the intrusion of the thorax safety belt, and

the shoulder/lap belt force in Q6, V6, and TUST IBMs 6YO are

consistent with each other. The thorax total stiffness of the Q6,

V6, and TUST IBMs 6YO models shows a decreasing trend.

According to the injury index of the TUST IBMs 6YO in the

motion process, it can be seen that the injury risks of the thorax

and abdomen are relatively high at 80 ms, and better

emergency measures should be provided to better protect

the thorax and abdomen and reduce the injury. In addition,

the child safety seat should be improved, addressing the

injuries of the thorax and abdomen to achieve the best

protection. The paper shows the greater advantages of the

simulation output data of the child FE model with detailed

anatomical structures to better reflect the performance of the

child safety seat and provide more specific data for improving

the CRS.
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Approach for machine learning
based design of experiments for
occupant simulation

Bernd Schneider1*, Desiree Kofler1, Gian Antonio D’Addetta2,
Heiko Freienstein2, Maja Wolkenstein2 and Corina Klug1
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The complexity of crash scenarios in the context of vehicle safety is steadily

increasing. This is especially the case on theway tomixed traffic challenges with

non-automated and automated driving vehicles. The number of simulations

required to design a robust restraint system is thus also increasing. The vast

range of possible scenarios here is causing a huge parameter space.

Simultaneously biofidelic simulation models are resulting in very high

computational costs and therefore the number of simulations should be

limited to a feasible operational range. In this study, a machine-learning

based design of experiments algorithm is developed, which specifically

addresses the issues when designing a safety system with a limited number

of simulation samples taking diversity of the occupant and accident scenario

into account. In contrast to an optimization task, where the aim is to meet a

target function, our job has been to find the critical load case combinations to

make sure that these are addressed and not missed. A combination of a space-

filling approach and a metamodel has been established to find the critical

scenarios in order to improve the system for those cases. It focuses specifically

on the areas that are difficult to predict by the metamodel. The developed

method was applied to iteratively generate a simulation matrix of a total of

208 simulations with a generic interior model and a detailed FE human body

model. Kinematic and strain-based injury metrics were used as simulation

output. These were used to train the metamodels after each iteration and

derive the simulation matrix for the next iteration. In this paper we present a

method that allows the training of a robust metamodel for the prediction of

injury criteria, considering both varying load cases and varying restraint system

parameters for individual anthropometries and seating postures. Based on that,

restraint systems or metamodels can be optimized to achieve the best overall

performance for a huge variety of possible scenarios with a specific focus on

critical scenarios.

KEYWORDS

design of experiments, metamodel, finite element simulation, human body model,
occupant safety, virtual testing, machine learning (ML)
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1 Introduction

By means of virtual testing, the assessment of real-world

safety instead of the protection in standard load cases is enabled

(Freienstein et al., 2019; Luttenberger et al., 2020). The number of

scenarios occurring in the real world however, is resulting an

enormous parameter space. Furthermore, autonomous driving

will enable new seating postures (Poulard et al., 2020) and as a

result will therefore increase the overall complexity and the

efforts required to safeguard occupant protection even more

effectively. At the same time, biofidelic simulation models

cause high computational costs and therefore the number of

simulations should be limited to a feasible range. To control this

increasing number of influencing variables and load cases,

methods are needed to understand and scan the complex

parameter space in an efficient way.

Adequate design of experiments is playing an increasingly

important role in this. If no metamodel is chosen in advance,

model-free designs are applied. So-called space-filling

experimental designs are model-free designs that are very

common for computer simulation. In such approaches, the

whole parameter space is covered as uniformly as possible. An

important aspect here is that the design is not only space-filling

for the entire parameter space but also for subspaces (e.g., when

only one parameter or a subset of parameters is being examined).

When this is the case, the design is said to have good projection

properties. Another point to consider is that the input parameters

of the computer simulation can be of different types such as

continuous, discrete or categorical and these need to be handled

by a DoE algorithm. The points of a design can be chosen all at

once, which is termed a one-shot strategy, such as in Joodaki et al.

(2021) where a Latin Hypercube sampling was used. If results of

experiments are intended to have an influence on the selection of

new design points, a sequential strategy can be applied (Gan and

Gu, 2019). (Provost et al., 1999; Crombecq et al., 2009; Draguljić

et al., 2012; Pronzato and Müller, 2012).

Metamodels, sometimes also referred to as “surrogate

models”, are often used to describe the relationship between

the input parameters and simulation outputs of interest. They

can be used to find correlations between physical inputs and

outputs of a given system. Many different metamodels are

available for regression such as LASSO, k-nearest neighbors

(k-NN), neural nets, support vector machines (Xia et al.,

2018), decision trees, random forest (RF), gradient boosting

and Gaussian process regression (GPR). It is usually not

known in advance which model will be the best for a specific

task so different models have to be tested. To evaluate the

performance of a metamodel the available data set is split in

training and test data. The model is trained with the training data

and the performance is measured on the test data. Usually the

split is done by randomizing the data and then using a certain

percentage as training and the rest as test data. In an iterative

approach, a further split into training and test data can also be

used. The results of the last iteration of the sequential design can

be used as test data and the rest as training data. Metamodels

usually have several input parameters, so called hyperparameters,

which have to be chosen by the user. In order to find the best set

of hyperparameters cross-validation is generally used. Tuning of

the machine learning hyperparameters was shown to be essential

to achieve a metamodel with high accuracy (Williams, 2006;

Watt et al., 2020; Joodaki et al., 2020).

In previous studies in the context of occupant safety and

crashworthiness, the aim was to use a combination of

metamodels and design of experiments mainly for

optimization tasks. For such problems, different types of

metamodels are used ranging from support vector regression

(Xia et al., 2018) to even combinations of metamodels (Gan and

Gu, 2019; Joodaki et al., 2020). Another approach was proposed

in Adam and Untaroiu (2011) and Untaroiu and Adam (2013)

where first a classification of pre-crash occupant postures was

performed and a genetic algorithm was then used to optimize the

restraint system for the different classes. In Perez-Rapela et al.

(2020) neural networks in combination with Monte Carlo

simulations are used to account for occupant response

variability in the assessment of safety systems. An overview of

design optimization for structural crashworthiness can be found

in Fang et al. (2017). Other studies in the field of vehicle safety

have tried to use metamodels for on-board prediction. In Bance

et al. (2021) a lumped parameter model together with polynomial

chaos expansion uncertainty quantification is used for on-board

occupant injury risk prediction. Another example is the

prediction of an occupant model’s response to time-varying

accelerations for applications inside the vehicle for restraint

system control units with a metamodel aiming to work in

real-time (Kneifl et al., 2022). For this task, a non-intrusive

model order reduction with long short-term memory is used

(Kneifl et al., 2022).

In summary, metamodels are trained to predict the response

for different combinations of input parameters. The accuracy of

the metamodel prediction for specific combinations of input-

parameters depends to a great extent on the parameter-space

covered by the training dataset and testing is only done within the

parameter-space covered by the test dataset. Therefore, an

appropriate design of experiments for deriving the test and

training datasets plays an essential role.

For the development of restraint systems the parameters are

usually varied in a defined scenario catalogue. This scenario

catalogue tends to be the load cases tested in regulations or

consumer information testing. However, ideally these scenario

catalogues should cover a wide range of scenarios to finally design

a robust restraint system and not to miss potentially critical

scenarios, likely to happen in the field (Perez-Rapela et al., 2020).

Since we cannot apply a full factorial design of experiments

due to the high computational costs, a smarter method is needed

to select the simulation cases. For safety-relevant simulations, it is

important to cover especially the critical areas within our
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parameter space for the development of metamodels or for

optimizing the restraint systems. The question arises in this

context, of how we can, with a limited number of simulations,

focus on the critical areas of the design space if these are

unknown when starting the simulation study. This is

particularly challenging, as the criticality is determined by a

combination of intrinsic and extrinsic factors as well as the

applied safety system (Perez-Rapela et al., 2020).

In our study, we have addressed this question and investigated

how to select data points in the parameter space that are most useful

for training a metamodel and learning about the restraint system

performance. Our aim was to gather the maximum quantity of

information relevant for occupant protection from a given number of

simulations. An intelligent design of experiments for occupant

simulation was developed for this purpose, which aims to

automatically select simulations in areas that are difficult to

control. To demonstrate the methodology, the effect of different

loading directions, anthropometries and seating postures for the

design of a generic restraint system and the resulting occupant loads

was analysed.

2 Materials and methods

2.1 Data generation

2.1.1 Simulation environment
For development and testing of the methodology, an

exemplary simulation study was performed. A finite element

simulation model was set up, consisting of a generic seat with

belt, a simplified airbag load chain representation (SALCR) and

the human body model (HBM) THUMS v4.02. The SALCR

includes three foam panels, which are attached to a rigid plate,

see Figure 1. The characteristics of the generic airbag can be

adjusted by changing the stiffness of the beams connected to the

head and thorax panels to simulate different stiffnesses (mass

flows). Furthermore, by changing the factor of distribution of

stiffness between the two panels different loading paths

corresponding to different shapes of airbags are simulated.

After a maximal deflection of 300 mm, the stiffness of the

beams is increased significantly to simulate a contact of the

HBM with the vehicle interior. The femur panel consists of a

fabric sheet which enables the support of the SALCR on the

HBM thighs. This generic setup was chosen in order to

represent the same initial conditions for each simulation run

by a seat bounded restraint system. Thereby influences of an

eventual deviation in airbag deployment are eliminated and the

same initial distance between the HBM and the SALCR is

provided. In order to check the plausibility of the effects of

the SALCR, a comparison of the forces was made with a

simulation model based on the vehicle of the oblique THOR

Accord model (downloaded on 11.03.2020), that is equipped

with a serial driver and passenger airbag model (Singh et al.,

2018). A table with adjusted parameters of the airbag model

compared to the downloaded version can be found in the

Supplementary Material. Since no steering wheel is present

in the simulation setup, the comparison is made with the

passenger airbag model of the Honda Accord. The plots for

the comparison of the forces can be found in the Supplementary

Material. Amplitude and shape are comparable for the belt

forces as well as the SALCR/airbag contact forces, but a time

shift in force between the serial airbag and the conceptual

system used in this study is observed, which is caused by the

difference in support and deployment. The ISO 18571 (ISO,

2014) scores for the comparison of belt force and airbag forces

can be found in the Supplementary Material. Anyhow, no exact

replication of one restraint system was targeted. Instead the aim

was to enable easy parameter variation over a wide range.

Therefore, the developed conceptual SALCR was found to be

an appropriate simplification.

Two different occupant anthropometries were chosen for the

investigations. The THUMS v4.02 50th percentile male (AM50)

model was utilized as basis. For analysis of anthropometric

differences, THUMS was used in its baseline size (height:

1.78 m, mass: 77 kg). Since a consistent THUMS v4.02 model

version was not available for the fifth percentile anthropometry, a

scaled version of the baseline was used (height: 1.53 m, mass:

46 kg). The model was scaled only, to keep everything else

consistent.

An upright and a lounge positioned model were generated

for both anthropometries. The upright model equals the

available THUMS v4.02 occupant model and the lounge

FIGURE 1
Assembly of the simplified airbag load chain representation.
Each foam panel contacts only the corresponding body region e.g.
head (green), thorax (orange) and femur (yellow). Each panel is
connected to a rigid plate (red) via beams (blue). The head
and thorax panel are connected to the femur panel via support
beams (light blue). The entire construction is connected to the seat
structure via linking beams (grey) to keep the generic airbag in
place.
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model was generated by positioning the THUMS

v4.02 pedestrian model. Figure 2 illustrates the final

simulation models. The lounge model basically represents

a reclined seating position that allows a relaxed occupant

posture. The generic airbag was positioned with the bottom

edge aligning with the lap belt. The footrest was transformed

to provide adequate foot support for both models in upright

position.

2.1.2 Crash pulses
To investigate occupant behaviour for different loading

conditions, acceleration-time pulses were generated by finite

element simulations (Höschele et al., 2022) with a simulation

model based on the vehicle of the oblique THOR Accord model

(Singh et al., 2018) (downloaded on 11.03.2020). The description

of the crash configuration is based on the “Volvo parametric

crash configuration” (Wagström et al., 2019). Table 1 lists the

configuration of the simulations by which the four pulses were

generated. The values, such as velocity (v), mass (m) and

acceleration (acc), of the host vehicle are indicated with HO

and the values of the oncoming vehicle or wall encountered are

indicated with OPP.

FIGURE 2
AM50 and AF05 THUMS models in upright and lounge seating position.

TABLE 1 Simulation configurations for crash pulse generation.

Pulse
name

Crash
configuration

v HO
[km/h]

v OPP
[km/h]

α
[°]

m HO
[-]

m OPP
[-]

acc HO
max in
x [g]

acc HO
max in
y [g]

FF56 Wall, frontal 56 0 - Heavy Rigid wall 44.4 2.9

Center_0 Centre, centre 40 50 0 Heavy Heavy 31.8 11.7

Center_45 Centre, centre 40 50 45 Heavy Heavy 27.5 26.9

Center_m45 Centre, centre 40 50 -45 Heavy Heavy 23.6 26.9

FIGURE 3
Sketch of the Center_45 oblique impact scenario.
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The full-frontal load case FF56 was generated by a vehicle

impact on a rigid wall with 56 km/h. The other pulses were

generated by vehicle-to-vehicle impact scenarios with both

Honda Accord models of equal mass and vehicle velocities of

40 and 50 km/h respectively. The two oblique impact scenarios

Center_m45 and Center_45 were simulated with ±45° impact

angle. Figure 3 shows a sketch of the configuration of the

Center_45 oblique impact.

For each simulation, the acceleration was recorded in the

centre console of the host vehicle, whereby the accelerations in x-

and y-direction as well as the rotational acceleration about the

z-axis were output. Plots of the pulses for each axis can be found

in the Supplementary Material. These data were used as input for

the HBM simulation environment, whereby the acceleration was

applied only on the seated HBMmodel. The load was not applied

to the generic airbag model in order to isolate the HBM airbag

interaction behaviour and avoid overlaid loadings on the SALCR

due to HBM contact and global acceleration.

2.1.3 Simulation and evaluation
The simulation models were parameterised and boundary

conditions for the individual parameters were defined. Table 2

summarizes all varied parameters and the corresponding values

or thresholds of the baseline occupant simulation model. It

contains a combination of categorical and continuous

parameters.

The parameters chosen by the developed DoE method, were

automatically inserted in the simulation decks. Simulations were

performed on a HPC cluster using LS-Dyna R9.2.1. A single

simulation took about 24 h on 80 cores and produced an output

of about 5 GB.

The evaluation of the simulation results was conducted with the

in-house developed tool “dynasaur”1 (Klug et al., 2018) from the LS-

Dyna binout files. The injury criteria HIC15, Brain 95th percentile

strain (Brain 95p), NIC and Rib fracture 1 + risk (Forman et al.,

2012) were implemented in the “dynasaur” calculation procedure

and evaluated automatically. For the kinematic injury criteria HIC

and NIC, accelerometers were positioned in the THUMS model at

the head center of gravity, center of C1 and T1 and connected to the

bony structure with an interpolation constrained

(*CONSTRAINED_INTERPOLATION). Accelerations were

filtered with CFC 1000 before further processed. The 95th

percentile strain for the brain was calculated from the element

time histories. For the rib fracture assessment, the procedure from

Forman et al. (2012) and the smoothed risk curve (Larsson et al.,

2021) from Forman et al. (2012) for a 45 year old person were

applied using the maximum principle strain at the mid-surface per

rib to calculate the fracture risk per rib, combined with the

probabilistic function to the overall risk of 1 + rib fractures.

2.2 Feedback loop

The basic idea of the feedback loop is a combination of a DoE

algorithm, which can select a number of points from a set of

candidate points, and a metamodel. Any type or combination of

metamodels that has good predictive quality can be trained and

applied based on the specific problem. Based on the predictions of the

metamodel a subset of the set of candidate points is selected.How this

subset is chosen can vary, depending on the specific task and goal.

This procedure of the feedback loop is illustrated in Figure 4.

The start and end of the feedback loop are colored blue. The

boxes colored black indicate algorithms and boxes related to

candidate points are colored green. To start the feedback loop,

64 simulations are selected using a Latin hypercube design

(LHD). Finite element simulations are carried out with these

input parameters to obtain the simulation results. For further

designs, the existing design is augmented with candidate points

which are randomly selected points in the design space. The

selection of a subset of candidate points is done with the help of

metamodels. The goal is to achieve good prediction of themetamodel

on the whole parameter space. The following procedure was used:

TABLE 2 Parameters to be varied with corresponding values and ranges.

Parameter Value Quantity

Anthropometry • THUMS v4.02 a.m.50 (AM50)
• THUMS v4.02 a.m.50 scaled (AF05)

2

Seating position • Upright
• Lounge

2

Pulse • FF56
• Center_45
• Center_0
• Center_m45

4

Stiffness of the SALCR beams • 750 kN–3,000 kN continuous

Distribution of the stiffness of SALCR beams • 33%–66% (100% corresponds to 100% stiffness on the head panel) continuous

Belt load limiter • 60%–100% (100% corresponds to 1.95 kN) continuous

1 https://gitlab.com/VSI-TUGraz/Dynasaur.
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• For each injury criterion of interest, a metamodel is trained

and the performance is measured on the test set.

• The range of predicted values for the whole set (training

and testing) is split in ten bins with equal spacing.

• For each of the bins themean of the absolute error of values

from the test set is calculated. However, based on the

previous simulations, not all bins contain data points.

There can be bins in which there are no predictions for

the test set and therefore no error can be calculated. The

mean error for such bins is considered zero.

• The bin with the highest mean error is selected as a region

of interest.

• The metamodel is retrained with the full data set and

predictions are made for the one million candidate points.

The subset of these points where the prediction falls into

the interval with the highest mean error is used for the

augmentation of the design.

• This is done for all the injury criteria of interest.

This method was termed the “highest mean criterion”. A

visualization of the steps can be found in the Supplementary

Material. From these subsets of candidate points the load cases

are selected by a space-filling algorithm. The same number of

load cases are selected for each injury criteria (i.e., 8 for iteration

4, which consisted of a total of 32 simulations, considering four

injury criteria). The selected parameters are used as input

parameters for the simulations of the next iteration.

As space-filling DoE algorithm the MaxPro approach (Joseph

et al., 2020) was chosen. It can be seen as an extension to themaximin

Latin hypercube design. The maximum projection (MaxPro)

criterion ensures that the design is not only space-filling for the

entire parameter space but also for subspaces. The MaxPro criterion

can also be extended for multiple types of factors. It can create

sequential designs and is available as implementation in R.

The selection of a subset of candidate points is done with the

help of metamodels. Cross-validation is used for the selection of

the metamodel and the hyperparameters of the metamodel. For

this the Python machine learning module scikit-learn2 (Pedregosa

et al., 2011) was used. No scaling of the input parameters was

performed since it did not improve the prediction accuracy. Since

the k-NN algorithm performed best for the first iterations of data,

it was used throughout the study unless stated otherwise.

To show the behaviour of the algorithm using known functions

the Styblinski-Tang function as well as Mishra’s bird function

(Mishra, 2006) (not constrained) were chosen. These functions

are also used in the context of optimization which is not the goal

in this work. A Latin hypercube design was used to create the first

design. Additional design points were created by augmenting the

initial design with candidate points using MaxPro. For the

Styblinski-Tang function 32 points were created with LHD and

32 points by augmentation whereas for Mishra’s bird function

16 points were created with LHD and 16 points by

augmentation. For the “highest mean criterion” the first design

points created by the LHDwere used for training a GPRmetamodel

FIGURE 4
Basic principle of feedback loop combining DoE algorithm and metamodel.

2 https://scikit-learn.org/stable/.

Frontiers in Future Transportation frontiersin.org06

Schneider et al. 10.3389/ffutr.2022.913852

86

https://scikit-learn.org/stable/
https://www.frontiersin.org/journals/future-transportation
https://www.frontiersin.org
https://doi.org/10.3389/ffutr.2022.913852


und the remaining design points were used for testing in the first

step. In each iteration 32 new points were created for the Styblinski-

Tang function and 16 new points for Mishra’s bird function. For the

“highest mean criterion” one-fourth of the points were chosen using

the described approach and the remaining points were chosen using

the space filling MaxPro algorithm. Choosing the remaining points

withMaxPro was done to prevent the “highest mean criterion” from

getting stuck in one area. For theMaxPro approach all points in one

iterationwere createdwithMaxPro. To compare the two approaches

a GPR metamodel was trained using the created design points. The

difference of the two functions and the trained metamodels was

evaluated on a grid with 1,001 points in x and y direction

respectively.

2.3 Sensitivity study

A sensitivity study was performed to investigate if the

metamodel is able to learn from the results of different

configurations, such as different pulses, anthropometry and

seating position. The available data is split into two sets S1 and

S2. For the pulses the set S1 comprises all the data with pulse FF56,

the second set S2 comprises the rest of the data. For the

anthropometry the set S1 comprises the data with the

AF05 HBM and for the seating position S1 comprises the data

with theHBM in upright position. The first set is randomly split into

a set S1part that contains 80% of the set S1 and a test set S1test that

contains the remaining 20% of the set S1. To investigate different

sizes of training data from the set S1, 25%, 50%, 75%, and 100% of

the set S1part are used as training data S1train. Ametamodel is trained,

firstly with only the set S1train and secondly with the union of set

S1train and S2. The test set is both times S1test. As a metamodel GPR

is used since for k-NN the split into the sets is already done

inherently.

To quantify the importance of the different input parameters for

the metamodel, a score is calculated for each parameter using

“permutation feature importance” according to (Breiman, 2001).

For this, a trainedmetamodel with good prediction quality is needed.

The values for each feature are permuted one after the other. If the

feature is important, the prediction quality decreases. The

permutation feature importance is calculated as the prediction

score of the metamodel for the original data, minus the

prediction score for the permutated data. A mean permutation

feature importance can be calculated by repeating the procedure

for different permutations. (Breiman, 2001).

3 Results

3.1 Design of experiments

The comparison of the maximum error of the “highest mean

criterion” andMaxPro for the Styblinski-Tang function as well as

Mishra’s bird function can be seen in Figure 5. For the Styblinski-

Tang function the maximum absolute error decreases faster with

the exception of the second iteration. After eight iterations the

errors for both approaches are approximately the same. The

points chosen by the “highest mean criterion” focus on the

boundary where there is a steep increase of the Styblinki-Tang

function. For Mishra’s bird function again the maximum

absolute error decreases faster until the sixth iteration. For the

last two iterations the MaxPro approach shows the lower

maximum absolute error.

For the finite element simulations the first design was created

with Latin Hypercube sampling. Then three iterations were made

with no restrictions to the candidate points. Following on from

this three iterations were made with the “highest mean criterion”.

A summary of all iterations and the applied approach is shown in

Table 3.

Figure 6 shows boxplots of the absolute error in the

predictions from the test data of the four different injury

criteria. The first three iterations are with no restrictions on

the set of candidate points, iterations four to six were designed

with the “highest mean criterion”. It can be seen that the error

increases when switching to the “highest mean criterion” in

iteration 4. Only in the case of Brain 95p does it stay roughly

the same. This behaviour is intended since the new cases are

chosen in areas where the prediction error is highest. The error

declines for Brain 95p and NIC in the last iteration but more

iterations would be necessary to confirm this trend.

3.2 Prediction quality of the metamodels

The prediction quality of the two metamodels k-NN and

GPR is tested with two different splits into training and test data.

For the first split the results of the iterations 0 to 5 of the data set

are used as training data and the results of iteration six are used as

test data. For the second split, the whole data set with all

208 simulations was utilized to also take the data points of

the last iteration into account. The k-NN and the GPR

metamodels were thus trained with 80% of the randomized

whole data set (iteration 0–6). The prediction is then tested

on the remaining 20% of the data set. The resulting R2 values are

summarized in Table 4. Plots with a comparison of simulation

results and prediction can be found in the Supplementary

Material.

The predictions for the kinematic-based criteria HIC15 and

NIC are very good (R2 > 0.9), with the exception of k-NN for the

iteration based split. It can be seen, that the prediction is more

challenging for strain-based criteria like Brain 95p and especially

the rib fracture risk. For HIC15, Brain 95p and NIC GPR shows

almost equal or better results compared to k-NN, whereas for Rib

fracture 1+ k-NN is more stable. Using 80% of the entire

randomized data set as training data increases the accuracy of

the metamodels as expected.
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3.3 Sensitivity study

One split into two sets S1 and S2 was carried out for the

anthropometry. The set S1 comprises all the simulations with the

AF05 HBMmodel and the set S2 comprises the simulations with

the AM50 HBM model. The results can be seen in Table 5. As

expected, the calculated R2 score decreases with a reduced size of

the training set. No clear trend emerges for the comparison of the

results with and without added data from the set S2. But in most

cases adding data from set S2 leads to similar or worse R2 values.

Similar results can be observed for the split of the data based on

pulses and seating position which can be found in the

Supplementary Material. This leads to the conclusion that

combining simulations with different anthropometries, pulses

or seating positions does not help to reduce the necessary number

of simulations at least if they are not described by continuous

parameters which is the case in this study.

To see the influence of the different input parameters on the

metamodel the permutation feature importance (Breiman, 2001)

for the HIC15 was determined. The GPR metamodel was trained

with 80% of the whole data set for this purpose. The permutation

feature importance calculation for the test set was repeated ten

times, so mean and standard deviation are stated in Table 6. The

pulse has the highest feature importance followed by seating

position and anthropometry. The feature importance of the

parameter stiffness, distribution and belt load limiter are

significantly lower.

4 Discussion

4.1 Limitations

The focus of this study was the development of a method for

a fully automatic design of experiments, enabling to learn as

much as possible from a limited number of simulations. The

focus was not set on the metamodel and therefore using the

metamodel for designing a system, additional simulations would

FIGURE 5
Maximum absolute error of the GPR metamodel trainined with the design points created by the MaxPro algorithm and the “highest mean
criterion” respectively.

TABLE 3 Iterations of simulations with corresponding selection
approach.

Iteration Simulations Quantity DoE approach

0 1–64 64 Latin Hypercube

1 65–80 16 MaxPro

2 81–112 32 MaxPro

3 113–144 32 MaxPro

4 145–176 32 “Highest mean criterion”

5 177–192 16 “Highest mean criterion”

6 193–208 16 “Highest mean criterion”
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be needed. This becomes evident when looking at the prediction

of the rib fracture risk.

The description of the loading scenario was very

discontinuous and not described with parameters. In future

studies, the pulses should be described in an improved way,

using parameters characterising the shape and amplitude.

Furthermore, when using more than two anthropometries and

more than two seating postures, it might be better to derive a

metamodel, which can learn from the different scenarios.

A simplified seat-mounted restraint system was used in order

to represent the same initial conditions for each simulation run.

Although the comparison with a conventional vehicle shows a

FIGURE 6
Boxplots with absolute error of the predictions on the test data for all iterations.

TABLE 4 R2 values for predictions with k-NN and GPR metamodels for two different splits into training data and test data.

Training data iteration 0-5, test data
iteration 6

Training data 80% of all iterations,
test data 20% of all iterations

R2 k-NN R2 GPR R2 k-NN R2 GPR

HIC15 0.66 0.91 0.97 0.99

Brain 95p 0.89 0.89 0.95 0.93

NIC 0.86 0.98 0.98 0.98

Rib fracture 1+ 0.33 0.22 0.78 0.59
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similar magnitude and duration of the contact forces, the timing

of the applied restraint system is shifted, as it was not deploying.

The advantage of the comparable distance is related with a higher

distance compared to an airbag which is deploying. Therefore,

the results of this study cannot be directly transferred to a real

restraint systems.

Two functions were used to show the differences of the

proposed “highest mean error” approach and the space-filling

MaxPro algorithm. Since the differences depend on the chosen

function as well as parameters such as number of design points

per iteration a more thorough examination of the proposed

algorithm should be conducted in the future. This could lead

to a better understanding of the behaviour and to further

improvement of the “highest mean error” approach.

The goal of the proposed approach is to achieve good

prediction of the metamodel on the whole parameter space

and not missing any important regions. The prediction error

was increasing for the data from the finite element simulations

with our applied procedure. This is an indication that we would

have not seen these problems in our metamodel if we would have

continued with the space-filling approach. But it is difficult to

show that no important regions have been overlooked without

being able to simulate every point.

The proposed approach is intended for cases where the

number of simulations is limited, e.g., because of limited time

or computational resources. If a very large number of simulations

can be performed the whole design space could be scanned

instead.

TABLE 5 Results of sensitivity study for splitting the anthropometry.

Number of test data: 20 Only AF05 data used for
training (S1)

AM50 data set added for
training (S2)

Number
of training data

R2 Number
of training data

R2

HIC15 78 0.97 188 0.97

58 0.96 168 0.96

39 0.94 149 0.95

19 0.84 129 0.91

NIC 78 0.75 188 0.7

58 0.72 168 0.57

39 0.52 149 -0.11

19 −0.01 129 -1.51

Brain 95p 78 0.98 188 0.98

58 0.97 168 0.98

39 0.97 149 0.99

19 0.87 129 0.97

Rib fracture risk 1+ 78 0.64 188 0.67

58 0.62 168 0.61

39 0.75 149 0.56

19 0.55 129 0.36

TABLE 6 Permutation feature importance for HIC15.

Features Stiffness Distribution Belt load
limiter

Anthropometry Seating position Pulse

Mean 0.043 0.048 0.06 0.128 0.149 2.128

Standard deviation 0.027 0.022 0.013 0.032 0.034 0.281
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4.2 Simulation setup

A parameterised, robust simulation model is needed to train

the metamodels. Before starting the parameter variation, the

simulation of all extreme load cases should prove the model’s

stability. Outliers of simulation results should be always checked

manually, as they affect the design of the next iteration. The

Human Body Model applied in the current simulations was very

robust, but issues in the belt and restraint system interactions

(sticky nodes) were observed in single simulations, which

required changes of the contact settings such as contact

stiffness and search frequency.

It should be checked in advance if the variance in the input

parameters leads to significant changes in the results. Originally,

it was planned to vary only the angle, but not the collision speed.

However, this led to a spread in some of the injury criteria that

was too small and therefore did not fulfil the purpose of the study.

To achieve a higher range in injury criteria values, the pulse

FF56 was added.

4.3 Design of experiments

With the DoE approach of the current study it was not

intended to perform a classic optimization approach as in Xia

et al. (2018), Gan and Gu (2019) or Joodaki et al. (2021), but to

learn as much as possible from a limited number of

simulations. Defining the aim of a design of experiments

approach is essential. In the concept phase, there was some

discussion on whether certain areas of a predicted outcome

could be excluded, since the output values were either too high

or too low. This was inspired by the approach of Gan and Gu

(2019), who developed an algorithm, in which an important

region was defined and points that lie within that region were

chosen by preference for the next iteration. Ultimately,

however, an approach of this kind appeared to be too

subjective for our application, since it was found to be

difficult to draw a line objectively without running the risk

ever and again of missing something essential. Instead of this,

the areas of the metamodel with the highest insecurities were

defined as the areas, which we should examine more closely as

a means of avoiding misleading conclusions. Rooting out the

causes of non-stable behaviour is of great importance,

especially for safety applications.

On examining the average errors per iteration, it is

apparent that the errors in iteration four and five were

much higher than those in the previous iterations, but with

a decreasing trend for the last iteration. This trend should

ideally proceed further. Applying the developed method helps

to reveal critical areas. When errors do not increase, even

when focusing on those areas with the biggest errors, we

were confident that missing important regions would be

unlikely.

Metamodels of an entirely acceptable quality within a large

parameter space were derived, despite only 208 simulations

having been performed. To estimate the number of

simulations that would be needed for a full factorial analysis,

a discretization of the continuous variable in the current study

has to be assumed. A discretization with ten data points each for

beam stiffness, distribution of stiffness as well as the belt load

limiter would lead to a total of 16,000 simulations for the full

parameter space.

4.4 Metamodel

Within the DoE, the metamodel was trained with the k-NN

method, although for the final results GPR showed better

accuracy. For the first set of iterations, however, k-NN is

much more stable and the risk of misleading interpretations is

lower. The reason for this might be the small number of data sets

at the beginning together with the aforementioned inability to

learn from different configurations. For the first training data set

with 64 simulations, only eight simulations are with the same

pulse, anthropometry and seating position. In the future also

combinations of different metamodels could be tested.

Surprisingly the prediction of the metamodel did not seem to

improve with data from other configurations. This might be

caused by non-continuous and too different configurations.

Training the metamodel and performing the DoE for each

configuration separately meant that a significantly greater

number of simulations would needed. Anthropometry, posture

and pulse should be varied in the future more continuous to

achieve better learning effects in between the scenarios.

Metamodels were trained to predict four different injury criteria,

which were each of a different type. The highest prediction accuracy

was achieved for the kinematics-based criteria HIC and NIC, which

are mainly applied for dummies and have limited meaningfulness

for HBMs. The prediction of the strain-based criteria seemed to be

more challenging for the metamodel. The most complex injury

criteria applied in this study, the probabilistic rib fracture risk

assessment, was the most difficult to predict. To calculate the

probabilistic rib fracture risk assessment, the maximum strain of

each rib is derived and used as input for the risk calculation per rib

which is finally combined to an overall rib fracture risk using a

binomial function. In contrast to the brain 95th percentile strain,

more complexity layers are thus added, which the metamodel must

learn. In future an attempt could be made to predict the strains

within the individual rib using metamodels and then to perform the

remaining evaluation steps manually.

Ultimately, of course more data is always better. The level of

needed accuracy of the metamodel strongly depends on where it

should be applied. The metamodel developed in this study can be

used to distinguish between critical and non-critical areas for the

generic restraint system that was used and prioritize input-

parameters for future studies.
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5 Conclusion

A DoE approach has been established focusing on those

metamodel areas, which are more difficult to predict than others.

An approach of this kind is recommended for safety-relevant

problems with expensive generation of training data. Instead of

optimizing the restraint system to run more and more simulations

in “non-critical” areas, the developed algorithm specifically focuses on

the more challenging areas to avoid misjudgement in these for the

metamodel. This can help engineers to reveal the most critical areas,

which should be prioritized to improve the robustness of the study

using the individually feasible number of simulations that can be

generated as effectively as possible.

Further research is needed in order to also be able to predict

more complex injury criteria and further understand the learning

effects from the categorical parameters describing the scenarios,

such as anthropometry and posture.
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The interest in virtual testing is globally rapidly increasing because of several

advantages compared to physical tests in laboratories. In the area of passive car

safety, finite element simulations can be used to get further insights, use more

biofidelic human models and make the overall assessment more robust by

incorporating more variety in the virtual testing load cases. For a successful

implementation of virtual testing in regulations or consumer information, the

integrity of the procedure has to be ensured. As car simulation models used

within the virtual testing are usually not shared with the evaluation institutions

due to intellectual property (IP) issues, this is a challenging task. Stringent

validation and certification procedures are needed and it has to be ensured

that the models used in these steps are the same as the ones used for the virtual

testing. In this paper, we developed a secure procedure for model version

control. Through analysis of possible threats for both sides, car manufacturer

and evaluation institution, we defined requirements, which the new procedure

should satisfy. These requirements state that the integrity and authenticity of all

shared documents should be protected, as well as the confidentiality of the

simulation model. By considering all prerequisites, we developed an

architecture for a new procedure. This architecture uses cryptographic

algorithms such as hash functions and digital signatures to ensure integrity

and authenticity, as well as secure computation mechanisms such as Intel

Software Guard Extensions (SGX). In our proof-of-concept implementation, we

demonstrated how a secure wrapper around LS-DYNA can produce a signed

report to authenticate the input model files based on a hash tree and link them

to the simulation results. The evaluation institution can use a matching

verification tool to verify that the models were not manipulated compared

to other simulation runs or the qualification process. The developed procedure

can be used for trustworthy implementation of virtual testing into consumer

information or regulation for the assessment of car safety with strengthened

integrity. Further research is needed to develop comparable procedures for

other simulation software packages or ideally integrate it directly into the

simulation software.
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1 Introduction

The interest in virtual testing for vehicle safety assessments is

globally rapidly increasing because of several advantages

compared to physical tests in laboratories. Loading conditions

can be varied as well as the anthropometry of the humans to

enable a more robust assessment. Furthermore, integrated

assessments linking pre- and in-crash phase and the use of

biofidelic Human Body Models (HBMs) without hardware

limitations are enabled. Thereby, instead of crashing a real car

in a physical crashtests, a virtual replication of the car model is

used and tested virtually in a simulated crash. (Huizinga et al.,

2002; van Ratingen, 2020).

For a successful implementation of virtual testing, the integrity

of the procedure has to be ensured. All involved parties and the end-

consumers buying and driving the evaluated cars have to trust the

procedure and potential manipulation must be prevented. As IP

protected information is included in the virtual car models, this is a

challenging task. Stringent procedures are needed to ensure quality

of the model comparability in between such virtual tests

(repeatability and reproducibility). The principle of such a

procedure is shown in Figure 1.

The applied simulation models depend on the application

case and the overall setup is often a combination of vehicle and

occupant models. The models have to qualify for use in virtual

testing by fulfilling requirements on the validation and/or

comparability level. Thereby, general requirements (mass,

geometry, output specifications..) are checked and model

responses are compared with target responses from

experiments and/or reference simulations. The assessment

institution is inspecting shared results and documentation to

certify the simulation models. Eventually, the qualified

simulation models are used to run the virtual testing

loadcases. The evaluation institution is inspecting the

simulation results for plausibility (quality checks, consistency

with qualification..) and considers the results of the virtual testing

loadcases for the overall vehicle assessment. To replicate different

loadcases, parts of the simulation models need to be changed

“dynamic parts”. Other parts of the model remain unchanged

between qualification and virtual testing and also within the

virtual testing procedure (named “static” the figure). It has to be

ensured that the models used in the qualification steps are the

same as the ones used for the virtual testing and cannot be

manipulated in between. (Eggers et al., 2013; Klug et al., 2019; van

Ratingen, 2020).

Currently, virtual testing procedures are still very rare in the

area of car safety. In the European New Car Assessment

Programme (Euro NCAP) (Euro NCAP 2022) pedestrian

assessment of cars with deployable systems (i.e., pop-up

bonnets), the first certification procedure for virtual human

models to be used in the assessment procedure was defined.

In this application case, the virtual tests—simulations where car

models are crashing pedestrian models in different statures—are

used to derive the boundary conditions for the physical tests. To

qualify the virtual human models, they are used in reference

simulations with generic car models and their response is

compared to reference curves. Those simulations are very

well-defined and as every user has access to the same generic

car models, they are comparable among different users. This is

done to qualify the simulationmodels and environments (cluster,

used solver version) for use in virtual testing. Results and

documentation of these reference simulations are shared with

Euro NCAP and there inspected for plausibility. If Euro NCAP

judges the all requirements are fulfilled and the reference

simulations are within the corridors, the virtual human

models qualify for the next step. There, the human models

are impacted with the simulation models of the series-

production cars to be evaluated. Both types of simulations are

done by the car manufacturers, basically exchanging in the

simulation setup only the generic vehicle models of the

reference simulations with the models of the series-production

cars for the assessment simulations. The consistency between the

simulation setups and the virtual human models has to be

documented and is checked based on the provided outputs.

However, the integrity check purely relies on this

documentation and the provided data and changes of the

models are not trackable by third parties. In this case, this is

accepted, as the simulations are only used as prerequisite for

phyisical tests. For all simulations, quality criteria have to be

fulfilled and plausibility of simulation results is inspected by Euro

NCAP. (Klug et al., 2019).

Further applications of virtual testing are under

development, where the simulation results should be used for

the assessment itself and not only as prerequisite (Linder et al.,

2020; van Ratingen, 2020). Therefore, the integrity of simulation

results and used simulation models will play an steadily

increasing role and further improvements might be needed.

In information security research and cryptology, data integrity is

a central, well-studied security property. Cryptographic standards

provide algorithmic solutions to protect the integrity of files,

including hash functions (NIST FIPS 180-4, 2015), message

authentication codes (MACs) (NIST FIPS PUB 198-1, 2008), and

digital signatures (NIST FIPS PUB 186-4, 2013). These algorithms

take as input a file and a suitable digital key (a symmetric key for

MACs or the private key of an asymmetric keypair for signatures)

and produce a fixed-size authentication tag, fingerprint, or signature

to certify the integrity of the file. This can later be checked with the

corresponding verification key (the same symmetric key for MACs

or the public key of an asymmetric keypair for signatures) to verify

that the file has not been modified. However, applying these generic

algorithms to protect specific assets in practice is often challenging.

The main difficulties include proper key management, secure

implementation, and suitable adaptation based on the desired

notion of integrity (e.g., if the asset includes parts that may be

changed, if the asset is distributed across several locations or changes

over time, taking metadata into account, and many other aspects).
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The aim of our study was to explore possible solutions to

improve integrity of the procedure and the files used in virtual

testing by exploring methods from information security research

and cryptology. The ambition was to define an enhanced

procedure and investigate a proof-of-concept implementation.

2 Materials and methods

To investigate how the integrity of virtual testing could be

further improved, the following methods were applied: First, we

performed a threat analysis to structure potential problems,

second, we developed and evaluated concepts to solve them,

and third, we implemented a proof of concept in conjunction

with a selected finite element (FE) software package, namely LS-

DYNA (ANSYS - LST, 2021).

2.1 Threat analysis

The threat analysis was performed based on the current

procedure for the assessment of active bonnets, having already

future applications in mind, where the crash safety assessment

itself is based on virtual load cases directly. Threats for the

organisation performing the assessment as well as for the car

manufacturer were considered based on discussions with

different stakeholders.

2.2 Building blocks of the virtual testing
procedure and the developed solutions

2.2.1 Simulations for virtual testing
For virtual testing in the field of vehicle safety, multibody

or finite element simulations are performed. Different

software packages are therefore used in the car industry.

The main structure among the processes is very similar

among the different Finite Element (FE) software packages.

The current proof-of-concept implementation was done

exemplary in combination with the FE software package

LS-DYNA. The input files for LS-DYNA are plain text files

that consist of ASCII-characters. All input files have to follow

a certain format and structure. This includes a limited set of

specific keywords, followed by respective values. By that,

model elements and equations available in LS-DYNA are

defined. Input files can also be encrypted, which means

that keywords and related input parameters are only

readable by LS-DYNA as it has the corresponding

decryption key. When initiating the simulation, only one

main input file is inserted into LS-DYNA, but many other

files can be included by reference to achieve segregation of

different components. These additional files are added using

*INCLUDE and *INCLUDE PATH keywords. Outputs are

binary files generated by LS-DYNA, which contain the

simulation results (ANSYS LST, 2021).

An exemplary simulation setup for a simple “cube” example

is shown in Figure 2. In this example, the files in the lower box

remain unchanged (static parts of simulation model) throughout

the procedure, while the main. key and Loadcase.inc. files are

modified to change the loading conditions (dynamic parts of

simulation model). This model is also used as demonstrator in

the feasibility study.

As simulations for virtual testing are usually large models,

simulations are performed on high-performance computing

(HPC) clusters. These clusters are highly secured and

connection to outside world is very restricted.

2.2.2 Cryptographic signature schemes and hash
functions

Cryptographic or digital signing is a procedure that

ensures the integrity and authenticity of a message (Diffie

and Hellman, 1976; Rivest et al., 1978). This procedure is used

when it is crucial to know who sent the specific message and

ensure it was not altered in transit. Additionally, once a person

signs a message with a digital signature, they can no longer

repudiate their signature. This property is called non-

repudiation. These procedures use asymmetric public-key

cryptography with a key-pair of public and private keys,

where the private key is used for signing by the sender, and

the public key is used for verification by the receiver (Diffie

and Hellman, 1976). Only a person that owns a private key can

generate a signature, so digital signatures can not be forged.

We have used two cryptographic signature schemes in this

study: RSA (Rivest–Shamir–Adleman) and ECDSA (Elliptic

Curve Digital Signature Algorithm), both standardized by US

National Institute of Standards and Technology (NIST, 2013).

The security of the RSA algorithm is based on the hardness of

the integer factorization problem (Rivest et al., 1978), while

ECDSA is analogue of the Digital Signature Algorithm (DSA)

algorithm using elliptic curves (Miller, 1985; Koblitz, 1987).

These schemes are considered secure against “classical

adversaries”, but would suffer a drastic loss of security in

case of potential future “quantum adversaries” that have

access to a large quantum computer. For this reason, NIST

is currently searching for a “post-quantum”-safe replacement

(NIST, 2020). Once such a post-quantum signature algorithm

has been standardized, it can serve as a secure drop-in

replacement for current algorithms provided that the

increased cost of these algorithms (larger signatures, larger

keys, slower computation) is compatible with the application.

These are not to be confused with quantum signature

algorithms (Gottesman and Chuang, 2001; Lu et al., 2021),

which require that the system itself uses a quantum-bit public

key and thus a dedicated quantum communication

infrastructure. For this reason, they cannot serve as

replacements in the context discussed in this paper.
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Additionally, all these cryptographic signature schemes rely on a

cryptographic hash function to map input files of arbitrary length to

a hash value, or tag, of fixed length that serves as a secure fingerprint

(Damgård, 1989; Merkle, 1989). Secure cryptographic hash

functions offer preimage resistance (i.e., it is infeasible for an

attacker to find files that map to a given hash tag) and collision

resistance (i.e., it is infeasible for an attacker to prepare two different

files that map to the same hash tag). Hash functions and digital

signatures are widely used as building blocks in cryptographic

protocols (e.g., Transport Layer Security (TLS) for https or

blockchains), file integrity (e.g., peer-to-peer (P2P) downloads),

version control (e.g., git), and many other applications.

2.2.3 Secure enclaves
Secure enclaves (or Trusted Execution Environments) are secure

subsystems of a computer with an aim to ensure confidential

computing. Code executed in a secure enclave is protected from

inspection or manipulation by other untrusted software, including

higher privilege levels such as the operating system. This protects the

confidentiality and integrity of the data processed by this trusted

code. Thus, a program can run its most sensitive computations in a

secure enclave; for example, the secure enclave can securely store

cryptographic keys and allow their use only by the trusted

cryptographic implementation and on this machine. The switch

from unprotected, untrusted code to protected, trusted code in a

secure enclave is implemented by a special interface (i.e., Intel’s call

gate). One of themost prominent examples is Intel SGX (Intel, 2021)

that can be used for key management, enhanced application and

data protection, hardware-enhanced content protection, and more.

They are entirely isolated from other processes, including the

operating system. Intel SGX as a security mechanism is used in

the developed procedure for private key management. This

mechanism requires proper hardware support in terms of the

secure enclave component inside of the processor.

FIGURE 1
Possible implementation of virtual testing procedure where evaluation institution has access to simulation results.

FIGURE 2
Simple “cube” example to illustrate the input file structure.
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3 Results

3.1 Threat analysis

The main threat for the evaluation institution is a mismatch

of models used within the different steps of the procedure or a

mismatch between simulation input files and outputs. These

mismatches can either happen on purpose (e.g. optimised models

for each loadcase separately) or as consequence of an error and

could cause:

• A model is used by the car manufacturer for virtual testing

that does not qualify for virtual testing as inconsistent

model versions are used within the process.

• The simulation results shared have not been derived using

the qualified models.

Leakage of confidential information is another possible threat.

For car manufacturers, it is of great importance to keep simulation

models confidential. Simulation model files contain protected

intellectual properties, which is why they have to be protected

against access from untrusted third parties. Simulation output

binary files may also include confidential information since it

may include information about the simulation model.

Furthermore, the shared results also have to be protected against

changes (by intention or accident).

Based on the threat analysis, we define the following

requirements:

1) A unique identifier for a simulation model is needed to check

consistency and protect integrity.

2) Some files are modifiable, others have to be consistent

throughout all steps.

3) Some of the files contain confidential information of the car

manufacturer or suppliers (e.g., material models), while load

case-relevant information such as acceleration curves are not

considered confidential. Confidential information has to be

protected.

4) It has to be traceable from which simulation models the

simulation results were computed.

5) The authenticity of the shared simulation results have to be

ensured. Any modification of the exported results by any

party must be detectable.

3.2 Architecture of the proposed approach

Based on these requirements, we developed a procedure and

implemented a proof-of-concept.

3.2.1 Wrapper
A wrapper script was developed to read in the simulation

files, run the simulation, extract the results, and calculate unique

identifiers for each input and output file. As first step all

simulation model files are read in, checked and hashed to

generate the unique model identifier. Then the simulation is

started using the cluster-specific shell script, which also specifies

which simulation model is run. To avoid manipulation of the

shell script, which is starting the simulation file in the time

between hashing the input files and running the simulation, the

wrapper is storing the content of the shell script internally and

exports it into a new script file which is finally executed after the

hashing was completed. As soon as the simulation terminates, the

outputs of interest are extracted from the generated binout files

into. csv files, which is then hashed too. Finally, all identifiers are

listed in a report (i.e., a Portable Document Format (PDF) file)

that needs to be signed. The process is shown in Figure 3.

3.2.2 Read in the simulation files
Since the simulation model generally consists of multiple files

cross-linked by INCLUDE keywords, we need a dedicated

FIGURE 3
Structure of the developed wrapper for use by the car
manufacturer for running simulations, extracting results and
signing simulation reports, including unique identifiers of inputs
and results.
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strategy to compute the hash. Any change in the file contents, file

names, or file structure should produce a different hash. One

simple approach is to concatenate the contents of all files and

compute a model hash from this string. However, this design

conflicts with the requirement of permitting a selected class of

changes in some of the files as it would be not possible to

distinguish between allowed and prohibited modifications.

Therefore, we propose a different approach and represent the

simulation model files as a tree structure, where one main file

forms a root node and other files it includes form its child nodes.

These child nodes can in turn contain other files. Knowing this,

we can create a tree structure that captures all relevant

information about the model and use it to compute the hash.

Each node should contain information about file paths, file

contents (hash of the contents), and files included (child

nodes). An example of information kept in one node is:

This tree structure is convertible to a string that can be used

for the computation of a SHA-256 hash, which is included in the

final simulation report as the final model hash.With this method,

it is clearly visible which files were changed within the procedure.

Those files should not include any IP protected information and

could be therefore shared with the evaluation institutions, while

the IP protected information is clearly trackable with the unique

identifier without access to the protected files by third parties.

When this algorithm processes a single file, it first reads its

content into a variable. Next, it looks for *INCLUDE PATH or

*INCLUDE PATH RELATIVE statements, and if they exist, it

adds these paths into the list of folders. The created list of folders

contains all folders where the algorithm looks for child nodes.

After, the algorithm searches for all *INCLUDE statements and

processes the child nodes first. When all child nodes are added to

the children list field (if there were any), the algorithm computes

the SHA-256 hash of the contents and sets the corresponding

field in the structure. This function then returns and continues

the recursion until all files are visited.

Another important point is that the algorithm returns an

error if a cycle is introduced. Assume, for example, that file X. key

includes file Y. key, which includes file Z. key. If file Z. key

includes file X. key, a cycle is introduced, and this is not an

allowed situation. Therefore, the graph of files must be a tree

(cycle-free). This situation is prevented by having a list of visited

files forwarded through the recursion. This list contains hashes of

all visited files. Then, when the file contents are read, and a hash is

computed, it is first checked whether the hash of a current file

exists in a visited files list. If not, the algorithm continues, and if

this file was already visited, the algorithm raises an exception.

Furthermore, to avoid that the user is overwriting parameters in

the static files with keywords in the dynamic files, the inputs are

also checked for duplicate parameters. If available, the input

checker could in the future also look for forbidden keywords in

the dynamic files.

After this object is created, it is translated into a string, and

the final SHA-256 hash is computed from it. If any file is even

slightly changed, this hash would be different. The tree structure

here resembles tree structure showed in Figure 2. The only

difference is that nodes contain additional information, as

described previously.

3.3 Running the simulation

Setting up all needed parameters and variables for the

simulation can be done using a shell script. This allows the

person that is running the simulation to specify the cluster-

specific settings (e.g. which LS-Dyna executable to use, License

Server, Number of CPUs and the main simulation file which

should be run). After the input script is processed, the simulation

can be started. However, there is a time gap between reading the

script and processing inputs and starting the simulation. This

time gap could lead to a Time Of Check To Time Of Use

(TOCTTOU) problem. Having such a problem could allow a

malicious user to use one input script for preprocessing, then

change the contents of the input script while the preprocessing is

still under way and start the simulation with a completely

different input script. To prevent this, we write the content of

the input script to a new file with a random name and start the

simulation using this newly generated file.

3.3.1 Simulation output
Typically, LS-DYNA outputs consist of several binary files,

some of which contain confidential information about the

model and data needed for the assessment of the car. The

python libary “Dynasaur” (Klug et al., 2018; Schachner et al.,

2022) was used to extract the outputs of interest from the

binary output files and exports it into two CSV files (one

including time series and one including scalars, such as injury

criteria). These files can be shared with the evaluation

institution, as they include the requested results used for

plausibility checks and assessment (e.g. trajectories,

acceleration signals, contact forces, calculated injury and

quality criteria), but no IP protected information.

To track which model was used to produce these results and

to ensure that results were not changed afterwards, another SHA-

256 hash is calculated and included in the simulation report.

3.3.2 Simulation report
The simulation report includes the unique identifiers

(hashes) of the simulation model and the simulation results.

When all information about the model and results has been

collected, a simulation report can be generated.

The report includes a table of hashes as illustrated in Figure 4

for the “cube” example of Figure 2. The final car model hash is

presented in the first row, while relative file paths and hashes of

their contents are included in the following rows. The final three

rows contain CSV file hashes (two hashes computed from

documents containing extracted results) and the time and
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date when the report is created. Invoking the build method over

the document variable, a PDF document is generated and ready

for signing. The report is saved to in a “Results”-folder along with

the generated CSV files to be shared with the evaluation

institution.

3.4 Signing approaches

When the model and results hashes are computed and

included in the simulation report, it is necessary to prevent

anyone from changing them, i.e., manipulating the report.

This can be ensured by the evaluation institutions by signing

the simulation report with a digital signature. Then, only the

owner of the private signing key can create valid reports.

However, as the report is created by the car manufacturer,

managing this private key is challenging. In the following

sections, we discuss several potential approaches.

3.4.1 Hiding the private key in a secure enclave
In this approach, the private key is created and stored in Intel

SGX, as shown in Figure 5.

When the key is generated and stored inside the secure

enclave, nobody can access it except the machine on which it

was generated. Since the key would be generated for each car

manufacturer separately, there would not be a unique key that

belongs to the evaluation institution, but all of these signatures

can be verified and used accordingly. A disadvantage of this

approach is that there has to be hardware support. Car

manufacturers must have secure enclaves in their processors

on the HPC clusters or otherwise this approach cannot be used.

The other disadvantage is that the car manufacturers could still

use the private key for signing. Thus, it is necessary to bind the

key to the process that generated it and thus limit its use, for

example using remote attestation. That way, only the report

generated by the script could be signed using that approach. The

FIGURE 4
Exemplary structure of the simulation report based on the “cube” example of Figure 2.

FIGURE 5
Communication between the Python wrapper, the trusted
app, and the secure enclave which stores the private signing key.
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evaluation institution or a trusted third party hides the key inside

the secure enclave of the car manufacturer’s clusters and binds

the key only to the script that runs the simulation.

To generate the signing key and sign the report using secure

enclaves, in this solution, we use the Intel SGX application from

Nevis (2020). It consists of two internal applications. The first

one is the gateway application, which is an untrusted application

that prepares the enclave and invokes its functions. The second

one is the trusted application that runs in the Intel SGX enclave.

It invokes the function via the Intel SGX ECALL mechanism.

The trusted app has two functionalities, key generation and

data signing. In the key generation part, the trusted application

generates a key pair for the ECDSA signature scheme, which

consists of a private key and a public key. The private key is

needed for signing and must be kept protected, while the public

key can be exported to be used for verification of signatures.

Technically, the private key is saved inside the enclave and

encrypted using the Advanced Encryption Standard with

Galois/Counter Mode (AES-GCM) algorithm that uses the

encryption key derived from the silicon and the enclave’s

SIGNER measurement register. This way, the private key data

is sealed and can only be unsealed in the same enclave on the

same machine that created it.

The application can be used with simple commands to

generate the public-private key pair and to sign the data. The

key generation command generates a public key in Privacy-

Enhanced Mail (PEM) format and stores it in the results

directory. This file needs to be forwarded to the evaluation

institution for signature verification. The private key and its

associated information are stored in sealeddata. bin, protected by

Intel SGX. The script first checks whether this file already exists

in the root folder and generates the new key only if it does not.

This prevents an attacker from causing denial-of-service by

deleting the sealeddata. bin file. The command for signing

needs the sealeddata. bin file to know which key to use for

signing. In our proof-of-concept implementation, the resulting

signature is stored in a Report. signature file next to the PDF

report to be signed.

3.4.2 Signing by the person that runs the
simulation

If secure enclaves are not available on the used hardware,

signing could alternatively be performed by a person. This

approach assumes a contact person who takes responsibility

for model integrity. For the implementation in the proof-of-

concept demonstration code, we use the “PDFNetPython”

Python library to create a digital signature (PDFTron Systems

Inc, 2001). To sign the PDF report using the PDFNetPython

library, it is first necessary to create a signing widget in the

document. This allows the user to create a field in a PDF

document where the signature will be placed. The exact place

of a field can be set using coordinates as parameters. There is also

a possibility to add an image that will visually represent the

signature. After the signature field is added, it is used to create a

digital signature field object. This object is then saved to a

variable, on which signing method is invoked using the

private key file and the password which secures the private

key file.

The signature algorithm used by this method is RSA with a

key length of 2048 bit with SHA-256 hashing. The key file used

as a parameter is in PKCS#12 file format (PFX filename

extension) protected with a password. This file is exported

using OpenSSL (The OpenSSL Project Authors, 2022). This

approach improves the previous procedure significantly since

it limits the time for potential model manipulation. However,

model integrity could still potentially be subverted by a

technically highly skilled adversary on the car

manufacturer’s side; this approach assumes a certain

amount of trust between the responsible contact person

and the evaluation institution.

3.5 Check of integrity

To prove that the procedure was performed properly, the

evaluation institution needs to check if the received signed

“Simulation Report” is consistent with the extracted

simulation output files. Therefore, we developed a script as

proof-of-concept implementation for the evaluation institution

to perform the verification of the signature and the verification of

the hashes (model hash and result hash). To check the integrity of

the results, the testing institution computes the hash from the

content of the result CSV file and compares it with the hash given

in the report. If computed hash is the same, the integrity of CSV is

preserved, since the hash given in the report is protected with a

signature.

4 Discussion

4.1 Evaluation

4.1.1 Overview
In summary, our solution consists of several layers of

protection which address different aspects of the problem:

• The hash function construction in the wrapper protects

integrity of the simulation model: it records the details of

the simulation model so that any differences can be

detected. However: anyone could write down any hashes

they like, i.e., this is not sufficient against a malicious actor,

only against accidental errors.

• The signature protects the authenticity of the report: only

the owner of the private key can produce a valid signed

report and thus certifies the contents. This also provides

non-repudiation, i.e., the owner of the private key cannot
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deny having signed the report. However, access to this key

must be restricted with organizational and/or technical

measures. For example, it could be assigned to a trusted,

personally responsible person.

• The trusted execution environment restricts the usage of

the private key to a particular device and a particular

trusted small program that implements the signing

procedure. This prevents various kinds of misuse and

implementation attacks. However, this signing procedure

could still be invoked with malicious input (e.g., fake

output of the simulation software by manipulating the

interaction with this software; however, with the given

setup, it would be very easy to trace who is responsible in

case such a manipulation is suspected, and to check

whether this was the case).

• A remote attestation setup (not implemented due to lack of

network on target systems) could restrict who can invoke

the trusted code and could monitor each invocation

externally for further security if desired and feasible.

Next, we discuss the properties of this solution, as well as

potential alternatives, in more detail.

4.1.2 Security
The developed procedure significantly improves the integrity

and authenticity of related files by addressing the main threats

identified. A cryptographic way to ensure the integrity of the

simulation results was established. Unique model fingerprints are

generated and documented to avoid that model files could be

manipulated within the virtual testing procedure. Digital

signatures guarantee the authenticity of a document and

prevent repudiation.

4.1.3 Performance
The procedure brings only minor additional work for users

and small computational overheads. To measure the real-time

overhead, we run two processes over the mentioned cube

example. One process is just the running the simulation, while

the other process is started by running the implemented wrapper

script (with the responsible person signing). The simulation (the

baseline procedure without the wrapper) on the cube example

lasted 13.0072 s, while the new procedure lasted 21.3379 s. When

comparing these two times, it seems like there is a considerable

time overhead (8.3307 s). However, taking into account that LS-

DYNA simulations for real-world examples may often last even

for several hours, the time overhead of 8.33 s is negligible and

indistinguishable. The time overhead will be similar for a

complex simulation since the same number of hashes, reports

and CSV files are generated. Of course, if the complex solution

has more files, the overhead will increase. However, it will still be

within 1 minute, which is again negligible compared to a several-

hour long simulation.

4.2 Limitations

While many mentioned threats are addressed, there are still

some threats that one should be aware of. Since the simulation is

not done in a protected environment, malicious users could still

harm the procedure (e.g., by manipulation of the LS-DYNA

executable), but a higher amount of criminal energy would be

needed for that. Another threat is that the execution of the

closed-source FE software itself can not be fully protected from

manipulation; in particular, the signing procedure is currently

not tied securely to the FE software (using remote attestation or

similar mechanisms) and could thus be invoked separately by

other processes on the same computer. The procedure with

signing requires secure enclaves working on the computer

hardware where simulations are run (e.g., HPC cluster at the

car manufacturer). If this is not available, manual signing could

be done, but this lowers the security level of the procedure.

The developed procedure requires that the files which can

be modified do not contain IP protected information, so that

the content can be inspected by the evaluation institution.

Otherwise, additional contents and not allowed

manipulations could be not avoided with the developed

procedure. However, as load cases mostly differ in

acceleration pulses and this is not supposed to be

confidential information, our developed procedure could be

used for such applications. If their are other use cases in the

future where it would be needed to modify confidential parts

of the model in between load cases another script checking the

keywords in the changed files. This would require a list of

allowed and forbidden keywords in the changeable files.

Another approach could be Audits by trusted third parties

underlying non-disclosure agreements. Our procedure would

be still helpful for such audits as the information which files

were changed in which loadcase is provided.

The procedure as such and the hash function also work on

encrypted files, as the hash can be also calculated for the

ciphertext to ensure its consistency between simulations.

However, encrypted files cannot be audited and therefore

parameters overwriting other parts of the models could be

hidden in there. If parameters are defined multiple times, the

developed wrapper could not identify it. Therefore, the current

procedure can be not applied if the simulation setup consists of

encrypted dynamic (load case dependent) parts. If static parts are

encrypted, the procedure still works but is a bit weaker because

duplicate parameters cannot be identified. The procedure was

applied within this paper only for an easy example to make it

more readable and easier to follow for the reader. Within the

development phase it was also applied to bigger files with dummy

models, which are closer to the final use case. It was found that

the procedure works consistently, also with more complex files

and file structures, basically changing only the result shown in

Figure 4.
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The procedure does not replace quality and plausibility

checks of the simulations. This has to be done based on

shared simulation results by the evaluation institution. The

procedure just supports the evaluation institutions by

documenting from which simulation models results were

generated and which parts of the models were modified in

between which steps of the procedure.

4.3 Alternative signing approaches

For report signing, it is necessary to have a private key known

only by the evaluation institution or a trusted third party (e.g.,

LS-DYNA) and not by the car manufacturer. However, it is

challenging to generate and safely store such a key. Several

approaches were discussed within the development of the

procedure described in this paper. The “secure enclave”

approach was finally implemented and described within this

paper. As the secure enclave approach still has the drawback that

it might not be available on a certain hardware and the approach

with a responsible person signing the report requires trust in this

person, further alternatives should be investigated in the future,

as we discuss next.

4.3.1 Using the private key from LS-DYNA
One option is to use LS-DYNA’s private encryption key,

which is intended for internal input file encryption and

decryption in LS-DYNA. Using this key would be very

convenient since it would solve both key generation and

storage problems. Nevertheless, the level of provided security

would depend on how well this key is protected. Only limited

documentation on this embedded encryption method is publicly

available, preventing alternative uses or security evaluation of this

mechanism. Another option requring support from FE software

developers is to hide the newly generated key inside the FE

software binary.

4.3.2 Storing the private key on a server
Signing could also be done on a trusted third-party server.

The implemented wrapper would have to create the final report

and upload it to the server. Then, the server uses the stored key,

signs the received document, stores corresponding details in a log

file, and returns it to the wrapper.

This option has a significant shortcoming preventing its use

given our requirements: The HPC clusters of car manufacturers

typically do not have internet access or any connection to the

outside world on purpose for security reasons, particularly due to

the confidentiality of the files processed on these machines.

Nonetheless, access to licence servers is needed also on these

clusters. When the simulation is started, FE software could for

example send the ID of the device to a licence server and receive

“YES” if the machine has a valid license or “NO” otherwise. An

idea based on this finding is to store the key on the very same

machine as the licence server. This is, however, an unsuitable

solution because of the possible responses from the server—it is

not able to return a signed document but only a “YES/NO”

answer. This would have to be changed to enable this option.

4.4 Future work

Additionally to the before discussed improvements for the

signing, there are also other ways to further improve the

procedure: Most importantly, the integration of the

procedure in the FE software itself would make the

procedure more easier to implement as the car

manufacturer’s clusters and further improve the security of

the procedure because the wrapper functionalities would be

embedded in the binary of the FE software. An input checker

could check the keywords the files to avoid forbidden changes

of the model especially when the dynamic parts of the

simulation models cannot be inspected because of IP issues.

Additional types of simulation results such as videos of

animations could be also added to the procedure in the

future, applying the same approaches, because basically

every file can be hashed and the procedure therefore

extended to everything where changes should be identified.

Overall, our procedure is just addressing the integrity of a

virtual testing procedure. Other future work has to focus on

the development of the qualification criteria for the simulation

models and the definition and assessment of the virtual testing

loadcases.

5 Conclusion

In this paper, we propose a new and secure procedure for

virtual testing of IP-protected simulation files. Security

mechanisms, such as hash functions, digital signatures and

secure enclaves are used to ensure the necessary security

requirements. The proposed procedure makes it possible to

trace which parts of the simulation model have been subject

to modification without disclosing IP-protected information.

Furthermore, the consistency between the simulation results

and the input files can be checked. This ensures that models

used in the previous qualification procedures was indeed used

throughout the virtual test and that results were generated with

the qualified models and therefore significantly improves the

integrity of the procedure. We have implemented a proof-of-

concept for the FE software package LS-DYNA and made it

publicly available. Implementation for other simulation software

packages (not necessarily restricted to FE software) is subject of

future work. Further research is also needed to address known

drawbacks of the proposed procedure (e.g. improve security of

the signing process). The developed method is an enabler for

increasing the integrity of virtual tests in consumer information
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or vehicle safety assessment regulations and could be

implemented directly in FE software packages in the future.
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Accelerations of public transport
vehicles: A method to derive
representative generic pulses for
passenger safety testing

Arne Keller1* and Simon Krašna2

1AGU Zürich, Zürich, Switzerland, 2Faculty of Mechanical Engineering, University of Ljubljana, Ljubljana,
Slovenia

Investigating the postural balance and stability of standing passengers of public
transport in laboratory or numerical tests requires generic test pulses, which replicate
the acceleration/deceleration characteristics of common public transport vehicles
such as buses or trams. We propose a method to generate such test pulses based on
measured acceleration time series. The method consists of an automated splitting
algorithm, an expansion in Legendre polynomials and a weighted mean to obtain
average pulses which are not dominated by the events of highest magnitude. As a
demonstration, the method is applied to acceleration time series obtained on public
buses in normal operation, resulting in scalable generic pulse shapes. These can be
used as the basis of a standardised framework for physical and virtual testing
addressing the standing passenger problem.

KEYWORDS

public transport, non-collision incidents, acceleration time series, legendre polynomials,
generic acceleration pulses

Introduction

Public buses and trams are not only environmentally friendly and affordable but are also a
safe means of transportation compared to other modes of urban transport such as private cars,
powered two-wheelers and bicycles (Morency et al., 2018; European Commission, 2022).
Nevertheless, using public transportation to travel is not without risk. Most injuries that
passengers sustain while using public transportation occur without the vehicle being involved in
a road collision (Kirk et al., 2003) (so-called non-collision incidents). Particularly standing
passengers can lose their balance and fall due to the acceleration and deceleration behaviour of
the vehicle; Elvik (2019) estimated the risk of falling in a moving public transport vehicle as
0.3–0.5 per million passenger kilometres and 0.7–1.7 per million passengers in relation to
boarding and exiting the vehicle. The injury risk is higher for female and elderly passengers
(Halpern et al., 2005; Kendrick et al., 2015; Li et al., 2017). In addition to these safety concerns,
passenger dissatisfaction with the comfort and smoothness of the ride is also one of the major
reasons to avoid bus service (Karekla and Tyler, 2018).

To understand the typical injury mechanisms in non-collision incidents, both the postural
balance of a person standing on a moving surface and the nature of the acceleration
perturbations typically challenging the balance of a bus or tram passenger have been
studied. While the postural balance of a person standing on a moving surface is not
directly the subject of this study, the work in this field using either laboratory experiments
with voluntary participants (e.g., (Carpenter et al., 2005; Robert et al., 2007; Tokuno et al.,
2010)) or computational models that simulate the human body (Palacio et al., 2009; Aftab et al.,
2016) is still a primary research motivation. The acceleration signal of a typical public transport
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journey is of a duration that by far exceeds the range of motion of a
laboratory sled experiment and the duration that can be replicated in a
human body model simulation within reasonable computation time.
Therefore, the characteristic features of the acceleration perturbations
must be 1) understood and 2) condensed into short pulses that can be
applied in a computer simulation or in the laboratory.

In early research on the acceleration behaviour of public
transport vehicles, the focus was mostly on defining comfort or
safety thresholds for acceleration magnitudes and jerks (Hoberock,
1977; Brooks et al., 1978), while the structure of the acceleration
pulses was not investigated in further detail. The first study that
considered the influence of acceleration pulses on the postural
balance of standing passengers was completed by Graaf and Van
Weperen (1997), who measured acceleration time series on buses
and trams and used similar perturbations in treadmill experiments
with volunteer participants. More recently, several authors studied
the acceleration time series of buses (Zaworski et al., 2007) and
subway trains (Powell and Palacín, 2015) with a focus on passenger
(dis)comfort. The shape of average emergency braking pulses was
investigated by Turkovich et al. (2011); Schubert et al. (2017)
measured acceleration pulses during a study with a bus in test
driving conditions using volunteers. However, a closer analysis of
the acceleration time series was not the main objective of their work.
To date, the most systematic study investigating the structure and
shape of acceleration pulses was completed by Kirchner et al. (2014).
These authors expanded time-normalised acceleration and
deceleration pulses in a Legendre series, enabling the
quantification of the relevant properties of the pulses and the
comparison of different acceleration events in terms of similarity
coefficients. They also suggested a method to choose a representative
example out of a given set of pulses (i.e., the one with the highest
mean mutual similarity).

Despite the research completed thus far, with a goal of providing
suitable input data for computational and laboratory studies of the
standing passenger problem, there are still significant gaps in both
knowledge and methodology. Representative sets of field data are still
rare in the current literature. In addition, there is no method to
automatically derive meaningful average acceleration and deceleration
pulses from larger data sets. Even though the method presented by
Kirchner et al. (2014) already allows for a systematic comparison of
different acceleration and deceleration events, their method is not
readily applicable to larger datasets, as it requires manual splitting of
the acceleration signals. Furthermore, an averaging method taking
into account all events of a set (instead of only choosing a
representative example) is still lacking in the literature.

In this work, we address this methodological gap by expanding the
(Kirchner et al., 2014) method to an automatically applicable
algorithm that can be used for datasets of much larger sizes.
Furthermore, we propose a weighted-mean method to compute an
average pulse from a given set of acceleration and deceleration pulses.
As a demonstration of the method, we present a set of real-life
acceleration data recorded on public buses during their normal
operation in city traffic, from which we derive generic acceleration
and deceleration pulses representing the typical behaviour of the
vehicles under consideration.

Even though a combination of theoretical work and field data
analysis, this article still follows the structure ”Materials and
methods—Results—Discussion—Conclusion” typical for a data
analysis work. The section ”Materials and methods” contains a

somewhat longer theoretical section, explaining the proposed data
analysis method, including some theoretical background on
Legendre expansions and a description of the new ”weighted
mean” approach and the splitting algorithm. The remaining
parts focus on the application of the new method to the dataset.
For the reader interested in the deeper mathematical details of the
weighted mean approach, more information is provided in the
appendix.

Materials and methods

Data analysis method

The time series analysis method presented here is based on a
Legendre expansion of a scalar function with support [0, 1], which
represents a time-normalised acceleration or deceleration event.
Therefore, the raw datasets (i.e., the time series of the longitudinal
acceleration component) first have to be filtered and split into
acceleration and deceleration events. Then, normalisation and
Legendre expansion of the data is completed. The resulting
coefficient sets can be used for similarity analysis and the
computation of representative average pulses. The implementation
of the data analysis method was achieved in Python using the SciPy
and Pandas packages (McKinney, 2010; Virtanen et al., 2020). All
scripts are available under the terms of the GPL licence on the
OpenVT platform.1

Preprocessing and automatic splitting
The one-dimensional raw acceleration data are Butterworth

filtered (second order, cutoff frequency ω0 � 0.75 rad
s ) to remove

high-frequency oscillations. The resulting acceleration signal is split
according to the following three-step algorithm:

• Constant phases are identified as intervals that are longer than a
certain duration, which by default is 100 time steps, and the
change of the signal per time step is lower than a certain
threshold, which by default is 0.005 standard deviations of
the entire signal. After cropping out these constant phases, a
set of raw pulses remains.

• On each of the remaining raw pulses, a discrete Fourier
transformation is applied and the maximum of the spectrum
is determined. If the peak occurs at a frequency > 0, i.e., there is
predominant oscillating behaviour, then the pulse is split into
multiples of the period associated with the peak frequency, and if
the spectral maximum occurs at 0, i.e., there is no predominant
oscillating behaviour, then the peak is not split.

• For each of the resulting subpulses, the cumulative sum is
calculated (as an approximate estimate of the resulting
speeds) and the absolute maximum of the result is
determined. Depending on whether the maximum occurs 1)
close to the start of the subpulse, 2) close to the end of the
subpulse, or 3) somewhere in between subpulses, the subpulse is
identified as 1) a deceleration event (DEC), 2) an acceleration

1 https://openvt.eu/Acceleration_tools/Bus_data_and_tools.
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event (ACC) or 3) a split at the occurrence of the maximum of
an ACC and a DEC event2.

As a result of the splitting algorithm, for the given time series, two
sets of functions representing the acceleration signals of the ACC and
the DEC events, respectively, are obtained. For further treatment,
these functions are time-normalised to a unity interval, resulting in the
functions

fI
i : 0, 1[ ] ↦ R, (1)

where 1 ≤ i ≤MI is the number of the event in the given set and I ∈ {A1,
A2, . . ., , D1, D2, . . .} is an identifier representing the different sets of
ACC pulses (An) and DEC pulses (Dm), respectively. That is, if only
one acceleration time series is considered, the algorithm results in one
set of ACC pulses and one of DEC pulses, so the identifier could be I ∈
{A1,D1}, while for each additional time series under consideration, one
more ACC and DEC set is added to the list.3

Legendre expansion
Expansions in Legendre polynomials are a known and useful tool,

e.g., in image processing (Paton, 1975). The mathematical properties
of these expansions and their convergence are well documented in the
scientific literature. For an overview, see Wang and Xiang (2012).
Kirchner et al. (2014) suggested a Legendre expansion of acceleration
pulses due to the convenient properties of the Legendre polynomials
on a unit interval.

As opposed to the most common representation on the interval
[−1, 1], in this work, the shifted Legendre polynomials on the support
[0, 1] are used. For any non-negative integer n, the nth polynomial is
defined as

Pn: 0, 1[ ] ↦ R, (2)
Pn x( ) � 1

n!

dn

dxn
x2 − x( )n. (3)

These polynomials obey the orthogonality relation

∫ 1

0
Pk x( )Pl x( ) dx � 1

2k + 1
δkl, (4)

on which the Legendre expansion is based.
The time-normalised functions in Eq. 1 can be approximated by a

series of Legendre polynomials,

fI
i x( ) � ∑N

k�0
cIi,k Pk x( ) + RN( )Ii x( ) ≈ ∑N

k�0
cIi,k Pk x( ), (5)

where N is the order of the approximation and (RN)Ii (x) are the
residual functions. The decay of the residuals with N depends on
the behaviour of the complex continuation of the function f on
a Bernstein ellipse. In general, this decay cannot easily be
estimated. For further details see, e.g., Wang and Xiang (2012).
However, for our purposes, it can be stated that choices on an

order of magnitude of N = 10 to N = 200 are reasonable, in a
trade-off of approximation quality and computational cost.

Using the orthogonality relation Eq. 4, the N + 1 Legendre
coefficients can be written as

cIi,k � 2k + 1( )∫ 1

0
fI
i x( )Pk x( ) dx. (6)

Please note that, for the sake of the clarity, we will in the following
often use a somewhat sloppy notation and denote the coefficient cIi,k by
ci,k provided that it is clear from which set I the corresponding pulsefI

i

is taken.
Our implementation offers two ways to compute the Legendre

coefficients: 1) a numerical evaluation of the integrals in Eq. 6 using a
Gauss-Legendre quadrature with the roots of the highest-order
polynomial as integration points (to which the data are
interpolated using a cubic spline interpolation) and 2) a least-
squares fit of the data with Eq. 5 (this method avoids evaluating
the integrals explicitly). Method (ii) tends to be faster, and method (i)
is more stable for coefficients of higher order4.

The Legendre approximation reduces the number of degrees of
freedom for each pulse to a small number of coefficients; the use of
40–70 coefficients is mostly sufficient, except if jerks are to be
estimated. In addition, this approximation provides a
straightforward way to compare the shapes of different pulses (see
section “Similarity analysis”).

Analysis of time-normalised acceleration and
deceleration pulses

Once the Legendre representations (5) have been computed,
several methods can be employed to compare the different pulses.

Jerk estimation
The jerk, i.e., the time derivative of acceleration, is known to be of

fundamental importance for passenger (dis)comfort and safety (Graaf
and VanWeperen, 1997). Nevertheless, this quantity (and particularly
its peak value) is not necessarily easy to estimate from acceleration
time series, as numerical differentiation schemes tend to be unstable
for noisy data.

Once the Legendre coefficients of a given pulse are known, we
compute the Legendre representation of the time derivative according
to Phillips (1988). The corresponding Legendre expansion provides up
to a scaling factor due to the time normalisation, an approximation of
the jerk as a function of normalised time. This method avoids using a
finite differences scheme5. However, this method requires the
computation of a higher number of Legendre coefficients.

For the jerk as time derivative of acceleration, is has to be taken
into account whether or not the acceleration pulses under
consideration are time-normalised. The jerk estimation method for
time-normalised pulses described above yields a jerk with respect to
normalised time, with a dimension of acceleration. If the “true” jerk

2 By definition, for ACC events, the cumulative acceleration is >0, while for
DEC events, the cumulative acceleration is negative.

3 Of course, the sets can also be re-combined in different ways—we leave it to
the reader to come up with suitable indexing in this case. In places where
only the pulses of one set (e.g., one ACC set) are compared with each other,
we will drop the identifier I altogether to make the notation less clumsy.

4 According to Hale and Townsend (2016), it would be possible to further
speed up this computation by using a method similar to the fast Fourier
transformation. This approach could be a good way to make the method
more suitable for larger data quantities.

5 According to Lu et al. (2013), this method performs significantly better than
the finite differences scheme and even has advantages over approaches
based on polynomial interpolation.
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(dimension acceleration over time) is of interest, the jerk with respect
to normalised time has to be divided by the duration of the pulse under
consideration. In the results section, the histograms for the measured
pulses always show the jerk with respect to time, while the jerks of the
mean and maximum similarity pulses are specified with respect to
normalised time.

Similarity analysis
The similarity analysis in terms of Legendre coefficients has been

described by Kirchner et al. (2014). For two time-normalised ACC or
DEC pulses f and g, the similarity coefficient is defined as

s f, g[ ] � 〈f, g〉�����������
〈f, f〉〈g, g〉

√ , (7)

where 〈., .〉 represents the L2 scalar product. Similarity coefficients can
be applied to compare time-normalised pulses of different sets without
taking into account their magnitudes. We will, however, in the
following focus on similarities between pulses of the same set.

Let fI
1 . . . fI

M{ } be a set of M time-normalised pulses (all either
ACC or DEC pulses) with identifier I (in the following, only this one
set of pulses will be considered, so we will drop the identifier I in the
notation). Using a Legendre expansion to order N, the similarity
coefficient within the set can be expressed in terms of the Legendre
coefficients ci,k, cj,k of the pulses fi and fj as

sij ≔ s fi, fj[ ] � ∑N
k�0

ci,kcj,k
2k+1����������������

∑N
l�0

ci,l( )2
2l+1 ∑N

m�0
cj,m( )2
2m+1

√ . (8)

For the M different pulses fi of the set under consideration, a
symmetric similarity matrix of dimensions M × M containing the
M(M + 1)/2 independent similarity coefficients is obtained.

Average/representative example: Maximum similarity and
mean pulses

The similarity coefficients sij within a given set are the basis for
different methods to define a representative average or to select a
representative example for the shape characteristics of a set of time-
normalised events without over-representing high-magnitude events.
Kirchner et al. (2014) suggested considering the mean similarity
coefficient of each pulse fi out of the set I, which is defined as

�si � 1
M

∑M
j�0

sij. (9)

As a representative example, the pulse out of the set with the highest
mean similarity coefficient is chosen,6

fI
maxsim � fi ∈ fI

1 . . . f
I
M{ }: �si � max

k∈ 1 ...M{ }
�sk. (10)

This pulse can now either be written as time-normalised function or as
Legendre expansion. We will refer to this method as the “maximum
similarity pulse method” and to the resulting pulse fi as the “maximum
similarity pulse”.

While the maximum similarity pulse method allows choosing a
representative example out of a set of pulses, in many applications
(particularly when creating input to experimental or numerical tests),
it is more appropriate to use an average that takes into account the
shape of all pulses of the set to some extent. Given that measured
acceleration signals are typically sets with different magnitudes but
similar shapes, simply calculating an arithmetic mean would not be
very useful, as it would be dominated by pulses with the highest
magnitude.

As a method to calculate such a representative average of the
shapes of different pulses, we suggest considering a weighted mean
over a given set with the inverse of the L2-norm of each pulse as weight.
The Legendre coefficients of this weighted mean pulse can be
written as7

�ck � a0
1
M

∑M
i�1

ci,k��������
∑N

l�0
ci,l( )2
2l+1

√ , k � 0 . . . N, (11)

whereM, again, is the overall number of pulses in the given set, a0 is an
arbitrary (but constant) scaling factor, andN is the order of the Legendre
approximation. The time-normalised acceleration pulse corresponding
to these coefficients is given by the generic expression of the Legendre
series (Eq. 5) with zero residuals, ∑N

k�0�ck Pk(x). It can be shown (see
appendix) that out of all Legendre series of orderN, the multiples of this
pulse have the highest possible mean similarity with the pulses of the
set.8 As this holds for any multiple of the pulse define d by these
coefficients, the maximisation of the mean similarity only defines the
mean pulse up to a multiplicative factor. Therefore, Eq. 11 contains an
unknown scaling factor a0. The choice of the scaling factor is up to the
user; a reasonable choice depends on the application. For example, the
peak acceleration of the mean pulse could be adapted to the needs of a
laboratory or numerical test, or it could be used to normalise either the
L2-norm of the pulse or the peak acceleration to 1, so a time- and
acceleration-normalised pulse would be obtained. In the examples given
in the Results section, we choose a0 as the arithmetic mean of the peak
accelerations of the pulses of the input set, so a0 contains some
information about their magnitude. However, it shall be stressed that
different choices of the normalisation are possible and can makes sense
according to the desired application. In the following sections, the pulse
defined by the coefficients in Eq. 11 will be referred to as the “mean
pulse” (or “unconstrained mean pulse”) and the method as the
“(unconstrained) mean pulse method.”

Due to the cutting algorithm and varying terrain gradients,
measured acceleration pulses that are cut out of an acceleration
time series tend to be offset or lopsided. Therefore, the mean
pulses defined by the coefficients in Eq. 11 do not generally equal
zero when x = 0 or x = 1. However, with a laboratory setting and
computer simulations in mind, it is interesting to derive a version of
the mean pulse that maximises the mean similarity with all pulses

6 It could potentially be that this definition is not unique—that is, that there are
two pulses with the same mean similarity coefficient. This is, however,
unlikely in measured acceleration pulses.

7 Note that, as opposed to the previous sections, where given time-normalised
acceleration pulses were approximated and analysed in Legendre series, we
take the opposite approach now and define a new pulse by defining its
Legendre coefficients.

8 The mean similarity coefficient of this pulse is by construction ≥ that of the
maximum similarity pulse, as themaximum similarity pulse is the pulsewithin
the given set which has the highest mean similarity coefficient, while the
mean pulse manifests the highest mean similarity coefficient theoretically
possible in any Legendre expanded pulse of order N.
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under consideration while starting and ending at zero. With the
definitions

�c � ∑N
k�0

�ck, (12)

~c � ∑N
k�0

�ck −1( )k, (13)

we define the Legendre coefficients

�c0k � �ck −
2k + 1( ) N + 1 − −1( )N+k( )

N N + 1( ) N + 2( ) �c + −1( )k~c[ ], k � 0, . . . , N.

(14)
As for the “mean pulse” method, the corresponding time-
normalised acceleration pulse can be computed according to Eq.
5, ∑N

k�0�c
0
k Pk(x). It can be shown (see appendix) that 1) these pulses

equal 0 at x = 0 and x = 1 and 2) that the multiples of this Legendre
series have the highest possible mean similarity coefficients with all
pulses of the given set for all Legendre series of order N starting and
ending at 0.

Again, given that the similarity coefficients are invariant with
respect to multiplication with a positive constant factor, this series is
uniquely defined only up to multiplicative scaling. The scaling factor is
contained implicitly in �ck, �c and ~c. That is, the resulting Legendre
coefficients are not normalised to an L2-norm of 1 but can be re-scaled
in any desired way by adapting this scaling factor. For the scaling, the
same holds as for the unconstrained mean pulse method. This method
will be referred to as the “constrained mean pulse method” in the
following sections.

Measurements and data
A set of measurements was carried out on several bus lines of the

Zurich public transportation network under normal operating
conditions. Data were collected on electric and diesel-powered

vehicles. The instrument used was a commercially available
mobile phone (Samsung Galaxy S5) equipped with an application
designed to read out the onboard sensors (three-axial accelerometer,
gyroscope, and GPS) every 0.02 s. The instrument was manually
aligned with the vehicle and held in place during travel. As the main
interest of this study lies on accelerations in the primary direction of
travel of the vehicle, the following analysis will be focused on the
longitudinal acceleration component. A total of 6 time series of
longitudinal acceleration data were obtained (the raw data are
displayed in Supplementary Figures S1, S2 in the supplementary
material).

Results

Splitting algorithm, Legendre analysis

Each of the time series measured was split into acceleration and
deceleration events according to the splitting algorithm. As an
example, the splitting of one of the time series (after Butterworth
filtering) is shown in Figure 1. In total, the splitting of the normal
operation datasets resulted in 99 ACC events with magnitudes up to
0.215 g and 97 DEC events. In the latter, there was one event with an
exceptionally high magnitude of −0.7 g, which was caused by the
erroneous handling of the measuring device. This pulse was ignored in
the further analysis, resulting in 96 DEC events up to −0.279 g.
Histograms of the magnitudes and durations of all events are
shown in Figure 2. As a last step to prepare for the Legendre
analysis, the events were normalised in time. All time-normalised
events are displayed in Supplementary Figure S3 in the supplementary
material.

For all events under consideration, Legendre expansion up to
order N = 10 (i.e., 11 coefficients), N = 50 and N = 200 have been
computed.

FIGURE 1
Example of a Butterworth filtered acceleration signal before and after splitting for ride no. 1 of an electric vehicle.
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Mean pulse method and maximum similarity
pulses

Both the mean pulse method (constrained and unconstrained)
and the maximum similarity method were evaluated as average
over all vehicle types (i.e., electric and diesel vehicles) as well as
separately for the different types. Figure 3 shows the results of the
three methods with all vehicles taken into account, while the results
according to vehicle type can be found in the Supplementary
Material. Note that the unconstrained mean pulses have been
computed with coefficients up to N = 50, while the constrained
mean pulses were obtained with a rather rather low (N = 10)
number of coefficients. The application of the constrained method

only makes sense with such a low number of coefficients; with a
higher value of N, the pulses tend to converge to the unconstrained
ones with a discontinuity jumping to 0 in the beginning and
the end.

The maximum similarity pulses displayed in Figure 3 have been
measured on electric vehicles. They do not only represent the pulses of
maximum mean similarity overall, but also within the category
“electric vehicles.”

As pointed out in the Methods section, the mean pulse methods
are only defined up to a constant scaling factor. In the results shown,
the scaling was chosen in a way to scale the peak acceleration
according to the arithmetic mean of the peak acceleration of the
set of pulses under consideration.

FIGURE 2
Histograms of acceleration magnitudes, peak jerk values and pulse duration for all vehicle types.
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Similarity coefficients

While similarity analysis is not the primary focus of this work, sets
of similarity coefficients enable the comparison of the performance of
the mean pulse and maximum similarity pulse methods. The mean
similarity coefficients of the average pulses according to the
unconstrained mean pulse method and the maximum similarity
method with the full set of ACC and DEC pulses, respectively, are
given in Table 1. Furthermore, an evaluation of the similarity
coefficients between the mean pulse and the maximum similarity
pulse yields 0.9958 (ACC) and 0.984 (DEC). These results have been
obtained as averages over all vehicle types.

Jerk estimate

For each of the events under consideration, the Legendre
coefficients of the jerk time series have been evaluated based on a
Legendre representation with 200 coefficients. As an example, the jerk
with respect to normalised time is shown for the maximum similarity
and (unconstrained) mean pulses in Figure 4. Furthermore, the
distribution of the peak jerk values (with respect to time) is
presented in Figure 2 for all vehicle types and in Supplementary

Figure S7 in the supplementary material separately for the different
vehicle types.

Discussion

In non-collision incidents involving public transportation
vehicles, standing passengers are often subjected to balance
perturbations due to the acceleration and deceleration of the
vehicle. The balance recovery and mitigation of possible injury
depend on the perturbation pulse properties, as presented in
biomechanical studies (Karekla and Tyler, 2018; Krašna et al.,
2021). However, typical bus acceleration and deceleration pulses
are difficult to replicate in a laboratory setup. Therefore, for
research on the safety of standing passengers, it is essential that the
main features of the acceleration and deceleration pulses are properly
described. Nevertheless, the research on this topic is scarce compared
to research and literature on the safety of, e.g., seated passengers in
cars. Kirchner et al. (2014) presented a method of extraction of the
pulse characteristics based on Legendre polynomial expansion, which
can be considered the current standard and which the method
presented here has to be compared to.

Splitting and Lagrange representation

As shown in Figure 1, by using the splitting algorithm, the
larger spikes in acceleration and deceleration are consistently
detected even though at some points, the trained eye would
probably have subdivided some events into several ACC and
DEC pulses during manual splitting. This is also apparent from
the unequal number of ACC and DEC pulses. However, the more
regularly shaped events in the test drive dataset are clearly
recognised by the splitting algorithm.

FIGURE 3
Average acceleration and deceleration pulses. Left: computed according to the “unconstrained mean pulse method” (coefficients up to order N = 50)
and the “maximum similarity method.” Right: computed according to “constrained mean pulse method” (coefficients up to N = 10). All vehicle types.

TABLE 1 Mean similarity coefficients of the average pulses according to
maximum similarity (ms) and mean pulse (mp) method.

Pulse method, direction Mean similarity coefficient

mp acc 0.826

ms acc 0.821

mp dec 0.791

ms dec 0.776
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It is clear that manual splitting, as in Kirchner et al. (2014), would
improve the quality of pulse splitting in difficult cases. However, an
automatic splitting is required as soon as the datasets increase in size.
Manual splitting is also used to remove subjective estimates from the
analysis. Therefore, we consider it important to develop the splitting
algorithm further.

The Legendre representations generally deliver excellent fits of the
time-normalised ACC and DEC pulses. With coefficients up to order
N = 50 evaluated, an excellent agreement (mean adjusted R2 = 0.9987)
is reached, while the fits with 11 coefficients reach approximately R2 =
0.95. It is dependent upon the application whether a higher accuracy of
the fits or a lower number of coefficients is desirable.

Maximum similarity vs mean pulse method

Both the maximum similarity method and the (un)constrained
mean pulse method aim at extracting a representative example or
average from a number of events with different magnitudes without
being dominated by the events with the highest magnitude. The
maximum similarity method has been suggested by Kirchner et al.
(2014) and can be considered the quasi-standard so far to derive test
pulses for laboratory and numerical tests of the postural balance of
standing passengers.

The mean pulse method yielded acceleration pulse of average
magnitude 0.11 g and deceleration magnitude 0.13 g, while the
maximum similarity method resulted in higher pulse magnitudes
(Figure 2; Figure 3). This is comparable to the results reported by
Kirchner et al. (2014) and Palacio et al. (2009) based on the measured
data obtained in a similar setup during regular operation of a city bus,
as well as the typical values presented by Kuhn (2013), 0.08–0.11 g for
average acceleration and 0.12–0.15 g for deceleration. The peak values
occurred at the beginning of the acceleration pulse and at the end of
the deceleration pulse, in accordance with experimental observations
(Schubert et al., 2017). The peak values of the jerk were 1.0 g/s for
acceleration pulse and 1.5 g/s for deceleration pulse in the mean pulse
method, while higher values and more noise was observed in the
maximum similarity method (Figure 2; Figure 4). Therefore, it can be

stated that the mean pulse method captures the key characteristics of
the acceleration/deceleration pulses that may be used for
representation of balance perturbations for the standing passengers.

Direct comparison of the unconstrained mean pulse and
maximum similarity results (Figure 3) shows that the results are
surprisingly similar; an observation, which is confirmed by the
mutual similarity coefficients > 0.993. Both methods manage to
capture typical features of acceleration and deceleration pulses,
such as a strong rise in the beginning followed by a slower
decrease and a drop in the end. Also the constrained mean pulses
show the typical features, even though in a less detailed way due to the
lower order N of the Legendre expansion. The mean similarities of the
mean pulse results with the underlying sets are slightly higher than
those of the maximums similarity pulses (see Table 1), which reflects
the fact that the mean pulse method is based on an optimisation of
mean similarity coefficients.

While the maximum similarity method selects one element of the
underlying set of pulses, the mean pulse method, when applied to a
larger set, converges to a result which 1) is not very sensitive to
addition or removal of single pulse from the underlying set and 2)
levels out random features of the pulses of the set (average property).
Hence, the resulting mean pulses are much smoother than the
maximum similarity pulses.

The goal of the mean pulse method is to define test pulses to study
the postural balance of standing passengers in presence of acceleration
perturbations based on acceleration data sets measured in public
transport vehicles. The generation of such test pulses can be done
either by applying the mean pulse results directly as test pulses, or by
scaling their magnitude to a lower and upper bound to define corridors
for the test pulse. In both cases, the convergence and average property
of the mean pulse method is an advantage, as similar sets of measured
pulses result in similar mean pulses which, furthermore, can be scaled
in a meaningful way.

It could be argued that the smoothness of the mean pulses actually
is a disadvantage when applied as test pulses for the standing
passenger problem, as it could lead to less severe test conditions
compared to the spikes and random oscillations observed in the
measured acceleration pulses (and, therefore, also in the maximum

FIGURE 4
Jerk estimates for maximum similarity pulses (left) and unconstrained mean pulses (right), with coefficients up to N = 200 for all vehicle types.
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similarity pulses). Indeed, from the distribution of jerk over time in
Figure 4, it is apparent that the maximum similarity pulses do come
with higher peak accelerations and jerks. However, the peak values
appear at roughly similar times (the peak in the absolute value of the
acceleration appears after the first rise, while positive and negative
peak jerks appear in the first rise or the last drop). Given that peak
jerks and peak accelerations together with the points in time when they
appear are the relevant quantities for the severity of an acceleration
perturbation to standing passengers (Krašna et al., 2021), the severity
of the maximum similarity pulse seems not to be due to the random
peaks and oscillations, but rather due to features which are also present
in the mean pulses. Therefore, the mean pulses, scaled in time and
magnitude to the desired severity, likely provide sufficiently realistic
and convenient input to numerical or physical tests, given the
advantages discussed above.

Conclusion

In this study, a novel method is presented to define representative
average shapes of acceleration and deceleration pulses of public
transport vehicles based on measured acceleration time series. This
method consists of a combination of automated splitting, Legendre
polynomial fits, similarity coefficients and a weighted-mean approach
to capture the average shapes without being dominated by events of
large magnitude. To test the method and present some pulse shapes as
first results, a dataset collected on buses in normal operation was
considered, allowing a comparison of the newmean pulse method and
the (established) maximum similarity method.

The results show that the proposed method is capable of
automatically extracting meaningful representative averages out of
the datasets, which due to the weighting are not dominated by the
events of the strongest magnitude. Due to the average properties of the
method, the mean pulses are free of the random oscillations typically
occurring when choosing a representative example out of the set. The
proposed method enables the generation of well-defined
representative acceleration/deceleration pulses while taking into
account the real-life perturbation characteristics observed in field
data. The perturbation pulses obtained with the mean pulse
method can be applied as scalable test pulses, e.g., in sled
experiments with volunteer participants assessing the safety and
reaction of standing passengers subject to acceleration/deceleration
perturbations. Furthermore, due to the automated splitting algorithm,
the method can be applied also to larger datasets and mean pulses
representative of more exhaustive data can be generated in a
straightforward way.

The newly emerging finite element human body models capable of
replicating standing passengers will likely offer a particularly interesting
application of the mean pulse method: with these models, also higher
severity perturbations with increased injury risk can be tested. The test
pulses for these can be obtained from the mean pulse method, either by
scaling the existig pulses or by applying it to field data sets containing
emergency driving manoeuvres.
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Appendix A: Derivation of pulses of
maximum mean similarity (proof of Eqs
11, 14)

Pulses not constrained to 0

Let each of the time-normalised acceleration pulses fi, i = 1 . . .M,
be approximated by N + 1 Legendre coefficients ci,k, where k = 0 . . .N.
We seek to find a pulse �f given by a Legendre expansion with
coefficients �ck, k � 0 . . .N, that maximises the mean similarity
coefficient

�s �ck( ) � 1
M

∑M
j�1

∑N
k�0

�ckcj,k
2k+1���������������

∑N
l�0

�cl( )2
2l+1∑N

m�0
cj,m( )2
2m+1

√ . (A1)

To facilitate the notation, we define the normalised version of the
coefficients ci,k as

αik �
ci,k��������

∑N
l�0

ci,l( )2
2l+1

√ , (A2)

and in the same way the normalised version of the mean coefficients
�ck. This allows us to rewrite Eq. A1 as9

�s �αk( ) � 1
M

∑M
j�1

∑N
k�0

�αkα
j
k

2k + 1
. (A3)

We need to optimise the N + 1 coefficients �αk to find an extreme value
of �s while obeying the normalisation condition

∑N
k�0

�αk( )2
2k + 1

� 1, (A4)

which assures that the resulting mean coefficients are still normalised
to one. This can be achieved with the use of a Lagrange multiplier
coupling the normalisation condition to Eq. A4.We thus need to find a
minimum of the function

�sλ �αk( ) � �s �αk( ) − λ∑N
l�0

�αl( )2
2l + 1

, (A5)

where the Lagrange multiplier λ ≠ 0 has to be determined after the
optimisation in a way that the constraint is fulfilled. Then, the
necessary condition for an extreme value of �s constrained by the
normalisation condition is

0 � z�sλ
z�αk

� 1
M

∑M
j�1

αjk
2k + 1

− 2λ
�αk

2k + 1
, k � 0 . . .N. (A6)

Provided that ∑M
j�1α

j
k ≠ 0 for at least one index k, Eq. A6 is solved

by the coefficients

�αλ
k �

1
2Mλ

∑M
j�1

αjk, k � 0 . . .N. (A7)

Inserting these coefficients into Eq. A4 yields two possible solutions for
the Lagrange multiplier λ,

λ± � ± 1
2M

������������
∑N
k�0

∑M

j�1α
j
k( )2

2k + 1

√√
. (A8)

Thus, we have obtained two solutions �α±k to Eq. A6 for the two possible
values λ±. As the smooth function �s(�αk) necessarily has aminimum and a
maximumon the compact unit sphere with respect to the normdefined in
Eq. A4, one of these solutionsmust be theminimumand the other one the
maximum. Inserting the “+” solution into Eq. A3 yields

�s �α+
k( ) � 1

2M2λ+
∑M
i,j�1

∑N
k�0

αikα
j
k

2k + 1
� 1
2M2λ+

∑N
k�0

∑M
i�1α

i
k( )2

2k + 1
> 0. (A9)

In the same way, we obtain �s(�α−k )< 0 for the “-” solution, which means
that the positive solution is the maximum. The non-normalised
coefficients �ck of the mean pulse given in Eq. 11 result from the
normalised coefficients �α+k by re-scaling with a constant factor a0,
which absorbs the factor 2λ in Eq. A7. Given that the mean mutual
similarity coefficient �s(�αk) is invariant with respect to multiplication
of the coefficients with a constant factor, the coefficients �ck realise the
highest possible value of the mean mutual similarity coefficient.

In the case ∑M
j�1α

j
k � 0 ∀ k ∈ 0, 1, . . . ,N{ }, even though the

coefficients given in Eq. A7 still represent a solution of Eq. A6 for any
λ ≠ 0, they all equal 0, and thus, there is no possible choice of λ that would
satisfy constraint (18). However, it is obvious from Eq. A3 that the
function �s(�αk) equals 0 everywhere, i.e., for any choice of coefficients �αk
or �ck, normalised or non-normalised, the highest possible value 0 is
assumed. Therefore, in particular, the coefficients �ck as given in Eq. 11
(which also happen to all equal 0) realise the highest possible value of the
mean similarity coefficient �s(�ck), which completes the proof.

It is stressed that the second case occurs only if the set of pulses is
in mean completely uncorrelated, which is highly unlikely in any
context where the application of this method would be reasonable.

Pulses constrained to 0

Let the base set of pulses fi, i = 1, . . ., M, and the corresponding
coefficients cik, k � 0, . . . ,N, and normalised coefficients αik be like
those in the previous paragraph. We seek to derive N + 1 coefficients �c0k
and normalised versions �α0k which maximise the mean mutual similarity
coefficient �s(�c0k) while fulfilling the following constraints:

∑N
k�0

�α0
k( )2

2k + 1
� 1, (A10)

∑N
k�0

�α0
k � 0, (A11)

∑N
k�0

�α0
k −1( )k � 0. (A12)

While the first of these constraints is the normalisation condition,
conditions (25) and (26) ensure that the corresponding pulse is zero at
the ends of the considered interval,

0 � �f
0
0( ) � ∑N

k�0
�c0kPk 0( ) � �f

0
1( ) � ∑N

k�0
�c0kPk 1( ). (A13)

9 Given that the similarity coefficient is invariant with respect to re-scaling the
coefficients, we denote the mean similarity coefficient �s with the same
symbol whether it is meant as a function of the coefficient ck or the
coefficient αk.
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These three constraints can again be taken into account by using three
Lagrange multipliers λ, μ, ]. We thus need to find a maximum of the
function

�sλμ](�α0
k) � �s(�α0

k) − λ∑N
l�0

�α0
k( )2

2l + 1
− μ∑N

l�0
�α0
l − ]∑N

l�0
�α0
l (−1)l, (A14)

for which the necessary condition is

0 � z�sλμ]
z�α0k

� 1
M

∑M
j�1

αjk
2k + 1

− 2λ
�α0
k

2k + 1
− μ − ](−1)k, k � 0 . . .N.

(A15)
This expression can be resolved for �α0k,

�α0k �
1
2λ

1
M

∑M
j�1

αjk − 2k + 1( ) μ + −1( )k]( )⎡⎢⎢⎣ ⎤⎥⎥⎦. (A16)

From this result, the Lagrange parameters have to be eliminated using
the constraints (24)–(26). This is facilitated by the following
definitions (assuming that λ ≠ 0):

l � 1
2λ
, m � μ

2λ
, n � ]

2λ
, α̃k � 1

M
∑M
j�1

αjk. (A17)

Now, we can rewrite Eq. A16 as

�α0
k � l~αk − (2k + 1) m + (−1)kn( ). (A18)

Inserting this equation into the constraints (25) and (26) yields

0 � l~α −m∑N
k�0

2k + 1( ) − n∑N
k�0

2k + 1( ) −1( )k, (A19)

0 � l~α −m∑N
k�0

(2k + 1) − n∑N
k�0

(2k + 1)(−1)k, (A20)

0 � l~β −m∑N
k�0

(2k + 1)(−1)k − n∑N
k�0

(2k + 1), (A21)

where the symmetric and anti-symmetric sums of the normalised
coefficients

~α � ∑N
k�0

~αk, (A22)

~β � ∑N
k�0

~αk −1( )k (A23)

have been defined. By explicitly evaluating the finite sums in Eq. A19,
A20 and A21 to

∑N
k�0

2k + 1( ) � N + 1( )2, (A24)

∑N
k�0

2k + 1( ) −1( )k � N + 1( ) −1( )N, (A25)

the system of equations can be solved for m and n:

m � l~α

N N + 2( ) −
l −1( )N~β

N N + 1( ) N + 2( ), (A26)

n � −l −1( )N~α
N N + 1( ) N + 2( ) +

l~β

N N + 2( ). (A27)

Given that bothm and n are proportional to l, the latter appears in the
result for �α0k only as a scaling factor, which allows for the normalisation
of �α0k. It is thus not necessary to compute l explicitly; rather, we can
write the coefficients up to the scaling factor as

�α0
k

l
� ~αk −

2k + 1( ) N + 1 − −1( )N+k( )
N N + 1( ) N + 2( ) ~α + −1( )k~β[ ]. (A28)

By replacing the expressions for ~αk, ~α and ~β with their non-normalised
counterparts �ck, �c and ~c, we obtain Eq. 14. The further argument that
this value is actually a maximum for the positive choice of l works
analogously to the previous paragraph. If �α0k ≠ 0 for at least one k, a
value for l exists that normalises the set of coefficients and it can be
argued that the correlated version (l > 0) is the maximum (while the
anti-correlated one represents the minimum). Also, the argument for
the case �α0k � 0∀k applies as in the previous paragraph, which
completes the proof.
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Collection and classification of
influence parameters for safety
effectiveness of ADAS

Fengwei Guo1*, Anton Fuchs2, Stefan Kirschbichler2,
Wolfgang Sinz1, Ernst Tomasch1, Hermann Steffan1 and
Joerg Moser1

1Vehicle Safety Institute, Graz University of Technology, Graz, Austria, 2Virtual Vehicle Research GmbH,
Graz, Austria

Virtual scenario-based testing has become an acceptable method for evaluating
safety effectiveness of advanced driver assistance systems (ADAS). Due to the
complexity of the ADAS operating environment, the scenarios that an ADAS could
face are almost infinite. Therefore, it is crucial to find critical scenarios to improve
the efficiency of testing without compromising credibility. One popular method is
to explore the parameterized scenario space using various intelligent search
methods. Selecting parameters to parameterize the scenario space is
particularly important to achieve good coverage and high efficiency. However,
an extensive collection of (relevant) influence parameters is missing, which allows
a thorough consideration when selecting parameters regarding specific scenarios.
In addition, the general importance definition for individual influence parameters
is not provided, regarding the potential influence of their variations on the safety
effectiveness of ADAS, which can also be used as a reference while selecting
parameters. Combining knowledge from different sources (the published
literature, standardized test scenarios, accident analysis, autonomous vehicle
disengagement, accident reports, and specific online surveys), this paper has
summarized, in total, 94 influence parameters, given the general definitions of
importance for 77 influence parameters based on cluster analysis algorithms. The
list of influence parameters provides researchers and system developers a
comprehensive basis for pre-selecting influence parameters for evaluating the
safety effectiveness of ADAS by virtual scenario-based testing and helps check
whether certain influence parameters can be a meaningful extension for the
evaluation.

KEYWORDS

advanced driver assistance systems, influence parameters, scenario-based testing, safety
effectiveness, cluster analysis

1 Introduction

Advanced driver assistance systems (ADAS) are designed besides other systems to make
driving safer and more comfortable. To achieve effective and reliable functionality, most of
the ADAS tend to become more complex systems that are sensitive to various parameters in
real-world traffic. Thus, conventional validation based on only test drives is no longer
realizable (Kalra and Paddock, 2016). Accordingly, scenario-based testing will be one feasible
solution (Nalic, 2020) and offers advantages like raising the acceptance of customers for
ADAS, reproducibility and extensible scenarios, and minimization of safety hazards during
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testing (TÜV SÜD, 2021). In addition, high-fidelity simulation-
based testing becomes a necessary step due to two main
disadvantages of real-world testing: the extremely lengthy testing
process and potential dangers (Sun et al., 2021). These facts
underline the need for virtual scenario-based testing in safety
certification and safety effectiveness evaluation of ADAS.

To comprehensively evaluate the potential of ADAS for accident
avoidance and collision mitigation, ADAS should be tested with the
entire scenario space and ideally parameterized with all influence
parameters. Influence parameters are defined as parameters that
describe a scenario and whose variation within that scenario could
potentially affect the safety effectiveness of ADAS. The parameters
can be clearly categorized using a model presented in the German
research project PEGASUS. The model was designed to describe
scenarios systematically with six independent layers, namely, the
road level, traffic infrastructure, temporal modification of the former
two layers, objects, environments, and digital information
(PEGASUS METHOD, 2019). Due to the complexity of the
scenarios and the generally huge number of superimposed
influence parameters, the number of scenarios to be considered is
virtually infinite.

Given the huge number of potential influence parameters, a
possible solution could be to consider a limited number of influence
parameters based on a pre-selection to develop test scenarios within
a limited scenario space. Zhou and Re (2017) used relative distance,
relative speed, and the relative moving direction between eGO and
target vehicles in the parameterization and generation of test
scenarios for an adaptive cruise control system. Ben Abdessalem
et al. (2016) applied a multi-objective search to derive the most
critical scenarios for a pedestrian detection vision-based system. Five
parameters considered in the multi-objective search were identified
through discussions with the domain expert, namely, the speed of
the vehicle and the pedestrian, and the position and orientation of
the pedestrian. In a research study by Chelbi et al. (2018), six
influence parameters, namely, the relative distance, relative speed,
temperature, humidity, weather event, and visibility, were included
in the generation model of test scenarios for an autonomous
emergency braking system. Similarly, values of eight
demonstrative influence parameters, which are related to the
kinematic status of eGO and target vehicles, were varied by
Kluck et al. (2019) to create test scenarios for virtual ADAS
verification and validation. Except for Chelbi et al. (2018), other
researchers have focused only on the parameters related to the
“objects” layer in the PEGASUS model.

Due to the strongly reduced number of influence parameters
considered so far, which parameters should be additionally
considered in the next step is the question. Extensive observation
of every possible influence parameter is necessary. Several
researchers have attempted to specify influence parameters across
different categories. Different categories of influence parameters
were defined and included in a scenario generation model called
MaTeLo, which generates a test case for ADAS based on the Markov
chain Monte Carlo method. The defined categories include weather
conditions, structure of the road and the environments, behavior of
the equipped vehicle, behavior of surrounding vehicles, pedestrians,
and obstacles and disturbance. For each category, several examples
of parameters were given (Raffaëlli et al., 2016). Gyllenhammar et al.
likewise gave several examples for different categories, such as

dynamic elements, connectivity, and other factors and scenarios
(Gyllenhammar et al., 2020). Categorizing influence parameters in
alignment with a clear scenario description structure, such as the
PEGASUS model, and providing a comprehensive collection of
parameters that fit into the defined categories can be an extensive
observation. The parameters were all treated equally in the
aforementioned research study, regardless of their potential to
affect the safety effectiveness of ADAS. When determining
parameters used to parameterize the scenario space, the general
importance definition of each influence parameter can be a useful
reference to combine with the consideration of the particular use
case (specific types of ADAS and scenarios).

Based on the best knowledge of the authors, there is no list
including overall potential influence parameters for ADAS safety
effectiveness evaluation with corresponding general importance
definitions available in the literature. Thus, an extensive
collection of work of influence parameters and furthermore an
importance definition for the parameters are necessary.

The purpose of this study is to provide information on a key
aspect of virtual scenario-based testing, namely, scenario generation,
by presenting a comprehensive list of influence parameters with
general importance definitions that can be used by researchers and
system developers. This list can be used in combination with a
consideration of specific use cases to systematically select influence
parameters for generating scenarios to evaluate the safety
effectiveness of ADAS in scenario-based testing.

2 Materials and methods

2.1 Steps followed to carry out the research

1) Multiple sources were used to identify influence parameters and
gather qualitative assessment information that measures the
impact of these parameters on ADAS safety effectiveness.

2) Cluster analysis was applied based on features quantified from the
qualitative assessment information collected to classify the identified
influence parameters into different levels of importance.

2.2 Collection of influence parameters and
corresponding qualitative assessment
information

For an extensive collection of influence parameters, the
following different sources were studied:

• Published literature
• Standardized tests
• Accident analysis
• Autonomous vehicle disengagement and accident reports
• Online surveys (expert knowledge)

The collection was carried out in two phases. First, a literature
review including the published literature, standardized tests,
accident analysis, autonomous vehicle disengagement, and
accident reports was carried out to identify influence parameters
and to obtain corresponding qualitative assessment information.
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After aggregation, the identified influence parameters were
summarized in a list and the qualitative assessments collected
from various sources were documented appropriately. Second,
the experts from relevant study fields were invited to participate
in an online survey to evaluate the importance of the previously
collected influence parameters regarding their impact on safety
effectiveness of ADAS and to complete the list of influence
parameters.

2.2.1 First phase: Literature review
The sources used in the collection of influence parameters and

the corresponding methods or criteria used to identify influence
parameters and extract qualitative assessment information are
described in this subsection.

2.2.1.1 Published literature
A three-step literature search methodology was employed to

identify relevant studies. The steps were as follows:

• Step 1: The search strings are defined as follows, where $AD,
$IP, $SG, $VV, and $ODD represent the synonyms of the
terms AD and ADAS, influence parameters, scenario
generation, verification and validation, and operational
design domain. The synonyms are listed in Table 1.

Search string � $ADAND $IPOR $SGOR $VVOR $ODD( ).

• Step 2: A literature search m was carried out on four electronic
databases, namely, Scopus, SAE Mobilus, IEEE Xplore Digital

Library, and Google Scholar, in order to include as many
relevant studies as possible in the research.

• Step 3: The literature collected in Step 2 was screened to filter
out studies that contain relevant information on the influence
parameters. The snowballing method was applied to the
filtered studies in order to identify any additional relevant
studies in conjunction with a filtering process.

Thirty-one documents (Buehler and Wegener, 2005; Schmidt
and Sax, 2009; Staender, 2010; Weitzel and Winner, 2013; Chen
et al., 2014; Weitzel, 2014; Kurt et al., 2015; Seiniger and Gail,
2015; Wittmann et al., 2015; Zhang et al., 2015; Ben Abdessalem
et al., 2016; Hasirlioglu et al., 2016; Raffaëlli et al., 2016; Doric,
2017; Hasirlioglu et al., 2017; Wittmann et al., 2017; Xia et al.,
2017; Zhao et al., 2017; Zhou and Re, 2017; Chelbi et al., 2018,;
Chelbi et al., 2019; Chen, 2018; Junietz et al., 2018; Kolk et al.,
2018; Sander and Lubbe, 2018; Xia et al., 2018; Antona-Makoshi
et al., 2019; Goodin et al., 2019; Kluck et al., 2019; Duan et al.,
2020; Koné et al., 2020) were identified. From these studies, the
influence parameters that meet one of the following criteria were
identified and a preliminary grade (qualitative assessment) was
assigned accordingly. The grades and corresponding criteria are
as follows:

• “Important”: The authors of the studies have identified the
parameters as important or critical for the safety effectiveness
of ADAS in their research or have used the parameters as a
variant in ADAS testing.

• “Limitedly important”: The authors considered the
parameters important under certain conditions. For
example, “Obvious conditions like friction coefficient are
only relevant in few scenarios with strong accelerations.”
(Wittmann et al., 2015).

• “Mentioned”: The authors have mentioned the parameters as
potential influence parameters for ADAS.

2.2.1.2 Standardized tests
To identify influence parameters from standardized tests, the

present test and rating protocols for ADAS from five standardized
tests were reviewed. These five standardized tests are Euro NCAP
(new car assessment program), U.S. NCAP, IIHS (Insurance
Institute for Highway Safety), China NCAP, and JNCAP and
cover four main automobile markets. The varied parameters
between designed test conditions in a test scenario were
identified as influence parameters and graded as important. For

TABLE 1 Coverage of the knowledge of the 25 surveyed experts in different study fields.

Synonym

$AD ADAS OR (driver AND (assistant systems OR assistance)) OR ((automated OR autonomous OR intelligent OR unmanned) AND (vehicle OR
driving OR car)) OR self-driving

$IP (influence OR impact) AND (parameter OR factor)

$SG Scenario AND (generation OR search OR definition OR creation)

$VV Verification and validation OR (safety performance AND (test OR assessment OR evaluation))

$ODD Operational design domain

TABLE 2 Coverage of the knowledge of the 25 surveyed experts in different
study fields.

Study field %

Car safety performance assessment 32

Accident analysis and accident reconstruction 44

Field operational test of ADAS or autonomous driving 12

Simulation of ADAS or autonomous driving 48

Research & development of ADAS or autonomous driving 48

Validation and verification of ADAS 4

Risk assessment (all vehicle types) 4

Safety and security 4
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example, according to Assessment Protocol–Vulnerable Road User
Protection by Euro NCAP (2019), day or night, the light condition,
speed of the eGO vehicle, size of the pedestrian, obstructed view, etc.,
are varied during the test. These factors were identified as influence
parameters and rated as important.

2.2.1.3 Accident analysis
The IGLAD codebook (IGLAD, 2018) is a data scheme designed

for a harmonized description of the accidents and is used to
document in-depth information on accident cases provided by
partners from nine countries in the database. In this codebook,
81 contributing factors, which have the main (most critical)
influence on the triggering of the accident, were documented as
the “main contributing factor” (IGLAD, 2018). Factors that are
associated with the influence parameters previously collected from
the literature and standardized tests are identified; for example,
speeding is associated with the longitudinal speed of the eGO
vehicle. The remaining factors were checked by the author if they
are assumed to have a potential influence on the safety effectiveness
of ADAS. These factors are eliminated as they are only relevant for
human drivers, such as “alcohol” and “overtaking on the wrong side
(undertaking)”.

2.2.1.4 Autonomous vehicle disengagement and accident
reports

California’s Autonomous Vehicle Tester Program has allowed
manufacturers to test their autonomous driving systems on public
roads since 2014. Manufacturers testing vehicles in this program are
required to report disengagement of the autonomous mode during
testing (either because of technology failure or situations requiring
the test driver/operator to take manual control of the vehicle to
operate safely) and any collision that resulted in property damage
and bodily injury within 10 days of the incident (California
Department of Motor Vehicles, 2022). In addition, the causes of
these disengagements and accidents are indicated. Favarò et al.
(2017), Favarò et al. (2018), and Boggs et al. (2020) have studied
these reports in detail and summarized the causes of the
disengagement and the collision. Autonomous driving features,
which correspond to SAE driving automation levels 3–5 (SAE
On-Road Automated Vehicle Standards Committee, 2014), can
be seen as an extension of ADAS features, which correspond to
SAE driving automation levels 0–2. Therefore, these causes of
disengagement and collision are also highly relevant to ADAS.
From these research studies, the causes of disengagement and
collision related to the external environment (including other
road users, traffic infrastructure, and weather) were identified as
influence parameters. The corresponding qualitative assessments
include the cause of disengagement and cause of accidents,
respectively. The other causes related to human factors (driver)
and system failure were excluded.

2.2.2 Second phase: Identifying the importance of
the influence parameters

In an online survey (created with Google Form (Google, 2021)),
25 experts evaluated the importance of the influence parameters
collected from four sources in the first phase and their potential
influence on safety effectiveness of ADAS. Invitations will be
extended to experts through the networks of EVU (European
Association for Accident Research and Analysis), P.E.A.R.S
consortium (Wimmer et al., 2019), Virtual Vehicle Research
Center, TU Graz, and TU Darmstadt. The invited experts will be
required to have a minimum of 3 years of experience in the
corresponding research discipline, as outlined in Table 2. The
qualitative assessments include “Important,” “Might be

FIGURE 1
Flow diagrams of application of clustering analysis.

FIGURE 2
Comparison between K-means (distance-based) and DBSCAN
(density-based). Reproduced from Comparing different clustering
algorithms on toy datasets (2022).
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important,” “Not important,” and “Not applicable (in the case of
missing knowledge of this parameter).” Additionally, the list of
influence parameters was expanded by experts based on their
experience. Table 2 shows the percentage of 25 participating
experts who have research experience in the given study fields.
The information was provided by the survey participants in a
multiple-choice question. The choice includes the first five study
fields listed in Table 2. The last three fields with only 4% coverage
(corresponding to one expert) were added by experts. Almost half of
the experts have experience in the study fields “Simulation” and
“Research & Development” of ADAS or automated driving, which
are relevant to the research topic of this paper.

2.3 Classification of influence parameters
using cluster analysis

To generally classify the collected influence parameters into
different importance levels by holistically considering the qualitative
assessment information collected from different sources, a type of
machine learning method called cluster analysis (Everitt, 2011) was
applied. The influence parameters added by the experts in the online
survey were excluded as they are not assessed by all experts. Cluster
analysis is a group of methods used to distinguish a set of objects into
several groups with similar characteristics (Everitt, 2011). It is an
unsupervised learning method that needs neither predefinitions of
the classes nor labeled training data for training the clustering
model. Thus, cluster analysis is suitable to classify the collected
influence parameters into different classes. The classification process
includes two stages (as shown in Figure 1): feature extraction
(quantization of collected qualitative assessment information) and
application of the clustering algorithms (including selection of
clustering algorithms, determination of weights and key
parameters, comparison of clustering results, and selection of the
optimal result for classification).

2.3.1 Feature extraction
The feature denotes a measurement of the importance of an

influence parameter based on qualitative assessment information
from a specific source and will be used as the predictors (Mathworks,
2021) in the cluster analysis. For each influence parameter, the
qualitative assessment information collected from each source will
be quantized as features corresponding to that source. To avoid
distortion caused by different ranges of values, the extracted features
are normalized (Lakshmanan, 2019). The extraction/quantization
method used for each source is described as follows:

• Published literature: For a given influence parameter, an
“important” or “limited important” assessment from the
literature is assigned 3 points and “mentioned” 1 point. To
rate the influence parameters as important or use them as
varied parameters for test scenario generation, significantly
higher justification efforts are required compared to
mentioning them as potentially important. Therefore, to
place more additional value on the “important” or “limited
important” assessments, 3 points were given. The points are
added and divided by the highest score of all parameters to be
normalized to [0.000, 1.000].

• Standardized tests: The frequency that the influence parameter
occurs in the five standardized tests will be extracted as the
feature, which ranges in [0.000, 1.000]. For example, if the size
of target objects will be varied in two tests (Euro NCAP and
IIHS) out of the five tests, then the value is 0.400.

• Accident analysis: The feature is valued as either 1 or 0, which
is a dummy variable (Eckstein et al., 1994), depending on if the
influence parameter is documented in the IGLAD codebook as
a main contributing factor.

• Autonomous vehicle disengagement and accident reports:
Two features were extracted representing the cause of
disengagement and the cause of accidents. Both features are
valued using dummy variables (1 or 0), depending on if the
influence parameter is the cause of the disengagement/
accident.

• Online surveys: “Important” evaluation is counted as 3 points,
“might be important” as 1 point, “Not applicable” as 0 points,
and “not important” as −3 points. To give more weight to a
clear evaluation (“important” and “not important”), which
requires more reasoning efforts, than to an ambiguous
evaluation (“might be important”), 3 points and −3 points
were counted for “important” and “not important,”
respectively. The points are added and divided by the
theoretical maximum total of points (75 points) to be
scaled down to [−1.000, 1.000] (a minimal value
of −1 occurs when all 25 experts evaluate the influence
parameter as “not important” [25 (the number of experts)
multiplied by −3 points and divided by 75)].

Features extracted from the published literature, standardized
tests, and online survey are given by a ratio scale, and a higher value
means more important. Features extracted from accident analysis
and autonomous vehicle disengagement and accident reports are
represented by dummy variables (1 or 0). A Boolean value of 1 (true)
represents more important, while 0 (false) represents less important.

TABLE 3 Evaluation and weight definition of features corresponding to different sources.

Literature Standardized test Accident
analysis

Cause of
disengagement

Cause of the
accident

Online
survey

Comprehensive No No No Yes Yes Yes

Highly relevant Yes Yes No Yes Yes Yes

Weight 2/3 2/3 1/3 1 1 1
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2.3.2 Application of cluster analysis
2.3.2.1 Used clustering algorithms

Considering both the assessment dimensions summarized by
Wegmann et al. (2021) and our use case, the following assessment
dimensions were considered to select appropriate clustering
algorithms:

• Type of the dataset: In our use case, a mixed data structure is
faced. The features corresponding to the source literature,
standardized test, and online survey are numerical data, while
those corresponding to source accident analysis and
disengagement and accident reports are categorical data
(dummy variables). The clustering algorithms applied
should be applicable for datasets with a mixed data
structure. According to our survey, the most common
clustering algorithms applicable to mixed data structures
are K-prototype (Huang, 1998) and algorithms based on
Gower’s distance (Gower, 1971).

• Shape of clusters: The goal is to classify influence parameters
into different importance levels, which, in principle, is a
distance-based clustering problem rather than a density-
based clustering problem. Figure 2 shows the biggest
difference between results achieved by applying a typical
distance-based algorithm—K-means (Hartigan and Wong,
1979) and a typical density-based algorithm DBSCAN
(density-based spatial clustering of applications with noise)
(Ester et al., 1996). Two different colors (blue and orange)
represent two clusters of objects separated by the clustering
algorithm. K-means separates the objects by regions in the
coordinate system, which means features of objects within the
same cluster are all relatively similar, while DBSCAN separates
the objects by shapes, which means that two objects with large
differences in features can still be grouped into one cluster.
Therefore, density-based clustering algorithms are not suitable
for our application.

• Sensibility to the scale of features: Advantages of the definition
of weights for features regarding their relevance and quality
are shown in Chowdhury (2021). The relevance to the
topic—safety effectiveness of ADAS and comprehensiveness
of sources used in 2.1—also varies. Thus, the weights should
also be dedicatedly defined for features corresponding to
different sources. The weight can be interpreted as feature
re-scaling factors (Chowdhury, 2021). The used algorithms
must be sensitive to the scale of features, which means a
distribution-based clustering method like the Gaussian mixed
model (Sarkar et al., 2020) is not appropriate.

• Implementation: The algorithms used in this study must be
implemented in existing Python packages. Specifically, the

Python package used must natively support the definition of
feature weights and the utilization of precomputed Gower’s
distance. If the package does not support these features, the
required extension efforts must be reasonable.

Based on the assessment, the following clustering algorithms are
determined for application.

• Ward’s hierarchical clustering (Murtagh and Legendre, 2014)
based on Gower’s distance (Gower, 1971)

• K-prototypes (Huang, 1998)

2.3.2.2 Weight definition
As specified in section 2.2.2.1, it is necessary to define weights

dedicatedly for different features. To determine the weights of
features, two criteria (comprehensiveness and relevance) are used
to evaluate the sources, from which features are extracted. The
evaluations and determined weights are summarized in Table 3.
Comprehensiveness assesses whether the sources cover all possible
aspects related to safety effectiveness of ADAS so that influence
parameters of certain aspects are not missed and qualitative
assessments obtained are not biased. The literature research was
carried out as extensively as possible. Nevertheless, completeness
cannot be guaranteed. As for standardized tests, limited by the
controllability of parameters like weather and light conditions, not
every influence parameter is reflected in a standardized test, which
leads to poor comprehensiveness. In accident analysis, main
contributing factors in the IGLAD codebook are mostly
summarized from accidents related to human-driven cars. Some
factors that have an impact on ADAS are not summarized. These
three sources are not comprehensive. The expert knowledge included
in the online survey covers a wide range of relevant study fields. The
influence parameter list evaluated by experts is a summarization of
information from multiple sources. Disengagement and accident
reports summarize the causes based on testing of autonomous
vehicles on public roads, in which vehicles are exposed to real-
world scenarios consisting of all possible influence parameters.
These sources are comprehensive. Relevance measures the
relevance of the information from the sources for the safety
effectiveness of ADAS. In other words, the subject of study must
be an ADAS or a subject that is functionally similar, such as an
autonomous vehicle. Accident analysis is more relevant to human
drivers than to ADAS, resulting in low relevance, while topics from
other sources are highly relevant to the ADAS safety effectiveness.
Features from sources (disengagement and accident reports, and
online survey) that are both comprehensive and highly relevant
were assigned the highest weight of 1. Features from sources (the
literature and standardized test) that are highly relevant but not
comprehensive were given the second highest weight of 2/3. The
weight of the feature from the source (accident analysis) that is neither
highly relevant nor comprehensive was defined as 1/3.

2.3.2.3 Key parameter definition—Number of clusters
Both methods selected in section 2.2.2.1 require defining a key

parameter at implementation—the number of clusters. This key
parameter determines the number of clusters to which the influence
parameters can be assigned. There were already three different
qualitative assessments in both the online survey and literature

TABLE 4 Average silhouette width when using different methods and the
number of clusters.

Average silhouette
width

Number of clusters

3 4 5 6

Method K-prototypes 0.642 0.42 0.443 0.502

Ward 0.677 0.673 0.666 0.507
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research; a cluster number less than 3 would not be able to classify
the parameters properly. In addition, a cluster number of more than
6 would make it difficult to give the clusters a proper importance
definition. The number of clusters was varied from 3 to 6, and the
optimal value was chosen based on the assessment method
introduced in Section 2.2.2.5.

2.3.2.4 Implementation process
The key steps to implementWard’s hierarchical clustering based

on Gower’s distance are as follows:

1) Calculate Gower’s distance using the Python package Gower
(Yan, 2019) based on extracted features with weights defined in
section 2.2.2.2.

2) Apply Ward’s hierarchical clustering in the Python package SciPy
(SciPy, 2022) using the precomputed Gower’s distance as the input.

The key steps to implement K-prototypes are as follows:

1) Extend original K-prototypes algorithms implemented in the
original Python package KModes (Nelis J de Vos, 2022) to
support the weight definition for features;

2) Apply the extended K-prototypes using the extracted features as
the input.

2.3.2.5 Assessment of the clustering quality
To determine the best classification from the results obtained by

combining different clustering methods and key parameter values,
objective and subjective evaluations are combined. Subjective
evaluation means that the results are examined by the authors to
exclude abnormal and controversial results. The average silhouette
width (ASW) was used to assess the quality of clustering objectively
(Rousseeuw, 1987). Wegmann et al. (2021) denoted that the ASW
works best for distance-based clustering. ASW ranges from −1 to 1.
According to Sander and Lubbe (2018), ASW in different ranges can
be interpreted as follows:

• [−1.000, 0.250]: No substantial structure was found.
• [0.251, 0.500]: A weak structure was found that could be
artificial.

• [0.501, 0.700]: A reasonable structure was found.
• [0.701, 1.000]: A strong structure was found.

3 Results

In this section, the clustering results of the identified influence
parameters were compared and examined to determine the best
classification of the influence parameters. Then, the list of influence
parameters including the identified influence parameters and the
importance level of the parameters according to the best
classification result is shown.

3.1 Result of clustering

As shown in Table 4, the best results (highest ASW) of both
clustering methods were achieved when the number of clusters is 3.
This suggests that it is reasonable to divide the influence parameters
into three clusters. The ASW values of both methods with a defined
cluster number of 3 (K-prototypes: 0.642, Ward: 0.677) also show
that a reasonable structure was found according to the
interpretations in section 2.2.2.5. The only difference between the
results lies in three influence parameters (listed in Table 5), which
are classified in the most important group by K-prototypes but in the
less important group byWard’s hierarchical clustering. According to
the features of the three parameters shown in Table 5, they are not
supposed to be less important since features corresponding to
standardized tests and online surveys are very high for all three
parameters. These three parameters are not covered in the AV
disengagement and accident reports. K-prototypes based on the
method presented by Huang (1998) can adjust the weight of the cost
associated with categorical features relative to the weight of the cost

TABLE 5 Influence parameters classified differently by K-prototype and Ward’s hierarchical clustering (K-prototype: most important; Ward: less important).

Influence parameter Literature Accident
analysis

Standardized
test

AV*
disengagement

AV*
accident

Online
survey

Longitudinal speed (eGO vehicle) 0.742 1 1.000 0 0 0.972

Initial position and alignment (eGO
vehicle)

0.097 0 1.000 0 0 0.893

Visual obstruction 0.323 1 0.600 0 0 0.893

*AV stands for autonomous vehicle

TABLE 6 Statistical comparison between clusters with different importance levels.

Literature Online survey Standardized test AV* disengagement AV* accident Accident analysis

Most important 0.367 0.865 0.875 62.5 62.5 37.5

Important 0.176 0.566 0.018 100.0 0.0 22.7

Less important 0.106 0.461 0.034 0.0 0.0 8.5

*AV stands for autonomous vehicle
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TABLE 7 Influence parameter list with categorization and classification.

Layer Class Influence parameter Sub-category

Layer 1—Road level Important Friction Surface

Road surface condition

Less important Curvature Road geometry

Change of the curvature

Longitudinal slope

Change of the slope

Topology (layout) Topology

Road width Road structure

Lane width

Number of lanes

Structural separation (downtown)

Local change of the friction coefficient Surface

Heavy shadow

Frequent changes in the appearance of a road

Not classified Intersection and the type of intersection

Merging lanes: junctions and crossings

Bank angle in a banked turn

Roadside (shoulder) and cross slope

Layer 2—Traffic infrastructure Important Lane line clarity Marking

Lane line integrity

Structured or unstructured roads

Traffic light Traffic sign

Less important General marking Marking

Lane line type

Lane line number

Lane line color

Speed limitation Traffic sign

Stop sign

Give way sign

Traffic sign visibility

Traffic sign position

Other traffic sign

Layer 4—Objects Most important Visual obstruction Stationary objects

Longitudinal speed eGO vehicle

Initial position and alignment

Relative longitudinal distance with respect to the eGO car Target moveable objects

Lateral offset with respect to the eGO car

Relative speed with respect to the eGO car

(Continued on following page)
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TABLE 7 (Continued) Influence parameter list with categorization and classification.

Layer Class Influence parameter Sub-category

Relative moving direction with respect to the eGO car

Acceleration

Important Obstacles on the road Stationary objects

Type Target moveable objects

Size

Type Other moveable objects

Size

Relative speed with respect to the eGO car

Relative longitudinal distance with respect to eGO car

Lateral offset with respect to the eGO car

Relative moving direction with respect to the eGO car

Acceleration

Less important Roadside objects Stationary objects

Size

Position

Type eGO vehicle

Lateral speed

Departure direction

Initial departure angle

Acceleration

Turning radius

Not classified Type of the stationary object Stationary objects

Obstacle shape

Is the object over-ridable or crushable?

Toys and sports equipment (segway, skateboard etc.) Moveable objects

Objects lost from other vehicles

Objects on the road transported by wind (bag etc.)

eGO/target yaw rate and the course angle

Did the object follow the rules or regular behavior?

Reflexion properties with respect to different sensors

Color of objects

Layer 5—Environment Important Rain Weather

Fog

Snow/ice

Visibility

Sun

Sand, salt, or dust in the air

Less important Cloudy Weather

(Continued on following page)
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associated with numerical features. The costs associated with
categorical features were lowered during clustering. This resulted
in the different clustering result of the three parameters listed in
Table 5. The clustering result obtained by applying K-prototypes
with a cluster number of three was accepted.

According to the result of clustering, the influence parameters
were divided into three different importance levels, namely, most
important, important, and less important. These importance levels
are relative concepts, and less important does not mean
unimportant. The means of numerical features extracted from
the literature, online survey, and the percentage of a value of 1
(true) of categorical features corresponding to autonomous vehicle
disengagement and accident reports and accident analysis are shown
in Table 6 for clusters with different importance levels. The
difference in means and percentages between clusters with
different importance levels proves the plausibility of the
classification.

3.2 Influence parameter list

In total, 94 influence parameters were collected and are listed
in Table 7. To be consistent with other researchers on the topic of
“scenario description,” the six-layer model presented in the
German research project PEGASUS (PEGASUS METHOD,
2019) was used. The influence parameters were assigned to
these layers (column “Layer” in Table 7) except for layer

3—temporal modification. Layer 3 describes only the temporal
change of influence parameters included in layers 1 and 2. The
column “Sub-cat” indicates a subcategory to which the parameter
belongs, to allow deeper categorization and definition that are
more precise. A total of 77 influence parameters were identified or
summarized from the published literature, IGLAD codebook, and
five standardized tests. In total, 17 parameters were supplemented
by experts through the online surveys and are tagged as “not
classified” in the column “Class.” The column “Class” implies the
importance of influence parameters for ADAS safety effectiveness
evaluation based on the clustering result accepted in section 3.1.
There are, in total, four different definitions in column “Class”:
“Most important,” “Important,” “Less important,” and “not
classified.” In total, 77 of the 94 influence parameters were
divided into the first three classes. In particular, eight
parameters in the “most important” class and 22 parameters in
the “important” class are of particular interest. The 17 parameters
in the “not classified” class should also be noted as they were
added by survey experts, indicating that they were kept in mind
by the experts. It should be noted that the importance definition
given for the influence parameters is a general definition where
different ADAS are treated as a whole. In particular use cases, the
characteristics of specific ADAS types (e.g., systems based on
different sensors and systems designed for different purposes,
etc.) and scenarios (e.g. highway scenarios, urban scenarios, etc.)
should be considered in combination with the general importance
definition.

TABLE 7 (Continued) Influence parameter list with categorization and classification.

Layer Class Influence parameter Sub-category

Temperature

Wind

Humidity

Streetlight Lighting

Position of the un and light

Brightness

Daytime

Light change

Site (urban, highway etc.) Site

Traffic flow density Traffic

Speed

Congestion

False-positive disturbance Other disturbance

Other radars

Infrared sources

Not classified Rain droplet size

Snow intensity

Layer 6—Digital information GPS signal (e.g., tunnel)
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4 Conclusion

4.1 Key findings

By combining information from different sources including the
published literature, accident analysis knowledge, standardized tests,
autonomous vehicle disengagement, and accident reports and expert
knowledge from online surveys, an extensive list of 94 influence
parameters has been collected and structured according to a six-
layer scenario description model defined by PEGASUS (PEGASUS
METHOD, 2019). In addition to the 17 influence parameters added
by experts through the online survey, 77 of the 94 influence
parameters were generally classified into three different levels of
importance (most important, important, and less important) using
K-prototype clustering based on weighted features extracted from
various sources mentioned previously. Among them, the eight most
important influence parameters (ego vehicle: longitudinal speed,
initial position, and alignment; target moveable objects: relative
longitudinal distance with respect to the eGO car, lateral offset
with respect to the eGO car, relative speed with respect to the eGO
car, relative moving direction with respect to the eGO car, and
acceleration; and stationary objects: visual obstruction) and
22 important influence parameters (listed in Table 7) are
especially worthy of attention. The list of influence parameters
allows researchers and system developers to select influence
parameters for the generation of scenarios in virtual scenario-
based testing from a comprehensive point of view.

4.2 Limitations and outlooks

There are three main directions to improve the result of this
paper.

• This paper focuses on ADAS features rather than autonomous
driving features as ADAS features have a significantly higher
market penetration than autonomous driving features.
Adequate information on ADAS features can be obtained
from all presented sources and will be analyzed
comprehensively, e.g., standardized tests are currently only
developed and performed for ADAS features. Autonomous
driving features are expected to play a bigger role in the future
of transportation. A similar methodology can be applied
specially to autonomous driving features, which are likely
to be more complex in terms of application scenarios,
available functionality, and system architecture.

• The ADAS features are constantly being improved and
expanded. The influence parameters should also be further
supplemented and updated to match the development trend of
ADAS for the completeness of the list of influence parameters.
It should also be considered and discussed whether driver
behavior should be included in the description of the scenarios
and whether driver-related parameters should be included in
the list of influencing parameters.

• In this paper, importance levels of influence parameters are
determined by analyzing information synthesized from
various sources in a general context. To obtain more
specific and validated definitions of the importance level,

the influence parameters can be examined for specific types
of ADAS in specific types of scenarios using simulation in
which the influence of the variation of influence parameters on
the safety effectiveness of ADAS can be quantitatively
observed and evaluated. It is important to note that the
effects of variations of influence parameters should be
accurately reflected in the used simulators.
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