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Validation of Doppler Temperature
Coefficients and Assembly Power
Distribution for the Lattice Code
KYLIN V2.0.
Lei Jichong1, Xie Jinsen1, Chen Zhenping1*, Yu Tao1*, Yang Chao1, Zhang Bin2, Zhao Chen2,
Li Xiangyang2, Wu Jiebo1, Zhang Huajian1 and Deng Nianbiao3

1School of Nuclear Science and Technology, University of South China, Hengyang, China, 2Science and Technology on Reactor
SystemDesign Technology Laboratory, Nuclear Power Institute of China, Chengdu, China, 3School of Resource Environment and
Safety Engineering, University of South China, Hengyang, China

This work is interested in verifying and analyzing the advanced neutronics lattice code
KYLIN V2.0. Assembly calculations are an integral part of the two-step calculation for core
design, and their accuracy directly affects the results of the core physics calculations. In
this paper, we use the Doppler coefficient numerical benchmark problem and CPR1000
AFA-3G fuel assemblies to verify and analyze the advanced neutronics lattice code KYLIN
V2.0 developed by the Nuclear Power Institute of China. The analysis results show that the
Doppler coefficients calculated by KYLIN V2.0 are in good agreement with the results of
other well-known nuclear engineering design software in the world; the power distributions
of AFA-3G fuel assemblies are in good agreement with the results of the RMC calculations,
it’s error distribution is in accordance with the normal distribution. It shows that KYLIN V2.0
has high calculation accuracy and meets the engineering design requirements.

Keywords: KYLIN V2.0, doppler temperature coefficient, power distribution,method of characteristic (MOC), AFA 3G

INTRODUCTION

The main task of reactor physics analysis is to simulate various nuclear reaction processes in the core
and to analyze various key parameters related to the “nuclear” in the nuclear reactor, including core
criticality (reactivity), core three-dimensional power distribution, various reactivity coefficients,
control rod values, shutdown margins, and isotope changes of various assemblies in the nuclear fuel,
etc. The key to the physical analysis of the reactor is to solve the neutron transport equation and the
fuel consumption equation. There are two methods to solve the neutron transport equation, one is
the approximate method to solve the seven-dimensional equation, and the other is the probabilistic
method to solve the neutron transport equation - Monte Carlo transport calculation method
(Hammersley, 2013). However, the Monte Carlo method cannot be widely used in the engineering
design of nuclear reactor core physics due to the large calculation rate and the difficulty of multi-
physics coupling calculation (Lang et al., 1993).

Nuclear Power Institute of China (NPIC) has developed a software platform with independent
property rights for nuclear power design and system safety analysis, NEPRI, in which the lattcie code
KYLIN-V2.0 (Chai et al., 2017) is mainly used to calculate the few group constants for transport of
single rods and assemblies of pressurized water reactors and the nucleon density of important
nuclides for the core diffusion code for full core calculations. KYLIN-V2.0 uses the subgroup
resonance calculation method to obtain effective resonance self-shielding cross sections, eliminating
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the limitations of lattice geometry and ensuring accuracy and
efficiency, with multi-group energy structure in the cross section
database. When multiple resonance nuclides are present, the
Bondarenko iterative method is used to deal with resonance
interference effects. The neutron transport calculation adopts
the method of characteristics (MOC) (Douglas and Russell,
1982), the Chebyshev rational approximation method (CRAM)
(Maria, 2016) with good computational accuracy and efficiency is
used in the fuel burnup calculation in KYLIN V2.0 program. The
KYLIN V2.0 program solves the multigroup diffusion equation
by the fractional group diffusion theory and obtains the fewgroup
parameters needed for the core procedure by parallel group
homogenization.

In order to further confirm the engineering applicability of
KYLIN V2.0 code and the credibility of the calculation results, an
application study and additional validation experiments of the

key nuclear power design software were conducted. In this paper,
the Doppler temperature coefficient and neutron transport
functions of the KYLIN V2.0 code are verified based on the
Doppler temperature coefficient numerical benchmark problem
and the AFA-3G fuel assembly problem.

KYLIN V2.0 SOFTWARE

The neutronics lattice calculation code KYLIN-V2.0 is an
important program in the core design program system, which
provides the homogenization parameters of two-dimensional
components for the core design software CORCA 3D through
the cross-section production software PACFAC. The calculation
flow chart of KYLIN-V2.0 is shown in Figure 1, and the program
uses the 45-group or 190-group multi-group cross-section library

FIGURE 1 | Calculation flow chart of KYLIN-V2.0.
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generated by the NJOY code to calculate. KYLIN-V2.0 code uses
the relevant computational procedures to rigorously solve the
slowing down equations for homogeneous mixtures to obtain the
effective resonance cross sections of resonant nuclides. Method of
characteristics (MOC) is used to solve the neutron transport
problem for two-dimensional steady-state multi-group neutron
transport equation. The coarse mesh finite difference (CMFD)

(Zhu et al., 2016) or generalized coarse mesh finite difference
(GCMFD) (Yamamoto, 2005) are used to accelerate method of
characteristics, and the P1 or B1 approximation to perform
neutron leakage calculations to obtain the and group
constants. The improved predictor-corrector method (PPC)
(Wang et al., 2018) was used to solve the fuel consumption.
KYLIN-V2.0 code is based on the PPC method. The log-linear

FIGURE 2 | Geometric structure diagram.

TABLE 1 | Geometric data.

Parameters Hot zero power (HZP) Hot full power (HFP)

Outer Radius of Fuel/cm 0.39398 0.39433
Inner Radius of Cladding/cm 0.40266 0.40266
Outer Radius of Cladding/cm 0.45972 0.45972
Pitch/cm 1.26678 1.26678

TABLE 2 | Doppler coefficient calculation results.

Multigroup energy
groups

Enrichment (%) kinf (600K) kinf (900K) Changes from
doppler loss
in reactivity

(pcm)

Doppler temperature
coefficient (pcm/K)

45 0.711 0.63488 0.62884 −1,512.88 −5.04
1.6 0.91961 0.91124 −998.82 −3.33
2.4 1.05421 1.04496 −839.68 −2.80
3.0 1.13051 1.12082 −764.74 −2.55
3.9 1.19196 1.18196 −709.80 −2.37
4.5 1.22678 1.21662 −680.73 −2.27
5.0 1.25071 1.24045 −661.32 −2.20

190 0.711 0.63602 0.63012 −1,472.17 −4.91
1.6 0.92159 0.91336 −977.73 −3.26
2.4 1.05678 1.04765 −824.65 −2.75
3.0 1.13352 1.12394 −751.96 −2.51
3.9 1.19539 1.18550 −697.89 −2.33
4.5 1.23048 1.22043 −669.23 −2.23
5.0 1.25461 1.24447 −649.45 −2.16

FIGURE 3 | Doppler coefficient trend graph.
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extrapolation of the reaction rate is used for strong absorption
nuclei such as 155Gd and 157Gd, and the Chebyshev rational
approximation method (CRAM) is used to solve the fuel
consumption equation.

BENCHMARK QUESTION VALIDATION

Doppler Temperature Coefficient
Numerical Benchmark Problem
The data underlying the Doppler temperature coefficient
benchmark question are obtained from Los Alamos National
Laboratory, United States, which has been jointly approved by
the American Nuclear Society’s Division of Mathematics and
Computation, Reactor Physics, and Radiation Protection
Committees (Mosteller et al., 1991; Mosteller, 2007; Thilagam
et al., 2007). The reactivity Doppler temperature coefficient is a
key parameter for the reactivity evaluation of several transients in
light water reactors (LWRs), including pressurized water reactor
control rod ejection accidents and steam pipe rupture accidents.
However, it is relatively small in magnitude. The Doppler feedback
from hot zero power (HZP) to hot full power (HFP) produces a
reactivity change in LWRs of only about 1,000 pcm. In addition, the
reactivity change cannot be measured directly in an operating
reactor, butmust be derived from the derivation of other parameters.

The benchmark contains the corresponding gate element
structures for the hot zero power (HZP) and hot full power
(HFP) conditions. At HZP, the temperature of all fuels, cladding
and moderators is a uniform 600K. At HFP, the fuel temperature

is 900K, while all others remain at 600K. The reactivity difference
between the HFP and HZP conditions is used to calculate the
Doppler effect. The reactivity Doppler temperature coefficient is
then determined as

DC � ΔρDop

ΔTFuel

where DC is the Doppler temperature coefficient, ΔTFuel is 300K,
The changes from Doppler loss in reactivity is

ΔρDop � kHFP − kHZP

kHFP p kHZP

The geometric structure of the benchmark problem is shown
in Figure 2, and its geometric data are shown in Table 1.

FIGURE 4 | Schematic diagram of the pin geometry.

FIGURE 5 | Geometric arrangement of AFA-3G37000 type
components.

FIGURE 6 | Geometric arrangement of AFA-3G44512 type
components.

Frontiers in Energy Research | www.frontiersin.org December 2021 | Volume 9 | Article 8014814

Jichong et al. Validation of KYLIN V2.0

7

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


The results of Doppler temperature coefficients obtained
by KYLIN V2.0 refined modeling are shown in Table 2.
Fifteen organizations in eight countries obtained 44
different solution sets based on different cross-sectional
libraries using different software such as MCNP, KENO,
CASMO, DRAGON, APPLLO, NEWT, HELIOS, and based
on these solution sets, the Doppler mean value of
temperature coefficients and the ±standard deviation
range are obtained by bringing the solution set of KYLIN
V2.0 to obtain the Doppler temperature coefficient
trend graph.

Due to the microscopic cross-section in KYLIN V2.0
adopts ENDF/B-VIII.0 nuclear database, KYLIN V2.0
code provides overestimated values of FTC when
compared to results of other codes. Through Table 2 and
Figure 3, it can be concluded that KYLIN V2.0 is within the
standard deviation envelope when using the 45-group cross-
section library, except for the Doppler temperature
coefficient when the enrichment is 0.711%. The result is
slightly lower than the benchmark mean-standard deviation,
and all solutions are within the standard deviation envelope
when using the 190-group cross-section library, and through
the results, it can be concluded that KYLIN V2.0 is
comparable to the standard deviation envelope in
calculating the Doppler temperature coefficient. The
accuracy of KYLIN V2.0 in calculating Doppler
temperature coefficients is similar to that of international
nuclear design related software, which meets the engineering
design requirements.

AFA-3G Fuel Assembly Benchmark
Questions
The base data of the AFA-3G fuel assembly benchmark question
was obtained from the Chinese Electrical Engineering
Dictionary, Volume 6 - Nuclear Power Generation
Engineering. The benchmark question was established by

referring to the operating parameters of units 3 and 4 of the
Ningde Phase I project (Forat and Florentin, 1999; Lu et al.,
2002; Ye et al., 2009; Lei et al., 2021). The AFA-3G fuel assembly
continues the standard Westinghouse fuel assembly
arrangement with a 17 × 17 square arrangement, and the
burnable poison is selected as Gd2O3 with 9% by weight and
235U enrichment of 0.711% in Gd rods (Wang et al., 2018). The
AFA-3G fuel assembly, with the grid element geometry
arrangement shown in Figure 4, is used in this paper for a
235U enrichment of 3.7% without burnable poison rod assembly
(37,000-type fuel assembly) and a 235U enrichment of 4.45%
with 12 burnable poison rods assembly ( The 44,512 fuel
assembly). Figure 5 shows Geometric arrangement of AFA-
3G37000 type assembly and Figure 6Geometric arrangement of
AFA-3G44512 type assembly (the red grid element is the fuel
grid element, the green grid element is the control rod conduit
grid element, and the blue grid element is the combustible
poison rod grid element).

According to the relevant references, the eigenvalues and
relative errors of the assemblies at different depletion steps
obtained by KYLIN V2.0 code and RMC code [9] based on the
ENDF/B-VIII.0 database after refinement modeling are shown
in Table 3. The relative errors between KYLIN V2.0 code and
RMC code are within ±0.5% of the calculated eigenvalues,
which meets the error requirement. According to Figure 7,
where the power distribution is compared at the beginning
(0 MWd/tU), middle (30,000 MWd/tU) and end
(60,000 MWd/tU) of the life cycle.

Through Figure 7, it can be found that the errors of the rod
power distribution between KYLIN V2.0 code and RMC code are
between ±1%, which meets the international index ±5% error
range. The error statistics of the relative distribution error of the
rods of AFA-3G 37,000 fuel assembly and AFA-3G 445,12 fuel
assembly are shown in Figure 8. The statistical results using the
Owen factor method (Mosteller et al., 1991) show that the relative
error 95/95 confidence interval is (0.001%, 0.054%). The results
show that the errors of the rod power distribution between

TABLE 3 | Table of characteristic values of different depletion steps of AFA-3G assemblies calculated by KYLIN V2.0.

Assembly type 37,000 44,512

Burnup (MWd/tU) KYLIN V2.0 RMC Relative deviation KYLIN V2.0 RMC Relative deviation

0 1.29253 1.28779 0.37% 1.19531 1.19153 0.32%
150 1.24934 1.24543 0.31% 1.16087 1.15786 0.26%
500 1.24164 1.23785 0.31% 1.15623 1.15331 0.25%
1,000 1.23544 1.23189 0.29% 1.15343 1.15049 0.26%
2000 1.22541 1.22210 0.27% 1.15019 1.14728 0.25%
4,000 1.20324 1.20051 0.23% 1.14268 1.14005 0.23%
6,000 1.18056 1.17819 0.20% 1.13465 1.13227 0.21%
10,000 1.13783 1.13598 0.16% 1.12209 1.11966 0.22%
16,000 1.08192 1.08030 0.15% 1.11211 1.10982 0.21%
20,000 1.04816 1.04697 0.11% 1.09046 1.08661 0.35%
30,000 0.97190 0.97209 −0.02% 1.01613 1.01317 0.29%
40,000 0.90535 0.90663 −0.14% 0.94946 0.94677 0.28%
50,000 0.84941 0.85139 −0.23% 0.88988 0.88745 0.27%
60,000 0.80556 0.80759 −0.25% 0.83892 0.83667 0.27%
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FIGURE 7 | Comparison of KYLIN V2.0 and RMC power distribution. (A) Comparison of power distribution of 37000 type (B) Comparison of power distribution of
37000 type fuel assembly rods (0 MWd/tU) fuel assembly rods (30000 MWd/tU) (C) Comparison of power distribution of 37000 type (D) Comparison of power
distribution of 44512 type fuel assembly rods (60000 MWd/tU) fuel assembly rods (0 MWd/tU) (E) Comparison of power distribution of 44512 type (F) Comparison of
power distribution of 44512 type fuel assembly rods (30000 MWd/tU) fuel assembly rods (60000 MWd/tU)
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KYLIN V2.0 code and RMC code are normally distributed and
the confidence interval is within the error range. From the error,
two software are in good compliance, and indicates that KYLIN
V2.0 is able to meet the requirements for calculating the
eigenvalues. It shows that KYLIN V2.0 can meet the
engineering design requirements in terms of calculating the
eigenvalues and the assembly power distribution.

CONCLUSION

In this paper, the calculation scheme and theoretical model in
KYLIN-V2.0 code are briefly introduced. And in order to
verify the calculation ability of KYLIN-V2.0 code, the
Doppler coefficient numerical benchmark problems, AFA-3G
37,000 gadolinium-free fuel and AFA-3G 44,512 gadolinium-
containing fuel assembly problems from Ningde nuclear power
plant are chosen. By comparing the results with reference results
from benchmark and the reference program RMC, the main
conclusions were drawn as follows:

a) For the Doppler temperature coefficient benchmark question,
the calculated Doppler temperature coefficient is between the
mean ± standard deviation of the calculated results from
references, which is consistent with good.

b) For the calculation of AFA-3G fuel assemblies with
gadolinium and fuel assemblies without gadolinium,
RMC was selected as the reference procedure. The
relative errors of eigenvalues calculated within ±0.5%,

which is in accordance with error criteria; the relative
errors of power distribution meet the error requirement
of ±5%.

c) The relative power of fuel assembly rods based on KYLIN
V2.0 code and RMC code with 95/95 confidence intervals of
(0.001%,0.054%) was calculated by the Owen factor method,
and the relative errors were in accordance with the normal
distribution.

d) The KYLIN-V2.0 program is able to meet engineering design
requirements in terms of calculating Doppler temperature
coefficients, eigenvalues, and assembly power distributions.
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Numerical Study on the Effect of Jet
Cross Section Shape on the Corium
Jet Breakup Behavior With Lattice
Boltzmann Method
Hui Cheng1, Songbai Cheng1* and Jun Wang2*

1Sino-French Institute of Nuclear Engineering and Technology, Sun Yat-Sen University, Zhuhai, China, 2College of Engineering,
University of Wisconsin-Madison, Madison, WI, United States

In a core meltdown accident in light water reactors, molten corium may drop into the lower
plenum of the pressure vessel and interact with water, which is called fuel–coolant
interaction (FCI). The behavior of the corium jet breakup in water during FCIs is
important for the in-vessel retention strategy and has been extensively studied. While
in previous studies, the jet cross-section shapes are naturally assumed to be circular,
which is actually not always the case, in this study, the breakup processes of the corium
jets with four different elliptical cross-section shapes and three different penetration
velocities are simulated with color-gradient lattice Boltzmann method. The effect of the
cross-section shape on the hydrodynamic breakup behavior of the corium jet is analyzed in
detail. It is found that the effect of the cross-section shape on the jet penetration depth is
very limited. With the increase in the aspect ratio under the same penetration velocity, the
jet breakup length decreases gradually. In general, the dimensionless corium surface area
increases with the increase in the aspect ratio for the jets under the same penetration
velocity.

Keywords: fuel–coolant interaction (FCI), corium jet breakup, effect of jet cross-section shape, lattice Boltzmann
method, jet breakup length

1 INTRODUCTION

During a core meltdown accident in light water reactors (LWRs), molten corium may drop into the
lower plenum of the reactor vessel and interact with water, which is called fuel–coolant interaction
(FCI). The design of the in-vessel retention (IVR) strategy requires the full understanding of the
physical phenomena related to FCIs, especially the corium jet breakup process which will
significantly affect the formation of the debris bed and the subsequent in-vessel cooling. The
corium jet breakup behavior in water has been extensively studied with real core material
experiments, simulant material experiments, and various simulations (Spencer et al., 1994;Burger
et al., 1995;Dinh et al., 1999;Huhtiniemi et al., 1999;Abe et al., 2006;Thakre et al., 2015;Zhou et al.,
2017;Iwasawa and Abe 2018;Saito et al., 2018;Shen et al., 2018;Cheng et al., 2019;Cheng et al., 2020;
Cheng et al., 2021a;Cheng et al., 2021b). To the best of authors’ knowledge, in almost all of the
previous studies, the jet cross-section shapes are naturally assumed to be circular, which is actually
not always the case. In fact, when the molten corium drops from the edge of the core, through the
structures or the cracks of the corium crust, the corium jets are very likely to have different cross-
section shapes depending on the specific situations (Corradini et al., 1988). This leads to the
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investigation of the effect of jet cross-section shape on the corium
jet breakup behavior, which was generally ignored in previous
studies.

Since the interaction between the molten corium jet and water
involves very complex thermal hydraulics phenomena such as
boiling heat transfer, corium jet breakup, and corium
solidification, it is not easy to get the effect of jet cross-section
shape directly from the experimental results with such complex
phenomena. On the other hand, more quantitative results can be
directly extracted from the numerical results, among which the
lattice Boltzmann method (LBM) has become a powerful tool in
analyzing the complex multiphase flow in recent years (Saito
et al., 2017). LBM is the so-called mesoscopic simulation method
between the microscopic particle-based (molecular dynamics)
and macroscopic Navier–Stokes–based methods. Compared with
conventional CFD methods, it has the following advantages: 1)
based on the molecular kinetic theory; 2) easy to program and
parallelize; 3) interface tracking is not needed; and 4) applicable
to complex geometries (Huang et al., 2015;Krüger et al., 2016). As
one of the two-phase LBM methods, the color-gradient LBM
employs two components to represent two immiscible fluids; one
component is the red-colored fluid and the other is the blue-
colored fluid. Its main advantages lie in strict mass conservation
for each fluid and flexibility in adjusting the interfacial tension
(Ba et al., 2016). To simplify the complex situation involved, in
the current study, the hydrodynamic phenomena are decoupled
from the thermal phenomena and studied separately for the
corium jet breakup process with the state-of-the-art GPU-
accelerated color-gradient LBM.

In this study, the breakup process of the corium jets with four
different elliptical cross-section shapes and three different
penetration velocities are simulated with color-gradient LBM.
The effect of the cross-section shape on the hydrodynamic
breakup behavior of the corium jet is analyzed in detail.

2 COLOR-GRADIENT LATTICE
BOLTZMANN METHOD

In our previous studies, the improved color-gradient LBM with
non-orthogonal central-moment MRT has been successfully
developed and used to study the hydrodynamic breakup
process of melt jets with circular cross-section in both
sodium-cooled fast reactors (SFRs) (Cheng et al., 2020) and
LWRs (Cheng et al., 2021b), thanks to its advantages in
multiphase flow modeling and the enhanced numerical
stability for flows with high Reynolds numbers. Here, this
model is adopted in the current work to explore the effect of
jet cross-section shape on the corium jet hydrodynamic breakup
behavior. The details of the improved color-gradient LBM are
introduced as follows.
The D3Q27 lattice is adopted; the discrete lattice velocity ci in the
D3Q27 framework is defined as

ci � (cix , ciy , ciz) � c⎡⎢⎢⎢⎢⎢⎣ 0 1 −1 0 0 0 0 1 −1 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 1 −1 −1 1
0 0 0 1 −1 0 0 1 −1 −1 1 1 −1 1 −1 0 0 0 0 1 −1 1 −1 −1 1 1 −1
0 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1 −1 1 −1

⎤⎥⎥⎥⎥⎥⎦ ,
(1)

where index i � 0, 1, . . . , 26, c � δx ⁄ δt is the lattice speed, δt is the
time step, and δx is the lattice spacing.

Two immiscible fluids are represented by pseudo red fluid and
blue fluid, respectively. The distribution function, fk

i , is used to
represent the fluid k, namely, k � r denotes “red” color, k � b
denotes the “blue” color, and i is the index of the lattice-velocity
direction. fi � fr

i + fb
i is the total distribution function with

evolution equation defined as

fk
i (x + ciδt, t + δt) − fk

i (x, t) � Ωk
i (x, t), (2)

where x and t represent the position and time. The collision
operator Ωk

i is composed of the following sub-operators

Ωk
i � (Ωk

i )(3)[(Ωk
i )(1) + (Ωk

i )(2)], (3)

where (Ωk
i )(1) is the single-phase collision operator, (Ωk

i )(2) is the
perturbation operator, and (Ωk

i )(3) is the recoloring operator.

2.1 Single-Phase Collision Operator
The single-phase collision operator with non-orthogonal central
moment MRT is defined as

(Ω)(1)(∣∣∣∣f〉) � ∣∣∣∣f〉 −M−1N−1KNM(∣∣∣∣f〉 − ∣∣∣∣f(e)〉) + ∣∣∣∣F〉, (4)
where transformation matrix M transforms distribution
functions from velocity space into raw moment space. The
shift matrix N transfers raw moments to central moments. K
represents the relaxation matrix. Here, “ket” operator |.〉 denotes
the column vector. For details on the transformation matrix M,
the shift matrix N, the non-orthogonal central-moment matrix
NM, and the relaxation matrix K, refer to Cheng et al. (2021b).
|f〉 denotes the discrete forcing term, which is given by

|F 〉 � M−1N−1(I − 1
2
K)NM

∣∣∣∣F ′〉, (5)

where I is a unit matrix, |F 〉 � (F0, F1, . . . , F26)T, and
|F 〉′ � (F0

′, F1
′, . . . , F26

′ )T, F′
iis defined as

Fi′ � ωi[3 ci − u
c2

+ 9
(ci · u)ci

c4
] · Fδt, (6)

where F is the body force.
In the single-phase collision operator, the enhanced

equilibrium distribution function (Leclaire et al., 2017) is used

f(e)
i (ρ, u) � ρ{φi + ωi[ 3

c2
(ci · u) + 9

2c4
(ci · u)2 − 3

2c2
u2

+ 9
2c6

(ci · u)3 − 9
2c4

(ci · u)u2]} + Φi. (7)

The weights, ωi, are as follows

ωi �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

8/27,
2/27,
1/54,
1/216,

i � 0,
i � 1, 2, . . . , 6,
i � 7, 8, . . . , 18,
i � 19, 20, . . . , 26.

(8)

Meanwhile, we have
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φi �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

�α,
2(1 − �α)/19,
(1 − �α)/38,
(1 − �α)/152,

|ci|2 � 0,
|ci|2 � 1,
|ci|2 � 2,
|ci|2 � 3.

(9)

where �α interpolates between αr and αb are as follows:

�α � ρr
ρr + ρb

αr + ρb
ρr + ρb

αb, (10)

Φi �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

−3�](u · ∇ρ)/c,
+16�](G: ci ⊗ ci)/c3,
+4�](G: ci ⊗ ci)/c3,
+1�](G: ci ⊗ ci)/c3,

|ci|2 � 0,
|ci|2 � 1,
|ci|2 � 2,
|ci|2 � 3.

(11)

where ⊗ is the tensor product, “: ” is the tensor contraction, �υ is
the kinematic viscosity interpolating between red fluid viscosity
υr and blue fluid viscosity υb as

1
�υ
� ρr
ρr + ρb

1
υr

+ ρb
ρr + ρb

1
υb
. (12)

ϕ represents the order parameter distinguishing two fluids
given by

ϕ(x, t) � ρr(x, t) − γρb(x, t)
ρr(x, t) + γρb(x, t)

, (13)

where γ denotes the density ratio between the red fluid and blue
fluid. ϕ = 1,−1, 0 represent pure red fluid, pure blue fluid, and the
interface. The tensor G in Eq. 11 is given by

G � 1
48
[u ⊗∇ρ + (u ⊗∇ρ)T]. (14)

To ensure stable interface, γ must satisfy the equation as

γ � ρ0r
ρ0b

� 1 − αb

1 − αr
, (15)

where the superscript “0” over ρ0r or ρ0b represents pure fluid
density. The fluid pressure is given based on the D3Q27
isothermal equation of state

pk � ρk(cks)2 � ρk
9(1 − αk)

19
c2. (16)

In this study, we chose αb � 8/27, so that cbs � c�
3

√ (Saito et al.,
2017).

2.2 Perturbation Operator
The interfacial tension in the color-gradient LBM is modeled with
the perturbation operator given by

(Ω)(2)(fi) � fi + A
∣∣∣∣∇ϕ∣∣∣∣[ωi

(ci · ∇ϕ)2∣∣∣∣∇ϕ∣∣∣∣2 − Bi], (17)

where Bi represents the lattice dependent weight and is defined as

Bi �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

−(10/27)c2,
+(2/27)c2,
+(1/54)c2,
+(1/216)c2,

|ci|2 � 0,
|ci|2 � 1,
|ci|2 � 2,
|ci|2 � 3.

(18)

The interfacial tension σ is defined as

σ � 4
9
Aτc4δt, (19)

where τ is the relaxation time, and it is assumed here that A �
Ar � Ab.

2.3 Recoloring Operator
This operator is employed to maximize the amount of fluid k at
interface near the fluid k side while remaining mass and
momentum conservation laws. The recoloring operators are
given by

(Ω)(3)(fr
i ) � ρr

ρ
fi + β

ρrρb
ρ2

cos(θi)f(e)
i (ρ, 0), (20)

(Ω)(3)(fb
i ) � ρb

ρ
fi − β

ρrρb
ρ2

cos(θi)f(e)
i (ρ, 0), (21)

where β is the segregation parameter related to the interface
thickness, θi is the angle between the lattice velocity and the order
parameter gradient.

cos(θi) � ci · ∇ϕ
|ci|
∣∣∣∣∇ϕ∣∣∣∣. (22)

2.4 Streaming Operator

fk
i (x + ciδt, t + δt) � fkp

i (x, t), (23)
where fkp

i (x, t) is the post-collision distribution function.

2.5Macro Properties andGradient Operator
The density of each fluid and the total fluid are defined as

ρk �∑
i

fk
i , (24)

ρ �∑
k

ρk. (25)

The total momentum is defined as

ρu �∑
i

fici + 1
2
Fδt. (26)

The second-order isotropic central scheme is adopted to
define the gradient operator for any function χ

∇χ(x, t) �∑
i≠0

ωiχ(x + ciδt, t)ci
c2sδt

. (27)

3 COMPUTATIONAL DOMAIN AND
PARAMETERS

The computational domain for the corium jet breakup process is
presented in Figure 1, which includes a water pool and an inlet at
the top surface where the corium jet is penetrated. The other
surfaces are set as convective boundary conditions so that the
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dispersion of the corium will not be limited by the boundary of
the computational domain. As an example, the convective
boundary condition at the bottom surface is given by

zfk
i

zt
+ uz

zfk
i

zz
� 0, at z � 0, (28)

where z � 0 denotes the nodes at the bottom surface. Using the
first-order explicit discrete scheme, we have

fk
i (x, y, 0, t + δt) � fk

i (x, y, 0, t) − uz(x, y, 1, t)pfk
i (x, y, 1, t)

1 − uz(x, y, 1, t) .

(29)
The body force is given by

F(x, t) � (ρ(x, t) − ρ0b)g, (30)
where g � (0, 0,−9.81m/s2).

To study the effect of the jet cross-section shape on the
corium jet hydrodynamic breakup behavior, the penetration
processes of the corium jets with four different elliptical cross-
section shapes and three different penetration velocities are
simulated. The parameters for all 12 cases are presented in
Table 1, where “a” is the semi-major axis of the ellipse, “b” is

the semi-minor axis of the ellipse, and “E = a/b” is the aspect ratio.
All these elliptical cross-sections have the same area which is
equal to a circular area with 10 mm diameter, so that the
penetration flow rates remain the same for the corium jets
with the same penetration velocity. The three penetration
velocities V (2.21, 4.43, and 8.85 m/s) represent the typical free
fall distances of the corium in the pressure vessel of LWRs
ranging from 0.25 to 4.0 m.

In the current simulations, the corium is set to a mixture of
80% UO2 and 20% ZrO2 (mol%) with a melting point of 2,600°C.
It is assumed that corium jet at 3,000°C is penetrated into water at
70°C. The thermophysical properties of the corium at 3,000°C and
water at 70°C are presented in Table 2 (Schins1978; Kirillov2006;
Kolev 2015; Kim et al., 2017).

To conduct the simulations with LBM, all parameters are
converted from physical units to lattice units based on Eqs 31–34,
where D is the area equivalent diameter, Dp represents the lattice
number along the area equivalent inlet diameter, ρr and ρb are the
density of the red and blue fluid, respectively, and the jet inlet
velocity Vp and the jet density ρpr are set to 0.1 and 1.0,
respectively. The parameter β is set to 0.7.

ρpb �
ρb
ρr
ρpr , (31)

]pr �
DpVp

DV
]r, (32)

]pb �
DpVp

DV
]b, (33)

gp � DVp2

DpV2 g, (33a)

σp � DpVp2σ

DV2ρr
. (34)

In our previous studies (Cheng et al., 2020; Cheng
et al., 2021b), lattice number independent tests have been
conducted by dividing the computational domain into
78*78*250,104*104*330, 130*130*410, and160*160*500
lattices, and it is found that the difference of the simulation
results can be ignored for the last two; hence, 160*160*500
lattices with Dp � 30 are used in the simulation of jet
breakup process. The parameters in both physical units and
lattice units with this lattice number are shown in Table 3.
Meanwhile, the ability of the color-gradient LBM model to
precisely predict the jet breakup process has also been
validated using the results of molten wood’s metal jet
breakup experiments; it is found that the morphologies of the
melt jet at different times in the experiment and simulationmatch
very well (Cheng et al., 2021b).

4 RESULTS AND DISCUSSION

4.1 Morphology of Corium Jet Breakup
The snap shots of corium jet breakup processes along
both minor axis direction and major axis direction of the
elliptical cross-section in the 12 cases are presented in
Figure 2, where the interface between the corium and the

FIGURE 1 | Computational domain for the corium jet breakup process.
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water is extracted from the simulation results. It can be
seen that for all 12 cases under different conditions,
a mushroom-shaped leading edge can be observed
immediately after the penetration due to the drag force,
and then both the jet leading edge and jet column start
to break up under the effect of Rayleigh–Taylor
instability and Kelvin–Helmholtz instability, respectively;
lots of small fragments are generated along with the
penetration process.

Qualitatively, it is easy to find that more fragments
are generated with the increase in the penetration
velocity for the corium jets with the same aspect ratio
(e.g., comparing Case 1, Case 2, and Case 3). The effect of
the aspect ratio on the generated fragments for the corium

jets with the same penetration velocity is not directly
based on these figures, which is further analyzed
quantitatively in Section 4.4 Nevertheless, it can be
noticed that with the increase in the aspect ratio, the
jet becomes more flat and more fragments are distributed
along the major axis direction than along the minor axis
direction.

4.2 Jet Penetration Depth
The penetration depth versus time of the corium jet under
three different penetration velocities is presented in
Figure 3. From these figures, it can be seen that the effect
of the cross-section shape on the jet penetration depth is very
limited. The penetration depth changes little even when the
aspect ratio changes from 1 to 4. This is because the
penetration depth is mainly affected by the drag force;
though the aspect ratio changes a lot, the drag force still
changes very little for jets with the same penetration velocity
and cross-section area.

4.3 Jet Breakup Length
The jet breakup length, the distance from free surface to the
breakup point, is an important parameter to evaluate whether
molten corium will directly come in contact with the lower
plenum of the pressure vessel before it sufficiently breaks up.

TABLE 1 | Parameters of the corium jets with four elliptical cross-sections and three velocities.

Case Semi-major axis a (mm) Semi-minor axis b (mm) Aspect ratio E (-) Penetration velocity V (m/s)

1 5.0000 5.0000 1 2.21
2 5.0000 5.0000 1 4.43
3 5.0000 5.0000 1 8.85
4 7.0711 3.5355 2 2.21
5 7.0711 3.5355 2 4.43
6 7.0711 3.5355 2 8.85
7 8.6603 2.8868 3 2.21
8 8.6603 2.8868 3 4.43
9 8.6603 2.8868 3 8.85
10 10.0000 2.5000 4 2.21
11 10.0000 2.5000 4 4.43
12 10.0000 2.5000 4 8.85

TABLE 2 | Thermophysical properties of the corium.

Thermophysical properties (UO2)0.8(ZrO2)0.2 Water

Melting point [°C] 2,600 0
Temperature [°C] 3,000 70
Density [kg/m3] 8,302 978
Density ratio to water 8.49 1.0
Kinematic viscosity [m2/s] 7.35e-7 4.13e-7
Surface tension [N/m] 0.484 -

TABLE 3 | Parameters in physical units and lattice units.

Parameters in physical units

D[m] V[m/s] ρr[kg/m
3] ρb[kg/m

3] νr[m2/s] νb[m2/s] g[m/s2] σ[N/m] γ Re

Case 1, 4, 7, 10 0.01 2.21 8,302 978 7.35e-7 4.13e-7 9.81 0.484 8.49 3.01e4
Case 2, 5, 8, 11 0.01 4.43 8,302 978 7.35e-7 4.13e-7 9.81 0.484 8.49 6.03e4
Case 3, 6, 9, 12 0.01 8.85 8,302 978 7.35e-7 4.13e-7 9.81 0.484 8.49 1.20e5

Parameters in lattice units

Dp Vp ρpr ρpb ]pr ]pb gp σp γ Re

Case 1, 4, 7, 10 30 0.1 1 0.118 9.98e-5 5.61e-5 6.70e-6 3.58e-4 8.49 3.01e4
Case 2, 5, 8, 11 30 0.1 1 0.118 4.98e-5 2.80e-5 1.67e-6 8.91e-5 8.49 6.03e4
Case 3, 6, 9, 12 30 0.1 1 0.118 2.49e-5 1.40e-5 4.18e-7 2.23e-5 8.49 1.20e5
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Once the length is longer than the water depth, the pressure
vessel is likely to be melted through by the molten corium,
which might cause the radioactive material leakage (Iwasawa

and Abe 2018). In the melt jet breakup experiments, the jet
breakup length usually can hardly be measured directly from
the observation because the jet column is covered by lots of
fragments similar to those in Figure 2, while with the
simulations in the current study, the jet breakup length can
be easily extracted from the middle cross-sectional density
contours as shown in Figure 4, where Case 4 and Case 10 are
presented. The breakup position can be easily observed
from these figures. It should be noted that the jet column
may break up in one middle cross-section view (e.g., major axis
direction) but actually still connect in another middle cross-
section view (e.g., minor axis direction) since the jet
morphology is not axially symmetric. Hence, the jet column
should be disconnected in both views when checking
the breakup point. Furthermore, the breakup point usually
fluctuates during the penetration process; here, the maximum
jet breakup length is used as the jet breakup length in
this study.

The dimensionless jet breakup length is defined as

Lbrk

D
/(ρj

ρc
)0.5

, (35)

where Lbrk is the jet breakup length, the area equivalent diameter
D is 10 mm for all 12 cases, ρj is the density of the jet, and ρc is the
density of the water.

The dimensionless jet breakup length versus aspect ratio in the
12 cases is shown in Figure 5. First, it is clear that with the

FIGURE 2 | Snap shots of corium jet breakup processes in the 12 cases.

FIGURE 2 | (Continued).
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increase in the penetration velocity under the same aspect ratio,
the breakup length decreases gradually. This is because higher
penetration velocity will enhance the stripping from the jet
column due to the Kelvin–Helmholtz instability, and the material
is removed from the jet column faster, which leads to the faster
disconnection of the jet column and the shorter breakup length.

It can also be found that with the increase in the aspect ratio
under the same penetration velocity, the jet breakup length
decreases gradually. This can be explained as follows: The
intensity of the stripping is determined not only by the
penetration velocity but also by the contact area between the
jet and water, since the contact area increases with the increase in
the aspect ratio under the same cross-section area, namely, the jet
becomes flat, and the stripping is enhanced. On the other hand,
the thickness of the jet along the minor axis direction becomes
smaller with the increase in the aspect ratio. Hence, the jet
column is easier to break up due to stripping at a higher
aspect ratio. This phenomenon can be clearly observed in
Figure 4 by comparing Case 4 and Case 10 with an aspect
ratio of 2 and 4, respectively.

4.4 Degree of the Fragmentation
Since the fragments generated during the jet penetration process
are mostly irregular as shown in Figure 2, direct measurement of
the fragment size will introduce large errors. In this work, the
dimensionless corium surface area is used to evaluate the degree
of the jet fragmentation. First, the interface between the corium
and water is extracted from the simulation results as shown in
Figure 2; then, the interface area S is calculated, and the
dimensionless corium surface area is given by

�S � S

πD2/4. (36)

The dimensionless corium surface area versus aspect ratio at
approximately the same penetration depth (V*t) in the 12 cases is
presented in Figure 6. It can be seen that the dimensionless
corium surface area increases with the increase in the penetration
velocity for the jets with the same aspect ratio, that is, smaller
fragments are generated with the increase in the penetration
velocity. This is because higher penetration velocity means
stronger momentum exchange and stripping, leading to more
fragments.

Another observation is that, in general, the dimensionless
corium surface area increases with the increase in the aspect ratio
for the jets under the same penetration velocity. This trend is not
obvious at low penetration velocity (e.g., V = 2.21 m/s), but
remarkable at high penetration velocities. The reason has been
explained in Section 4.3, namely, with the increase in the aspect
ratio under the same cross-section area, the contact area between
the jet and water is increased, which enhances the stripping and
facilitates the jet fragmentation.

FIGURE 3 | Jet penetration depth vs. time.
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FIGURE 4 | Middle cross-sectional density contours along both major axis direction and minor axis direction.
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5 CONCLUSION

In order to investigate the effect of jet cross-section shape on the
corium jet breakup behavior, which is generally ignored in

previous studies, in this study, the breakup processes of the
corium jets with four different elliptical cross-section shapes
and three different penetration velocities are simulated with
the state-of-the-art GPU-accelerated color-gradient lattice
Boltzmann method. The effect of the cross-section shape on
the hydrodynamic breakup behavior of the corium jet is
analyzed in detail. Three main conclusions drawn from the
simulation results are as follows:

(1) The effect of the cross-section shape on the jet penetration
depth is very limited because the change of the drag force is
very small for jets with the same penetration velocity and
cross-section area.

(2) With the increase in the aspect ratio under the same
penetration velocity, the jet breakup length decreases
gradually mainly due to the decrease in the thickness of
the jet along the minor axis direction.

(3) In general, the dimensionless corium surface area increases
with the increase in the aspect ratio for the jets under the
same penetration velocity since the contact area increases
with the increase in the aspect ratio under the same cross-
section area.
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Vessel Failure Analysis of a Boiling
Water Reactor During a Severe
Accident
H. D. Wang*, Y. L. Chen and W. Villanueva

Division of Nuclear Power Safety, Royal Institute of Technology (KTH), Stockholm, Sweden

In a postulated severe accident, the thermo-mechanical loads from the corium debris that
has relocated to the lower head of the reactor pressure vessel (RPV) can pose a credible
threat to the RPV’s structural integrity. In case of a vessel breach, it is vital to predict the
mode and timing of the vessel failure. This affects the ex-vessel accident progression and
plays a critical role in the development of mitigation strategies. We propose a methodology
to assess RPV failure based on MELCOR and ANSYS Mechanical APDL simulations. A
Nordic-type boiling water reactor (BWR) is considered with two severe accident scenarios:
i) SBO (Station Blackout) and ii) SBO + LOCA (Loss of Coolant Accident). In addition, the
approach considers the dynamic ablation of the vessel wall due to a high-temperature
debris bed with the use of the element kill function in ANSYS. The results indicate that the
stress failure mechanism is the major cause of the RPV failure, compared to the strain
failure mechanism. Moreover, the axial normal stress and circumferential normal stress
make the dominant contributions to the equivalent stress σ at the lower head of RPVs. As
expected, the region with high ablation is most likely the failure location in both SBO and
SBO + LOCA. In addition, comparisons of the failure mode and timing between SBO and
SBO + LOCA are described in detail. A short discussion on RPV failure between ANSYS
and MELCOR is also presented.

Keywords: severe accident, reactor pressure vessel, structural integrity, finite element analysis, vessel failure
criteria

INTRODUCTION

The Fukushima nuclear accident occurred in 2011, stemming from a strong earthquake and a
subsequent tsunami that induced a station blackout (SBO) scenario (Naitoh et al., 2013a; Kaneko
et al., 2015; Pellegrini et al., 2016). In this scenario, the nuclear power plants (NPPs) experienced
serious damage due to the loss of off-site power, resulting in the leakage of large amount of
radioactive material to the environment. The reactor pressure vessel (RPV) of a light water reactor is
one of the key safety barriers that prevent the release of radioactive substances to the environment.
Thus, analyses of RPV failure are warranted to provide insights into the reactor’s accident
progression and develop effective mitigation strategies.
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During a severe accident, molten core materials and
internal structures, also known as corium, can relocate to
the lower head of the RPV and form a debris bed. This
debris bed can threaten the integrity of the RPV lower head
with four possible failure modes: lower head global rupture,
melt impingement and melt-through, penetration tube heats
up and ruptures, and penetration tube ejection (Naitoh et al.,
2013b; Herranz et al., 2015; Li et al., 2014; Mao et al., 2017; Yue
et al., 2020; Willschütz et al., 2003; Siegele et al., 1999; Rempe
et al., 1993). The structural behavior of the RPV is a complex
phenomenon, including the macro-structural global
deformation (i.e., the displacement of the RPV lower head)
and the micro-structural stress-strain responses. From the
global point of view, the failure deformation of the vessel

lower head has not been explicitly characterized in the field of
RPV structural integrity due to its different effects on various
shapes and sizes of RPVs. So the deformation is commonly
used as a supplementary in a specific RPV application (Mao
et al., 2016a; Villanueva et al., 2012a) and a validation for the
finite element analysis (FEA) (Sehgal et al., 2003; Devos et al.,
1999). However, the material properties can be characterized
by the tensile-creep tests under various temperatures and
loadings, providing the limits of the stress and strain for
certain carbon steel (Humphries and Chu, 2002). One can
find that the stress and strain mechanisms are the major factors
initiating the RPV failure, and the failure criterion based on the
stress-strain response is widely implemented in the failure
analysis of the RPV lower head (see Table 1 for examples)

TABLE 1 | Examples from the literature (Ikonen, 1999; Koundy et al., 2005; Villanueva et al., 2012b; Kaneko et al., 2015; Mao et al., 2016b; Mao et al., 2017) of strain- and
stress-based failure criteria used in structural analysis of RPVs.

Authors Objective Platform/approach Failure criteria

Mao et al. (2016b); Mao et al. (2017) AP600 ABAQUS Strain- and stress-based criteria
Koundy et al. (2005) Generic PWR Analytical FE models Strain- and stress-based criteria
Kaneko et al. (2015) Low-alloy steel of RPV Codes for Nuclear Power Generation Facilities Stress-based criterion
Villanueva et al. (2012b) Nordic BWR ANSYS APDL Strain- and stress-based criteria
Ikonen, (1999) RUPTHER# 14 PASULA Strain- and stress-based criteria

FIGURE 1 | Framework of thermo-mechanical analysis for a Nordic BWR with SBO and SBO + LOCA scenarios.

TABLE 2 | Major parameters and settings of the Nordic BWR in MELCOR.

Setting in MELCOR State Parameters Values

Considered accident events SBO/SBO + LOCA Nominal power 3,000 MWth
Automatic depressurization system On Vessel lower plenum radius 3.2 m
Emergency core cooling system Off Vessel lower plenum height 5.398 m
Penetration model and failure Off Vessel lower head thickness 0.198 m
Mitigation strategies Ex-vessel retention by cavity flooding — —
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FIGURE 2 | (A) Schematic of the containment nodalization of a Nordic BWR, (B) fine nodalization in the COR package of MELCOR, and (C) group of fuel
assemblies for radial rings (Chen et al., 2019).
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(Ikonen, 1999; Koundy et al., 2005; Villanueva et al., 2012b;
Kaneko et al., 2015; Mao et al., 2016b; Mao et al., 2017). When
the equivalent stress of the RPV lower head exceeds the
material strength, RPV failure occurs. The creep strain also
cannot be ignored because the vessel can undergo creep failure
when the temperature exceeds a certain level for an extended
period even at low pressures (Rempe et al., 1993; Callister and
Rethwisch, 2011). In the present study, we pay particular
attention to the failure mode and timing of a Nordic-type
BWR vessel under the SBO and SBO + LOCA events from the
perspective of micro-structural stress-strain responses, as well
as considering its macro-structural global deformation. The
heat exchange between the debris bed and the RPV wall is not
constant; hence, the stress and the strain across the vessel wall
behave in a transient way. To investigate the changing
conditions of RPVs under accident scenarios, a one-way
coupling method has been developed using MELCOR and
ANSYS Mechanical APDL codes. By taking transient
thermo-mechanical loadings as boundary conditions, the
failure mechanism of the vessel lower head is investigated
in detail, and its failure location and timing are also predicted
for the worst scenarios (i.e., SBO and SBO + LOCA).

Since the temperature at the inner surface of the RPV may
exceed the local melting of the vessel wall which can lead to an
ablation of the wall, it is important to investigate the structural
behavior of the RPV with an ablated profile. To simplify the
calculation, the geometry of the ablated vessel wall is mostly
assumed to be constant during the structural analysis in previous
study (Sehgal et al., 2003; Wang et al., 2021). However, the
temperature of the vessel wall has a gradient across the
thickness and continues to increase due to the continuous heat
transfer from the corium debris bed. This debris bed is expected
to fill the ablated region in the wall and produce further ablation
at the inner surface of the vessel wall (Zhan et al., 2018).
Accordingly, the vessel wall becomes thinner and thinner as
the accident progresses, which is supposed to be much weaker

to withstand the certain loads than before (Matejovic et al., 2017).
Thus, it is possibly accurate to take the change of vessel thickness
into account when predicting the timing and mode of RPV
failure. For that, the approach “element killing” is adopted in
the structural analysis in the present study, updating the vessel
profile regularly according to the transient temperature. The
thermal and mechanical response of the RPV lower head is
then investigated based on the dynamic ablation of the vessel wall.

METHODOLOGY AND MODELING

Considering the strengths of MELCOR in modeling accident
progression and ANSYS in simulating the structural behavior, the
thermo-mechanical analysis is developed based on these two
tools. The structural analysis of RPV was implemented in
ANSYS while the thermal loads and mechanical loads (i.e., the
applied boundary conditions on the RPV in ANSYS) from the
debris bed were calculated using MELCOR. In the following
sections, the procedure is outlined for this thermo-mechanical
analysis, and descriptions of modeling inMELCOR and the Finite
Element (FE) model in ANSYS APDL are also presented.

Framework of the Thermo-Mechanical
Analysis
MELCOR, as an integral code for severe accidents in an NPP,
includes various models or packages [e.g., Core (COR) Package,
Decay Heat (DCH) Package, and Cavity (CAV) Package]. These
packages can simulate a variety of severe accident phenomena in
a severe accident, such as core degradation, fission product
release, and hydrodynamics. However, some of these models
or packages are simplified to ensure a computationally
efficient simulation (Dietrich et al., 2015; Humphries et al.,
2017). In this case, some other codes and approaches are
adapted to a specific phenomenon in a severe accident, whose

FIGURE 3 | 2D axisymmetric geometry of the ablated RPV, loads, constraints, and the mesh.
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roles are complementary to those of MELCOR (Amidu et al.,
2021a; Amidu et al., 2021b). In this work, the first aim is to
investigate the vessel state (e.g., the stress and the strain) during
the Severe Accident (SA), and the second task is to assess the
timing and location of RPV failure. In terms of the failure analysis
of the RPV lower head, MELCOR has two failure modes
(i.e., creep failure based on a life-fractional rule and the yield
stress failure criterion), with a description of the failure time and
location of RPV failure in the form of an output text file. Thus,
detailed information on the structural response of the RPV lower
head is limited. In contrast, ANSYS allows users to perform
detailed nonlinear analyses using the Finite Element Method
(FEM). The FEM can divide the RPV lower head into a finite
number of subdomains, addressing the constitutive behavior in
each subdomain and recombining them into a global system for
the final calculation. This method allows ANSYS to provide more
information than just the timing and location of RPV failure for
the whole transient calculation. Both global deformation and the
stress-strain responses at different locations of the vessel can be
accessed for the entire accident progression, which are also
important in the assessment of severe accidents and accident
mitigation strategies (Humphries and Chu, 2002).

In assessing the structural integrity of the RPV, it is
necessary to set up failure criteria. One can take the yield
stress or ultimate stress as the stress-based criterion in
engineering practice. Compared to the yield stress failure
criterion, the ultimate stress failure criterion is a more
popular application of RPV failure (Humphries and Chu,

2002; Koundy et al., 2008; Kaneko et al., 2015; Villanueva
et al., 2020). This criterion assumes that the structural failure is
determined by the material necking. In addition, the strain-
based failure criteria are also considered in the present thermo-
mechanical analysis because the RPV can undergo strain
failure at an elevated temperature even under moderate
stresses (Rempe et al., 1993; Callister and Rethwisch, 2011;
Villanueva et al., 2012b). That is, we declare RPV failure if any
one of the following is satisfied: 1) the von Mises stress exceeds
the ultimate stress, 2) creep strain exceeds 20%, or 3) total
strain exceeds 25% (Rempe et al., 1993; Wang et al., 2021).

Figure 1 shows the general framework of this research. Given
that the occurrence of RPV failure will lead to the release of
corium from the RPV to the cavity in MELCOR simulation, we
deactivated the failure modes first to simulate the SBO
progression, thereby obtaining the thermo-mechanical loads
during a longer period. Then these loads are transferred as the
boundary conditions for the transient structural analysis with
ANSYS, further investigating the behavior of the vessel and
predicting its failure time and location based on the failure
criteria mentioned above. Also, the accident scenario (i.e., SBO
accident or SBO + LOCA accident) with the same conditions was
simulated again in MELCOR with the failure modes, and some
information about RPV failure can be given using the MELCOR
platform. By comparing the timing and location of RPV failure
predicted by these two codes, respectively, some insights into the
failure analysis on the vessel lower head are provided in the
succeeding section.

TABLE 3 | Accident progression for the case with deactivated failure modes in MELCOR.

Accident progression SBO SBO + LOCA

Initiating accident 0 s 0 s
Downcomer low water level signal state parameters 1,057 s ≈ 18 min 59 s ≈ 1 min
Start of cavity flooding (same with ADS activation) 1,657 s ≈ 28 min 660 s ≈ 11 min
Gap release 2,750 s ≈ 46 min 1,542 s ≈ 26 min
First failure of support plate (the start of core relocation) 7,913 s ≈ 2.20 h 6,183 s ≈ 1.72 h
Last failure of support plate (the end of core relocation) 27296 s ≈ 7.58 h 24659 s ≈ 6.85 h

FIGURE 4 | (A) Evolution of total mass in the RPV lower head under SBO and SBO + LOCA scenarios. The total mass stabilizes at P1 and P2 in SBO and SBO +
LOCA scenarios, respectively. (B) Evolution of RPV internal pressure under SBO and SBO + LOCA scenarios.
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Description of MELCOR Model
The SBO and SBO + LOCA scenarios were assumed to occur in a
Nordic BWR with a 3,000 MWth nominal power (Pershagen,
1996). The major parameters of the Nordic BWR and settings in
MELCOR are summarized in Table 2. The severe accident
strategy employed by the Nordic BWR is cavity flooding,
which is also considered in the MELCOR simulation. This
accident strategy is assumed to activate when the water level
in the vessel is below a critical value.

In MELCOR, the thermal-hydraulic response of this reactor was
calculated by means of modeling its nodalization (see Figure 2A).

Figures 2B,C show the mesh configuration for the COR package
nodalization, which is used to simulate the degradation and
relocation of the core in the RPV. As indicated in Figure 2B,
there are 28 uneven segments along the vessel lower plenum and
21 rings in the radial direction. These radial rings are depicted by
various cells and colors, as shown in Figure 2C, representing
different fuel assemblies and ring groups, respectively.

Description of FE Model
The numerical simulation of the RPV was performed in a 2D
axisymmetric geometry as shown in Figure 3. As stated above,

FIGURE 5 | Evolution of (A) the inner-wall temperature of the RPV in the SBO case and (B) the inner-wall temperature of the RPV in the SBO + LOCA case.

TABLE 4 | Range of polar angles for each segment in the MELCOR model.

Segment number 1 2 3 4 5 6 7

Angle range (°) 0–3.13 3.13–6.27 6.27–8.88 8.88–11.35 11.35–14.13 14.13–16.78 16.78–19.39
Segment number 8 9 10 11 12 13 14
Angle range (°) 19.39–22.46 22.46–25.45 25.45–28.61 28.61–31.94 31.94–35.10 35.10–38.83 38.83–42.28
Segment number 15 16 17 18 19 20 21
Angle range (°) 42.28–46.21 46.21–49.37 49.37–52.74 52.74–55.35 55.35–57.88 57.88–60.93 60.93–63.89
Segment number 22 23 24 25 26 27 28
Angle range (°) 63.89–67.81 67.81–71.62 71.62–75.57 75.57–79.45 79.45–83.28 83.28–87.09 87.09–90
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the output data from MELCOR (e.g., internal and external
surface temperatures of the vessel, internal and external
pressures, and the molten corium properties) were
transferred as loads and constraints on the RPV for the
structural analysis using ANSYS.

Furthermore, the temperature of the vessel wall has a
gradient across the thickness and continues to increase due
to the continuous heat transfer from the debris bed. This
debris bed is expected to fill the ablated region in the wall and
produce further ablation at the inner surface of the vessel wall
(Zhan et al., 2018). Here, the thermal and mechanical
response of the RPV lower head is investigated based on a
dynamic ablation process of the vessel wall. First, the RPV
geometry is modeled in ANSYS Mechanical APDL with an
initial thickness of 0.198 m. Then the “element killing”
method is implemented in ANSYS to simulate the dynamic
state of vessel ablation, updating the ablated profile of the RPV
regularly based on the temperature distribution. In addition, a
sufficiently fine mesh (40 element layers across the vessel wall)

with a characteristic length of 0.005 m is considered, which is
necessary to describe the detailed profile during the ablation
process (see Figure 3).

Material Properties
The material properties of SA533B1 are considered and adopted
from the study by (Rempe et al., 1993), which are all temperature-
dependent, including the density, thermal conductivity, specific
heat capacity, ultimate strength, coefficient of thermal expansion,
and modulus of elasticity. Since most of these data are limited at
temperatures of up to 1373K in the reference, a constant-valued
extrapolation of the material properties of SA533B1 is used for
temperatures above 1373K.

The maximum temperature on the surface of the RPV is
beyond the melting point of the vessel material. It is well known
that creep occurs when the temperature is higher than
0.3–0.4 times the melting temperature of the material (Gandy,
2007). To account for the creep effect, a modified time hardening
model is used and is given by the following:

FIGURE 6 | Dynamic ablation for the SBO case: temperature distribution (K) at time (A) t = 6 h, (B) t = 7.16, and (C) t = 7.22 h.

FIGURE 7 | Dynamic ablation for the SBO + LOCA case: temperature distribution (K) at time (A) t = 6 h, (B) t = 7.16, and (C) t = 7.33 h.
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εcr � c1σC2 tC3+1

c3 + 1
c1 > 0 (1)

where εcr is equivalent creep strain, t corresponds to the time in
seconds at the end of sub-step, δ is the equivalent stress in Pa, and
ci are constants.

In addition to the creep behavior, the elasto-plastic behavior of this
material is governed by a nonlinear isotropic (NISO) hardeningmodel

(see Eq. 2). The detailed values of the parameters and validations of
these two models are given in the study by (Wang et al., 2021).

δY � σ0 + R0ε̂pl + R∞(1 − exp(−bε̂pl)) (2)

where δY is the current yield stress, σ0 is the initial yield stress, ε̂
pl

is the accumulated equivalent plastic strain, and R∞, R0, and b are
material constants.

FIGURE 8 | Thickness of the RPV lower head at t = 6.17 h, t = 6.50 h, t = 6.83 h, t = 7.17 h, and t = 7.22h/7.33 h (the time of melt-through) for (A) SBO and (B) SBO
+ LOCA cases.

FIGURE 9 | (A) Temperature distribution (K), (B) von Mises stress distribution (Pa), and (C) creep strain distribution of the vessel wall at time = 7.16 h for the
SBO case.
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RESULTS AND DISCUSSIONS

System Analysis With MELCOR
In this section, some observations are briefly given for
the case with deactivated failure modes in MELCOR,
as mentioned previously in the framework (see
Figure 1). The main events of accident progression are
listed in Table 3.

It should be noted that these output data from MELCOR are
used as the input conditions for the detailed structural analysis
using ANSYS Mechanical. In Figure 4A, the total mass
accumulated in the lower head is provided for both SBO and
SBO + LOCA cases. The initial mass comprises intact supporting
structures and penetration guide tubes. The abrupt increase
happens earlier in the SBO + LOCA case, before 2 h, but both
follow the same trend after 3 h onward and stabilize around 280
tons after 6 h.

Figure 4B shows the internal pressure evolution of the RPV
at the first 12 h. For the SBO case (marked in blue line), the
automatic depressurization system (ADS) is active at about
half an hour, and the internal pressure before that is
maintained at the level of 7 MPa due to the operation of
safety relief valves. Subsequently, it dramatically reduces at
0.27 MPa and stabilizes. For the SBO + LOCA case, the vessel
pressure decreases dramatically at the very beginning of the
accident due to rapid steam release to the containment
through the initial break at the main steam line. The ADS
system has no effect in this case. The pressure stabilizes at
around 0.14 MPa.

Figures 5A,B show the internal temperature evolution for
the SBO and SBO + LOCA cases. A significant decrease in
temperatures is shown at t = 0.5 h for the SBO case in
conjunction with activation of the ADS (see Figure 5A).
An earlier decrease in temperatures is also shown for the

FIGURE 10 | Comparison of von Mises stress of the vessel and SA533B1 ultimate stress at the critical regions for the SBO case; (A) region A, (B) zoomed-in
version of region A after 6 h, (C) region B, (D) zoomed-in version of region B after 6 h, and (E) region C.
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SBO + LOCA case due to the main steam line break (see
Figure 5B). For both SBO and SBO + LOCA cases, segments
19–21 (marked with solid lines in both figures) show higher
internal temperatures at the late stage and reach the melting
temperature earlier than other segments, at 1789K at 5.88 h
and 6.05 h, respectively. Given these data from MELCOR, the
temperature of each segment is used as the boundary
condition for the vessel surface with a different range of
polar angles in the structural analysis (see Table 4).

Compared with the SBO case, the steam line breach in SBO +
LOCA can accelerate the coolant vaporization and take away
some heat (Chen et al., 2019). Accordingly, the results showed
significant difference for these two cases from the corium mass,
internal pressure, and temperature to the time of melt-through,
as well as the external pressure and temperature (not shown).
The effect of these differences on the behavior of the RPV is

investigated from the structural analyses in the following
sections.

Reactor Pressure Vessel Structural
Analysis With ANSYS APDL
Reactor Pressure Vessel Ablation
The RPV undergoes an ablation caused by the thermal load from
the debris bed, and hence, the thickness of the vessel wall changes
during the accident progression. In MELCOR, the residual
thickness profile is determined by the inner-wall temperatures,
resulting from the debris temperature distribution and heat fluxes
directed into the vessel wall. As for the determination of the vessel
ablated profile in ANSYS, these inner-wall temperatures as a
function of time are directly used as the thermal boundary
condition imposed on the vessel wall, deactivating the

FIGURE 11 | (A) Equivalent creep strain and (B) total strain of the vessel wall at time = 6.8 h for the SBO case.

FIGURE 12 | (A) Temperature distribution (K), (B) vonMises stress distribution (Pa), and (C) creep strain distribution of the vessel wall at time = 7.16 h for the SBO +
LOCA case.
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elements with zero stiffness when its temperature is higher than
the melting point of this material (i.e., the element killing
method). Here, the ablated profile of the RPV is updated
regularly by eliminating the elements when their
corresponding temperature exceeded 1789K, which is the
melting point of material SA533B1 (Rempe et al., 1993).

Figures 6, 7 show the dynamic process of RPVs’ ablation and
temperature distribution and their corresponding times. As
expected, the ablation of the vessel wall occurs approximately
after t = 6 h for both SBO and SBO + LOCA and becomes worse
as time progresses. These severe ablations are concentrated on the
upper surface of the RPV lower head, and eventually, a melt-
though on the vessel wall happens after 7.22 h for the SBO case
and 7.33 h for the SBO + LOCA case.

Figure 8 shows a sequence of five snapshots illustrating the
ablation process; these snapshots are obtained by describing
the residual thickness at interval 10° along the RPV lower head
and 2.5° in the high-ablated area (see the points in Figure 8A,
inset). The first snapshot is 6.17 h (marked in blue line), at
which time the ablation occurred slightly at angle 55°–70° for
the SBO case and 55°–65° for the SBO + LOCA case.
Furthermore, as the accident progresses, the range of the
ablation expands to both sides within the range 45°–72.5°.
Similar ablation can be found in the SBO + LOCA case,

although the thinnest region in the SBO case (θ � 62.5°) is
always higher than the one in the SBO + LOCA case (θ � 57.5°)
during the entire time. Close observation of Figure 8 reveals
that at any stage, the thinnest region is always at the same angle
and, in addition, melt-through occurs at this angle. The orange
lines in Figures 8A,B show the location of the RPV breach, at
7.22 and 7.33 h, respectively. These breach times are consistent
with the escalation of the internal temperatures in each case
(see Figures 5A,B).

Stress and Strain Response
As the accident progresses, the stresses and strains of the vessel
wall change in time and are both strongly dependent on the
temperature. To illustrate the complex and nonlinear behavior of
the RPV, we present snapshots of the stress and strain responses
of the RPV during the ablation.

The results of temperature, von Mises stress, and creep strain
of the vessel wall for the SBO case at t = 7.16 h are shown in
Figure 9. In Figure 9A, the highly ablated area corresponds to the
region with higher temperature, where the creep strain is also
larger (see Figure 9C). However, it is found that the von Mises
stress is lower in these regions due to the significant yielding in
the regions with high temperature (see Figure 9B). Since the
thermo-mechanical response of the vessel wall is quite complex,

FIGURE 13 | Comparison of von Mises stress of the vessel and SA533B1 ultimate stress at the critical regions for the SBO + LOCA case; (A) region B* and (B)
zoomed-in version of region B* after 6 h. The strain distribution of the vessel at time = 7.1 h for the SBO + LOCA case; (C) equivalent creep strain and (D) total strain.
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we took three locations on the vessel wall to further investigate the
vessel behavior. They correspond to the high-creep strain (region
A at angle 46°–49°), high-ablation and high-temperature (region
B at angle 60°–63°), and high-stress (region C at angle 83°–87°).

Figure 10 gives the comparison of von Mises stress of the
vessel (the solid lines) and SA533B1 ultimate stress (the dotted
lines) at the critical regions. It can be seen in Figures 10A,B that
the stresses at region A remain below the ultimate stress of the
vessel steel until t = 7.3 h. The results of region B are depicted in
Figure 10C with a zoomed-in plot in Figure 10D, which shows
that the von Mises stress at the outer wall exceeds the ultimate
stress of the steel at t = 6.8 h and the inner wall thereafter.
Compared to the other two segments, region C has the highest
stress after 6 h (see Figure 10E). However, a larger safety margin
between the vessel stress and the stress limit can be seen in this
region. This is because the ultimate stress is temperature-
dependent, and hence, the stress limit of region C is relatively
high due to its low local temperature.

As mentioned before, the RPV failure mechanism includes the
stress and strain responses according to the two failure criteria in
Framework of the Thermo-Mechanical Analysis. From Figure 10, it

was found that RPV failure occurs at 6.8 h in region B when
considering the stress limit of the vessel steel. To check whether
there is a strain failure before the stress failure, snapshots of creep
and total strains at t = 6.8 h are shown in Figure 11. The maximum
creep strain and maximum total strain have values of 9% and 9.1%,
respectively, located at the region with high ablation. Both are
sufficiently below the limits set in the strain-based failure criteria
(i.e., 20% creep strain and 25% total strain). Accordingly, RPV failure
for the SBO case at 6.8 h is due to the stress failure mechanism. In
addition, the failure location is in region B (angle 60°–63°), which
has ablated the most in comparison with other parts of the RPV
lower head (see Figure 8A).

Next, we present the structural analysis of the RPV with the SBO
+ LOCA case, similar to the SBO case. Figure 12 shows the results of
temperature, von Mises stress, and creep strain of the vessel wall for
the SBO + LOCA case at t = 7.16 h. Like the SBO case, the highly
ablated area shows higher temperature, higher creep strain, and
higher stress. Given the distribution of the stresses along the vessel
wall, it can be noted that high stresses are in the same region as in the
SBO case, that is, in region C at angle 83°–87°, while high-creep and
high-temperature values occur at the thinnest region of the RPV

FIGURE 14 | (A) The stress component distributions along the thinnest region (region B) of the RPV lower head for the SBO case at failure time t = 6.8 h. (B) The
stress component distributions along the thinnest region (region B*) of the RPV lower head for the SBO + LOCA case at failure time t = 7.1 h.
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FIGURE 15 | (A) Vector sum of displacement (scale factor = 3) at t = 6.8 h (failure time) for the SBO case. (B) Displacement of the external vessel surface at t = 1, 2,
3, and 6.8 h for the SBO case. (C) Vector sum of displacement (scale factor = 3) at t = 7.1 h (failure time) for the SBO + LOCA case. (D) Displacement of the external
vessel surface at t = 1, 2, 3, and 7.1 h for the SBO + LOCA case.

TABLE 5 | Relevant information of RPV failure from MELCOR and ANSYS.

Accident scenarios SBO case SBO + LOCA case

Simulation tool MELCOR ANSYS MELCOR ANSYS
Failure time t = 6.7 h t = 6.8 h t = 6.9 h t = 7.1 h
Failure location 60.93°–63.89° 60°–63° 55.35°–57.88° 55°–58°

Failure reason Thru-wall yielding Breach of ultimate stress Thru-wall yielding Breach of ultimate stress

Note: however that MELCOR, cannot provide the transient structural responses (i.e., stresses, strains, and global deformation) which may provide insights on how to developmeasures to
mitigate the accident. In addition, inclusion of important lower head features such as vessel penetrations is straightforward in ANSYS, although it is not done here yet and should be in 3D.
Nevertheless, MELCOR, can provide acceptable results where transient structural responses of the RPV, is not needed.

Frontiers in Energy Research | www.frontiersin.org February 2022 | Volume 10 | Article 83966713

Wang et al. RPV Failure Analysis

34

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


lower head, that is, in region B* at angle 55°–58°. Note that region B*
inFigure 12 and region B inFigure 9 are at different angles, but both
correspond to the regions with high ablation for the SBO + LOCA
and SBO cases, respectively.

Next, a comparison of von Mises stress of the vessel and the
SA533B1 ultimate stress at the critical regions (see Figure 12) is
shown to investigate the timing and region of RPV failure in the
SBO + LOCA case. It can be observed that the von Mises stresses
do not exceed the allowable stress for the given temperature at
region A and region C (not shown here). However, as
temperature is quite high in region B*, the stress limit of this
region (specifically the outer part of the vessel) is reached at t =
7.1 h (see Figure 13A, B).

Figures 13C,D show the distribution of creep and total strains
of the RPV in the SBO + LOCA case at the (stress) failure time (t =
7.1 h). As expected, the highly ablated area has maximum creep
and total strains, the rate being 9.8% and 10.7%, respectively.
Accordingly, we can conclude that the stress failure mechanism,
rather than the strain failure mechanism, is the dominant
mechanism leading to RPV failure both in the SBO case and
the SBO + LOCA case. Furthermore, the results indicate that the
thinnest region of the RPV lower head can fail before melt-
through.

To further investigate the stress profile of the vessel upon
failure, Figure 14 illustrates the contribution of each stress
component to the von Mises stress across the thinnest regions
of the RPVs for the SBO and SBO + LOCA cases at their failure
time. The axial normal stress σy and circumferential normal
stress σz are generally larger than the other two components, both
contributing dominantly to the vonMises stress σ along the vessel
thickness. In addition, as shown in both figures, the σy and σz are
in the positive direction (outward of the surface of the vessel) at
the inner vessel, while in the negative direction (toward the
surface of the vessel) at the outer vessel. It means that the
RPV undergoes a compression process at the inner surface
and a tension process at the outer surface. As it has already
been discussed that the RPV would fail at the outer surface for
both SBO and SBO + LOCA cases (see Figure 10D; Figure 13B),
the state of stress components at the outer surface (X/d = 1)
should be given more attention. In Figure 14A, we can see that at
the outer surface of the vessel wall, the circumferential normal
stress σz (5.4 MPa in the negative direction) is the largest stress
component, followed by the axial normal stress σy (4.3 MPa in
the negative direction), and the radial normal stress σx and shear
stress τxy are relatively lower. Similar results can also be found in
Figure 14B. Accordingly, in the case of vessel breach, the RPV
tends to produce a vertical crack instead of a
circumferential crack.

Reactor Pressure Vessel Deformation
To supplement the analysis of RPV structural response at the time
of failure, Figures 15A, C show the deformation of the vessel
lower head, reaching 8.4 cm in the SBO case and 9 cm in the SBO
+ LOCA case. Although the limit of deformation for the vessel
lower head has not been explicitly defined here and elsewhere (as
far as the authors know), the degree of deformation in these two
accidents (i.e., 8.4 cm and 9 cm) is considered to pose a significant

threat to the RPV structural integrity. For the same accident
scenarios but with external cooling (Wang et al., 2021), it can be
noted that these values are more than three times the values
predicted at 12 h, which are 2.8 cm and 2.9 cm, respectively. The
location of the large deformation (above 8 cm) for the SBO case is
in the 24° to 42° section of the vessel (see Figure 15B), which is
slightly outside and below the ablated region in the latitudinal
direction. For the SBO + LOCA case (see Figure 15D) the section
of the vessel with large displacement (35°–51° ) partly overlaps
with the ablated region at angle 45°–51°. Hence, it can be inferred
that the ablated region in the SBO + LOCA case is considered
weaker than that in the SBO case given the macro-structural
global deformation of the RPV.

Comparison of the Reactor Pressure Vessel
Failure Between ANSYS and MELCOR
Recall that in the structural analysis with ANSYS, the boundary
conditions are transferred continuously from the output data in
MELCOR by deactivating the failure modes. On the other hand,
both SBO and SBO + LOCA accidents are simulated again in
MELCOR with the failure modes, and the time and location of
RPV failure can be extracted from the MELCOR output file.
Table 5 compares the relevant information of RPV failure from
MELCOR and ANSYS. In MELCOR, the vessel fails at t = 6.7 and
6.9 h, respectively, under these two accidents, resulting from the
thru-wall yielding. This is the default failure criterion in
MELCOR, indicating that the stress of the vessel wall exceeds
the yield stress. Although MELCOR uses a different failure
criterion, the failure time is close to the one obtained using
ANSYS. Furthermore, the highly ablated regions, 60.93°–63.89°

(segment 21) and 55.35°–57.88° (segment 19), are also identified
as the failure location of the vessel wall, consistent with the results
from ANSYS.

CONCLUSION

In this study, a framework involving the ANSYS and MELCOR
platforms is established to study the behavior of a Nordic RPV
lower head under SBO and SBO + LOCA. This one-way coupled
method is particularly useful when the detailed investigation on
the RPV behaviors is needed. Two failure criteria, the stress-based
failure criterion and the strain-based failure criterion, have been
used in assessing the mode and timing of RPV failure. In addition,
a transient boundary condition (i.e., internal and external
temperatures) is considered to simulate the dynamic process
of vessel ablation. From the structural analysis, it is found that
RPV failure initially occurs at 6.8 h in the SBO case and 7.1 h in
the SBO + LOCA case, both attributed to a stress failure
mechanism. Moreover, the axial normal stress σy and
circumferential normal stress σz are generally larger than the
other two components, contributing dominantly to the vonMises
stress σ along the vessel thickness. Furthermore, the weakest part
of the vessel wall is in the region with high temperature, which
occurs at an angle around θ = 62.5° from the bottom for the SBO
case and angle θ = 57.5° for the SBO + LOCA case. Due to high
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temperature, the corresponding ultimate stress limits in this region
are much lower than in colder regions. In this case, the von Mises
stresses have surpassed these limits for both the SBO and SBO +
LOCA cases. In addition, the creep and total strains and the ablation
on the RPV are also found to be significant in this region. Finally,
bothANSYS andMELCOR results indicate that the regionwith high
ablation is most likely the failure location, as expected.

The framework and methodology presented here can be used
in assessing structural integrity of the RPV in other types of
nuclear reactor designs and provide the vessel failure analysis
during a severe accident progression. It can also be used in
analyzing the feasibility of different severe accident mitigation
strategies with consideration of vessel thermo-mechanical
behavior. In the future, the vessel penetrations (e.g., pump
nozzles, Control Rod Guide Tubes, and Instrumentation Guide
Tubes) on the RPV lower head will be considered to investigate
other modes of vessel failure. This study provides a preliminary
comparison of the RPV failure from ANSYS and MELCOR with
their commonly used or default failure criteria; however, further
investigation on RPV failure between these two codes is required
with a unified failure criterion.
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Effects of Matrix Creep Properties on
Effective Irradiation Swelling of
U-10Mo/Zr Dispersion Nuclear Fuels
Yong Li1, Jing Zhang1, Xiaobin Jian1, Feng Yan1, Shurong Ding1* and Yuanming Li2*

1Department of Aeronautics and Astronautics, Institute of Mechanics and Computational Engineering, Fudan University,
Shanghai, China, 2Science and Technology on Reactor System Design Technology Laboratory, Nuclear Power Institute of China,
Chengdu, China

A meso-mechanical model is established for the homogenized irradiation swelling of U-
10Mo/Zr dispersion fuels, with an equivalent sphere chosen as the representative volume
element (RVE). In the simulation, a mechanistic model for the fission gas swelling of U-
10Mo particles and the creep model for Zr matrix with different values of the creep
amplification factor are included. Based on the developed method, the results of effective
irradiation swelling of U-10Mo/Zr dispersion fuels are obtained by finite element simulation.
Additionally, the effects of matrix creep properties on the effective irradiation swelling are
investigated. The numerical results indicate that 1) the Zr matrix has the function of
restraining and compensating the irradiation swelling of fuel particles by the mechanical
interactions between the fuel particles and the matrix; 2) with the increase in the creep
amplification factor of the matrix, the effective irradiation swelling increases while the
stresses in the fuel particles and the matrix decrease. The enhanced creep rate of the
matrix is apt to result in less restraint of the effective irradiation swelling, but reduces the risk
of radial crack initiation and propagation in the matrix; 3) based on the results of finite
element simulation, a mathematic model for the effective irradiation swelling of U-10Mo/Zr
dispersion fuels is fitted to correlate the effective irradiation swelling with different values of
the matrix creep amplification factor under the considered irradiation conditions. The creep
property of the matrix should be optimized because of its evident effects on the effective
irradiation swelling and stresses of the U-10Mo/Zr dispersion fuels.

Keywords: U-10Mo/Zr dispersion fuel, mechanistic fission gas swelling model, creep property of matrix, effective
irradiation swelling, numerical simulation

INTRODUCTION

Dispersion nuclear fuels, with fissionable fuel particles dispersed in the non-fissionable matrix (Ding
et al., 2018), are widely used in research and test reactors, advanced nuclear systems, and disposal of
nuclear wastes (Duyn, 2003; Carmack et al., 2006; Lombardi et al., 2008; Gong et al., 2013). Tri-
structural isotropic particle–based dispersion fuels have been used in high-temperature gas-cooled
reactors and have a promising application prospect in advanced pressurized water reactors (Xiang
et al., 2014; Zhang T. et al., 2021; Lou et al., 2022).With the non-fissionable matrix encompassing fuel
particles, dispersion nuclear fuels possess a more stable swelling behavior and allow higher burnup
than traditional homogeneous fuels (Neeft et al., 2003a; Savchenko et al., 2006). Moreover, certain
properties of dispersion fuels such as high strength, high thermal conductivity, good corrosion
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resistance, and good performances under transient conditions
can be designed by a proper choice of fuel and matrix materials
(Holden, 1967; Savchenko et al., 2007; Savchenko et al., 2010).

In the 1980s, the US Department of Energy Office launched
the Reduced Enrichment for Research and Test Reactors
(RERTR) program to reduce the threat of nuclear proliferation
worldwide, through the conversation of research and test reactors
from highly enriched uranium to low-enriched uranium fuels
(Meyer et al., 2002; Liu et al., 2011). With the development of the
RERTR program, U-Mo/Al dispersion fuels have attracted
numerous attention as the low-enriched uranium fuels for
research and test reactors (Van den Berghe and Lemoine,
2014), due to their advantages of high uranium density, low
neutron capture cross sections, good irradiation stability, and
high thermal conductivity (Meyer et al., 2002; Jian et al., 2019a).
Early experimental results demonstrated that U-Mo/Al
dispersion fuels have good irradiation performance under low
power and low burnup (Kim et al., 2002; Meyer et al., 2002).
However, excessive local swelling occurred in U-Mo/Al
dispersion fuels under high power and high burnup irradiation
conditions (Leenaers et al., 2004; Van den Berghe and Lemoine,
2014), due to the formation of an amorphous interaction layer
(IL) between U-Mo fuel particles and the Al alloy matrix (Van
den Berghe et al., 2008; Oh et al., 2016). Under the irradiation
conditions, the IL grows and shows poor fission gas solubility and
high diffusivity of fission gas atoms, leading to large bubbles,
which induces excessive irradiation swelling (Lee et al., 1997;
Huber et al., 2018; Saoudi et al., 2022). To prevent the growth of
the IL, some methods were implemented, such as modifying the
Al matrix by adding Si (Leenaers et al., 2011; Keiser et al., 2014),
coating U-Mo fuel particles with Si or ZrN, and developing
monolithic fuels with a Zr layer inserted between U-Mo fuel
foil and Al alloy clad (Leenaers et al., 2013; Keiser et al., 2015;
Leenaers et al., 2015). An alternative method to eliminate the IL of
U-Mo/Al is replacing the Al alloy matrix with some other inert
alloys. Zirconium alloys are promising alternative matrixes for
U-Mo–based fuels because they have a low reactivity with U and
Mo, high melting point, high strength, good corrosion resistance,
and low neutron capture cross-section for thermal neutrons (Cox,
2005; Nakamura et al., 2007; Gonzalez et al., 2015). Moreover,
zirconium alloys have long been used as fuel matrix and cladding
in nuclear reactors (Moorthy, 1969; Savchenko et al., 2007;
Savchenko et al., 2010) with extensive knowledge of their
material properties and processing technologies, so they would
be a good choice to minimize the qualification testing required to
introduce a newmatrix material for U-Mo–based dispersion fuels
(Hagrman et al., 1995; Hayes and Kassner, 2006; Hales et al.,
2016; Pasqualini et al., 2016).

Under the irradiation conditions, U-Mo fuel particles undergo
irradiation swelling due to the accumulation of solid and gaseous
fission products, namely, fission solid swelling and fission gas
swelling (Kim and Hofman, 2011). As irradiation swelling is
considered the important factor dominating the behavior and
service life of nuclear fuels, it is necessary to investigate andmodel
the swelling behavior of U-Mo/Zr dispersion fuels to evaluate its
serviceability. Varied knowledge of irradiation swelling behavior
of U-Mo alloy has been accumulated through experimental

investigation (Kim and Hofman, 2011; Van den Berghe et al.,
2012). The fission solid swelling of U-Mo alloy is proportional to
the fission density (Kim and Hofman, 2011). The fission gas
swelling is complex and related to the fission density, the grain
size, the temperature, the external hydrostatic pressure, and the
progression of irradiation-induced recrystallization. Kim and
Hofman built an empirical model for fission gas swelling by
fitting the experiment data (Kim and Hofman, 2011). The
empirical model is simple, but it could not reflect the critical
influencing parameters mentioned above. Rest built a
mechanistic model reflecting the influence of those parameters
except the external hydrostatic pressure (Rest, 2005). Cui et al.
modified the mechanistic model with consideration of external
hydrostatic pressure and re-solution of intergranular gas atoms
(Cui et al., 2015). Jian et al. (Jian et al., submitted) further
developed the fission gas swelling mechanistic model for U-
10Mo fuels, which has been validated by comparing the model
results, including the fission gas swelling, the evolution rules of
the bubble density, and the bubble size with the experimental
results. The newly developed fission gas swelling model could
reflect the dependence of external hydrostatic pressure more
reasonably. To better understand and study the irradiation
swelling behavior of U-Mo/Zr dispersion fuels, it is necessary
to adopt the improved mechanistic model of fission gas swelling
for fuel particles. For dispersion fuels with numerous fuel
particles, it is difficult and expensive to establish a finite
element model for the whole fuel element with all particles
involved (Schappel et al., 2018). An effective way is to
homogenize the thermal-mechanical performances of the
dispersion fuels based on homogenization theory, including its
effective irradiation swelling behavior (Rest and Hofman, 1997;
Zhao et al., 2014; Liu et al., 2018). Zhang J. et al. established an
equivalent spherical model to investigate the effective irradiation
swelling of PuO2/Zr dispersion fuels (Zhang J. et al., 2021). The
simulation results indicate that the creep behavior of the Zr
matrix has an evident influence on the effective irradiation
swelling of PuO2/Zr dispersion fuels. As the creep properties
of zirconium alloys are related to alloy compositions,
microstructure, process conditions, and service conditions
(Krishnan and Asundi, 1980; Hayes and Kassner, 2006; Kim
et al., 2021), it is essential and necessary to investigate the effects
of Zr matrix creep properties on the effective irradiation swelling
of U-Mo/Zr dispersion fuels and provide a reference for the
optimization design and advanced manufacture. Meanwhile, the
relative research studies are currently limited.

In this study, the three-dimensional finite element simulation
for the developed equivalent spherical model is performed for the
further homogenization of the effective irradiation swelling of U-
10Mo/Zr dispersion fuels. The newly improved mechanistic
model of fission gas swelling (Jian et al., submitted) is
adopted, which could reflect the significant influences of
external hydrostatic pressure. The effects of Zr matrix creep
properties on the effective irradiation swelling of U-10Mo/Zr
dispersion fuels are investigated with different creep
amplification factors imposed on a typical creep model. The
irradiation swelling model and creep model are given in
Material Properties. The three-dimensional finite element
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model and the validity of the fission gas swelling model are
presented in Results and Discussion. The effective irradiation
swelling results are obtained by finite element simulation, and
the influence mechanisms are analyzed in Finite Element
Modelling. Based on the simulated results, a mathematical
model of effective irradiation swelling is described with
different values of creep amplification factors.

The acronyms and symbols used in the paper are summarized
in Appendix A for better readability.

MATERIAL PROPERTIES

In this section, the irradiation swelling model for U-10Mo fuel
particles and the creep strain rate model for the Zr matrix
correlated with the creep amplification factor are given. The other
material property models for U-10Mo and the Zr matrix, such as the
elastic constants and plasticity model are described in Refs. (Zhao
et al., 2014; Jian et al., 2019b). The mechanical constitutive relations
for fuel particles and the matrix are introduced to commercial
software ABAQUS through user-defined subroutines, based on
the stress update algorithms in our previous studies (Zhao et al.,
2015; Kong et al., 2018).

The Irradiation Swelling Model for U-10Mo
Fuels
The irradiation swelling of U-10Mo consists of fission solid
swelling and fission gas swelling, expressed as follows:

ΔV
V0

� ΔVsolid

V0
+ Vbubble

V0
(1)

The fission solid swelling is proportional to the fission density,
expressed as follows (Kim et al., 2015):

ΔVsolid

V0
� 4.0 × 10−29 · Fd (2)

where V0 is the initial fuel volume in m3, Fd depicts the fission
density in fission/m3, and ΔVsolid is the absolute volume change
caused by solid fission products in m3.

The fission gas swelling is measured by the fraction of
identified inter-granular bubbles through SEM, while the intra-
granular bubbles are invisible (Kim andHofman, 2011). Thus, the
fission gas swelling is only regarded as the contribution of inter-
granular bubbles in the newly developed model (Jian et al.,
submitted). The fission gas swelling is described as follows:

Vbubble

V0
� Nbubble × 4/3π �R

3

V0
(3)

where Vbubble is the total volume of inter-granular bubbles in m3;
Nbubble is the total number of inter-granular bubbles in the
recrystallized and un-recrystallized areas with a new
description by Jian et al. (Jian et al., submitted), which could
reflect the significant influence of external pressure, and the
obtained evolution results of the bubble density and the
bubble size have been demonstrated in the same magnitude

order as the related experimental results; �R is the average
radius of inter-granular bubbles.

The average radius of inter-granular bubbles is determined
using the modified van der Waals gas law (Jian et al., submitted)
as follows:

(2γ�R + Ph)(43 π �R3 − hsbv �N) � �NkT (4)

where 2γ
�R is the surface tension–induced pressure, in Pa; Ph is the

external hydrostatic pressure in Pa, involved when positive; hs is
the fitting parameter to make the van der Waals equation
equivalent to the hard-sphere equation of state in the value of
0.6; bv � 8.5 × 10−29 m3/atom is the van derWaals gas constant of
Xe; �N is the average number of fission gas atoms in each inter-
granular bubble; k � 1.38 × 10−23 J/K is the Boltzmann constant
and T is the temperature in K.

The numbers of inter-granular bubbles in the recrystallized
and un-recrystallized areas are defined as Nbubble1 and
Nbubble2, respectively, expressed as follows (Jian et al.,
submitted):

Nbubble1 � 2πr2gr · Cb · ηFd (5)

Nbubble2 �
2πr3gr0 · ηr

rgrx
· Cbx · ηFd (6)

ηFd
�
⎧⎪⎪⎨⎪⎪⎩

1 Fd <Fd0

(Fd0

Fd
)2

Fd ≥Fd0

(7)

where Cb and Cbx are the defined grain-boundary bubble
concentration of the un-recrystallization region and the fine
grain region in Refs. (Rest, 2005; Cui et al., 2015), respectively;
ηFd

is the modified factor for the gas bubble number; Fd0 = 4.7 ×
1027 fissions/m3.

The Creep Model of Zr Matrix
The effects of different creep properties are investigated based
on the creep model of Zircaloy-2 alloy (Macdonald and
Thompson, 1976). The creep model of the Zr matrix
consists of thermal creep and irradiation creep, expressed as
follows:

_εcrm � β( _εss + _εir) (8)
where β is the creep amplification factor in the values of 0.01, 0.1,
1, 10, and 100; _εss and _εir are the thermal creep strain rate and the
irradiation creep strain rate, respectively, in 1/s.

The thermal creep strain rate is described as follows:

_εss � A0(σm
G
)n

e
(−Q

RT)
(9)

where R is the gas constant in J/(mol·K) with a value of 8.314 J/
(mol·K); T is temperature in K; σm is theMises equivalent stress in
Pa and G is the shear modulus in Pa; Q = 27,000 J/mol is the
activation energy; A0 = 3.14 × 1026 s−1 and n = 5 are the used
material constants in this study.
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The irradiation creep strain rate is described as follows:

_εir � Kϕ(σ + BeCσm) exp(−10000/RT)t−0.5 (10)
where _εir is the irradiation creep strain rate in 1/s; σm is the Mises
equivalent stress in Pa and ϕ is the fast neutron flux in n/(m2·s),
with the constants K = 5.129 × 10–27, B = 7.252 × 102, and C =
4.967 × 10–8 in this study.

Figure 1 displays the creep curves of the Zr matrix with
different values of β under the condition of 373 K, with a Von
Mises stress of 50 MPa and a fast neutron flux of 1.9128 × 1018 n/
(m2·s). It can be found that the creep strain rate decreases with
time. For cases of β = 100 and β = 0.01, the effective creep strains
after irradiation of 160 days reach 0.5 and 5 × 10–5, respectively.

FINITE ELEMENT MODELING

In this section, the FE (finite element) model for a respective
volume element (RVE) of U-10Mo/Zr dispersion fuels with the
fuel particle, matrix part, and the applied boundary conditions are
presented. The irradiation conditions are chosen according to
those of RERTR programs. The effective irradiation swelling of
U-10Mo/Zr dispersion fuels is defined and presented in a formula

form. To validate the fission gas swelling model, the fission gas
swelling results calculated by the model used in this study are
compared with the experiment results in the references.

Finite Element Model
The equivalent spherical model has been adopted to study the
irradiation swelling behavior of polycrystalline nuclear fuels
(Wood and Kear, 1983; Rest, 2010) and the effective
irradiation swelling of dispersion fuels (Zhang J et al., 2021).
In this study, an equivalent spherical model containing the fuel
particle and the matrix is selected as the RVE to obtain the
effective irradiation swelling of U-10Mo/Zr dispersion fuels. The
initial particle volume fraction of the equivalent spherical model
is set as 30% in this study. According to the symmetry in
geometry and loading, 1/8 part of the equivalent spherical
model is ultimately selected as the FE model shown in
Figure 2, including the particle part with a radius of 50 μm
and a matrix-shell part.

The bonding between the fuel particle and the matrix is assumed
to be perfect with continuous displacements and interfacial stresses.
Symmetrical boundary conditions are applied to the surfaces of x =
0, y = 0, and z = 0, which are the symmetrical surfaces of the 1/8 part
of the RVE. Constant pressure in a magnitude of 2.5MPa is applied
to the outer surface of the RVE, according to the pressure of the
reactor coolant for RERTR (Salvato et al., 2018). A uniform steady-
state temperature of 373 K is set. The fission rate in the fuel particle is
set as 6 × 1020 fission/(m3·s) and the fast neutron flux is set as 1.9128
× 1018 n/(m2·s) in this study, according to irradiation conditions of
research and test reactors (Perez et al., 2011). The total irradiation
time is 160 days, on which the recrystallization process is completed.

To ensure the computation precision and efficiency, three
mesh cases are adopted with 1472, 4,147, and 7,868 elements,
respectively. The obtained effective irradiation swelling
results of the RVE and Mises stress of the matrix for the
case of β = 1 are shown in Figure 3. The maximum relative
error of the effective irradiation swelling results and Mises
stress between Mesh 2 and Mesh 3 is less than 0.11 and 0.14%,
respectively. So the effective irradiation swelling and stress
results of Mesh 2 have converged, and Mesh 2 is adopted in
the following studies.

FIGURE 1 | Creep curves for the Zr matrix with β = 0.01, 0.1, 1 (A) and β = 10, 100 (B).

FIGURE 2 | FE model of an equivalent sphere.
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The effective irradiation swelling of U-10Mo/Zr dispersion
fuels is calculated as follows:

ΔV
V0

� V − V0

V0
� r3 − r30

r30
(11)

where V is the calculated post-irradiation volume of the
equivalent sphere; V0 is the initial spherical volume; r is the
post-irradiation outer spherical radius, obtained from the FE
model displacement results; r0 is the initial outer spherical radius.

Verification of the Used Fission Gas
Swelling Model
The irradiation swelling model for the fuel particles is vitally
important for calculating the effective irradiation swelling of U-
10Mo/Zr dispersion fuels. The fission solid swelling model is

directly obtained from the reference (Kim and Hofman, 2011).
Meanwhile, the fission gas swelling model considering the critical
physical mechanisms will be validated with the experiment
results. The plate elements, consisting of Al-alloy cladding and
the fuel meat with U-Mo particles dispersed in the aluminum
matrix, were irradiated in the advanced test reactor for the test
campaigns of RERTR-1~5 (Kim et al., 2013). The fuel
temperature during the test was in the range of 339–431 K,
and the achieved fission density was in the range of 2.0 ×
1027–5.7 × 1027 fission/m3. The post-irradiation samples were
punched out at the plate center to measure the fission gas swelling
by scanning electron microscopy. Ignoring the constraint of the
IL on U-10Mo particles, the subjected hydrostatic pressure of the
fuel particles in the middle zone of fuel plates could be considered
as that of the reactor coolant. So, the temperature is ultimately set
as 373 K and the hydrostatic pressure is set as 2.5 MPa in this
study. The results of the calculated fission gas swelling are
compared with the experimental results of RERTR1~5, shown
in Figure 4. It can be seen that the predictions agree well with the
experimental results. So, the fission gas swelling model used in
this study is effective.

RESULTS AND DISCUSSION

Adopting the FE model in Figure 2, numerical simulation of the
irradiation-induced mechanical behavior is implemented,
considering different values of β of the Zr matrix. Here, the
deformations and stresses of the FE model and the effective
irradiation swelling for cases with different values of β are
obtained, and the influence mechanisms for effective
irradiation swelling are analyzed. A mathematical model
correlating the effective irradiation swelling with different
values of β is fitted at last.

Deformation and Effective Irradiation
Swelling of RVE
The Deformation and Stress Analysis
Due to the irradiation swelling of U-10Mo fuel particles under the
irradiation environments, the intensive mechanical interactions

FIGURE 3 | Convergence of effective irradiation swelling of the RVE (A) and Mises stress of the matrix (B) to meshes.

FIGURE 4 | Comparison of the simulation results with the experimental
results for the fission gas swelling of U-10Mo fuel particles in U-10Mo/Al
dispersion fuels.
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are aroused between the fuel particles and the matrix. These
mechanical interactions could result in creep and plastic
deformations of the matrix. The value of β has a direct
influence on the creep deformation of the matrix. Figure 5

gives the contour plots of effective creep strain and equivalent
plastic strain of the matrix at the fission density of 8.3 × 1027

fission/m3 for the cases of β = 0.01 and β = 1. It is noted that the
other cases with different values of β have similar effective creep
strain distributions. The effective creep strain field of the matrix is
spherically symmetric on the whole, and the largest effective creep
strain occurs at the interface of the matrix with the fuel particle.
The plastic deformation of the matrix only occurs in the case of β
= 0.01, with the maximum value of 0.055%, excluding the other
cases with β ranged from 0.1 to 100. Figure 6 compares the
distributions of effective creep strain of the matrix along the radial
direction at the fission density of 8.3 × 1027 fission/m3, for
different values of β. One can see that the effective creep
strain of the matrix decreases along the radial direction for all
cases and grows with the increase in β. For the cases with β in the
range of 0.01–10, the effective creep strain of the matrix has a
small difference with a relative deviation of less than 1.2%. When
β is amplified to 100, the maximum effective creep strain of the
matrix is about 21%, with a relative increase of ~20% compared to
the result of β = 0.01.

Figure 7 gives the contour plots of Mises stress and the first
principal stress of the matrix at a fission density of 8.3 × 1027

fission/m3 for the case of β = 0.01. The largest Mises stress occurs
at the interface of the matrix with the fuel particle, while the
largest first principal stress occurs at the outer surface of the
matrix. Figure 8 compares the evolution results of Mises stress of
Element 2 and the first principal stress of Element 3 for the cases

FIGURE 5 | Effective creep strain contour plot (A), the equivalent plastic strain contour plot (B) of the matrix for the case of β = 0.01 and the effective creep strain
contour plot (C), and the equivalent plastic strain contour plot (D) of the matrix for the case of β = 1 at the fission density of 8.3 × 1027 fission/m3.

FIGURE 6 | Distributions of matrix effective creep strain along the radial
direction at the fission density of 8.3 × 1027 fission/m3 for the cases with
different values of β
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FIGURE 7 | Mises stress contour plot (A) and the first principal stress contour plot (B) of the matrix for the case of β = 0.01 at the fission density of 8.3 × 1027

fission/m3.

FIGURE 8 | Evolution results of (A) Mises stress of Element 2 and (B) the first principal stress of Element 3.

FIGURE 9 |Distributions of matrix (A) tangential stress and (B) radial stress along the radial direction at the fission density of 8.3 × 1027 fission/m3 for the cases with
different values of β.
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with different values of β. It can be found that the stresses of the
matrix increase quickly in the preliminary stage of irradiation and
tend to be stable at higher burnup levels. As β increases from 0.01
to 100, the maximumMises stress decreases from 402 to 40 MPa,
with a relative reduction of 90%, and the maximum first principal
stress decreases from 366 to 16 MPa, with a relative reduction of
96%. As neutron radiations will result in the loss of ductility of the
matrix and the formation of the fission fragment damage zone
(Duyn, 2003), there is a possibility for the brittle fracture of the
matrix. Thus, the increase in β has the positive consequence that
the stresses of the matrix decrease, which could reduce the risk of
stress-induced failure. To further predict the possible form of
crack initiation and propagation, Figure 9 compares the
distributions of tangential and radial stress of the matrix along
the radial direction at the fission density of 8.3 × 1027 fission/m3,
for different values of β. One can see that the radial stress of the
matrix is compressive, while the tangential stress is tensile stress
approximately equal to the first principal stress. The tangential

stress of the matrix decreases with the increase in β. Thus, radial
cracks are susceptible to generating and propagating in the
matrix, and the enhanced creep rate could prevent the stress-
induced cracks of the matrix, similar to the conclusion from the
experimental investigation (Neeft et al., 2003b).

The Radial Displacement Analysis
Under the irradiation conditions, U-10Mo fuel particles undergo
irradiation swelling, presented as positive radial displacements.
Figure 10 displays the radial displacement contour plot of the FE
model at a fission density of 8.3 × 1027 fission/m3 for the cases of β
= 0.01 and β = 100. It is noted that similar displacement contour
plots appear for the other cases with different values of β. The
radial displacements of the fuel particle increase along the radial
direction. As β increases from 0.01 to 100, the maximum radial
displacement, located at the particle surface to be connected with the
matrix, increases from 5.5 to 6.4 μm, with a relative increase of ~18%.
The radial displacements of the matrix part are smaller than the

FIGURE 10 | Radial displacement contour plot of the FE model at the fission density of 8.3 × 1027 fission/m3for the case of β = 0.01 (A) and the case of β = 100 (B).

FIGURE 11 | Distributions of the radial displacement along Path 1 at the
fission density of 8.3 × 1027 fission/m3 for the cases with different values of β
and the case without the matrix.

FIGURE 12 | Evolution results of effective irradiation swelling of RVE with
different values of β
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maximum of the particle. Figure 11 compares the distributions
of radial displacement along Path 1 at the fission density of 8.3
× 1027 fission/m3, for the cases with different values of β and
the case without the constraint of the matrix condition. The
case without the matrix part means that the original matrix
part in Figure 2 is occupied by the particle material. The radial
displacements of the FE model along path1 keep increasing for
the case without the matrix. Meanwhile, those of the other cases
display a decreasing trend along the radial direction across the
matrix part, due to the through-thickness shrinking of the
matrix. It demonstrates that the Zr matrix has the effects of
restraining and compensating the irradiation swelling of U-
10Mo fuel particles, and the effects are promoted with the
decrease in β. As analyzed in The Deformation and Stress
Analysis, the matrix with lower values of β is susceptible to
be fractured, which will result in the reduced restraint effect
after failure. So, a compromise should be determined in the
actual design and fabrication.

The Irradiation Swelling Analysis
Irradiation swelling of nuclear fuels proceeds with the increase in
fission density (Kim and Hofman, 2011; Cui et al., 2015).
Figure 12 depicts the effective irradiation swelling evolutions
of dispersion fuels, calculated using Eq. 11 for the cases with
different values of β. The curve of effective irradiation swelling
can be divided into two parts with the critical fission density Fdx.
Beyond Fdx, the effective irradiation swelling is accelerated. One
can also see that the effective irradiation swelling increases with
the rise of β. For the cases with β ranged in 0.01–10, the
differences of effective irradiation swelling at the fission
density of 8.3 × 1027 fission/m3 are small, not more than 2.5%.
For the case of β = 100, the effective irradiation swelling is 13%,
with a relative increase of 18% compared to that of the case with
β = 0.01.

The effective irradiation swelling of dispersion fuels is driven
by the irradiation swelling of fuel particles and is approximately
equal to the product of the initial particle volume fraction and the
sum of fission solid swelling and fission gas swelling, as shown in
Figure 13. The evolutions of fission solid swelling and fission gas
swelling of Element 1 in the part of the fuel particle are shown in
Figure 14. The fission solid swelling in Figure 14A linearly
increases with the fission density independent of β, as
expressed in Eq. 2. The results of fission gas swelling in
Figure 14B rise with the increase in β. The fission gas
swelling at the fission density of 8.3 × 1027 fission/m3 for β =
0.01 is 3.44%, becoming 10.2% for β = 100, and they are both less
than the fission solid swelling of 33%. So, the discrepancies of
effective irradiation swelling for U-10Mo/Zr dispersion fuels are
mainly dependent on the difference of fission gas swelling for
various values of β. The obtained fission gas swelling predictions
here are less than the measured results for U-10Mo/Al dispersion
fuels in Ref. (Kim et al., 2013). It is mainly due to the occurrence
of the IL between the U-10Mo fuel particles and the Al matrix,
which weakens the restraint effect of the matrix and can be
interpreted as the high creep rate of the IL (Jeong et al., 2020).
Moreover, according to our previous studies, the fission gas
swelling increases with the decrease in hydrostatic pressure in
fuel particles (Cui et al., 2015; Jian et al., 2019a; Zhang J. et al.,
2021). The particles selected to measure the fission gas swellings
(Kim et al., 2013) are near the middle region of U-10Mo/Al
dispersion fuel plates, and the hydrostatic pressures of these
particles are close to the coolant pressure of ~2.5 MPa, which
are much lower than the experienced hydrostatic pressure of the
particles in U-10Mo/Zr dispersion fuels, as presented in Fission
Gas Swelling of Fuel Particles and the Influencing Mechanisms.

Fission Gas Swelling of Fuel Particles and
the Influencing Mechanisms
It can be known from The Irradiation Swelling Model for U-10Mo
Fuels that the fission gas swelling behavior of nuclear fuels is
influenced by the external hydrostatic pressure. Figure 15
displays the evolution results of hydrostatic pressure of
Element 1 for the cases with different values of β. It can be
found that the hydrostatic pressure of the fuel particle increases
quickly in the preliminary stage of irradiation and tend to be
stable at higher burnup levels. As β increases from 0.01 to 100, the
maximum hydrostatic pressure decreases from 299 to 24 MPa,
with a relative reduction of ~92%. Creep deformation of the
matrix could relax the mechanical interactions between the fuel
particles and the matrix (Zhang J. et al., 2021). A larger value of β
will result in enlarged matrix creep deformations, as shown in
Figure 6, and the stress relaxation effect will be enhanced to result
in lower hydrostatic pressure in the fuel particle, as shown in
Figure 15.

According to Eq. 4, the average radius of inter-granular
bubbles is correlated with hydrostatic pressure and the average
number of fission gas atoms in each inter-granular bubble.
Figure 16 depicts the average radius predictions of the inter-
granular bubbles of Element 1 for the cases with different values
of β. One can observe that the average radius of inter-granular

FIGURE 13 | Comparison of effective irradiation swelling of RVE with the
irradiation swelling of fuel particles for the cases with different values of β.
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bubbles increases with the fission density overall, due to the
increase in fission gas atoms. As β increases, the average radius of
inter-granular bubbles increases because of the lowered
hydrostatical pressure. The predicted radius of inter-granular
bubbles is in the same magnitude order with experimental results
of U-7Mo fuels (Salvato et al., 2018), so that the external
hydrostatical pressure effects could be well reflected.

According to Eq. 3, the fission gas swelling also depends on the
number of inter-granular bubbles or the bubble density Nbubble

V0
. The

cases with different values of β have the same results of the bubble
density. One can find from Figure 17 that the number of inter-
granular bubbles does not show significant changes
before recrystallization. After recrystallization, the number of
inter-granular bubbles increases sharply, due to the increased

grain-boundary area per unit volume (Rest, 2005). As the fission
density increases further, the inter-granular bubbles begin to
coalesce (Meyer et al., 2002) and the predicted number of
inter-granular bubbles decreases. The predictions of bubble
density match the evolution traits of the experimental results
(Salvato et al., 2018). The different fission gas swelling results in
Figure 14B for the varied cases of β can be known to stemmainly
from the discrepancy of inter-granular bubble size influenced by
hydrostatic pressure.

Fitted Mathematic Model for the Effective
Irradiation Swelling
The effective irradiation swelling is defined as the relative volume
variation to the initial volume of the RVE, calculated using Eq. 11.

FIGURE 14 | Evolution results of (A) fission-solid swelling and (B) fission-gas swelling of Element 1.

FIGURE 15 | Evolution results of hydrostatic pressure of Element 1 for
the cases with different values of β.

FIGURE 16 | Evolution results of the average radius of inter-granular
bubbles of Element 1 for the cases with different values of β.

Frontiers in Energy Research | www.frontiersin.org March 2022 | Volume 10 | Article 85174710

Li et al. Effective Properties of Dispersion Fuels

47

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Considering the temperature of RVE as 373 K and the subjected
homogenization pressure as 2.5 MPa, a mathematic model for the
effective irradiation swelling of U-10Mo/Zr dispersion fuels is
fitted as follows:

SWeff �
⎧⎪⎨⎪⎩

( − 1.1858 × 10−7β2 + 2.1160 × 10−5β + 1.2375 × 10−2)Fd, Fd < 3.54(3.6481 × 10−5β + 1.3978 × 10−2)Fd

−9.8148 × 10−5β − 5.0011 × 10−3,
Fd ≥ 3.54

(12)

where SWeff is the effective irradiation swelling; β is the creep
amplification factor in the range of 0.01–100; Fd is fission density

in 1027 fission/m3; The critical fission density of 3.54 × 1027

fission/m3 is dependent on fission rate _f, calculated as
4 × 1024( _f)2/15.

The comparison of finite element simulation results and the fitted
model results is shown inFigure 18, for the cases with different values
of β. The relative error is less than 0.8% at the fission density of 8.3 ×
1027 fission/m3. So the fittedmodel is acceptable and could be used to
obtain the effective irradiation swelling for U-10Mo/Zr dispersion
fuels with the values of β ranged in 0.01–100, under the irradiation
condition mentioned in Finite Element Model.

It should be mentioned that the homogenization pressures of
dispersion fuel foil in the plate-type fuel elements are distributed
heterogeneously and vary with the burnup levels and also depend on
the matrix creep and the particle volume fractions. As a result, it will
be possible for the homogenization pressures to differ greatly from
the coolant pressure. Further research should be carried out to obtain
a comprehensive mathematic model for usage in the numerical
simulations of the irradiation-induced thermal-mechanical
behaviors in dispersion fuel elements or assemblies.

CONCLUSION

In this study, a meso-mechanical model is established for the
homogenized irradiation swelling of U-10Mo/Zr dispersion fuels.
An equivalent sphere is chosen as the RVE, with an initial particle
volume fraction of 30% and a temperature of 373 K. A newly
developed fission gas swelling mechanistic model for U-10Mo is
involved and validated with the experimental results in literatures. To
investigate the effect of Zr matrix creep properties on effective
irradiation swelling of U-10Mo/Zr dispersion fuels, different creep
amplification factors are imposed on a typical creep model. Based on
the developed method, the results of effective irradiation swelling for
U-10Mo/Zr dispersion fuels are obtained and analyzed. The main
conclusions are as follows:

1) The Zr matrix has the effects of restraining and compensating
for the irradiation swelling of fuel particles. The effective
irradiation swelling of U-10Mo/Zr dispersion fuels
increases with the increase of the creep amplification factor
of the Zr matrix due to the stress relaxation effect of matrix
creep deformations. When the creep amplification factor
increases from 0.01 to 100, the effective irradiation swelling
at the fission density of 8.3 × 1027 fission/m3 increases from 11
to 13%, with a relative increase of 18%.

2) Although the effective irradiation swelling increases with the
increase of the creep amplification factor, the stresses in the
matrix of U-10Mo/Zr dispersion fuels decrease to result in a
reduction of the risk of radial crack initiation and propagation.
So, the creep properties of the Zr matrix need to be optimized
according to design requirements and service conditions.

3) When the creep amplification factor increases from 0.01 to 100,
the maximum hydrostatic pressure of the fuel particle decreases
from 299 to 24MPa, with a reduction of 92%. The different
fission gas swelling results for the varied cases of the creep
amplification factor stems mainly from the discrepancy of inter-
granular bubble size influenced by hydrostatic pressure.

FIGURE 17 | Evolution results of bubble density of Element 1 for all the
considered cases.

FIGURE 18 | Verification of the fitted model for the effective irradiation
swelling of U-10Mo/Zr dispersion fuels.
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4) Based on the results of finite element simulation, a
mathematic model for the effective irradiation swelling of
U-10Mo/Zr dispersion fuels is fitted and verified. The fitted
model is acceptable under the adopted irradiation condition
and the selected parameter ranges.

In reality, the initial particle volume fraction and the temperature
could be different under different irradiation environments or in
different positions. The mechanical interaction between particles and
between fuel meat and cladding could also lead to the external
equilibrium hydrostatic pressure. So, wide future research studies
should be performed.
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APPENDIX A.
LIST OF THE INVOLVED ACRONYMS AND
SYMBOLS

RVE representative volume element

RERTR Reduced Enrichment for Research and Test Reactors

IL interaction layer

FE finite element

Fd fission density

Cb the defined grain-boundary bubble concentration of un-recrystallization
region

Cbx the defined grain-boundary bubble concentration of fine grain region

ηFd
the modified factor for the gas bubble number

hs the fitting parameter to make the Van derWaals equation equivalent to the
hard-sphere equation of state

bv the Van der Waals gas constant of Xe

Ph the external hydrostatic pressure

k the Boltzmann constant

�N the average number of fission gas atoms in each
inter-granular bubble

β the creep amplification factor

_εcrm creep strain rate of Zr matrix

_εss thermal creep strain rate

_εir irradiation creep strain rate

Q the activation energy

ϕ the fast neutron flux
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Pin-by-Pin Coupled Transient Monte
Carlo Analysis Using the iMC Code
HyeonTae Kim and Yonghee Kim*

Korea Advanced Institute of Science and Technology, Daejeon, South Korea

In this article, we present a coupled multi-physics Monte Carlo reactor transient analysis
framework implemented in the KAIST Monte Carlo iMC code. In the multi-physics
framework, the time-dependent neutron transport calculation and the transient heat
transfer analysis are done based on the predictor–corrector quasi-static Monte Carlo
method and the three-dimensional finite element method, respectively. Using this high-
fidelity analysis framework, we demonstrated the negative temperature feedback effect in
two pressurized water reactor (PWR) transient scenarios. First, a 3-D burnable absorber-
loaded fuel assembly was considered with all reflective boundary conditions. In this simple
problem, a positive reactivity-induced transient was analyzed to characterize the reactor
responses in view of the pin-wise power and temperature distribution. Second, the iMC
multi-physics analysis is applied to a control rod withdrawal transient in the TMI-1 mini core
problem, and detailed time-dependent results were provided and compared with the
Serpent/SUBCHANFLOW analysis. In both cases, independent MC runs were performed
to quantify the uncertainty of the multi-physics MC transient analysis.

Keywords: transient Monte Carlo, multi-physics coupled analysis, centrally shielded burnable absorber (CSBA), iMC
code, predictor–corrector quasi-static method

1 INTRODUCTION

It is a non-disputable fact that the nuclear reactor is a complex multi-physics system with neutronics,
thermal hydraulics, thermo-mechanics, and chemistry interdependency. It is also well-known that a
stand-alone physics simulation cannot predict the accurate and reliable dynamic behavior of a given
nuclear system, yet many works had been focused on specific physics simulation mostly due to the
lack of computational power.

Nowadays, a great portion of researchers in the high-fidelity reactor physics community is
focusing on the establishment of a coupled multi-physics analysis framework for transient situations.
The time-dependent coupled multi-physics simulations are largely based on neutronics codes with
the diffusion or deterministic transport method coupled with reactor hydraulics codes (Fiorina et al.,
2015; Cherezov et al., 2020; Park et al., 2020; Wang et al., 2021). In most cases, reactivity feedback
effects have been deterministically applied directly to the reactivity, while the feedback constants
were independently evaluated from Monte Carlo branch calculations. It is reasonable that the early
multi-physics approaches are based on the deterministic neutronics methods as the time-dependent
neutronics analysis itself is considered computationally exhaustive.

Despite its computation cost, the explicit Monte Carlo neutron transport method is generally
accepted as the most accurate and reliable tool that takes into account various reactor feedbacks that
possibly affect the dynamic behavior of a nuclear system in the most explicit way. For pursuing the
high-fidelity simulation of transient nuclear systems, a few attempts have been made successfully by
Serpent 2 and Tripoli-4 in combination with the SUBCHANFLOW thermal-hydraulics (TH) code
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(Ferraro et al., 2019; Ferraro et al., 2020a; Ferraro et al., 2020b;
Ferraro et al., 2020c; Ferraro et al., 2020d). To our best knowledge,
they are so far the only published research outcomes regarding
the time-dependent Monte Carlo transport analysis coupled with
TH features.

Unlike the Serpent/SUBCHANFLOW framework, the
iMC code utilizes intra-pin power distribution for the
temperature analysis to provide an enhanced fuel integrity
study for a complex fuel element such as the centrally
shielded burnable absorber (CSBA) (Nguyen et al., 2019).
From a previous study (Kim and Kim, 2020), we found the
use of detailed power distribution critical for accurate
temperature analysis. We also suggested using the intra-
pellet power shape from a separate pin-cell transport
calculation in which the effect of neighboring guide
thimble can hardly affect the temperature distribution
(Kim, 2022).

In this article, we present the iMC simulation results on
pressurized water reactor (PWR) problems using the multi-
physics coupled scheme. In Section 2, the basic framework of
the coupled numerical analysis is introduced. The formulation
of the predictor–corrector quasi-static Monte Carlo (PCQS-
MC) for the transient neutron transport method, the three-
dimensional (3-D) finite element transient heat transfer
analysis, and a simplified coolant model for the current
analysis are explained. The numerical results are presented
in Section 3, showing that the negative temperature effect of
fuel and coolant on reactivity successfully moves the given
reactor system to a steady state in a reactivity insertion
transient.

2 FRAMEWORK OF TRANSIENT
MULTI-PHYSICS REACTOR ANALYSIS
IN IMC
2.1 Predictor–Corrector Quasi-Static Monte
Carlo Method
In this section, we discuss the key features for establishing the
PCQS-MC method. Guo et al. (2021) implemented the PCQS-
MC framework in the RMC based on random samplings of
delayed sources within a given time bin and kinetic parameter
polynomial fitting method. Meanwhile, Jo and Cho (Jo et al.,
2016) used analytic linear interpolation of delayed fission source
and exponential transformation method. The iMC adopted the
latter approach as we found it mathematically concrete and
straightforward to implement.

2.1.1 Transient Fixed Source Iteration for Prediction
Step
The time-dependent neutron transport equation includes the
time derivative of flux term which is often disregarded in
steady-state analyses by defining the multiplication factor. The
complete governing equation in the space and time domain
requires the following transport equation and precursor
concentration equation:

1
v(E)

zψ( �r, E, �Ω, t)
zt

� −Lψ( �r, E, �Ω, t) − Tψ( �r, E, �Ω, t) + Sψ( �r, E, �Ω, t)
+ 1
k0

χp(E)
4π

(1 − β)Fψ( �r, E, �Ω, t) +∑Gd

d�1

χd(E)
4π

λdCd( �r, t),
(1)

zCd( �r, t)
zt

� 1
k0
βdFψ( �r, E, �Ω, t) − λdCd( �r, t), d � 1 to Gd. (2)

Here, ψ is the neutron flux, v is the energy-dependent neutron
speed, k0 is the initial neutron multiplication factor, β is the
aggregate delayed neutron fraction, Cd is the precursor
concentration of delayed group d, λd is the decay constant, Gd

is the number of precursor group, andχp and χd are the prompt
and delayed neutron fission energy spectrum, respectively. The
operators are defined as follows:

Lψ( �r, E, �Ω, t �r, E, �Ω, t) � �Ω · ∇ψ( �r, E, �Ω, t), (3)

Tψ( �r, E, �Ω, t) � σt( �r, E, t)ψ( �r, E, �Ω, t), (4)

Sψ( �r, E, �Ω, t) � ∫ dE′∫ d �Ω′σs( �r, E′ → E, �Ω′

· �Ω, t)ψ( �r, E′, �Ω′, t), (5)

Fψ( �r, E, �Ω, t) � ∫ dE′∫ d �Ω′]σf( �r, E′, t)ψ( �r, E′, �Ω′, t), (6)

where σt, σs, and σf are the macroscopic total, scattering, and
fission cross section, respectively. Applying the implicit Euler
scheme in the time domain gives the discretized form of transport
equation:

ψ( �r, E, �Ω, ts) − ψ( �r, E, �Ω, ts−1)
v(E)Δt � −Lψ( �r, E, �Ω, t) − Tψ( �r, E, �Ω, ts) + Sψ( �r, E, �Ω, ts)
+ 1
k0

χp(E)
4π

(1 − β)Fψ( �r, E, �Ω, ts) +∑Gd

d�1

χd(E)
4π

λdCd( �r, ts).
(7)

Rearranging the equation and sorting in terms of time-step
flux leads to the following transport equation.

(L + TPCQS − S)ψ( �r, E, �Ω, ts) � 1
k0

χp(E)
4π

(1 − β)Fψ( �r, E, �Ω, ts)
+∑Gd

d�1

χd(E)
4π

λdCd( �r, ts)

+
ψ( �r, E, �Ω, ts−1)

v(E)Δt .

(8)
Here, themodified transport operator for PCQS formulation is

defined as follows:

TPCQSψ( �r, E, �Ω, ts) � (σt( �r, E, ts) + 1
v(E)Δt)ψ( �r, E, �Ω, ts).

(9)
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Meanwhile, the delayed neutron source distribution at t � ts
can be determined by integrating Eq. 2 in the given time
interval.

Sd( �r, E, �Ω, ts) � Sd( �r, E, �Ω, ts−1)()e−λdΔts

+ ∫
ts

ts−1

λdχd(E)
4π

βdFψ( �r, E, �Ω, t′)
k0

e−λd(ts−t′)dt′.

(10)
The integration term in Eq. 10 can be converted into an

approximated form by linearly interpolating the fission source
density in the time bin.

Fψ( �r, E, �Ω, t) ≈ Fψ( �r, E, �Ω, ts−1) ts − t

Δt
+ Fψ( �r, E, �Ω, ts) t − ts−1

Δt , (ts−1 ≤ t< ts). (11)

Applying Eq. 11 to Eq. 10 provides the following form of the
delayed neutron source distribution:

Sd( �r, E, �Ω, ts) � Sd( �r, E, �Ω, ts−1)f1,d

+χd(E)
4π

βdFψ( �r, E, �Ω, ts−1)
k0

f2,d + χd(E)
4π

βdFψ( �r, E, �Ω, ts)
k0

f3,d,

(12)
where weight factors are defined as follows:

f1,d � e−λdΔt, (13)
f2,d � 1 − e−λdΔt − λdΔte−λdΔt

λdΔt
, (14)

f3,d � e−λdΔt(1 − e−λdΔt + λdΔte−λdΔt)
λdΔt

. (15)

Substituting Eq. 12 to Eq. 7 results in the following
modified transport equation with three delayed neutron
source terms:

(L + TPCQS − S)ψ( �r, E, �Ω, ts)

� ∑Gd

d�1

χd(E)
4π

λdCd( �r, ts−1)f1,d +∑Gd

d�1

χd(E)
4π

βdFψ( �r, E, �Ω, ts−1)
k0

f2,d +
ψ( �r, E, �Ω, ts−1)

v(E)Δt

+∑Gd

d�1

χd(E)
4π

βdFψ( �r, E, �Ω, ts)
k0

f3,d + 1
k0

χp(E)
4π

(1 − β)Fψ( �r, E, �Ω, ts).
(16)

The left-hand side of Eq. 16 represents the transport
operation of the given particle, while the right-hand side
terms are the sources. Eq. 16 can be rewritten to be more
understandable in terms of the standard Monte Carlo source
iteration framework.

(L + TPCQS − S)ψ(ℓ)( �r, E, �Ω, ts)

� ∑Gd

d�1

χd(E)
4π

λdCd( �r, ts−1)f1,d +∑Gd

d�1

χd(E)
4π

βdFψ( �r, E, �Ω, ts−1)
k0

f2,d +
ψ( �r, E, �Ω, ts−1)

v(E)Δt

+∑Gd

d�1

χd(E)
4π

βdFψ
(ℓ−1)( �r, E, �Ω, ts)

k0
f3,d + 1

k0

χp(E)
4π

(1 − β)Fψ(ℓ−1)( �r, E, �Ω, ts),
(17)

where ℓ denotes the iteration step. The last two source terms with
a superscript (ℓ − 1) are iteratively updated at every PCQS source
iteration step. The first three source terms are sampled from the
previous time step, often from the last iteration step.

2.1.2 Exponential Transformation
Due to the presence of delayed neutron precursors, the reactor
period during transient becomes long, which makes the nuclear
reactor controllable. However, this caused the simulation to cover
an accordingly long period, leading to a choice between accuracy
and computation time depending on the number of time steps. If
one chooses a large time step size to reduce the computation time,
the truncation error becomes an issue with conventional
discretization schemes.

The exponential transformation method applied to the reactor
kinetics equation has been shown to greatly reduce truncation error
caused by time discretization (Reed and Hansen, 1969; Reed and
Hansen, 1970). With a properly chosen frequency in the time
domain, the number of time bins for a given physical time
simulation can be reasonably small since the allowable time step
size is increased. Here, the change of variable is introduced for
neutron flux in a time interval t ∈ [ts−1, ts] as follows:

ψ( �r, E, �Ω, t) � ϕ( �r, E, �Ω, t)eγst. (18)

Then, the time derivative of the flux becomes

zψ( �r, E, �Ω, t)
zt

�
zϕ( �r, E, �Ω, t)

zt
eγst + γse

γstϕ( �r, E, �Ω, t), (19)

where γs is the exponential transformation frequency.
By substituting Eq. 19 to Eq. 1 and applying the implicit Euler

method in the time domain, the following discretized form of the
transient fixed source transport equation at time step ts is
obtained.

(L + ~TPCQS − S)ψ( �r, E, �Ω, ts)

� ∑Gd

d�1

χd(E)
4π

λdCd( �r, ts−1)f1,d +∑Gd

d�1

χd(E)
4π

βdFψ( �r, E, �Ω, ts−1)
k0

f2,d +
ψ( �r, E, �Ω, ts−1)eγsΔt

v(E)Δt

+∑Gd

d�1

χd(E)
4π

βdFψ( �r, E, �Ω, ts)
k0

f3,d + 1
k0

χp(E)
4π

(1 − β)Fψ( �r, E, �Ω, ts),
(20)

where
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~TPCQSψ( �r, E, �Ω, ts) � (σt( �r, E, ts) + 1
v(E)Δt

+ γs
v(E))ψ( �r, E, �Ω, ts). (21)

Frequency γs can be estimated by assuming that the
frequencies do not change a lot over the time interval Δt.
Then the approximation can be expressed as

eγsΔt ∫ dE′∫ d �Ω′ψ( �r, E′, �Ω′, ts−1) � ∫ dE′∫ d �Ω′ψ( �r, E′, �Ω′, ts),
(22)

or

γs �
1
Δt ln

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ∫dE′∫d �Ω′ψ( �r, E′, �Ω′, ts)
∫dE′∫d �Ω′ψ( �r, E′, �Ω′, ts−1)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (23)

2.1.3 Point Kinetics Model for Correction Step
The basic motivation of the correction step is to provide a better
amplitude value calculated from a smaller time step value. The
point kinetic equation can be derived by factorizing the neutron
angular flux into the amplitude function n(t) and the shape
function φ( �r, E, �Ω, t):

ψ( �r, E, �Ω, t) � n(t)φ( �r, E, �Ω, t). (24)

Here, the shape function is normalized based on the initial
angular flux distribution as follows:

∫ dV∫ d �Ω∫ dEW( �r, E, �Ω)φ( �r, E, �Ω, t)
v(E)

� ∫ dV∫ d �Ω∫ dEW( �r, E, �Ω)ψ( �r, E, �Ω, t0)
v(E) . (25)

We obtain the above equation by assuming
z
zt 〈W( �r, E, �Ω), φ( �r,E, �Ω,ts)v(E) 〉 � 0, where W( �r, E, �Ω) is an arbitrary
weighting function.

Substituting Eq. 24 to Eqs 1, 2, and performing weighted
integration over space, angle, and time results in the following
point kinetic (PK) equations for the amplitude function and the
weighted integrals of precursor density functions:

dn(t)
dt

� αp(t)n(t) +∑Gd

d�1
λd �Cd(t), (26)

d�Cd(t)
dt

� −λd �Cd(t) + β(t)
Λ(t) n(t), d � 1 to Gd. (27)

where ρ is the reactivity, β is the delayed neutron fraction, Λ is the
neutron generation time, λd is the delayed neutron precursor

decay constant, and �Cd is the precursor concentration. The PK
parameters are defined as

αp(t) ≡ ρ(t) − β(t)
Λ(t) , (28)

ρ(t) � 1 − k0
k(t), with k(t)

�
〈W( �r, E, �Ω), χ(E)4π Fφ( �r, E, �Ω, t)〉

〈W( �r, E, �Ω), (L + T − S)φ( �r, E, �Ω, t)〉, (29)

β(t) � ∑Gd

d�1
βd(t), with βd(t)

�
〈W( �r, E, �Ω), χd(E)4π βdFφ( �r, E, �Ω, t)〉
〈W( �r, E, �Ω), χd(E)4π Fφ( �r, E, �Ω, t)〉 , (30)

Λ(t) �
〈W( �r, E, �Ω), 1

v(E)φ( �r, E, �Ω, t)〉
〈W( �r, E, �Ω), 1

k0

χd(E)
4π Fφ( �r, E, �Ω, t)〉, (31)

�Cd(t) �
〈W( �r, E, �Ω), χd(E)4π Cd( �r, t)〉

〈W( �r, E, �Ω), 1
v(E)φ( �r, E, �Ω, t)〉, (32)

where W is an arbitrary weighting function, and a constant
weighting function is used in the current iMC.

The above PK parameters are tallied and averaged through
PCQS source iterations. After the source iterations are
completed, the PKE is solved based on the tallied PK
parameters and PCQS micro time step δt. Here, αp(t) is
linearly interpolated between time ti−1 and ti. For the
discretization of the differential equation, the implicit Euler
method is preferred for numerical stability.

The shape function at time step ts is calculated based on the
predicted flux distribution as follows:

φ( �r, E, �Ω, ts) � ψpredictor( �r, E, �Ω, ts) 1
Z(ts), (33)

where normalization factor Z(ts) is defined from the
normalization condition of Eq. 25.

Z(ts) ≡
〈W( �r, E, ts), ψpredictor( �r,E, �Ω,ts)

v(E) 〉

〈W( �r, E, ts), ψ( �r,E, �Ω,t0)
v(E) 〉

. (34)

Finally, the corrected flux distribution for the next source
iteration is determined by using the amplitude function n(ts) in
the following way:

ψcorrector( �r, E, �Ω, ts) � ψpredictor( �r, E, �Ω, ts) n(ts)
Z(ts). (35)
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2.2 Finite Element Fuel Temperature
Analysis
Based on the cell-wise power density tallied from the MC transport
simulation, the FEM heat transfer calculation is performed for the
fuel element temperature evaluation. The 3-D time-dependent heat
conduction equation is obtained as follows:

z

zx
(kxzT(x, y, z, t)

zx
) + z

zy
(kyzT(x, y, z, t)

zy
)

+ z

zz
(kzzT(x, y, z, t)

zz
) + Q(x, y, z, t)

� Cp
zT(x, y, z, t)

zt
, (36)

where T is the position-dependent temperature, Q is the heat
source, k is the conductivity, and Cp is the heat capacity.

For the finite element analysis, a linear interpolation function
is applied for each tetrahedron with an interpolation function (N)
defined for four nodes:

N(x, y, z) � [N1 N2 N3 N4 ], (37)
Ni � 1

6V
(ai + bix + ciy + diz), i � 1, 2, 3, 4, (38)

whereV is the tetrahedron volume and (xi, yi, zi) are coordinates of
node i. From the interpolation function, the temperature gradient in
the element is obtained in terms of nodal temperatures as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

zT

zx

zT

zy

zT

zz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

zN1

zx

zN2

zx

zN3

zx

zN4

zx

zN1

zy

zN2

zy

zN3

zy

zN4

zy

zN1

zz

zN2

zz

zN3

zz

zN4

zz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
T1

T2

T3

T4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (39)

Using the Galerkin method, Eq. 36 is rewritten in the
following form:

∫
V

(k z2T
zx2

+ k
z2T

zy2
+ k

z2T

zz2
− Q + Cp

zT

zt
)NidV � 0, i � 1, 2, 3, 4.

(40)
Applying Eq. 39 to Eq. 40 gives a system of linear equations

defined for every nodal temperature.

[C] {T(ℓ+1) − T(ℓ)}
δt

+ ([Kc] + [Kh]){T(ℓ+1)} � {Rq}, (41)

where ℓ denotes the time step index and

[B] � 1
6V

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

zNi

zx

zNj

zx

zNk

zx

zNm

zx

zNi

zy

zNj

zy

zNk

zy

zNm

zy

zNi

zz

zNj

zz

zNk

zz

zNm

zz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

[C] � ∫
v

Cp[N]T[N]dv,

[Kc] � ∫
v

k[B]T[B]dv

[Kh] � ∫
v

hf[N]T[N]dv,

{Rq} � ∫
v

Q[N]Tdv.

For the case of defining one million tetrahedrons,
approximately 200,000 nodal temperatures are defined. To
solve such a large matrix equation, the iMC uses the Intel
math kernel library dgesv routine to achieve the least burden.

2.3 Coolant Model
Before coupling with an all-inclusive subchannel program, an
internal coolant model is considered for a preliminary evaluation.
The active-core region coolant is lumped into a point model,
considering inlet, outlet, and average temperature only. The
coolant temperature and the corresponding density is the
major driving factor of coolant reactivity feedback, and this is
governed by the average coolant temperature in this simulation
model. The lumped coolant model is illustrated in Figure 1,
where the control volume envelopes the entire coolant region.

In a steady-state condition, the energy balance equation is as follows:

_mcp(Tout − Tin) � _Q, (42)
and the outlet coolant temperature is simply obtained as

Tout � Tin +
_Q

_mcp
, (43)

where _m is the coolant mass flow rate, cp is the specific heat
capacity of the coolant, h is the coolant enthalpy, Twall is the
cladding wall temperature, Tf is the coolant bulk temperature,
and _Q is the thermal power of the fuel element. The average
coolant temperature is defined as an average of the inlet and
outlet coolant temperatures:

Tf � 1
2
(Tout + Tin). (44)

FIGURE 1 | A simplified lumped coolant model.
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For a time-dependent problem, the energy balance equation for
the given control volume includes an additional time derivative term:

z

zt
∫
v

ρhdv � z

zt
(ρhV) � _m(hin − hout) + _Q. (45)

Assuming a constant mass flow rate and the total mass is also
constant as ρV � M, the time derivative of the control volume’s
enthalpy is

z

zt
(ρhV) � ρV

zh

zt
� ρV

zh

zT

zTf

zt
� ρVcp

zTf

zt
, (46)

where cp ≡ zh
zTf

.
Applying Eq. 46 to Eq. 45, the time-dependent heat balance

equation becomes

Mcp
zT

zt
� _mcp(Tin − Tout) + hfA(Twall − Tf). (47)

To numerically solve the equation, we may apply the implicit
Euler scheme:

Mcp
T(ℓ)
f − T(ℓ−1)

f

Δt � _mcp(Tin − Tout) + hfA(Twall − T(ℓ)
f ). (48)

The coolant temperature at the current time step is then
expressed as follows:

T(ℓ) �
Mcp
Δt T

(ℓ−1) + 2 _mcpTin + hfATwall

(Mcp
Δt + 2 _mcp + hfA) . (49)

2.4 Coupled Analysis Framework
The data exchange between the neutronics and the thermal-
hydraulics part in the iMC code does not require an additional
file exchange protocol since each calculationmodule is implemented
in a single platform. The neutron transport simulation generates a
user-specified thermal power distribution which is to be used in the
heat transfer calculation. The thermal-hydraulics module performs
the heat transfer analysis to provide the temperature evolution
through the time step for the next time step neutron transport
simulation.

Before the onset of the transient simulation, the system is
needed to be in a steady state. The reactor system is first
assumed to have a nominal constant temperature, and a
steady-state neutron transport simulation calculates the local
power distribution and global reactivity based on the arbitrary
system condition. Using the neutronics output, a subsequent
steady-state thermal-hydraulics simulation determines the
corresponding temperature of all materials of interest. The
temperature is then used in the next neutron transport
simulation. Through this steady-state coupled iteration,
material temperatures on a pin-by-pin basis are determined
with the steady-state reactor power distribution.

Once the steady condition of the given reactor system is found,
the transient simulation is commenced. Just like in the previous
steady-state condition search iteration, the neutronics and the
thermal-hydraulics coupled analysis is performed in every time
bin, except the simulation schemes are based on the time-
dependent formulation. The overall calculation flow of the
coupled analysis is described in Figure 2.

FIGURE 2 | Flowchart of coupled analysis framework.

Frontiers in Energy Research | www.frontiersin.org March 2022 | Volume 10 | Article 8532226

Kim and Kim iMC Coupled Transient Analysis

57

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


3 NUMERICAL RESULTS

3.1 CSBA-Loaded Fuel Assembly
For a preliminary study on the multi-physics feedback transient
analysis, a CSBA-loaded fuel assembly is designed. In this model, a
17-by-17 PWR fuel assembly is composed of CSBA-loaded fuel
pellets in place of the conventional plain UO2 fuel. Also, four
control rods are initially inserted into the fuel assembly as a means
to impose a reactivity transient. A discretized single CSBA pellet
model and the CSBA-loaded assembly are illustrated in Figure 3.
The mesh was generated from Gmsh (Geuzaine and Remacle,
2009) software for the finite element heat transfer analysis. Detailed

information about the CSBA model is presented in the study by
Kim and Kim (2021b).

To simplify the problem, a single layer of CSBA-inserted fuel
is considered and the assembly is considered to be subjected to
all reflective boundary conditions in four radial sides, top, and
bottom. In the iMC, a user can provide reactivity transient
scenarios in two different ways: changing material cross section
by mixing or replacing with predefined materials or deforming
the geometry by tuning surface parameters. In either case, the
time-dependent parameter values are given in a user-defined
function of time. To simulate the control rod withdrawal
transient in this problem, we linearly mixed the coolant with

FIGURE 3 | CSBA 3-D model (A) and CSBA-loaded fuel assembly with four control rods inserted (B).

FIGURE 4 | Initial steady-state pin-power distribution (A) and fuel temperature distribution (B).
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the control rod material instead of geometric movement. The
time-dependent mixing ratio is given in terms of volume
fraction, and the corresponding new density is calculated in
the iMC.

Before the transient simulation, a series of feedback
iterations is performed to find an initial steady-state reactor

system with the initial thermal power of 36 W/gU. The initial
intra-pin temperature distribution and coolant average
temperature are set as a constant value for the first steady-
state transport simulation. With the obtained power
distribution, the detailed temperature is updated. The
iteration quickly converged to a steady-state after 2–3
iterations. The obtained pin-power distribution and pin
average fuel temperature distribution are shown in
Figure 4. The CSBA model used in this simulation is
described in Table 1, and material properties used in the
analysis are identical to those in the study by Kim and Kim
(2020).

Starting from the initial material temperature and coolant
density, the PCQS-assisted Monte Carlo transient calculation
is done. The control rod material is linearly mixed with water
from 0.5 to 1.5 s up to 20% of water volume fraction; 25
independent batch runs were performed to evaluate the
uncertainty of the simulation. The reactor thermal power
profile over the transient is shown in Figure 5. Without
adequate temperature feedback from fuel, burnable
absorber, and coolant, the reactor power increases
exponentially with the given positive reactivity as the
dashed line in Figure 5. However, the negative feedback
effects of fuel and moderator temperatures suppressed the
power excursion right after the end of additional reactivity
insertion; the reactor power started to converge toward
another stable state.

Figure 6 presents the fuel and moderator average temperature
evolution with respect to the given thermal power transient. The
fuel temperature response is rather prompt, although there is a

TABLE 1 | CSBA fuel pellet analysis condition.

— —

Geometry (cm) Fuel height 1.00000
Fuel radius 0.40958
CSBA sphere radius 0.16900
Gas gap 0.00915
Cladding thickness 0.05727
Pin pitch 1.25984

Materials Fuel/BA/gap/cladding UO2/Gd2O3/He/zircaloy-4
Fuel enrichment 5 w/o

Convective heat transfer Convective heat transfer coefficient 0.96 W/cm2-K
Inlet coolant temperature 558 K
Coolant mass flow rate 49.39 kg/s

Monte Carlo transport Number of histories per cycle 200,000
Number of PCQS inactive/active cycles 200/200
Number of independent batch runs 25
Macro/micro time step size (sec) 0.1/0.001

TABLE 2 | Computation burden for major functions.

Functions Fractional time (%) CPU hours per time
step

PCQS-MC Source set 0.286 0.16
Source comb 0.046 —

Particle transport 95.77 54
PKE solver 0.002 —

Transient heat transfer 3.899 2.2

TABLE 3 | Critical boron concentrations from different conditions and codes.

Simplified TH model SUBCHANFLOW TH model
Sanchez et al. (2010)

Serpent 2 1,480 ppm Ferraro et al. (2019) 1,272 ppm Ferraro et al. (2020a)
Tripoli-4 1,493 ppm Ferraro et al. (2019) 1,305 ppm Faucher et al. (2021)
iMC 1,450 ppm —

FIGURE 5 | Time-dependent reactor power without feedback (dashed
line) and with feedback (solid line) under a given portion of water mixed with
control rods (blue line).
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slight lag to reach a stable state. This lag is largely due to the
thermal inertia of the fuel and the heat dissipation delay from the
fuel to the coolant. The coolant temperature response was clearly
slower than that of the fuel since it is the last material of the heat

transfer process. These temperature responses are also shown in
local power and temperature in Figures 7, 8. The peak pin-power
occurred at 1.5 s and decreased afterward, while the pin-wise fuel
temperature monotonically increases to reach a plateau.

FIGURE 7 | Time-dependent pin-power distribution from 0.5 to 3 s.

FIGURE 6 | Time-dependent fuel average temperature (A) and coolant average temperature (B).
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Table 2 shows the computation burden for major functions
in a fraction of total computation time. The particle transport
occupies most of the resources in the multi-physics simulation.
The source list setting and combing takes less than 1% of the
total burden, and the PK equation solving time is negligible.
The FEM heat transfer calculation for each fuel pin is rather
significant, implying a possibility of acceleration and
algorithmic improvement for the matrix operation for larger
problems.

3.2 PWR Mini-Core Problem
This numerical study is for the verification of the iMC multi-
physics coupled transient analysis framework. The only
currently available Monte Carlo coupled analysis result is
provided by the Serpent/SUBCHANFLOW framework. The
TMI-1 mini-core problem provided in Ref (Ivanov et al., 2013)
is considered for the iMC analysis, and the results are
compared against the Serpent/SUBCHANFLOW analysis
result presented in Refs. (Ferraro et al., 2019) and (Ferraro
et al., 2020a). The TMI-1 mini-core problem consists of 15-by-
15 PWR fuel assemblies in a 3-by-3 configuration as shown in
Figure 9. In the center fuel assembly, 16 Ag-In-Cd control rods
are initially fully inserted.

The coolant contains soluble boron to make the system
critical. The critical boron concentration (CBC) depends on
the thermal-hydraulic model since the temperature and grid
structure of the coolant channel are directly related to the

borated coolant density. In the study by Ferraro et al. (2019),
Serpent 2 and Tripoli-4 used a point-wise coolant model and
neglected time delay in heat transfer from the fuel to the
coolant, and the iMC obtained a similar value as in Table 3.
When the coolant model is based on the detailed subchannel
analysis code, the CBC value is lowered by about 200 ppm
from the simple model due to the aforementioned reason.

The simplified TH model in Ref. (Ferraro et al., 2019)
assumes no thermal inertia of the fuel element, exhibiting
no time delay of heat deposition inside the fuel by neglecting
the time derivative term of the transient heat transfer equation.
Since the iMC considers time-dependent heat transfer inside
the fuel element without any approximation (but point model
for the coolant), comparing the iMC analysis result with the
simplified fuel heat transfer model is not adequate. Instead, we
proposed to compare with the Serpent/SUBCHANFLOW
coupled analysis model while the amount of static reactivity
insertion is set to be identical. The static reactivity inserted in
the Serpent/SUBCHANFLOW analysis is 354 pcm, with
control rods withdrawn by 30 cm. We evaluated the
equivalent control rod withdrawal length in the iMC that
provides a similar static reactivity (Table 4). The critical
boron concentration of the iMC model is determined on a
trial basis iteration.

The reactor transient starts from 0.2 s by pulling out the 16
control rods from the active core with a constant speed pre-
calculated in Table 4 for 1 s. The reactor is axially divided into

FIGURE 8 | Time-dependent fuel temperature distribution from 0.5 to 3 s.
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10 meshes for the fuel temperature modeling to follow the fuel
temperature evaluation model in the SUBCHANFLOW
analysis. In this calculation, the iMC used a volume-
averaged temperature of each material in a single TH mesh
as in the Serpent analysis. The simulation used 0.1 M histories
per cycle, 200 PCQS inactive/active cycles, and 15 independent
batch runs were performed for the evaluation of the
uncertainties. The comparison of the calculated thermal
power transient from the two codes and required

computation time are presented in Figure 10 and Table 5,
respectively.

As shown in Figure 10, without the negative temperature
feedback of the reactor system, the thermal power exhibited
an exponential excursion with the positive reactivity
insertion. The iMC and Serpent simulation agreed well
with each other except for the power evolution in response
to the initial control rod withdrawal. This is because the
control rod differential worth is slightly different in the two
cases, albeit identical total reactivity insertion. Since the
differential control rod reactivity worth becomes more
significant as it approaches the active core center, the
power growth is steeper in the iMC model as the
withdrawal length is longer. The total reactivity insertion
was similar in both cases (not exactly the same due to
temperature difference), so the peak thermal power is

FIGURE 10 | Comparison of Serpent/SUBCHANFLOW and iMC multi-
physics using TMI-1 mini-core problem.

TABLE 4 | Control rod assembly withdrawal speed for Serpent 2 and iMC.

CR withdrawal (cm) Static reactivity (pcm)

Serpent 2 30 354 ± 7
iMC 38.2 360 ± 22

TABLE 5 | Calculation time and condition for the TMI-1 mini-core problem.

CPU time per time
step (min)

Machine

Serpent 2 ~5,000 Intel Xeon E5-2660 2.6 Ghz (1,000 CPUs)
iMC ~12,000 Intel Xeon E5-2697 2.6 GHz (196 CPUs)

FIGURE 9 | TMI-1 mini-core fuel assembly (A), x–y cut (B), and x–z cut (C) (not to scale).
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evaluated to be very similar in the two codes. Figure 11
illustrates the local power transient of the mini-core problem.
After 0.2 s of stable null transient, the control rod assembly is
withdrawn from the bottom of the core for 1 s at a constant
speed and stopped afterward. The axial power peak shifts
toward the bottom of the core, and the local power transient
behavior well agrees with the point reactor power result.
Meanwhile, the time-dependent fuel pin temperature
shown in Figure 12 monotonically increases during the
period of the entire transient similar to the CSBA-loaded
fuel assembly study. Also, the temperature peak skews toward
the bottom of the core as the upward withdrawal of the
control rod bank induces more bottom-skewed axial power
profile.

The computation time required for the simulation is
relatively large compared to the steady-state simulation
even for the Serpent. The Serpent Monte Carlo transport
simulation is based on the dynamic Monte Carlo method, so
the computation time is less affected by the time step size.
Although the two analyses were performed in different
calculation conditions, the iMC transport simulation time
is still much longer than that of the Serpent using a longer
macro time step size. However, this performance gap can be
reduced by adopting the coarse-mesh acceleration methods
to reduce inactive cycles and the ray-tracing improvement of
the iMC transport function itself. Future effort on
algorithmic enhancement is needed for such a demanding
process along with a sufficient amount of computation

FIGURE 11 | Transient pin-power distribution of the mini-core problem.
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resources for practical use of the Monte Carlo transient
analysis.

4 CONCLUSION

In this work, we presented a multi-physics framework
implemented in the iMC. The PCQS-MC-based transient
neutron transport simulation and the finite element heat
transfer are solved in a coupled framework to account for
the temperature feedback effects in the time domain. The
multi-physics framework is tested for a CSBA-loaded PWR
fuel assembly when external reactivity is inserted via control
rod removal from the system. The feedback correction of
material cross-sections with adjusted temperature and
density suppressed the additional reactivity and led the
system to a stable state. The temperature responses of the

system showed a slight lag from the initial perturbation due
to the heat transfer delay, resulting in the power overshoot
before the stabilization. The iMC multi-physics framework
was also compared with the Serpent/SUBCHANFLOW
coupled analysis framework on the TMI-1 mini-core
problem for verification. The calculated time-dependent
power evolutions from the two codes matched well, except
for a minor discrepancy in the initial reactivity insertion
period due to the different differential worth of the
control rod.

The iMC analysis framework is especially useful for the 3-
D complex fuel element as it can utilize the Gmsh-generated
unstructured mesh grid for spatial discretization. For a more
realistic reactor system simulation, the iMC multi-physics
framework will adopt a subchannel analysis program in the
near future. As we have demonstrated, such detailed analysis
is essential for the accurate safety analysis of various fuel

FIGURE 12 | Transient fuel pin temperature distribution of the mini-core problem.
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designs. We expect the applicability of the iMC multi-physics
feature can be far extended for advanced PWR fuel elements
that are continuously being developed and even for the
molten salt reactor analysis.
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Mechanical Feasibility Analysis of the
Surface Microstructure to Be Used in
the Nuclear Reactor
Shan Huang*, Ti Yue, Pan Yuan, Fawen Zhu, Haoyu Wang, Menglong Liu, Chunlan Huang,
Hua Li and Yun Li

Science and Technology on Reactor System Design Technology Laboratory, Nuclear Power Institute of China, Chengdu, China

With the continuous improvement of nuclear reactor power, the use of surface
microstructures to enhance the heat exchange between the coolant and the solid
surface has become the research focus of many researchers. However, the extreme
environment inside the core, especially the continuous impact of the high-velocity
liquid on the solid surface, poses a severe challenge to the reliable service of the
microstructure. To this end, this paper establishes a numerical calculation method for
the droplet scouring the solid wall to analyze and evaluate the mechanical feasibility
and reliability of the surface microstructure under the impact of high-speed droplets.
First of all, the physical process of the liquid droplet scouring the solid surface was
described and analyzed, then the mathematical equations which describe the
physical process were built by coupling the key physical parameters of the
interface such as displacement and stress. Finally, the internal stress distribution
and its change trend with and without the microstructure were obtained. The
calculation results show that during the process of a droplet hitting the solid
surface, due to the superposition of shock waves inside the droplet, there will be
a stress field distribution on the solid side that cannot be ignored. The introduction of
the surface microstructure will significantly change the stress field distribution on the
solid side. The liquid film formed on the surface of the microstructure has a significant
buffering effect on the impact of the droplets, which greatly reduces the stress level in
the solid. The maximum stress level in the solid with microstructure is only about 50%
of that in the solid without the microstructure. Therefore, it can be judged that the
surface microstructure can meet the mechanical performance requirements under
the condition of droplet scouring.

Keywords: microstructure, liquid-solid impact, numerical simulation, impact stress, feasibility

1 INTRODUCTION

With the development of nuclear energy technology, the power of nuclear reactors has also
continued to increase. As a result, the heat flux density on the surface of the fuel element has
also risen sharply. How to improve the heat transfer efficiency between the surface of the fuel element
and the coolant has become an urgent problem for front-line researchers.

Recent studies have shown that surface engineering technology is a means with great potential to
enhance heat transfer and increase the value of CHF (Critical Heat Flux). Zhukov’s study
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demonstrates that the use of a microstructured surface produced
by a 3D laser printer leads to a 3.5-fold increase of the heat
transfer coefficient in the regimes of bubble boiling and the
critical heat fluxes (CHF) on the capillary-porous coating
increase with the increasing height of the liquid layer (Zhukov
et al., 2020). Wang investigated the boiling heat transfer
properties of a copper surface with different microstructures
and the effect of size and heat transfer area on heat transfer
performance is studied by experiment and simulation. The
studies have shown, the surface with microstructure can
effectively promote boiling heat transfer and the heat
transfer effect of multi-scale T surface is always the best,
1.31 times of single scale surface, 2.38 times of smooth surface
(Wang et al., 2021). Tokunaga used a microstructured surface
with a wettability gradient to enhance the condensation heat
transfer and they fabricated a bi-public microgroove surface

with a wettability gradient which could enhance the heat
transfer by three times compared with the straight
microgroove (Tokunaga and Tsuruta, 2020). Liu found
that a straight fin microstructured surface has a higher
heat transfer performance of pulsed spray cooling than a
smooth surface, but it decreases the surface temperature
uniformity. Then mixed surfactants were used to greatly
improve the temperature uniformity of the
microstructured surface (Liu et al., 2020). Zhu used the
microstructure to enhance the heat transfer performance
of nitrogen condensation on the vertical plate and the
rivulet at the bottom of the micro fin indicates the curved
surface structure could change the uniform distribution of
the liquid film of the micro fin to accelerate the condensate
drainage (Zhu et al., 2021). Shi’s research team has designed
the SCGS (supersonic cold gas spray technique) modified
surfaces to enhance the downward-facing boiling and the
conical pin microstructure shows significant CHF
enhancement. The mechanism of CHF enhancement
mainly brought by a synergy of Multi-scale structures was
also preliminarily analyzed (Shi et al., 2021). In Sun’s
research, novel microstructured surfaces were fabricated
with spatially-controlled mixed wettability to improve the
pool boiling performance and the Synergistic enhancement
mechanism was also explored by optimally utilizing the
combined effects of mixed wettability and microstructures
(Sun et al., 2022). Lei studied the heat transfer performance of
block-divided surfaces in the pool boiling heat transfer and
all block-divided surfaces show better heat transfer
performance than a smooth surface. In his work, MP-3 has
the smallest microstructure area but the highest CHF and a
modified model to predict the CHFs was proposed (Lei et al.,
2020). Park modified outer boiling and inner condensation
surfaces of a two-phase heat exchanger tube with
electroplated porous microstructures and dip-coated
hydrophobic thin film and a significant increase in heat

FIGURE 1 | The jagged microstructure in surface wettability experiment.

FIGURE 2 | The schematic of the liquid-solid impact process.
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transfer performance of the heat exchanger tube were
achieved (Park et al., 2019).

At the same time, the development of advanced manufacturing
processes such as 3D printing has made it possible to successfully
manufacture some complex surface microstructures. In Kang’s
research, microstructures on boiling surfaces were fabricated by 3D
microprinting and the boiling heat transfer on surfaces with 3D-
printing microstructures was studied (Kang and Wang, 2018). The
experimental results showed that the microstructure which generates
more nucleation sites can have higher heat flux during the saturated
nucleate boiling which is the heat transfer situation in nuclear power
plants.

All of these advancements are pushing surface engineering
from research to engineering. However, the fuel elements of
nuclear reactors have a long-term operation under strong
radiation and high temperature and high-pressure water
environment, and at the same time, they are subject to water
chemical corrosion and fluid erosion. For this reason, the
microstructure provided on the surface of the cladding must
also have a sufficiently high structural strength to adapt to such a
harsh environment. Damage to the surface microstructure will
not only cause a reduction in heat exchange efficiency but is also
closely related to the safety of nuclear reactors. For this reason, it
is necessary to provide support for the selection and
demonstration of surface microstructures from the perspective
of structural mechanics.

However, at present, apart from experimental methods, there
are no particularly effective methods to quickly analyze the
mechanical feasibility of microstructures. To better analyze
and verify the feasibility of surface microstructures in nuclear
reactors, especially the mechanical stability under high-velocity
scouring environments. This paper analyzes the physical process
of the surface microstructure being washed by high-speed fluid
and establishes a mathematical model on this basis. Then, the
velocity transmission is used to couple the governing equations of
the liquid with the governing equations of the solid, and the entire
calculation area is solved by the discrete iterative method to
obtain the stress distribution inside the surface microstructure. By
comparing and analyzing the internal stress distribution law of
different microstructure sizes during high-speed fluid scouring, it
provides suggestions and ideas for improving the mechanical
stability of the surface microstructure.

2 PHYSICAL PROCESS DESCRIPTION

Obtaining the real-time stress distribution inside the
microstructure under the condition of high-speed fluid
scouring is the key to this article. To calculate and analyze this
process, we need to sort out the physical process of the impact of
high-speed fluid on the surface microstructure. To facilitate the
subsequent calculation and analysis, we need to define a specific
microstructure form. Our research team has designed and
processed a variety of surface microstructures. We will select a
typical one as the object of subsequent analysis, that is the jagged
microstructure, as shown in Figure 1.

TABLE 1 | the physical properties involved in the calculation.

Water Solid

Density (m3/kg) 1000 4090
Poisson’s ratio 0.28
Sonic speed (m/s) 1430 4268
Flexure (tensile) strength (MPa) 75.4
Acoustic impedance (kg/m2s) 1.430 × 106 1.75 × 107

Compressive strength (MPa) 1300
Young’s modulus (Pa) — 74.5 × 109

FIGURE 3 | The flow diagram of the liquid-solid impact calculation.
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After analysis, it is found that the process of fluid scouring the
surface microstructure at high speed is a process in which countless
liquid droplets hit the microstructure at a high speed. Although the
droplet hits themicrostructure inmany directions, it can be known by
Newton’s second law: when the direction of the droplet’s motion is
perpendicular to the plane where the microstructure is located, the
microstructure will receive the greatest impact, and the stress level of
the microstructure will be the largest at this time. This is also the
working condition that we should consider.

After clarifying the specific form of themicrostructure, a simplified
physical process model can be obtained, as shown in Figure 2. The
circle in the figure represents the liquid drop, the green part represents
the solid part, and the continuous triangle represents the jagged
microstructure. The angle between the droplet and the
solid is called the contact angle, and this angle is also
constant as the impact process progresses. When a droplet
hits a solid page at a relatively fast speed, a shock wave will be
generated inside the droplet due to the deformation and
compression of the droplet. The shock wave is generated
on the liquid-solid contact surface and starts to propagate

inside the droplet. The place where the shock wavefront
passes is called the high-density zone (disturbed area). The
shock wave generated by the liquid-solid impact process will
cause a pressure distribution within the droplet that varies
with space and time. According to the principle of force and
reaction force, the pressure change of the droplet will cause
the corresponding stress wave to propagate inside the solid,
so the inside of the solid will also produce a corresponding
stress distribution that changes with space and time.

Compared with the smooth surface of the solid, the
microstructure may change the stress distribution on the solid
side. If there is a large stress distribution inside or near the
microstructure, it may cause the microstructure to fall off and
break. In our study, the maximum stress in the solid is our focus
and it has been proved that the internal pressure of the droplet will
have a maximum value before the lateral jet forms in the liquid drop
(Heymann, 1969; Field, 1999), so we only pay attention to the
process before the broke of the liquid droplet. So, the shape and
volume change of the droplet can be negligible during this period.
Therefore, the focus of our research is to get the stress distribution in

FIGURE 4 | The transient stress distribution in the solid. (A) t = 10 ns, (B) t = 20 ns, (C) t = 30 ns, (D) t = 40 ns, (E) t = 50 ns, (F) t = 60 ns.
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the microstructure before the droplet breaks and compare the
changes in the stress field on the solid side with and without the
microstructure.

3 GOVERNING EQUATION

This phenomenon of droplets hitting and scouring solid
surfaces at high speed not only in the nuclear reactor but
also exists in other industries, like the turbine in the coal
power plant and the propeller of the ship, and the base solid
may be broken by the continuous water drops with relatively
high velocity (Lee, 2002). A significant transient stresses
distribution can be produced by the high-speed, micron-
sized water droplets where the liquid impacts the solid.
And in Denis’s research, these impaction jets can travel at
up to 40 times the velocity of the impact (Bartolo et al., 2006).
Because of the small volume and high flow velocity of liquid
droplets, the stress distribution in the solid can’t be measured
easily by the experiment. Therefore, it is necessary to establish
a numerical model to obtain the stress.

At first, the classical model of the impact between a liquid flow
and solid was built by Cook, and the numerical model was set to be
solved under one dimensional (Cook, 1928). Then, a hydrodynamic
analysis review of the cylinder under impact was presented by Cointe
(Cointe and Armand, 1987). Many researchers’ assumptions and
results, such as Wagner (Wagner, 1932), were discussed and
analyzed. Then, in 1992 and 1994, Korobkin investigated the
impact process of the blunt-body between two completely
different liquid surfaces, and the pressure and the velocity inside
the liquid computed region were obtained (Korobkin, 1992;
Korobkin, 1994).

With the quick development of high-speed photography,
there were more experimental researches on the impact
process between liquid and solid. But, most of them are
focused on the pressure distribution on the liquid side. In
2003, Kim set up an experimental system, and the process of a
droplet with high-velocity impacts on a solid surface was
imaged (Kim et al., 2003). However, there is little research
focus on the calculation of stress distribution in the solid. In
2008, Li and Zhou built a numerical model which considers the
compressibility of liquid (Li et al., 2008), and the stress in the
solid was finally obtained in the liquid-solid impact process
(Zhou et al., 2008). In 2016, Semenov and Wu also got the
hydrodynamic force caused by the impact when they
investigated the impact process of a free surface flow and a
permeable solid (Semenov and Wu, 2016). From 2010, Xiong
has been focused on the numerical analysis of liquid-solid
impingement by the method of moving particle semi-implicit.
And their impact pressure in the liquid obtained by the
numerically calculation has a very good agreement with the
Heymann correlation and lateral jet which would cause a big
shear stress has also been proved (Xiong et al., 2010). Their
research team also carried an investigation on the mitigation
effect of the water film in the liquid droplet impingement onto
a wet rigid wall, and the results of which will provide obvious
support for our calculation results analysis (Xiong et al., 2011).

And Xiong also proposed a new correlation for the pressure
load caused by the sodium impingement, which was in good
consistent with the simulation results (Xiong et al., 2012). But
all the research above has not taken the effect of microstructure
into consideration.

In this paper, we use the 2-D wave equations developed from Li’s
work (Li et al., 2008) to describe the liquid-solid impact process and
the governing equations which couple the liquid and solid can be got
as follows:

Liquid

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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(1)

In our research, the physical process was treated as an
asymmetrical process because of the symmetry of the
spherical droplet. And the coupling between the liquid and
solid was done by the connection of the solid particle
displacement and the liquid particle velocity on the
interface. Through the equations and settings above, the
solid particles displacement can be obtained, and then we
can get the stress and strain by the equations below:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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εr � zvs
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εϕ � vs
r

γxr �
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+ zus
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θ � εx + εr + εϕ
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σx � λθ + 2μεx

σr � λθ + 2μεr

σϕ � λθ + 2μεϕ

τxr � μγxr

(2)

Then, the 4th strength theory was used to convert all these
different components of stress in the solid side into equivalent
stress:

σe �

σ2
1 + σ2

2 + σ23 − σ1σ2 − σ2σ3 − σ1σ3
√

(3)
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σe �
(σx − σy)2 + (σx − σz)2 + (σz − σy)2 + 6(τ2xy + τ2yz + τ2xz)

2

√

(4)
and define the dimensionless equivalent stress:

σeq � σe
ρ0c0v0

(5)

The denominator in the formula represents the magnitude
of the water hammer force (Lee, 2002), which mainly considers
the density and velocity of the droplets. Unless otherwise
specified, the stress mentioned later is dimensionless
equivalent stress。

In this paper, the finite difference method (Le Bot et al.,
2015; Peng and Cao, 2016) is used to solve the liquid-solid
interaction problems. And we use the 2th-order accuracy
backward difference scheme for the discretization of the time-
derivative term:
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And for the space-derivative terms, z2Ψ
zx2 and 1

r
z
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order accuracy central difference scheme was used for the
discretization:
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At last, TDMAwhich stands for the tridiagonalmatrix algorithm
was used to solve the discretized equations, and the Guass-Sidel

FIGURE 6 | The transient stress distribution in the solid (t = 50 ns).

FIGURE 5 | The energy conversion process of the impact process.
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iterationmethodwas also employed. The key part of this calculation
process is to set the pressure of the liquid particle on the boundary
as the boundary condition of the solid side calculation to get the

velocity. Like the discretize way above, the Lame equation can also
be discretized. And, the flow diagram of the liquid-solid impact
calculation can be expressed as in Figure 3.

FIGURE 7 | The transient stress distribution in the solid.
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4 CALCULATION RESULTS ANALYSIS

4.1 Without Microstructure
According to the previous control equations and solution
settings, we have carried out the relevant calculations. To
compare the stress of the microstructure more intuitively, we
first calculated the process of the droplet impacting the smooth
wall (when there is no microstructure).

Table 1 gives the physical properties of solids and water. In the
calculation, the initial diameter of the water drop was set to be
1 mm and the impact velocity was set to 50 m/s.

Figure 4 shows stress calculation results in the solid when
time is ranging from 10 to 60 ns before the broke of the liquid
droplet. And white lines were used to stand for the structure
shapes, the horizontal line stands for the surface of the
impacted solid while the arc line stands for the shape of the
liquid droplet.

The impact of the water droplet causes a coronal disturbed
zone in the liquid and the shock front inside the droplet
forms. The density and modulus of the disturbed liquid are
higher than the normal liquid, and thanks to that the
propagation speed of the sound wave in the disturbed zone
is much higher than that in the undisturbed zone. The
difference in the propagation speed would result in wave
superposition. While the propagation speed of the wave in the
solid side would be influenced less, so the stress distribution
in the solid side mainly takes over a spherical zone.

We also analyzed the energy conversion in the liquid-solid
impact process, including the relationship among the total
energy, the energy in the liquid and the energy in the solid.
The computation results are shown in see Figure 5. And we can
see that the total energy remains constant and it does not change
with the time, and this phenomenon is well explained by the law
of energy conservation. For the total kinetic energy in the liquid
side, it has a small decrease at the end which indicates some liquid
kinetic energy transforms into other energy. In our research, the
impact velocity is relatively high and the total deformation of the
liquid droplet is very small, about 0.3%. So, the decrease of liquid

kinetic energy is on the same order which is good agreement with
this number.

The lost kinetic energy of liquid has turned into other energy
forms, including the elastic potential energy of liquid, the kinetic
energy of solid and the elastic potential energy of solid. And
because of the difference of the elastic modulus between the
liquid and solid, the liquid gets a more obvious deformation
than the solid, the elastic potential energy of liquid is much
higher than the elastic potential energy of solid. Although the
energy has transferred from the liquid to the solid, the elastic
potential energy of liquid is still much higher than the elastic
potential energy of solid. And the kinetic energy of solid is also
restricted to a low level due to the restriction of the solid
particles’ displacement. As we can conclude, the lost kinetic
energy of liquid has most turns into the elastic potential energy
of liquid, only a small part of them results in the energy stored in
the solid.

4.2 With Microstructure
Then, we calculated the situation with microstructures. The
transient stress distribution in the solid with equilateral triangle
microstructure, which has a 25 μm apex height, was shown in
Figure 6. Comparing the calculation results before and after the
introduction of the microstructure, it is obvious that the
existence of the microstructure can change the stress
distribution inside the solid greatly: the stress level of the
base solid has dropped significantly, and the original stress
concentration point in the base solid is no longer exist; the
stress level of the microstructure on the surface is roughly the
same as that of the base solid, but there seems to be a certain
degree of stress concentration in the liquid film on the outside of
the microstructure.

Figure 7 shows an enlarged view of the stress distribution in
the solid. The existence of the microstructure makes a liquid film
form which exists on the interactive surface, and the liquid film
not only fills the gaps of the microstructures but there may also be
a certain thickness of the liquid film layer in the space above the
microstructure. This liquid film has a buffering effect on the
impact process, so the stress level inside the base solid and the
microstructure are not high.

The liquid stored in the microstructure is the main reason for
buffering. At the same time, the liquid between the
microstructure gaps also bears the greatest stress distribution.
Although there will be a large pressure concentration in this part
of the liquid, the stress level of the pressure concentrated feedback
to the solid or microstructure is not high.

4.3 Quantitative Analysis
The tendency of the maximum equivalent stress was shown in
Figure 8. The maximum equivalent stress in solid with or without
the microstructure. When there is no microstructure, the
maximum internal stress in the base solid increases with the
impact progressing, and the overall trend is that the oscillation
increases linearly. The maximum stress change trend with the
microstructure is shown by the blue line in the figure. It can be
seen that the stress level inside the base material is extremely low
at the beginning of the impact. Due to the influence of stress

FIGURE 8 | The tendency of the maximum equivalent stress.
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concentration inside the liquid film in the later stage, the
maximum stress inside the microstructure also rises. Although
the maximum stress inside the microstructure increased
significantly in the later period, and the rate of increase was
also faster. But in general, the maximum stress level inside the
solid after the introduction of microstructures is only 50% of that
without microstructures.

5 CONCLUSION

In this paper, the mechanical feasibility of applying the surface
microstructure to improve the heat transfer efficiency in
nuclear reactor is evaluated by establishing a numerical
model of the liquid-solid impact process. First, the
physical process of the liquid droplet scouring the solid
surface was described, then the liquid-solid impact
mathematical governing equation coupling the two phases
was obtained by passing the pressure of liquid and
displacement of solid on the interface. Through this
calculation, the stress distribution in the solid and
microstructure was analyzed and compared. The main
results and conclusions obtained are as follows:

(1) When the droplet impacts continuously on the solid surface,
due to the superposition of the shock waves inside the liquid,
the kinetic energy lost by the droplets is finally converted into the
elastic potential energy of the liquid, the kinetic energy of the solid
and elastic potential energy of the solid, so a stress field
distribution which cannot be ignored exists inside the solid.

(2) The surface microstructure can significantly change the
distribution of the stress field inside the solid. The
hydrophobic effect of the microstructure makes some
liquid of the droplet form a liquid film in and above the

microstructure. The buffering effect of the liquid film can
greatly reduce the stress level in the solid. Although a certain
degree of stress concentration in the liquid film causes the
increase of the stress inside the microstructure, the maximum
stress level inside the microstructure is only about 50% of that
in the base solid without the microstructure.

The results in this paper show that the surface microstructure
can not only meet the mechanical performance requirements under
the condition of droplet impacting but also reduce the stress level
inside the entire solid. Once again, themicrostructure was proved to
be with great potential in the heat transfer enhancement
considering the perspective of mechanical feasibility.
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Investigation of Nodal Numerical
Adjoints From CMFD-Based
Acceleration Methods
Taesuk Oh and Yonghee Kim*

Korea Advanced Institute of Science and Technology (KAIST), Daejeon, Korea

In this work, the attribute of mathematical adjoints acquired from various CMFD (coarse-
mesh finite difference) accelerated nodal methods based on the nodal expansion method
(NEM) is presented. The direct transposition is implemented to the NEM-CMFD system
matrix that includes correction factors to acquire the adjoint flux. Three different
acceleration schemes are considered in this paper, which are, namely, CMFD,
pCMFD, and one-node CMFD methods, and the self-adjoint attribute of migration
operator for each acceleration scheme is studied. With regard to the one-node CMFD
acceleration, a mathematical description for encountering negative adjoint flux values is
given alongside an adjusted one-node CMFD scheme that stifles such an occurrence. The
overall features of the aforementioned acceleration methods are recognized through
analyses of 2D reactor problems including the KWU PWR 2D benchmark problem.
Further systematic assessment is conducted based on the first-order perturbation
theory, where the obtained adjoint fluxes are applied as weighting functions. It is
clearly shown that the adjusted one-node CMFD scheme results in an improved
reactivity estimation by excluding the presence of negative adjoint flux values.

Keywords: adjoint flux, CMFD accelerated nodal method, pCMFD, one-node CMFD, first-order perturbation theory

INTRODUCTION

The adjoint flux is often referred to as an importance function since it signifies the importance
of a neutron source at a certain phase-space contributing to fission reaction. Mathematically, it
could be shown that the first-order errors can be removed when the adjoint flux is utilized as a
weighting function, rendering it to be a preferred choice for perturbation theory–based
analyses and generation of point kinetic parameters (Ott and Neuhold, 1985). The
appraisal of adjoint flux can be performed by solving either the balance equation for itself
or the transpose of a balance equation for the forward flux. The acquired adjoint fluxes from
the former and latter methods are usually referred to as physical and mathematical adjoint
fluxes, respectively.

Notwithstanding the presented advantages of an adjoint flux, its acquisition related to nodal
methods is often regarded to be obscure. It is worthwhile to articulate that the reactor balance
equation of interest is a well-defined problem, which implies the accuracy of nodal solution can be
retained when corresponding current information is preserved. From such a perspective, correction
factors for the finite difference method (FDM) can be envisioned, which forces the net current
acquired from FDM-like representation to concur with that of the standalone nodal solution.
Whereupon, acceleration in the nodal calculation can be met, which is known as the coarse-mesh
finite difference (CMFD) method (Smith, 1983).
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The meaning of the physical adjoint flux, which is obtained
through discretization of balance equation for the adjoint flux
itself, is still subjected to ambiguity issues (Lewins, 1965). The
inclusion of discontinuity factors or super homogenization
factors, i.e., nodal equivalence theory, additionally complicates
the proper interpretation of physical adjoint.

On the contrary, the mathematical adjoint, which can be
harnessed via solving the transposed balance equation for the
forward flux, can be envisaged (Lawrence, 1984). However, the
direct transposition of continuous balance equation is not
practical and rather ambiguous for nodal methods that rely on
the usage of transverse leakage (Hong and Cho, 1995). A different
measure can be taken by transposing the discretized balance
equation under CMFD accelerated nodal methods, where
transverse leakage and its associated complexities are
incorporated via the correction factors in the system matrix.
The former and the latter ones are often referred to as direct-
mathematical adjoint and indirect-mathematical adjoint,
respectively. It is the latter approach that is widely
implemented, which will be cited as numerical adjoint
throughout this work.

A previous work states that negative adjoint flux values could
occur for the conventional CMFD method, which utilized the
analytic nodal method (ANM) solution while deducing the
correction factor (Müller, 2014). To overcome such an
unphysical anomaly, an additional correction was proposed;
however, it deteriorates the consistency of CMFD formulation.
In addition, no systematic evaluation of numerical adjoints from
different CMFD schemes has been conducted.

In this paper, the characteristics of numerical adjoint fluxes
obtained from nodal expansion method (NEM) solutions
accelerated via various CMFD schemes are investigated.
Especially, a systematic comparison is conducted between each
adjoint flux obtained from different CMFD schemes, e.g.,
conventional CMFD, partial current–based CMFD, and one-
node CMFD, based on the first-order perturbation theory. In
Coarse-Mesh Finite Difference–Based Acceleration Methods, the
basic concept and mathematical formulas regarding various
CMFD acceleration schemes are depicted. In Nodal Expansion
Method, a brief explanation concerning the nodal expansion
method is given. In Attributes of Numerical Adjoint Flux,
mathematical descriptions for attributes of numerical adjoints
are depicted including the occurrence of negative adjoint flux. In
Numerical Results, numerical results are presented alongside first-
order perturbation theory–based comparison. Finally,
conclusions are given in Conclusion.

COARSE-MESH FINITE
DIFFERENCE–BASED ACCELERATION
METHODS
The philosophy of the CMFD acceleration scheme is the
preservation of the reference net current information while
retaining the formulation of the finite difference method
(FDM), which is the simplest numerical measure to be taken.
Three different CMFD-based acceleration methods are

considered in this work, which are, namely, 1) conventional
CMFD, 2) partial current–based CMFD (pCMFD), and 3)
one-node CMFD.

Conventional CMFD Method
Figure 1 illustrates the balance for neutron flux within a node of
interest i, and its associated balance equation is expressed as
follows:

�Ji,i+1 − �Ji−1,i + ΣriΔxi
�ϕi �

1
k
]∑

fi

Δxi
�ϕi (1)

where �Ji,i+1 denotes the net neutron current from node i
toward its adjacent node i+1, k represents the
multiplication factor, and all the other notations are those
of the convention. By approximating the gradient of the
flux to be linear in the diffusion theory, one garners the
following equation which is known as the finite difference
method (FDM):

�Ji,i+1 � − ~Di,i+1(�ϕi+1 − �ϕi) (2)

~Di,i+1 �
2(Di

Δxi
)(Di+1

Δxi+1)
Di
Δxi

+ Di+1
Δxi+1

(3)

The correction factor D̂i,i+1 can be envisioned for Eq. 2 which
alters the net current to be the reference current as follows:

�J
ref
i,i+1 � − ~Di,i+1(�ϕi+1 − �ϕi) − D̂i,i+1(�ϕi+1 + �ϕi), (4)

D̂i,i+1 � − ~Di,i+1(�ϕi+1 − �ϕi) − �J
ref
i,i+1(�ϕi+1 + �ϕi) . (5)

The neutron balance equation, i.e., Eq. 1, is known to be a well-
defined problem, in which a single solution (eigenvalue) exists for
a certain current value. Hence, the inclusion of Eqs 4, 5 while
implementing the FDM would provide an equivalent solution to
that of the reference, which is exploited for acquiring �Jrefi,i+1 (Smith,
1983). The simplicity of the FDM with its coarse node size will
manifest as a reduction in the computing burden (acceleration),
hence attaining the name of coarse-mesh finite difference
(CMFD) method.

Partial Current–Based CMFD Method
It is apparent that the preservation of partial currents will
guarantee retaining net current. From such a perspective, two
correction factors for incoming and outgoing partial currents can
be considered as depicted in Figure 2, attaining the name of
partial current–based CMFD (pCMFD) method (Cho et al.,
2003):

�J
+ref
i,i+1 � −

~Di,i+1(�ϕi+1 − �ϕi) + 2D̂
+
i,i+1�ϕi

2
(6)

�J
−ref
i,i+1 �

~Di,i+1(�ϕi+1 − �ϕi) + 2D̂
−
i,i+1�ϕi+1

2
(7)

The net current can be expressed as

�J
ref
i,i+1 � �J

+ref
i,i+1 − �J

−ref
i,i+1 � − ~Di,i+1(�ϕi+1 − �ϕi) − (D̂+

i,i+1�ϕi + D̂
−
i,i+1�ϕi+1) (8)
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where

D̂
+
i,i+1 � −

~Di,i+1(�ϕi+1 − �ϕi) + 2�J+refi,i+1
2�ϕi

(9)

D̂
−
i,i+1 � −

~Di,i+1(�ϕi+1 − �ϕi) − 2�J−refi,i+1
2�ϕi+1

(10)

One-Node CMFD Method
The correction factors for the preservation of net current and
surface flux could be introduced separately for each node as
shown in Figure 3, where incoming partial current acts as a
boundary condition for invoking kernel calculation (Shin and
Kim, 1999). Such an approach differs from the conventional
CMFD and pCMFD methods which introduce correction
alongside two contiguous nodes:

�Ji,i+1 � −2Di

Δxi
(�ϕs − �ϕi) − 2D̂

R

i

Δxi
(�ϕs + �ϕi) (11)

�Ji,i+1 � −2Di+1
Δxi+1

(�ϕi+1 − �ϕs) − 2D̂
L

i+1
Δxi+1

(�ϕs + �ϕi+1) (12)

Equating Eqs 11, 12 yields the following expression for the
surface flux:

�ϕs �
Δxi+1(Di − D̂

R

i )�ϕi + Δxi(Di+1 + D̂
L

i+1)�ϕi+1

Δxi+1(Di + D̂
R

i ) + Δxi(Di+1 − D̂
L

i+1) (13)

where

D̂
R

i � −
Δxi

�J
ref
i,i+1 + 2Di(�ϕref

s − �ϕi)
2(�ϕref

s + �ϕi) (14)

D̂
L

i+1 � −
Δxi+1 �J

ref
i,i+1 + 2Di+1(�ϕi+1 − �ϕ

ref
s )

2(�ϕref
s + �ϕi+1) (15)

Originally devised for parallel acceleration, the
aforementioned acceleration scheme, which is referred to as
one-node CMFD, can still be applied in a similar manner to
that of the conventional CMFD or pCMFD method. Note that,
for such an implementation, preservation of net current becomes
irrelevant to surface flux values.

NODAL EXPANSION METHOD

As aforementioned, the underlying philosophy of CMFD-based
acceleration is retaining current information from higher-order
solutions, which is often the nodal calculation for whole-core
analyses. In this work, the well-known nodal expansion method
(NEM) was implemented as a kernel calculation, which is an
assessment of current information and its corresponding
correction factors for the neighboring two-node configuration.
The correction factor is then considered during the formulation
of discretized migration operator being analogous to that of the
simple FDM, and the overall procedure is often referred to as
NEM-CMFD calculation (Downar et al., 2009).

The detailed 1D flux and the transverse leakage term for a certain
direction of interest are expanded via fourth-order and second-order
polynomial basis functions (Legendre polynomials), respectively:

FIGURE 1 | Balance within a node of interest.

FIGURE 2 | Visualization of pCMFD correction schemes.
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ϕg(ξ) � ag,0P0(ξ) + ag,1P1(ξ) + ag,2P2(ξ) + ag,3P3(ξ)
+ ag,4P4(ξ) (16)

Lg(ξ) � Lg,0P0(ξ) + Lg,1P1(ξ) + Lg,2P2(ξ) (17)
P0(ξ) � 1, P1(ξ) � ξ, P2(ξ) � ξ2 − 1

12
,

P3(ξ) � ξ3 − 1
4
ξ, P4(ξ) � ξ4 − 3

10
ξ2 + 1

80
(18)

where ξ is the direction of interest, ag,i is the ith-order flux expansion
coefficient for group g, and Lg,i is the ith-order transverse leakage
expansion coefficient for group g. The determination of net current
then corresponds to calculation of flux expansion coefficients, where
transverse leakage information must be pre-determined before
invoking the NEM kernel calculation. Note that it is the presence
of transverse leakage that complicates the assessment of direct-
mathematical adjoint flux.

For a two-node NEM calculation, a total of 8G (G = number of
groups) coefficients must be determined, which requires the same
number of governing equations. Flux continuity (1G), current
continuity (1G), and zeroth, first, and second moment node balance
equations (2G for each) are envisioned for such a case, which results in a
generation of 8Gby 8Gmatrix equation. In contrast, a 4Gby 4Gmatrix
equation is formulated for a node at the boundary, where incoming
partial current information is used in lieu of continuity equations.

ATTRIBUTES OF NUMERICAL ADJOINT
FLUX

Accompanied by proper usage of nodal kernel(s), either aided
by transverse leakage or not, CMFD-based acceleration

provides an FDM-like matrix where correction factors
retain the net current information, rendering the solution
to be that of the nodal calculation. The numerical adjoint
can be readily calculated through the transpose of such a
matrix representation; however, the correction factors
manifest as a non-self-adjoint issue. Hence, the acquired
numerical adjoint deviates from the reference one that
possesses the self-adjoint property, where the extent of
deviation depends on the type of CMFD acceleration
scheme being utilized.

Self-Adjoint Issue
The multigroup diffusion equation can be written as follows:

Mgϕg �
χg
k
∑G
g′�1

]Σf,g′ϕg′ + ∑G
g′�1

(g′≠ g)

Σs,g′→gϕg′ (19)

where G and k represent the number of energy groups and
multiplication factor, Mg denotes the migration operator for
group g (Mgϕg: � −∇ ·Dg∇ϕg + Σr,gϕg), and all the other
notations are those of the convention. Note that, through
proper discretization, the given equation can be represented in
a matrix form. The numerical adjoint flux can then be calculated
by transposing Eq. 19:

M†
gϕ

†
g � 1

k
∑G
g′�1

χg′]Σf,gϕ
†
g′ + ∑G

g′�1
(g′≠ g)

Σs,g→g′ϕ
†
g′ (20)

where superscript dagger (†) signifies the adjoint operation.

FIGURE 3 | Visualization of one-node CMFD correction factors.

TABLE 1 | Migration matrix entries for CMFD methods.

Method ai,i ai,i−1 ai,i+1

FDM ~Di−1,i + ~Di,i+1 −~Di−1,i − ~Di,i+1
CMFD ~Di−1,i + D̂i−1,i + ~Di,i+1 − D̂i,i+1 − ~Di−1,i + D̂i−1,i −~Di,i+1 − D̂i,i+1
pCMFD ~Di−1,i + D̂

−
i−1,i + ~Di,i+1 − D̂

+
i,i+1 − ~Di−1,i + D̂

+
i−1,i −~Di,i+1 − D̂

−
i,i+1

One-node CMFD 2(Di−1+D̂R
i−1 )(Di+D̂L

i )
Δxi−1(Di−D̂L

i )+Δxi(Di−1+D̂R
i−1 )

+ 2(Di−D̂R
i )(Di+1−D̂L

i+1 )
Δxi(Di+1−D̂L

i+1 )+Δxi+1(Di+D̂R
i )

− 2(Di−1−D̂R
i−1)(Di−D̂L

i )
Δxi−1(Di−D̂L

i )+Δxi(Di−1+D̂R
i−1 )

− 2(Di+D̂R
i )(Di+1+D̂L

i+1 )
Δxi(Di+1−D̂L

i+1 )+Δxi+1(Di+D̂R
i )

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8737314

Oh and Kim CMFD-Based Numerical Adjoint

79

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Mathematically, it could be shown that the continuous
migration operator for a certain group is self-adjoint (Ott and
Neuhold, 1985). Such a feature is retained for the FDM approach,
however, but not for the CMFD accelerated nodal calculation due
to the presence of correction factors. The discretized balance
equation can be generalized as follows:

ai,i−1�ϕi−1 + ai,i�ϕi + ai,i+1�ϕi+1 � si (21)
where ai,j represents the contribution from �ϕj for the neutron
balance concerning �ϕi and si denotes the source term for node i
containing both scattering and fission. Table 1 summarizes the
matrix entries for the FDM and CMFD methods, where only the
FDM approach retains the self-adjoint of the migration matrix,
i.e., ai−1,i � ai,i−1 and ai,i+1 � ai+1,i.

It could be observed that all the enumerated CMFD methods
do not retain the self-adjoint property for the group-wise
migration matrix. In addition, for the conventional CMFD
and one-node CMFD, it could be easily shown that the
absolute magnitude of corrections factors will dwindle with a
decrease in the mesh size, i.e., numerators for Eqs 5, 14, and 15
converge to zero:

− ~Di,i+1(�ϕi+1 − �ϕi) → �J
ref
i,i+1 (22)

− Di

Δxi/2(�ϕref
s − �ϕi) → �J

ref
i,i+1 (23)

However, correction factors for pCMFD do not converge to
zero like the other two CMFD-based acceleration schemes:

D̂
+
i,i+1 � −

~Di,i+1(�ϕi+1 − �ϕi) + 2�J+refi,i+1
2�ϕi

� Jrefi,i+1 − 2�J+refi,i+1
2�ϕi

�
(�J+refi,i+1 − �J

−ref
i,i+1 ) − 2�J+refi,i+1

2�ϕi

� −
�J
+ref
i,i+1 + �J

−ref
i,i+1

2�ϕi

.

(24)
The inclusion of correction factors can be expressed in the

following manner:

(M + δM1 + δM2)ϕCMFD � 1
k
FϕCMFD (25)

where ϕCMFD represents the CMFD-based flux and δM1 and δM2

denote diagonal and off-diagonal correction entries, respectively.
The transpose of Eq. 25 can be written as

(M† + δM†
1 + δM†

2)ϕ†
CMFD � 1

k
F†ϕ†

CMFD (26)

Since the diagonal matrix is self-adjoint, i.e., δM1 � δM†
1,

subtraction of the two equations above garners

(M + δM1)(ϕCMFD − ϕ†
CMFD) + (δM2ϕCMFD − δM†

2ϕ
†
CMFD)

� 1
k
F(ϕCMFD − ϕ†

CMFD).
(27)

If δM2 � δM†
2 is satisfied, ϕCMFD � ϕ†CMFD becomes the

solution for Eq. 27, which corresponds to the preservation of
self-adjoint feature.

Since CMFD-induced and one-node CMFD–induced
correction factors converge to zero with an increase in the
number of nodes, their corresponding numerical adjoints
would also converge to the reference, which is not expected
for the pCMFD-based numerical adjoint flux.

Negative Adjoint Flux Issue
The correction factors in the discretized balance equation could result
in the occurrence of negative numerical adjoint flux values as pointed
out in previous studies which implemented the analytic nodal
method (ANM) while deducing correction factors (Müller, 2014).
Such an anomaly ensues when the off-diagonal and its
corresponding diagonal entry of the migration matrix attain
the same sign, which cannot be prevented for the conventional
CMFD method. To circumvent such an issue, a different
formula for net current preservation can be partially
utilized under certain conditions; however, such an
approach deteriorates the consistency in the CMFD
formulation, i.e., ad hoc up to a certain extent.

Recalling that the usage of one-node CMFD in a two-
node manner, i.e., not parallelized, could preserve the net
current regardless of its surface flux values, one could exclude
the occurrence of negative adjoint flux values through proper
adjustment of the surface flux values. It is noteworthy to articulate
that consistent usage of the same surface flux value while

FIGURE 4 | One-group reactor problem.

TABLE 2 | Cross-section (XS) for the one-group reactor problem.

Assembly Σtr Σa ν∑f

TYPE 1 0.3650 0.0650 0.0700
TYPE 2 0.3650 0.0750 0.0700

TABLE 3 | Calculated multiplication factors for the one-group reactor problem.

Method K-EFF K-EFF (ADJ)

NEM-CMFD (1 × 1) 1.071408 1.071408
NEM-pCMFD (1 × 1) 1.071408 1.071408
NEM-1NCMFD (1 × 1) 1.071408 1.071408
FDM (50 × 50) 1.071408 1.071408

*(1 × 1) and (50 × 50) represent fuel assembly nodalization.
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formulating the correction factors is responsible for the
preservation of the current.

From Eqs 14, 15, it could be recognized that the one-node
CMFD correction factors have the same unit as the diffusion
coefficient. Since it is unphysical for the correction
factor–included diffusion coefficient to be negative, the
following conditions can be envisioned:

�ϕ
ref
s ≤

Δxi

4Di

∣∣∣∣∣�Jrefi,i+1
∣∣∣∣∣ (28)

�ϕ
ref
s ≤

Δxi+1
4Di+1

∣∣∣∣∣�Jrefi,i+1
∣∣∣∣∣ (29)

Eqs 28, 29 represent the criterion for correction factors D̂
R
i

and D̂
L
i+1 being less than their associated diffusion coefficient in

magnitude, respectively. Through adjustment of surface flux to
suffice Eqs 28, 29, the occurrence of negative numerical adjoint
flux can be stifled.

NUMERICAL RESULTS

One-Group Reactor Problem
To test the deviation in the self-adjoint feature for various
CMFD-based numerical adjoint fluxes, a simple one-group
two-dimensional reactor problem was considered as shown in
Figure 4. Two types of assemblies with a length of 20 cm are
considered as shown in the cartoon, where their cross-section
(XS) values are enumerated in Table 2.

FIGURE 5 | CMFD-based numerical adjoint fluxes.

FIGURE 6 | Percentage error for forward and adjoint fluxes with a node size of 20 cm.
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For the acquisition of numerical adjoints, the nodal
expansion method (NEM) kernel was utilized, whereas the
reference adjoint flux was obtained via the FDM while dividing

each assembly into equally spaced 2,500 nodes (50 × 50 per
assembly). Since the FDM-based numerical adjoint always
retains the self-adjoint feature, the acquired fine node-based
result was regarded as a reference after condensing into an
assembly-wise value according to the following equation
(Downar et al., 2009):

∫
∞

0

dE∫
V

dVϕ†(r, E′)ϕ(r, E′) � 1.0 (30)

The acquired multiplication factors for both forward and
adjoint calculations are given in Table 3, where all the cases
exhibit the same value.

FIGURE 7 | Percentage error for forward and adjoint fluxes with a node size of 10 cm.

FIGURE 8 | KWU 2D core configuration.

TABLE 4 | Calculated multiplication factors for the KWU 2D problem.

Method K-EFF K-EFF (ADJ)

NEM-CMFD (1 × 1) 1.165863 1.165863
NEM-pCMFD (1 × 1) 1.165863 1.165863
NEM-1NCMFD (1 × 1) 1.165863 1.165863
FDM (100 × 100) 1.165694 1.165694

*(1 × 1) and (100 × 100) represent fuel assembly nodalization.
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Figure 5 illustrates the acquired adjoint fluxes from each
acceleration scheme, where normalization according to Eq. 30
was performed for comparison. It could be recognized that
only the pCMFD-based numerical adjoint flux exhibits a
different distribution. Figure 6 summarizes the calculation
result where the absolute value of percentage error for each
case is given for both forward and adjoint fluxes. Note that the
numerical adjoint flux exhibits the most conspicuous error for

the TYPE 2 assembly region due to its enlarged absorption XS
value:

ERR(%) �
∣∣∣∣∣∣∣∣ϕ

ref − ϕCMFD

ϕref

∣∣∣∣∣∣∣∣ × 100. (31)

As aforementioned, the deviation from the self-adjoint feature
weakens as the size of the node dwindles. A similar analysis was

TABLE 5 | Reactivity change (pcm) estimation for perturbation case 1.

Case 1 ΔΣa,g � +30% ΔΣa,g � −30%
Method Δρ (direct) Δρ (first

order)
Difference Δρ (direct) Δρ (first

order)
Difference

CMFD 516.46 598.99 82.53 −414.69 −481.39 −66.70
pCMFD 516.46 406.11 −110.35 −414.69 −298.90 115.79
1NCMFD 516.46 598.27 81.82 −414.69 −480.97 −66.28
1NCMFD* 516.46 598.27 81.82 −414.69 −480.97 −66.28
Uniform 516.46 296.91 −219.55 −414.69 −212.99 201.70

TABLE 6 | Reactivity change (pcm) estimation for perturbation case 2.

Case 2 ΔΣa,g � +30% ΔΣa,g � −30%
Method Δρ (direct) Δρ (first

order)
Difference Δρ (direct) Δρ (first

order)
Difference

CMFD 11.74 12.88 1.14 −10.02 −10.95 −0.93
pCMFD 11.74 40.09 28.35 −10.02 −34.40 −24.38
1NCMFD 11.74 12.41 0.66 −10.02 −10.55 −0.53
1NCMFD* 11.74 12.41 0.67 −10.02 −10.55 −0.53
Uniform 11.74 40.77 29.03 −10.02 −35.17 −25.15

TABLE 7 | Reactivity change (pcm) estimation for perturbation case 3.

Case 3 ΔΣa,g � +30% ΔΣa,g � −30%
Method Δρ (direct) Δρ (first

order)
Difference Δρ (direct) Δρ (first

order)
Difference

CMFD 10.12 11.31 1.19 −8.04 −8.95 −0.91
pCMFD 10.12 48.55 38.43 −8.04 −38.58 −30.54
1NCMFD 10.12 11.01 0.89 −8.04 −8.71 −0.67
1NCMFD* 10.12 11.01 0.88 −8.04 −8.71 −0.67
Uniform 10.12 52.95 42.82 −8.04 −42.32 −34.28

TABLE 8 | Reactivity change (pcm) estimation for perturbation case 4.

Case 4 ΔΣa,g � +80% ΔΣa,g � −80%
Method Δρ (direct) Δρ (first

order)
Difference Δρ (direct) Δρ (first

order)
Difference

CMFD 6.93 −0.26 −7.19 −1.04 −0.03 1.01
pCMFD 6.93 293.16 286.23 −1.04 −33.88 −32.84
1NCMFD 6.93 −0.31 −7.24 −1.04 −0.01 1.03
1NCMFD* 6.93 1.18 −5.75 −1.04 −0.21 0.83
Uniform 6.93 980.98 974.05 −1.04 −109.64 −108.60
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FIGURE 9 | Fast group numerical adjoint flux for the KWU 2D problem.

FIGURE 10 | Thermal group numerical adjoint flux for the KWU 2D problem.
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performed by imposing a node size of 10 cm, where reduction in
the adjoint flux error is observed for both CMFD and one-node
CMFD (1NCMFD) cases as depicted in Figure 7.

KWU 2D Benchmark Problem
The KWU PWR 2D benchmark problem has been considered
while excluding the presence of soluble boron under fully rodded
conditions (Benchmark Source Situation, 1985). The
configuration of the reactor problem is given in Figure 8
alongside four different positions for imposing localized
perturbation in the absorption XS.

The attainment of reference adjoint flux was done in a
similar fashion to that of one-group reactor problem while
dividing each assembly into equally spaced 10,000 nodes (100
× 100 per assembly). Table 4 juxtaposes the calculated
multiplication factors, where the same values are obtained
regardless of the CMFD acceleration schemes as expected.
Note that each assembly was taken as a single node during the
CMFD accelerated nodal calculation.

The acquired numerical adjoint fluxes for both fast and thermal
groups are shown in Figures 9, 10, where pCMFD-based results do
not conform with the other results. In addition, negative adjoint flux
values (red color) are observed for the thermal group adjoint flux in
the peripheral regions as depicted in Figure 10, where the surface flux
attained from the NEM kernel calculation was directly utilized for
one-node CMFD acceleration, i.e., no correction was made for
acquisition of correction factors.

In order to stifle the occurrence of negative adjoint flux as
shown in Figure 10, the surface flux was adjusted as follows to
alter the correction factor to be zero when one of Eqs 28, 29 is met
during a one-node CMFD calculation. The resulting numerical
adjoint is illustrated in Figures 11, 12, where no negative values
are observed:

�ϕ
ref
s � −1

2
· Δxi

�J
ref
i,i+1

Di
+ �ϕi for D̂

R

i (32)

�ϕ
ref
s � 1

2
· Δxi+1 �J

ref
i,i+1

Di+1
+ �ϕi+1 for D̂

L

i+1 (33)

For a systematic comparison between the numerical
adjoint fluxes, the first-order perturbation theory was
utilized, where assessment in the change of reactivity was
made and compared with the reference value. Note that the
reference reactivity change was evaluated via a direct solution
of the perturbed system. The reactivity change can be
estimated as follows:

Δρ � ∫∞

0
∫
V
dEdVϕ†

0(r, E)(λ0ΔF − ΔM)ϕ0(r, E)∫∞

0
∫
V
dEdVϕ†

0(r, E)F0ϕ0(r, E)
(34)

where λ denotes the reciprocal of multiplication factor, F and M
represent augmented fission and migration operators,
respectively, and all the other notations are those of the
convention.

Four different perturbation scenarios are envisaged as shown
in Figure 8, where a change in the absorption XS was locally
imposed (yellow colored assemblies). The extent of variation in
the XS compared to its original value was set to be 30% for cases 1
to 3 and 80% for case 4. Two different adjoint fluxes are
considered for the one-node CMFD method, namely, the
original and the adjusted one. Note that the former result is
subjected to a negative value issue. The calculated results are
enumerated from Tables 5–8.

Where the asterisk denotes the adjusted one-node CMFD
numerical adjoint and UNIFORM indicates the usage of unit
vector while estimating reactivity change according to the first-

FIGURE 11 | One-node CMFD–based fast group numerical adjoint flux for the KWU 2D problem. The adjusted result is denoted with an asterisk (*).
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order perturbation theory. It could be observed that the
exploitation of one-node CMFD–based adjoint flux renders
the estimation to be more accurate compared to other
approaches. Especially, for the perturbation in the reflector
region, i.e., case 4, only the negative adjoint flux
issue–resolved one-node CMFD exhibits a reliable result.

CONCLUSION

In this work, attributes of numerical adjoint fluxes that are
obtained from various CMFD-based acceleration methods, e.g.,
conventional CMFD, pCMFD, and one-node CMFD, are
investigated alongside a thorough mathematical description. It
is noteworthy to mention that one-node CMFD formulation was
employed under the two-node configuration, i.e., not in a
parallelized manner. With the exploitation of the NEM kernel,
the CMFD correction factors that are introduced in the migration
operator matrix render such a matrix to be non-self-adjoint for all
the presented CMFD acceleration schemes. Especially, it was
found that the pCMFD-based numerical adjoint flux cannot retain
the self-adjoint feature of a migration operator regardless of its
mesh size, insinuating its inherent limitation for acquiring a
reliable estimation for adjoint information. In addition, the
occurrence of negative adjoint flux values was encountered for
both conventional CMFD and one-node CMFD methods, which
result in an erroneous reactivity estimation when employed as a
weighting function for the first-order perturbation theory.

Mathematically, the preservation of net current information is
independent of the choice of surface flux value if it is consistently
applied for the generation of correction factors regarding the one-
node CMFD method under the two-node configuration.
Nevertheless, the magnitude of such correction factors, which has

a unit of length, must not exceed the given diffusion coefficient to
prevent encountering negative adjoint flux values. Hence, an
adjustment scheme in the surface flux to circumvent such an
issue while deducing the correction factors was proposed
regarding the one-node CMFD method. A systematic analysis
based on the first-order perturbation theory vividly attests to the
effectiveness of employing the adjusted one-node CMFD–based
numerical adjoint flux concerning a localized perturbation where
a negative adjoint flux originally appeared. The stability analysis for
the proposed surface flux–adjusted one-node CMFD acceleration
scheme will be deliberated in the near future.
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FIGURE 12 | One-node CMFD–based thermal group numerical adjoint flux for the KWU 2D problem. The adjusted result is denoted with an asterisk (*).
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Scalability of Nek5000 on
High-Performance Computing
Clusters Toward Direct Numerical
Simulation of Molten Pool Convection
Boshen Bian1*, Jing Gong2 and Walter Villanueva1

1Division of Nuclear Power Safety, Royal Institute of Technology (KTH), Stockholm, Sweden, 2EuroCC National Competence
Center Sweden (ENCCS), Uppsala University, Uppsala, Sweden

In a postulated severe accident, a molten pool with decay heat can form in the lower head
of a reactor pressure vessel, threatening the vessel’s structural integrity. Natural
convection in molten pools with extremely high Rayleigh (Ra) number is not yet fully
understood as accurate simulation of the intense turbulence remains an outstanding
challenge. Various models have been implemented in many studies, such as RANS
(Reynolds-averaged Navier–Stokes), LES (large-eddy simulation), and DNS (direct
numerical simulation). DNS can provide the most accurate results but at the expense
of large computational resources. As the significant development of the HPC (high-
performance computing) technology emerges, DNS becomes a more feasible method
in molten pool simulations. Nek5000 is an open-source code for the simulation of
incompressible flows, which is based on a high-order SEM (spectral element method)
discretization strategy. Nek5000 has been performed on many supercomputing clusters,
and the parallel performance of benchmarks can be useful for the estimation of
computation budgets. In this work, we conducted scalability tests of Nek5000 on four
different HPC clusters, namely, JUWELS (Atos Bullsquana X1000), Hawk (HPE Apollo
9000), ARCHER2 (HPECray EX), and Beskow (Cray XC40). The reference case is a DNS of
molten pool convection in a hemispherical configuration with Ra = 1011, where the
computational domain consisted of 391 million grid points. The objectives are (i) to
determine if there is strong scalability of Nek5000 for the specific problem on the
currently available systems and (ii) to explore the feasibility of obtaining DNS data for
much higher Ra. We found super-linear speed-up up to 65536 MPI-rank on Hawk and
ARCHER2 systems and around 8000 MPI-rank on JUWELS and Beskow systems. We
achieved the best performance with the Hawk system with reasonably good results up to
131072 MPI-rank, which is attributed to the hypercube technique on its interconnection.
Given the current HPC technology, it is feasible to obtain DNS data for Ra = 1012, but for
cases higher than this, significant improvement in hardware and software HPC technology
is necessary.

Keywords: direct numerical simulation, internally heated natural convection, Nek5000, high-performance
computing, scalability
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INTRODUCTION

In a postulated severe accident scenario of a light water reactor,
the reactor core can melt down and relocate to the lower head of
the reactor pressure vessel. Due to the decay heat and oxidation,
the debris, also called corium, can form a molten pool with heat
fluxes that can threaten the integrity of the pressure vessel. One of
the strategies to keep the corium inside the pressure vessel by
maintaining the vessel’s structural integrity is called in-vessel
retention (IVR), which is performed by cooling the external
surface of the lower head. To ensure the success of the IVR
strategy (Fichot et al., 2018; Villanueva et al., 2020; Wang et al.,
2021), it is crucial to analyze the heat flux distribution imposed by
the corium on the vessel. First, the heat fluxes must not exceed the
given critical heat flux (CHF) of the vessel. Second, such heat flux
distributions can be used to assess the structural response of the
vessel.

Numerous studies have been conducted on the molten pool
simulation, both experimentally (Asfia and Dhir, 1996; Bernaz
et al., 1998; Sehgal et al., 1998; Helle et al., 1999; Fluhrer et al.,
2005) and numerically (Shams, 2018; Whang et al., 2019; Dovizio
et al., 2022). However, many challenges remain in the numerical
simulation of molten pool convection. One of them is to properly
reproduce the intensive turbulence caused by the strong heat
source inside the molten pool. Figure 1 shows the observation of
thermo-fluid behavior of the BALI molten pool experiment
(Bernaz et al., 1998). It is shown that the flow domain can be
divided into three regions. Turbulent Rayleigh–Bénard
convection (RBC) cells are observed in the upper part of the
fluid domain. The second region is the damped flow in the lower
part of the domain, where the flow is mainly propelled by shear
forces. The third is the flow that descends along the curved wall,
which is known as the ν-phenomenon (Nourgaliev et al., 1997).

The Reynolds-averaged Navier–Stokes (RANS) models are
commonly utilized to model turbulent flows (Chakraborty,
2009). However, Dinh and Nourgaliev pointed out that RANS
models such as the k − ε model are not suitable for modeling the

turbulent natural convection flow (Dinh and Nourgaliev, 1997)
because the thermo-fluid behavior in the molten pool is
characterized as internally heated (IH) natural convection,
which is different from the force convection flow. Large-eddy
simulation (LES) has also been implemented to simulate molten
pool convection, but more qualification and quantification are
needed (Zhang et al., 2018). On the other hand, direct numerical
simulation (DNS) can provide the most accurate simulation
results because it does not have assumption models on the
turbulence flows (Grötzbach and Wörner, 1999; Yildiz et al.,
2020). But, it requires much more computational results than
those of the RANS and LES models. Recently Bian et al. (2022a),
Bian et al. (2022b) conducted a DNS of molten pool convection
with Rayleigh number Ra = 1011 in a hemispherical configuration
using an open-source code Nek5000 (Fischer et al., 2016). The
results of the thermo-fluid behavior, shown in Figures 2 and 3,
are consistent with the observations in the BALI experiment,
which are the RBC flow in the upper region, the damped flow in
the lower region that facilitates thermal stratification, and the
descending flow on the curved region that effectively transfer heat
to the bottom. Although the Rayleigh number in this case (which
is already the highest Ra value to date in a hemispherical
geometry) is significantly less than the prototypic value of
1016–1017, the DNS data can offer valuable information on the
thermo-fluid behavior of internally heated molten pools. In
addition, it can serve as reference data for the assessment of
RANS and LES models, such as the turbulent quantities that
cannot be obtained from experiments. However, if DNS data can
be generated for even higher Rayleigh numbers, better insights
and understanding can be attained relevant to the prototypic case.
It is important to note, though, that the higher the Rayleigh
number, the required computational resources for a DNS
calculation rise exponentially. Hence, such calculations must
use high-performance computing (HPC) systems, which can
also support the computational tool of choice. In this study,
we explore the feasibility of obtaining DNS data for higher Ra
numbers using Nek5000.

FIGURE 1 | General flow observations in BALI experiments (Bernaz et al., 1998).
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Nek5000 is an open-source computational fluid dynamics
(CFD) code with spatial discretization based on the spectral
element method (SEM), which features scalable algorithms to
be faster and more efficient. Goluskin et al. (2016) conducted a
series of DNS simulations of internally heated natural convection
with different Rayleigh numbers in a box geometry using
Nek5000. We also used Nek5000 to analyze molten pool
convection in different geometries (Bian et al., 2022). Since the
DNS works usually demand large computational resources, it is
necessary to compute the budget based on the scalability
performance of the code. Recently, few scalability tests of
Nek5000 have been performed by Fischer et al., (2015);
Fischer et al., (2015); Offermans et al., (2016); Merzari et al.,
(2016); Merzari et al., (2020) analyzing the algorithms for
performance characteristics on large-scale parallel computers.
Offermans et al. (2016) discussed in detail the scalability of
pipe flow simulations on Petascale systems with CPUs.
Furthermore, Merzari et al. (2016) compared the LES with
RANS calculations for a wire-wrapped rod bundle. In
addition, Merzari et al. (2020) studied the weak scaling
performances for Taylor–Green vortex simulation on a
heterogenous system (Summit at Oak Ridge National
Laboratory).

In this study, we perform scalability tests of Nek5000 based on
the molten pool simulation using four different high-
performance computing (HPC) clusters, namely, JUWELS1,
ARCHER22, Hawk3, and Beskow4. The objective of this work
is two-fold. The first is to determine if there is strong scalability of
Nek5000 for molten pool natural convection on the available
HPC systems. This is carried out by running the benchmark case
having a specific Ra number with different MPI ranks. The
second is to explore the feasibility of obtaining DNS data for
much higher Ra number. In the following, Section 2 gives a
description of the benchmark case and the governing equations.
Section 3 briefly introduces the discretization scheme in Nek5000
and presents the mesh used in the simulations. Section 4
illustrates the scalability result of the benchmark tests on the
four different HPC clusters and estimates the feasibility of
performing DNS of molten pool convection at extremely high

FIGURE 2 | Instantaneous distribution of the magnitude of the velocity of an internally heated natural convection with Ra = 1011 (Bian et al., 2022).

FIGURE 3 | Instantaneous temperature distribution of an internally heated natural convection with Ra = 1011 (Bian et al., 2022).

1https://www.fz-juelich.de/ias/jsc/EN/Expertise/Supercomputers/JUWELS/
JUWELS_news.html
2https://www.archer2.ac.uk/
3https://kb.hlrs.de/platforms/index.php/HPE_Hawk
4https://www.pdc.kth.se/hpc-services/computing-systems/beskow-1.737436

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8648213

Bian et al. Scalability HPC DNS Molten Pool

90

https://www.fz-juelich.de/ias/jsc/EN/Expertise/Supercomputers/JUWELS/JUWELS_news.html
https://www.fz-juelich.de/ias/jsc/EN/Expertise/Supercomputers/JUWELS/JUWELS_news.html
https://www.archer2.ac.uk/
https://kb.hlrs.de/platforms/index.php/HPE_Hawk
https://www.pdc.kth.se/hpc-services/computing-systems/beskow-1.737436
https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Rayleigh numbers. Finally, the concluding remarks are given in
Section 5.

BENCHMARK CASE

In this work, a DNS simulation of the internally heatedmolten pool
in the hemispherical domain is selected as the benchmark case for
the scalability test. The 3D hemispherical cavity is shown in
Figure 4, which represents the lower head of the reactor
pressurized vessel. The cavity contains two no-slip boundaries,
the top wall and the curved wall. The isothermal condition is
specified on the boundaries. To simulate the decay heat effect in the
corium, a homogenous volumetric heat source is arranged inside
the domain. The gravity field is parallel with the vertical z-direction,
as shown in Figure 4. The thermo-fluid behavior in the molten
pool is characterized as an internally heated natural convection
where the flow motion is propelled by buoyancy force induced by
the density difference of the fluid due to the internal heat source.

The Oberbeck–Boussinesq approximation (Oberbeck, 1879;
Rajagopala et al., 2009) is commonly used to model the natural

convection, which is mainly propelled by the buoyancy force.
With this approximation, the density variation of the fluid is
assumed to only depend on the change of temperature such that

ρ − ρp
ρp

� −β(T − Tp),

where ρ is the density, ρp is the reference density at the reference
temperature Tp, and β is the expansion coefficient. Incorporating
this assumption, the governing equations of the thermo-fluid
behavior are given below (Goluskin, 2016)

∇ · u � 0,

zu
zt

+ u · ∇u � − 1
ρp
∇p + ]∇2u + gβT �z,

zT

zt
+ u · ∇T � k∇2T + Q

ρpcp
,

where u, p, andT are the velocity, pressure, and temperature field,
respectively. The parameters ], g, k, and cp are the kinematic
viscosity, gravity acceleration, thermal diffusivity, and thermal
capacity, respectively. The first one is the mass equation which

FIGURE 4 | Computational domain.

FIGURE 5 | Mesh on a middle slice of the computational domain.
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controls the divergence free of the incompressible flow. The
second equation is the momentum equation which solves the
flowmotion within the molten pool. On the right hand, the terms
represent the pressure, shear and buoyancy effect, respectively.
The last equation is the energy equation which solves the
temperature field, and the terms on the right hand are the
diffusive term and heat source term. To generalize the
problem, the equations can be normalized using a
characteristic length l [m], time scale l2

α [s], and temperature
scale Δ � l2Q

αρpcp
[K]. The normalized equations of the molten

pool convection are shown below

∇ · up � 0.

zup

ztp
+ up · ∇up � −∇pp + Pr∇2up + RaPrTp �z.

zTp

ztp
+ up · ∇Tp � ∇2Tp + 1.

In the equations, the variables with the star notation are the
corresponding nondimensional fields. There are two
nondimensional numbers in the normalized equation, namely,
the Rayleigh number Ra � gβl3Δ

αv and the Prandtl number Pr � ]
α .

The Rayleigh number indicates the ratio of the fluid inertial force
to the viscous force, which can be treated as the primary control
number of the IH natural convection. When the Rayleigh number
increases, the natural convection will first change from laminar
flow to turbulent flow and the intensity of the turbulence will
become stronger. Therefore, with the larger Rayleigh number,
more detail of the flow need to be solved in the DNS simulations,
and correspondingly larger resources are required. The Prandtl
number is a material-dependent parameter, representing the ratio
of momentum diffusion to heat diffusion.

NUMERICAL SETTINGS

The equations are solved using Nek5000, which is based on the
SEM discretization method. The SEM can be treated as the
combination of the finite element method (FEM) and spectral
method (SM), which absorbs both the generality of the former
and the accuracy of the latter. When using the SEM, the
computational domain will be divided into elements, similar to
the FEM.Within each element, the SEM is implemented in such a
manner that unknown in each element can be represented by
using a chosen function space and the weights on the collocation
points in the element. In Nek5000, for the convenience of
numerical integration, the Gauss–Legendre–Lobatto (GLL)
points are used as the collocation points. In this study, the

Pn–Pn method (Tomboulides et al., 1997; Guermond et al.,
2006) is selected as the solver for the governing Navier–Stokes
equations in Nek5000, and the time discretization method is an
implicit–explicit BDFk-EXTk (backward difference formula and
EXTrapolation of order k). The Helmholtz solver is used for the
passive scalar equation. Details about the discretization of the
governing equations can be found in the theory guide of Nek5000
(Deville et al., 2002).

When generating the DNS mesh of the IH natural convection
in the molten pool, the smallest dissipation length scale of both
the bulk flow and boundary layer should be considered, which
puts the highest restriction on the computational effort. In a
turbulence natural convection, the mesh requirement depends on
the Rayleigh number and the Prandtl number (Shishkina et al.,
2010). A Rayleigh number of 1011 is set in this study. If the
Rayleigh number increases by 10, the mesh resolution should also
practically increase by 10. It should be mentioned that the
computational domain comprises elements in Nek5000, and
the elements are divided by the GLL grid points on the
element edges according to the polynomial order. In this case,
it is the distance between adjusting grid points that satisfy the
mesh size.

After the pre-estimation of the DNS mesh, the total element
number in the computational domain is about 764K. The mesh
on a sample middle plane is shown in Figure 5, and it is shown
that the boundary layers have been refined. In this approach, the
polynomial order or the order of the function space used is 7,
which yields a total of 391M GLL grid points in the whole
domain. The overall settings of the simulation are listed in
Table 1. A quasi-steady state is first established, which means
that an energy balance of the system has been attained. After that,
we conduct the scalability tests starting from the steady-state
simulations on the four different HPC clusters.

BENCHMARK TESTS

We performed the benchmark tests on three different European
Petascale systems, namely, JUWELS at Julich Supercomputing
Centre, ARCHER2 at EPCC, the University of Edinburgh, and
Hawk at HLRS High-Performance Computing Center Stuttgart,
as shown in Table 2. JUWELS is an Intel Xeon–based system and
has a total of 2,271 compute nodes with Intel processors. The
interconnect used is aMellanox InfiniBand EDR fat-tree network.
ARCHER2 is an HPE Cray EX system and has 5,860 compute
nodes with AMD processors. The HPE Cray slingshot with 2x100
Gbps bi-directional per node is used as the interconnection.
Hawk is an HPE Apollo 9000 system and has 5,632 AMD
EPYC compute nodes. The interconnect is InfiniBand
HDR200 with a bandwidth of 200 Gbit/s and an MPI latency
of ~1.3us per link. In addition to the EU Petascale systems, the
Beskow cluster at KTH PDC is also used. It is a Cray XC40 system
based on Intel Haswell and Broadwell processors and Cray Aries
interconnect technology. The cluster has a total of 2,060
compute nodes.

The corresponding software, including compilers and MPI
libraries on these systems, is presented in Table 3. On ARCHER2,

TABLE 1 | Summary of key simulation parameters.

Rayleigh number 1 × 1011

Prandtl number 0.8
Element number ~764 K
Number of grid points ~391 M
Polynomial order 7
Target CFL 3.6
Maximum timestep 1 × 10−6
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the compiler flags for AMD CPU architectures have been loaded
by default using the module “craype-x86-rome”. The default
compiler flags “-march = znver2 –mtune = znver2 –O3” for
GCC has been adapted to AMD CPU architectures on Hawk.
Only pure MPI runs are performed on fully occupied nodes for all
systems, and even using few cores per node used can accelerate
the performances for general CFD applications, that is, one MPI
process is used per core on the node.

One linear interprocessor communication model has been
developed by Fischer et al. (2015),

Tc(m) � (α + βm)Ta,

where Tc is the communication time, α and β are two
dimensionless parameters, m is the message length, and Ta is
the inverse of the observed flop rate. We used the model to
measure the latencies and bandwidths on these systems. The
latencies and bandwidths for a word with 64-bit length for these
systems using 512 MPI-rank are presented in Table 4.

The benchmark case consists of 763,904 elements with the 7th

polynomial order. The total number of grid points is around 391
million. We run the case with different MPI-ranks up to 1,000
steps. The speed-up for the strong scalability tests is measured
following the same method used by Offermans et al. (2016). In
addition, we only consider the execution times during the time-
integration phase without I/O operations.

Figures 6A,B shows the execution time in second per step and
speedup on the JUWELS cluster. The test was performed from
480 MPI-rank (i.e., fully occupied 10 nodes) to 11520 MPI-rank
(i.e., fully occupied 240 nodes). The maximum speed-up of 20.5
can be achieved with 160 nodes (7680 MPI-rank), and then the
performance becomes worse with increase in the number of node
number. We observe super-linear speedup with increasing

TABLE 2 | HPC systems overview.

JUWELS Archer2 Hawk Beskow

Peak performance 73 Pflops 28 Pflops 26 Pflops 2.44 Pflops
Total number of compute
nodes

2271 5860 5632 2060

Compute node 2x 24 core Intel Xeon Platinum
8168@2.7 GHz CPU

2x64 core AMD EPYC 7742@2.25
GHz processors

2 x 64 core AMD EPYC 7742
@2.25GHz processors

2x Intel Hasell Xeon E5-
2698v3@2.3 GHz

Memory 96 GB 256 GB 256 GB 64 GB
Interconnection InfiniBand EDR with fat-tree

network
HPC Cray Slingshot with 2x100 Gbps
bi-direction per node

InfiniBand HDR200 with 9-
dimensional hypercube

Cray Aries with dragonfly
topology

Queue system SLURM SLURM PBS SLURM
Location Jülich, Germany EPCC, UK HLRS, Germany PDC, Sweden

TABLE 3 | Overview of the software environment of the HPC systems.

System Operating system Compiler MPI libraries

JUWELS CentOS v8.4 Intel v2021.2.0 ParaStationMPI v5.4.10
ARCHER2 SUSE v15.1 Cray CCE v11.0.4 Cray MPICH v8.1.4
Hawk CentOS v8.4 GCC v9.2.0 HPE MPI MPT v2.23
Beskow SUSE v15.1 Intel v18.0.0.128 Cray MPICH v7.7.14

TABLE 4 | Overview of latencies and bandwidths on the systems used.

Ta (µs) α β

JUWELS 1.4 · 10−4 26925 8.9

ARCHER2 7.3 · 10−5 11866 2.9
Hawk 9.3 · 10−5 23161 3.5
Beskow 1.5 · 10−4 17000 5.5

FIGURE 6 | Performance results on the JUWELS system. (A) Execution
time per step. (B) Speedup.
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number of MPI-rank until 7680 MPI-rank. The super-linear
speedup is not surprising for Nek5000’s strong scalability test
due to cache memory usage and SIMD (simple instruction
multiple data); for a more detailed analysis, see Offermans
et al. (2016).

The performance results on ARCHER2 are presented in
Figures 7A,B. We also observed a super-linear speedup on the
AMDCPU based system. The execution time per step continually
reduces from 8 nodes (1024MPI-rank) to 256 nodes (32768MPI-
rank), and then the performance improves slightly with doubted
MPI-rank to 65536. The performances are limited to around
8,000–16000 grid points. By comparing with MPI-rank on
JUWELS, which is an Intel CPU–based system, the
performance on the JUWELS system is better. However, we
obtain better node-to-node performances and strong scaling
on the ARCHER system.

The performance results on Hawk are shown in Figures 8A,B.
By comparing with ARCHER2, we observe that the execution
times per step are very similar to those on ARCHER2 using 8
nodes (1024 MPI-rank) to 256 nodes (32768 MPI-rank), mostly
due to the factor that both systems have the same AMDCPUs. On
the other hand, the performance can be sped up from 32768 to

65536 MPI-rank on Hawk, that is, the execution time per step
reduces from 0.22 to 0.16 s. From the log files, we found that the
main difference between the two systems is the communication
time. A 9-dimensional enhanced hypercube topology is used for
the interconnecting on Hawk, which means that less bandwidth is
available if the dimension of the hypercube is higher (Dick et al.,
2020). With 16 computer nodes connected to a common switch
as one hypercube node, the case of 65536 MPI-rank with 512
nodes corresponds to 2˄5 hypercube nodes (i.e., 5-dimensional
binary cube topology). In addition, the gather–scatter operation
in the Nek5000’s crystal router for MPI global communication
supports to exchange messages of arbitrary length between any
nodes within a hypercube network (Fox et al., 1988; Schliephake
and Larue, 2015). As a result, the required communication time
can be reduced, especially for irregular applications.

The performance results on the Beskow cluster are shown in
Figure 9. The test started from 64 nodes (2048 MPI-rank) due to
the memory limitation (64GB RAM/node) on the compute
nodes. Then the MPI-rank increases by 1024, and it is found
that the execution time per time step achieves the minimum at
256 nodes (8192 MPI-rank), and the maximum speed-up here is
4.9. After 8192 MPI-rank, the performance becomes worse when

FIGURE 7 | Performance results on the ARCHER2 system. (A)
Execution time per step. (B) Speedup.

FIGURE 8 | Performance results on the Hawk system. (A) Execution
time per step. (B) Speedup.
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the MPI-rank continually increases. Like in previous systems, a
super-linear performance has been observed on the Beskow
cluster before the maximum speedup point.

In general, the benchmark case simulated using Nek5000 can
achieve super-linear speed-up in all the tested HPC systems,
although within certain MPI-rank ranges due to communication
requirements (Offermans et al., 2016). The ARCHER2 and Hawk
systems have the highest speed-up upper bound (65536MPI rank),
while Hawk has relatively smaller execution time per timestep than
ARCHER2. The super-linear scalability means that one can save
calculation time by increasing the MPI rank within the linear
speed-up range. However, after the speedup limitation, the
performance of the code would become worse and inefficient.

The case with Ra = 1011 in reaching a quasi-steady state took
about 2M core-hour computational resources. This includes
ramping up the Ra from 1010 to the target 1011. Since the
Rayleigh number of the prototypic corium or the prototypic
molten pool experiments is higher than the benchmark case in
this study, we need to consider the available computational
resources of DNS simulations of the molten pool with higher
Rayleigh numbers in the future. From the numerical aspect, when
the Rayleigh number increases 10 times to 1012, the mesh size of

the computational domain is supposed to be 10 times. In
addition, the velocity magnitude of the flow is expected to be
101/2 times larger. If the CFL condition number is kept the same,
the time step is then reduced to about 3% of the case with
Rayleigh number 1011. From the computed aspect, the required
minimum MPI ranks for a certain simulation are limited by the
maximum element number capacity on each core. By taking the
ARCHER2 system as an example, the minimum MPI rank of the
simulation with Ra = 1011 is 1024. When the Rayleigh number
increases to 1012, the minimum MPI rank should be 10240
because the total element number of the simulation becomes
10 times larger. Therefore, if the Rayleigh becomes 1012, the
whole simulation will require about 300 times core-hours than
the original case, which is about 600M core-hours.

Practically, given the highest allocation that can be made
available to any research group, which is in the order of 200M
core-hours per year, the amount of time needed to reach a quasi-
steady state at Ra = 1012 is estimated to be about 3 years. If this is
again projected for an order of magnitude higher Rayleigh
number, 1013, with the required mesh, the amount of time
needed is about 900 years. Hence, for the ultimate case of 1017,
such DNS is rendered unfeasible given the current technology. In
the meantime, before the needed development of both hardware
and software technology happens, we need to rely on less accurate
models such as LES or RANS. However, these models need to be
modified and verified with the help of available reference DNS
data with the highest Ra.

To aim for DNS for Ra = 1012 to 1013, exascale supercomputer
systems with a capacity of more than 1 exaflops (1018 flops) will
be required. However, all exascale supercomputers will be
heterogenous systems with emerging architecture5. In this case,
the GPU-based Nek5000 code, namely, NekRS (Fischer et al.,
2021) must be utilized.

CONCLUSION

Wehave presented the scalability of Nek5000 on four HPC systems
toward theDNS ofmolten pool convection. As low latencies ofMPI
communication and memory bandwidth are essential for CFD
applications, the linear communicationmodels for the four systems
have been addressed. The case can be scaled up to 65536 MPI-rank
on the Hawk and ARCHER2 systems. But, the best performance
can be achieved on theHawk system in comparison with the others.
This is attributed to its lower latency in global communication and
the hypercube technique that was used for the interconnection,
which both accelerates the embedded crystal algorithm in Nek5000
for globalMPI communication. Furthermore, we also observed that
super-linear speed-up can be achieved using fewer MPI-ranks on
both Intel and AMD CPUs.

For the reference case Ra = 1011, current CPU-based Petascale
systems are sufficient for obtaining DNS data using Nek5000.
Depending on the resources available, the choice of MPI-rank to
obtain the data as efficiently as possible can be guided by the

FIGURE 9 | Performance results on the Beskow system. (A) Execution
time per step. (B) Speedup.

5https://eurohpc-ju.europa.eu
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scalability of the specific system, as shown in this article. For an
order of magnitude higher Ra, that is, 1012, the required resources
can readily increase two orders of magnitude. To obtain better
efficiency, the relatively new GPU-based NekRS can also be used,
but further development is needed, and sufficient GPU resources
must be made available. For the prototypic Ra, about 1016 to 1017,
current HPC technology is not up to task in obtaining DNS data.
In this case, less accurate LES or RANS should be used. However,
such models must be verified with the help of available reference
DNS data with the highest Ra, and possible modifications might
be necessary.
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Improved Radiation Heat Transfer
Model in RELAP5 for Compact Fuel
Rod Bundles by the Absorption Factor
Modification
Qian Sun, Yu Ji and Jun Sun*

Institute of Nuclear and New Energy Technology, Collaborative Innovation Center of Advanced Nuclear Energy Technology, Key
Laboratory of Advanced Reactor Engineering and Safety of Ministry of Education, Tsinghua University, Beijing, China

Simulations of radiation heat transfer in fuel rod bundles are necessary for the thermal
hydraulic design and safety analysis of open lattice gas-cooled reactors, which always
operate at high temperatures. To save the computational costs, existing radiation models
in system codes such as RELAP5 commonly assume each fuel rod to own the uniform
radiosity over the rod surface. Previous research studies have indicated that the uniform
radiosity assumption could overestimate the heat transfer flux and under-predict the
maximum fuel rod temperature, and the anisotropic correction was tried by dealing with
non-uniform reflected radiation. To better model the non-uniform radiosity effect, the
Gehart’s method based on the non-uniform absorbed radiation is introduced in this study.
By dividing the surface of each rod into six segments, the one-sixth rod view factors are
derived in specific rod and near wall sections to generate the segment-to-segment
absorption factors. By summarizing those segment-to-segment absorption factors, the
rod-to-rod and rod-to-wall absorption factors are modified and implemented into RELAP5
to improve the radiation heat transfer model. The two-dimension radiation heat transfer
problem in the nuclear fuel rod bundle is simulated in FLUENT as the benchmark and in
RELAP5 for comparison. Fuel rod bundles in hexagonal arrays were investigated with
various surface emissivity and pitch-to-diameter ratios (p/d). The simulations indicated that
the method of rod segment division and absorption factor modification could reflect the
non-uniform radiosity, and the results were related to the values of p/d and surface
emissivity. The modified radiation heat transfer model in RELAP5 validated that the
deviations of the maximum temperature were reduced from around 20% to
1%,3%,8% for p/d = 1.1, 1.2, and 1.3, respectively. Rod bundles with larger p/d
required more radiative rods in the analyses of absorption factor modifications. The
present radiation heat transfer model should be studied and tested in three-dimension
cases to further prove that it is appropriate for the nuclear rod bundles.

Keywords: fuel rod bundles, radiation heat transfer, non-uniform radiosity, absorption factor, RELAP5
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1 INTRODUCTION

Human beings have always maintained a strong curiosity about
deep space exploration. For deep space exploration, an efficient
and reliable space power is critically important. Among all
realizable technologies, the space nuclear reactor power shows
a superior performance compared to chemical energy battery,
solar battery, and radioisotope nuclear power due to its long-term
maintenance at a high power level in complex space environment.
As the power level requirement of space facilities increases
rapidly, the gas-cooled reactor combined with the closed
Brayton cycle provides the most promising energy conversion
pathway for megawatt applications (Stanculescu, 2005; Zika and
Wollman, 2006; Tournier et al., 2006; El-Genk and Tounier,
2008). Both the United States and Russia have developed
megawatt-class, gas-cooled space reactor concepts. In 2003,
NASA started the Prometheus project (Zika and Wollman,
2006) which adopts a helium xenon mixture cooled reactor
with a thermal power rating of 1 MW. The fuel is mainly UO2

or UN. The design outlet temperature of the reactor is about
1150K. Several core configurations have been investigated,
including the open lattice, pin in block, and monoblock, as
shown in Figure 1. The Prometheus Project Reactor Module
Final Report (Zika and Wollman, 2006) points out that the open
lattice design provides the lowest mass, which is a huge advantage
for space missions. Russia announced its new space nuclear
project with thermal power up to 3.5 MW (Dragunov, 2015).
It is also cooled by helium xenon mixture and adopts traditional
UO2 as the fuel. The designed reactor outlet temperature was
1500K. However, other details are not available. Recently, the
open lattice core design has attracted considerable interest as it
can greatly reduce the system mass (Meng et al., 2019; Qin et al.,
2020).

In the open lattice core, the coolant channel is the gap between
hundreds of fuel rods. Normally, the outlet temperature of the
coolant in these gas-cooled reactors should be raised to
1,100–1,500 K to ensure an acceptable thermal-to-electricity
conversion efficiency and the temperature on the surface of
the fuel rods could be extremely high (Ashcroft and Eshelman,
2006; Dragunova, 2021). Hence, thermal radiation in fuel rod
bundles plays a vital role in the heat transfer processes inside the

core. In addition, under certain postulated accident scenarios
such as loss of coolant, the only way of heat rejection is the
radiation heat transfer from the fuel rod bundles to the pressure
vessel and, finally, to the space. Therefore, the study of radiation
heat transfer between rod bundles is of the determinate essence
for the thermal design and safety analysis of the open-lattice
reactor.

To investigate the radiation heat transfer between rod bundles,
the Computational Fluid Dynamics (CFD) methods can provide
detailed and accurate simulation results, but for the open-lattice
core, it is extremely time-consuming and inefficient because of
the complex geometry. Traditionally, the system codes including
ICARE,MELCOR, and RELAP5 are adopted for the transient and
accident analysis of the nuclear system. These codes are all based
on a network of 1-D or 0-D volumes and some assumptions and
approximations have to be employed to ensure an acceptable
computational speed. Therefore, when using the system code to
study the radiative heat exchange in an open-lattice core, it is very
important to establish a reasonable radiation heat transfer model
for rod bundles to balance the accuracy and cost.

Existing radiation models implemented in codes such as
ICARE, MELCOR, and RELAP5 are based on the net
radiation method. The net radiation method assumes each
radiation surface has a uniform radiosity, viz., a uniform
radiation leaving the surface, and the radiosity exchange is
accounted for by a “view factor,” which is related to the size,
separation distance, and orientation of involved surfaces. When
using the net radiation method to model the radiation heat
transfer of rod bundles in the reactor, a fuel rod surface is
usually treated as a single unit with uniform circumferential
radiosity (sum up of self-emitted radiation and reflected part
of the incident radiation). However, the uniform radiosity
assumption is usually not realized for the rod surface in
reactor core. When there is a temperature gradient around a
fuel rod, as shown in Figure 2, the temperature of rod No. 1 is
higher than that of rod No. 3, and then the incident radiation on
the left part of rod No. 2 from rod No. 1 is greater than the right
part from rod No. 3. Consequently, the reflected radiation of rod
No. 2 would be non-uniform since most of the incident radiation
returns along the original direction as seen in Figure 2A.
Meanwhile, if the uniform radiosity assumption is adopted,

FIGURE 1 | Core arrangement options [Ashcroft, J., and C. Eshelman. 2006]. (A) Open lattice, (B) Pin in block, (C) Monoblack.
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the projected radiation from rod No. 1 to rod No. 2 will be
reflected isotopically around the circumference; thus, part of it
will reach to rod No. 3, as shown in Figure 2B. The uniform
model virtually enhances the radiation heat transfer between rod
No. 1 and rod No. 3, because of a “penetration” through rod No. 2
to rod No. 3, thus leading to an overestimated effect between
different surfaces of the system (Naitoh et al.,1977; Watson, 1963;
Cox, 1977).

To compensate the overestimation of the radiation heat
transfer rate between rod bundles, anisotropic correction was
proposed by Andersen and Tien (1979) to account for the non-
uniform reflected radiation. Subsequently, the correction was
further improved by Tien et al. (1979) and was implemented
in the safety analysis code SCDAP. However, little has been done
to investigate the effect of anisotropic correction (Sohal, 1986).
Clearly, multiple units performed in the circumferential direction
of each fuel rod would reduce the non-uniform radiosity error.
Naitoh et al. (1977) suggested for the square rod bundle that it is
necessary to divide at least 4 units. Rector (1987) developed the
software RANGEN for calculating the view factors between rod
bundles in which a rod on a square pitch is divided into 4 parts,
and a rod on a triangular pitch is divided into 6 parts. More
subdivision of each rod surface would improve the prediction.
However, this will greatly increase the computational cost for
large arrays of rods.

The uniform radiosity assumption substantially arises from
the use of view factors in the net radiation method.
Meanwhile, another method for analyzing radiation heat
transfer between surfaces, Gebhart’s method (Gebhart,
1959, 1971), which is based on the absorption factors, does
not require a uniform radiosity assumption, but needs an
accurate absorption factors matrix. Compared with the view
factor, which is purely geometrical, the absorption factors are
a combination of geometry and surface emissivities. Hence,
absorption factors totally characterize radiation heat transfer.
The absorption factors can be obtained by matrix
transformation from the view factors. It can also be gained
through the ray tracing method or Monte Carlo method.

Klepper (1963) first used the ray tracing method to obtain the
radiation absorption factors between rod bundles arranged in
squares and equilateral triangles. His research results were
adopted by Cox (1977), who abandoned his rod-to-rod view
factors and improved the agreement between the predicted
temperature results with the profiles that were experimentally
measured. However, Klepper did not discuss the absorption

factors around the wall region. Manteufel (1991) used the
Monte Carlo method to calculate the view factors on the basis
of more finely divided surface areas for each rod and then applied
the matrix-inversion technology to calculate the rod-to-rod and
rod-to-wall absorption factors and producedmuchmore accurate
results. Meanwhile, the Monte Carlo calculation step in
Manteufel, D’s procedure increased the computational cost.

Based on the previous research studies, it can be seen that
the assumption of uniform radiosity around the
circumference of the fuel rod is not met in practice, and it
is recommended that the radiation heat transfer equations be
solved using Gebhart’s method with the accurate absorption
factors. However, to get the absorption factors, the ray tracing
method or Monte Carlo method is time consuming. Thus, in
this study, the absorption factors derived from the one-sixth
rod for compact fuel rod bundles is introduced, and Gebhart’s
method is implemented in RELAP5 to improve the radiation
heat transfer model for rod bundles. The article is organized as
follows. Theory of radiation exchange between the surfaces is
introduced in Section 2. The construction of absorption
matrices developed in this study is provided in Section 3.
The radiation heat transfer simulations in enclosed hexagonal
rod arrays are shown in Section 4. The conclusion and future
work are given in Section 5.

2 THEORY OF RADIATION EXCHANGE
BETWEEN THE SURFACES

In this section, both the net radiation method and Gebhart’s
method will be introduced.

2.1 The Net Radiation Method
Almost all the engineering radiation heat transfer calculations are
based on the net radiation or radiosity method.

For the surface i, the radiosity Ri refers to the total radiant
energy leaving a unit surface in a unit time:

Ri � εiσT
4
i + ρiJi. (1)

The radiosity Ri not only includes the surface self-radiation
εiσT4

i of the surface but also includes the part of the incident
radiation that is reflected by the surface.

The energy incident on surface i for an enclosure containing n
surfaces is as follows:

FIGURE 2 | Radiosity amoung rod bundles. (A) Non-uniform radiosity. (B) Uniform radiosity.
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AiJi � ∑n

j�1AjFj,iRj, (2)

where Ai is the area of surface i, incident radiation Ji refers to the
total radiant energy input to a unit surface in a unit time, and Fj,i
is the view factor, which represents the proportion of radiant
energy leaving from surface j to arrive at surface i. With the
interchangeability of view factorAjFj,i � AiFi,j, the Eqn. 2 can be
expressed as follows:

AiJi � ∑n

j�1AjFj,iRj � ∑n

j�1AiFi,jRj . (3)

Therefore,

Ji � ∑n

j�1Fi,jRj. (4)

Elimination of Ji from Eqn. 1 by using Eqn. 4 gives the
following:

Ri � εiσT
4
i + ρi∑n

j�1Fi,jRj. (5)

The net radiant heat flux of surface i can be expressed as
follows:

qi � Ri − Ji � Ri −∑n

j�1Fi,jRj. (6)

Combining Eqs 5, 6, the following equation is obtained:

qi � Ri − (Ri − εiσT
4
i )/ ρi. (7)

Eqn. 5 are the general equations for determining radiation
exchange in a gray, diffuse enclosure of n surfaces by using the net
radiation method. After solving the effective radiation R of each
surface, the net radiant heat flux of each surface can be obtained
according to Eqn. 7.

2.2 Gebhart’s Method
For analyzing the radiation heat transfer between surfaces,
Gebhart introduced the concept of absorption factor Gi,j,
which represents the fraction of the energy finally absorbed by
the surface j from the emission of surface i, including reflections
by other surfaces.

For surface i in an enclosure containing n surfaces, the
radiation heat transfer equation can be expressed as follows:

Qi � AiεiσT
4
i −∑n

j�1εjσT
4
jAjGj,i, (8)

where εi, Ai, and Ti represent the emissivity, area, and
temperature of surface i. Qi is the net energy loss from surface
i. The first term on the right-hand side of Eqn. 8 is the energy
emitted by surface i, and the second term is the sum of the energy
absorbed by surface i from all other surfaces.

Similar to the view factor, the absorption factor has reciprocity
and conservation properties. For two surfaces i and j, the energy
rate radiated from i to j is εiAiGi,jT4

i and the energy rate radiated
from j to i is εjAjGj,iT4

j . If Ti � Tj, there will be no radiation heat
transfer between i and j, which means εiAiGi,jT4

i � εjAjGj,iT4
j .

Therefore, we have the following:

εiAiGi,j � εjAjGj.i. (9)

For a closed system, all radiation emitted from any surface
must fall on surfaces of the system.

Thus

∑n

j�1Gi,j � 1. (10)

Because of εjAjGj,i � εiAiGi,j, Eqn. 8 can be expressed as
follows:

Qi � AiεiσT
4
i −∑n

j�1σT
4
jεiAiGi,j. (11)

The net radiant heat flux of surface i can be expressed as
follows:

qi � εiσT
4
i −∑n

j�1σT
4
jεiGi,j. (12)

It can be seen from Eqn. 12 that the key issue of Gebhart’s
method to solve the radiation heat transfer is to obtain the
absorption factors.

The concept of absorption factor and view factor are similar,
but their meanings are different.

The view factor Fi,j represents the proportion of the
radiant energy leaving the surface i directly reaching
the surface j, regardless of the reflection through other
surfaces.

The absorption factor Gi,j represents the portion of the
radiant energy emitted from the surface i that is finally
absorbed by the surface j, including multiple reflections
through other surfaces.

The theoretical derivation of the view factor is introduced in
many literatures or textbooks, but the theoretical derivation of the
absorption factor is rarely introduced.

For a closed system containing n surfaces, the absorption
factors can be generated from the view factors as follows:

Gi,j � Fi,jεj +∑n

k�1Fi,k(1 − εk)Gk,j. (13)

The derivation of this formula can be explained as follows: the
left term of Eqn. 13 is the fraction of the radiation energy
absorbed by surface j from surface i. The first term on the
right side is the radiation energy that surface i directly projects
to surface j and is absorbed by surface j. The other items can be
understood as the radiation energy that the surface i directly
projects to the surface k and is reflected by surface k and absorbed
by surface j.

The net radiation method is computationally expensive when
calculating the radiation and view factors for a large number of
surfaces. Generally, there are 200~500 fuel rods in the open-
lattice core. When modeling the radiation heat transfer between
rod bundles, each rod surface is usually assumed as a single unit
with uniform circumferential radiosity to reduce the
computational cost. However, an actual non-uniform radiosity
usually exists due to a great temperature gradient between the fuel
rod bundles, which nullifies the assumption and causes much
error during the calculation, as shown in Figure 2A. More
subdivisions of the rod surface along the circumferential
direction will reduce the error, but this treatment will
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complicate the construction of view factor matrices and also
greatly increase the computational cost.

Instead, Gebhart’s method does not rely on a uniform
radiosity assumption, which could better solve the above
problem related to the net radiation method. Differently,
Gebhart’s method needs an accurate absorption factors matrix.
So, in the next section, we focus on getting the appropriate
absorption factors without increasing the number of radiation
heat transfer equations that need to be solved.

3 DERIVATION OF ABSORPTION FACTORS
IN THIS STUDY

In this section, the absorption factors for the interior of the rod
bundles and the enclosing wall were derived for hexagonal arrays.
To reduce the error caused by the uniform radiosity assumption,
the absorption factor in this study is obtained by dividing a single
rod into six segments in the circumferential direction, while the
radiation heat transfer equation is still based on every individual
fuel rod. Hence, the computation time will not increase compared
with the net radiation method.

The detailed calculation step for the interior of the rod bundles
and the enclosing wall will be described in Section 3.1 and
Section 3.2. The construction of absorption matrices for
enclosed arrays and the implement of Gebhart’s method in
RELAP5 is introduced in Section 3.3.

3.1 Rod-to-Rod Basic Absorption Factor
For a hexagonal array, the relative spatial position of each fuel rod
and its surrounding rods can be indicated by No. 1 and No. 2/No.
3/No. 4/No. 5/No. 6 in Figure 3. It is assumed that the radiation
heat transfer of rod No. 1 only occurs with itself and the

surrounding rods No. 2, No. 3, and No. 4. For compact rod
packing (for the space open-lattice reactor, p/d < 1.2), this
assumption is reasonable. But for larger p/d (> 1.3), farther-
traveling radiation heat transfer needs to be considered, for
example, connections with rod No. 5 and rod No. 6 or even more.

The absorption factors in a hexagonal array as shown in
Figure 3 are defined as follows:

g11 is the fraction of the energy absorbed by rod No. 1 from
the emission of rod No. 1.

g12/g13/g14 are the fraction of the energy absorbed by rod No.
2/No. 3/No. 4, respectively, from the emission of rod No. 1.

The absorption matrices for enclosed hexagonal arrays can be
constructed from g11/g12/g13/g14. So next, we will introduce the
derivation process to get these basic absorption factors.

The basic unit for studying the rod-to-rod absorption factor is
illustrated in Figure 4A. In this unit, every individual rod is
divided into six segments in the circumferential direction, and the
surface 2/6/8/12/14/18 are the imaginary surfaces introduced to
form an enclosure.

The computational procedure for rod-to-rod basic absorption
factors can be described as follows:

First, calculating the segment-to-segment view factors F
(18 × 18) (surfaces 1/2/. . ./18, the detailed expressions are

FIGURE 3 | Rod number for a hexagonal array.

FIGURE 4 |Basic unit for analyzing (A) the rod-to-rod absorption factors
and (B) the rod-to-wall absorption factors.

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8416315

Sun et al. Improved Radiation Heat Transfer Model

102

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


described in the Supplementary Appendix A, which is only
related to p/d).

Next, calculating the segment-to-segment absorption factors
SG (18 × 18) by using the matrix relationship Eqn. 13.

Then, calculating the basic absorption factors (g11/g12/g13/
g14) by summing the corresponding segment-to-segment
absorption factors:

g11 � SG(10, 9) + SG(10, 10) + SG(10, 11) + [SG(10, 8)
+ SG(10, 12)]/2, (14)

g12 � [SG(10, 7) + SG(10, 5) + SG(10, 4) + SG(10, 3) + SG(10, 17) + SG(10, 16) + SG(10, 15) + SG(10, 13)]
6

+[SG(10, 8) + SG(10, 12)]p(1/2)/6 + [SG(10, 6) + SG(10, 14)]p(2
3
)/6 + [SG(10, 2) + SG(10, 18)]p(1

3
)/6

(15),

g13 � SG(10, 1)/6 + [SG(10, 6) + SG(10, 14)]p(1
3
)/6

+ [SG(10, 2) + SG(10, 18)]p(1
3
)/6, (16)

g14 � (1 − g11 − g12p6 − g13p6)/6. (17)
In the above equations for calculating g11-g14, the

segment-to-segment absorption factor related to surfaces 2/
6/8/12/14/18 is an approximate treatment. For compact
arrangement, the areas of surfaces 2/6/8/12/14/18 are
relative small comparing with 1/6 rod segments. The
unaccounted fraction absorbed by these areas is added to
the neighboring rods. For example, the factor 1/2 in Eqs.
14, 15 can be explained using the energy absorbed by
surface 8 and surface 12 from the emission of surface 10
being added to the two neighboring rods, Rod1 and Rod2.

The factor 2/3 in Eqn. 15 can be explained using the energy
absorbed by surface 6 and surface 14 from the emission
of surface 10 being added to the three neighboring rods,
among which two are Rod2 and the other one is Rod3. By
the same token, 1/3 is chosen for surface 2 and surface 18
in Eqs. 15, 16. The reason for 1/6 in Eqs. 15–17 is that there
are 6 rods marked as Rod2/Rod3/Rod4 around Rod1 in
Figure 3.

The derivation here only goes to g14. Therefore, g14 is derived
from g11 + 6*g12 + 6*g13 + 6*g14 = 1 according to the
conservation of energy. It should be mentioned that the basic
rod-to-rod absorption factor derived from Figure 4A is only
applicable for compact rod bundles (p/d < 1.2). As p/d increase, a
larger fraction of radiation energy will escape through these
imaginary surfaces, but the basic unit shown in Figure 4A will
limit the dispersal of radiation energy. For larger p/d (> 1.3), more
radiative rods in the basic unit analyses need to be considered.

3.2 Rod-to-Wall Basic Absorption Factor
Figure 4B is the basic unit for analyzing the rod-to-wall
absorption factors.

Defining Wg1, Wg2, and Wgcorner are the fraction of the
energy absorbed by the wall from the emission of the rod near the
wall in the first row, the second row, and the diagonal corners,
respectively.

The computational procedure for rod-to-wall basic absorption
factors is the same as the steps for rod-to-rod basic absorption factors.

First, calculating the segment-to-segment view factors F (12 ×
12) (surfaces 1/2/. . ./12, the detailed expressions are described in
the Supplementary Appendix B).

FIGURE 5 | Cross-section of an enclosed hexagonal array and rod numbers.
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Next, calculating the segment-to-segment absorption factors
SG (12 × 12) by using the matrix relationship Eqn. 13.

Then, calculating the basic absorption factors (Wg1, Wg2, and
Wgcorner) by summing the corresponding segment-to-segment
absorption factors:

Wg1 � [SG(3, 7) + SG(4, 7) + SG(9, 7) + SG(10, 7) + SG(11, 7)]
*(1/6), (18)

Wg2 � SG(1, 7)/6, (19)
Wgcorner � [SG(3, 7) + SG(4, 7) + SG(5, 7)]/3. (20)

FIGURE 6 | Absorption factor matrix for a hexagonal array: (A) interior and (B) near the wall.
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For Rod-w1 in Figure 4B, the fraction of the energy
absorbed by the wall should be the average fraction of six
surfaces 9/10/11/a/b/c. While the surface a is totally on the
opposite side of the wall, its contribution to Wg1 can be
ignored. The contribution of surfaces b and c are equal
to the part of surfaces 3 and 4. So, Wg1 is expressed as
Eqn. 18.

For Rod-w2 in Figure 4B, the fraction of the energy absorbed
by the wall should be one-sixth of the fraction of surface 1. But for
Rod-w2’, the absorption factor should be 2*Wg2.

For Rod-corner, the total fraction absorbed by the wall should
be the average fraction of surfaces 3, 4, and 5.

Similarly, the rod-to-wall absorption factor calculation shown
here is only suitable for tight wall distance. The improvement of
wall effect will be introduced in subsequent studies.

3.3 Construction of Absorption Matrices
After getting the basic rod–rod and rod–wall absorption factor,
we can construct the absorption factor matrices for enclosed
hexagonal arrays.

Figure 5 is a schematic diagram of the cross-section of fuel rod
bundles in an enclosed hexagonal array. There are 217 fuel rods in
total. The rod surfaces can be numbered as 1–25 when the heat
generation and boundary temperature are uniform, where rods
with the same number are considered as one surface of uniform
temperature.

Gi,j represents the absorption factor matrices for the hexagonal
arrays. For compact fuel rod bundles, it is assumed that the radiation
heat transfer within three rows is important. Then all the absorption
factors Gi,j can be calculated from g11/g12/g13/g14. For example,
G3,5 = 2*g12 + 2*g14. For each of the rods labeled as No. 3 as shown
in Figure 5, two surfaces labeled as No. 5 have the same relative
relationshipwithNo. 3 as that betweenNo. 2 andNo. 1. Another two

FIGURE 7 | Schematic diagram of CFD mesh.

FIGURE 8 | Temperature results for p/d = 1.1: (A) emissivity = 0.3, (B) emissivity = 0.5, (C) emissivity = 0.7, and (D) emissivity = 0.9.
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surfaces labeled as No. 5 have the same relative relationship with No.
3 as that between No. 4 and No. 1.

According to the fuel rods arrangement, the absorption factor
matrix of the whole array constructed from g11/g12/g13/g14 to
construct are presented in Figure 6.

The default model of RELAP5 for solving radiation heat
transfer is based on the net heat method with the view factors
(Information Systems Laboratories, 2003). We have modified its
code and expanded its capability. The absorption factors matrix
can be written in the input cards, and Gebhart’s method can
be chosen to solve the radiation heat transfer between the
surfaces.

4 RADIATION HEAT TRANSFER
SIMULATION

In this part, Gebhart’s method is used to simulate the radiation
heat transfer between rod bundles using the absorption factor
matrix derived from Section 3.

The hexagonal array shown in Figure 5 was considered. In
the preliminary research stage, it is simplified as a two-
dimensional problem, which means the fuel rod bundles are
infinitely long in the axial direction. The modeling details are
outlined as follows: the diameter of each fuel rod d is 15.5 mm
and the center distance between the fuel rods p = 1.1*d. The fuel
rods are given a uniform power of 0.8 MW/m3 and a steady state
solution was obtained with an imposed wall temperature of
573.0 K. The thermal conductivity of the material is assumed to
be 1.0e6 W/(m·K) to eliminate temperature variations around
the circumference of each rod. Each rod surface can be thought
as isothermal.

FIGURE 9 | Absorption factors from different N for p/d = 1.1 and
emissivity = 0.5.

FIGURE 10 | Temperature results for p/d = 1.2: (A) emissivity = 0.3, (B) emissivity = 0.5, (C) emissivity = 0.7, and (D) emissivity = 0.9.
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Both the net radiation method (RELAP5) and Gebhart’s
method (RELAP5 with Absorption Factor) were chosen for
calculation. In addition, a detailed modeling of the radiation
heat exchange was also carried out using CFD software FLUENT.
For the RELAP5 and FLUENT simulation, the coolant should be
included but the coolant in the enclosure neither emits nor
absorbs radiant thermal energy. The surface-to-surface (S2S)
radiation model based on the net radiation method was
chosen in FLUENT, if N is considered as the number of
subdivisions of a single rod surface. When using FLUENT to
simulate the thermal radiation for hexagonal array shown in
Figure 5, the number of mesh elements is 100,872, and the mesh
schematic diagram is displayed in Figure 7. Each single rod is
subdivided into N = 40 areas along the circumferential direction.
Meanwhile, for the simulation of the default RELAP5 (the net
radiation method) and the modified RELAP5 (Gebhart’s method

with absorption factor), each individual fuel rod is treated as a
unit; therefore, 25 + 1 = 26 elements are adopted, in which the
additional one is the enclosed wall. The pair view factors of
infinite parallel cylinders for the default RELAP5 simulation can
be obtained from the work of Cox (1977). It is worth noting that
in the default RELAP5 (the net radiation method), N is equal to 1
as the uniform radiosity over the entire circumferential surface of
individual rod is assumed. Whereas, in the modified RELAP5
(Gebhart’s method with absorption factor), N is equal to 6 as the
absorption factor matrix derived from Section 3 is based on the
one-sixth rod.

Figure 8 shows the surface temperature distribution of rod
bundles calculated from RELAP5, the modified RELAP5
(with absorption factor), and FLUENT. It can be found
that the temperature gradient between rod bundles
calculated by RELAP5 is much lower than that calculated

FIGURE 11 | Temperature results for p/d = 1.3: (A) emissivity = 0.3, (B) emissivity = 0.5, (C) emissivity = 0.7, and (D) emissivity = 0.9.

TABLE 1 | Relative temperature error of rod No.1.

Relative error emissivity = 0.3 emissivity = 0.5 emissivity = 0.7 emissivity = 0.9

Uniform radiosity This study Uniform radiosity This study Uniform radiosity This study Uniform radiosity This study

p/d = 1.1 −22.76% −1.17% −16.26% −1.07% −9.76% −0.69% −3.20% −0.23%
p/d = 1.2 −19.84% 2.93% −14.74% 1.02% −9.04% 0.57% −3.02% 0.74%
p/d = 1.3 −16.65% 8.29% −12.93% 4.71% −8.14% 3.27% −2.78% 2.67%
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by FLUENT, which demonstrates that the uniform radiosity
assumption over the entire rod overestimates the radiation
heat transfer effect between rod bundles and thus under-
predicts the rod temperature. The max error is up to 23%
(~440K). This is undesirable for the safety analysis of the
reactor. With the increase in emissivity, the error will
gradually decrease. The source of the error in uniform
radiosity assumption is that the reflected radiation on the
surface over the entire rod is not uniform. The radiosity due
to reflection is proportional to the surface reflectivity ρ.
Therefore, with the emissivity ε increase, the error caused
by the uniform reflection assumption will decrease (ρ � 1 − ε).

In contrast, the temperature gradient calculated with the modified
RELAP5 based on the absorption factors derived in this study is
much closer to the CFD results under different emissivity. Which
means that the calculation procedure proposed in this study can
reduce the non-uniform radiosity error greatly.

Figure 9 presents the comparison of rod-to-rod absorption
factors from different N for ε = 0.5 at p/d = 1.1. It can be seen
that N = 6 in this study obtains a reasonable accuracy
compared with the benchmark, that is, N = 40. In
addition, the figure also indicates that a higher proportion
of the radiation to be absorbed by the radiating rod itself and
neighboring rods for compact rod arrangement. However, the
default model (N = 1) overestimated the radiation domain of
the radiating rod. In consequence, the predicted temperature
is much flatter than the more divided results.

Figure 10 describes the simulation results when p/d = 1.2.
It can be seen that the simulation results based on the
absorption factor are still much closer to CFD. Figure 11
shows the simulation results for p/d = 1.3. With the increase
of P/d, the simulation results based on the absorption factor
gradually deviate from the CFD results.

The relative temperature error of Rod 1 was summarized in
Table 1. The uniform radiosity assumption over the entire rod
overestimates the radiation heat transfer effect between rod
bundles and thus under-predict the rod temperature. The max
temperature under-predictions are about 23%, 20% for p/d = 1.1,
1.2, respectively.While using the absorption factor matrix derived
in this study, the maximum temperature deviation can be reduced
to around 1% for p/d = 1.1 and 3% for p/d = 1.2.

As p/d increase, the radiation heat will transfer farther;
thus, the temperature gradient between rod bundles
decreases. As a result, the non-uniform radiosity error will
gradually decrease, but still underestimate the temperature
around 17% for p/d = 1.3. The absorption factor derived in
this study will overestimate the maximum temperature about
8% for p/d = 1.3. The reason has been explained in Section 3.
With the increase in p/d, there is actually a wider dispersal of
energy, but our derivation only goes to g14. So, the
temperature results calculated with the absorption factors
for p/d = 1.3 are steeper and higher than that calculated by

CFD. Rod bundles with larger p/d required more radiative
rods in the deprivation of absorption factors.

5 CONCLUSION

Radiation heat transfer is an important heat transfer mechanism
in the open-lattice gas-cooled reactors. The uniform radiosity
assumption of each fuel rod will overestimate the heat transfer
and thus under-predict the maximum fuel rod temperature,
which is not expected in safety analysis. To reduce the non-
uniform radiosity error, construction of absorption factor
matrices based on 1/6 rod segments have been developed in
this study.

Gebhart’s method was implemented in RELAP5 and was
used to simulate the radiation heat transfer between rod
bundles. It is found that the simulation results based on
the absorption factor matrices deprived in this study can
reduce the non-uniform radiosity error greatly for compact
rod bundle arrangement (p/d < = 1.2). Rod bundles with
larger p/d required more radiative rods in the analyses of
basic absorption factor modifications. The present radiation
heat transfer model should be studied and tested in three-
dimension cases to further prove that it is appropriate for the
nuclear rod bundles.
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An Improved Model of the Heat Pipe
Based on the NetworkMethod Applied
on a Heat Pipe Cooled Reactor
Yuchuan Guo1, Zilin Su1, Zeguang Li1*, Kan Wang1 and Xuanyi Liu2

1Department of Engineering Physics, Tsinghua University, Beijing, China, 2Department of Physics, Beijing Normal University,
Beijing, China

As the unique piece of heat transport equipment in a heat pipe cooled reactor, an accurate
simulation of the heat pipe is helpful for understanding the real behavior of the reactor core
and the reactor system. Based on the network method, an improved model for the heat
pipe which considers the heat conductance in the wall, the vapor flow in the vapor space,
and the liquid flow in the wick is proposed. Meanwhile, the gravity term is also added to the
flow equation. Compared with the experimental results of a copper-water heat pipe, the
validity of this model is verified. Then, a high-temperature sodium heat pipe of 1.0 m length
is selected as the study object. Based on the analysis, it can be found that the total
temperature difference of the heat pipe is 31.7 K, and the temperature drop caused by the
vapor flow is only 2.6 K. As for the flow pressure drop in the heat pipe, the pressure drop is
mainly concentrated in the wick region, which is 8,422.47 Pa, and the pressure drop in the
vapor space is only 896.68 Pa. In cases of non-uniform heating and cooling, high heat
leakage, and inclined operation, results indicate that the greater the non-uniformity of
heating or cooling, the greater will be the temperature drop of the heat pipe. With the
increase of heat leakage, the operating temperature of the heat pipe decreases
significantly, and the total temperature drop increases. The heat pipe can operate at all
positive inclination angles, but when the inclination angle exceeds−30°, the heat pipe will
reach the capillary limit, and it may be damaged. All of these results can provide support for
the design and simulation of a heat pipe cooled reactor.

Keywords: heat pipe, network method, heat leakage, gravity, inclined operation

1 INTRODUCTION

Benefiting from the compact structure, low weight, and high reliability, a heat pipe cooled reactor can
be widely used in aerospace, mobile power stations, deep-water exploration, and other fields. Many
preliminary designs of heat pipe cooled reactor systems have been proposed, such as the Kilopower
system (Poston et al., 2019), the Heatpipe-Operated Mars Exploration Reactor (HOMER) system
(Poston, 2001), the (Heat Pipe-Segmented Thermoelectric Module Converter (HP-STMC) system
(El-Genk and Tournier, 2004), the MegaPower reactor system (McClure et al., 2015), the eVinci
reactor system (Swartz et al., 2021), and the Aurora reactor (Kadak, 2017). As the unique piece of
equipment of fission heat absorption, the stable operation of the heat pipe is critical for the safety of
the reactor system. Operating characteristics of the heat pipe can directly affect the power variation
and temperature distribution of the reactor core. The accurate simulation of the heat pipe is
important for reactor simulation and reactor design.
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During the operation, the phenomena of heat conductance,
heat convection, evaporation, and condensation exist in the heat
pipe. Figure 1 shows the basic composition and the heat transport
of the heat pipe. It is composed of a wall, wick, vapor space, and
insulating layer. The wick consists of a porous structure and
liquefied working medium. As for the porous structure, it can be
wrapped screen, sintered metal, groove, open artery, or other
types. Along the axial direction, it is divided into an evaporator,
adiabatic section, and condenser. When it is heated, the working
medium evaporates and generates vapor flows to the condenser
with the effective pressure head. Then, the latent heat released by
condensation transfers to the secondary by axial heat conduction
and heat convection. With the pumping head of capillarity, the
liquefied working medium flows back to the evaporator, thus
completing the heat transfer circulation. Because of the
temperature difference between the heat pipe and the
environment, there will be a certain amount of heat lost to the
environment through the insulating layer. Moreover, the heat
transfer capacity of the heat pipe is always limited by heat transfer
limitations such as the capillary limit, sonic limit, boiling limit,
and entrainment limit (Busse, 1973), (Faghri, 1995), (Levy and
Chou, 1973).

So far, many theoretical analyses (Tournier and El-Genk,
1994; Tournier and El-Genk, 1996; Rice and Faghri, 2007) and
experimental studies (El-Genk and Lianmin, 1993; Kim and
Peterson, 1995; Xu and Zhang, 2005) have been carried out. In
1965, Cotter (1965) proposed the theory of the heat pipe for
the first time, which laid the foundation for theoretical
analyses of heat pipes. Cao and Faghri (1991) and (Cao and
Faghri, 1993a) described vapor flow using two-dimensional
Navier–Stokes (N–S) equations of compressible vapor and
derived mass and energy transfer equations at the
vapor–liquid interface. In the early startup period of high-
temperature heat pipe operations, Cao and Faghri (1993b)
adopted the self-diffusion model of rarefied vapor to describe
vapor flow. The Knudsen number was chosen to judge the flow
type of the vapor. However, this model still assumed that there
was only heat conduction in the wick region. Heat transport
caused by the backflow was also ignored. Faghri and Harley

(1994) presented a transient lumped formulation for heat
pipes. Because of the “isothermal” characteristics of the heat
pipe, Faghri et al. treated the heat pipe as a control volume with
uniform temperature distribution. Although this method
greatly simplified modeling, only the lumped temperature
was calculated which was insufficient to understand the
operation characteristics of a heat pipe. Zuo and Faghri
(1998) simplified the heat transportation of a heat pipe as
heat conduction, ignoring the backflow in the wick and the
temperature drop in the vapor space. The network model was
established. Compared with the lumped model, it took the
actual process of heat transportation into consideration and
could obtain more information about the operation of the heat
pipe. Therefore, it was widely used for the fast calculation of
heat pipe performance. However, this model could not
calculate the fluid flow and pressure drop during the
operation. Ferrandi et al. (2013), inheriting the basic idea of
the network model, regarded vapor flow as an adiabatic flow of
compressible fluid to preliminarily analyze the vapor flow.
However, in this model, the heat transfer between the vapor
space and the wick in the adiabatic region and fluid backflow
were both ignored, leading to the incapability of calculating the
real temperature distribution of the heat pipe.

In recent years, many researchers have used the computational
fluid dynamics (CFD) method to simulate the heat transport
characteristics of heat pipes. Alizadehdakhel et al. (2010) had
investigated the effect of input heat flow and fill ratio on the
performance of the thermosiphon. They showed that the CFD
method was useful for calculating the complex flow and heat
transfer in the thermosiphon. Annamalai and Ramalingam
(2011) had analyzed the characteristics of heat pipes using
ANSYS CFX. They concluded that for efficient operation of
the heat pipe; the condenser surface should be exposed to
circulating water with a high convective coefficient, or a
higher heat transfer area is required with the addition of fins
in the condenser section. Lin et al. (2013) had studied the heat
transfer mechanism of a miniature oscillating heat pipe (MOHP)
using ANSYS FLUENT. The volume of the fluid (VOF) model
and a mixture model were used for comparison. Results showed

FIGURE 1 | Basic diagram of the heat pipe structure and main heat transfer process.
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that the mixture model was more suitable for the two-phase flow
simulation in an MOHP. Boothaisong et al. (2015) had
established a three-dimensional model to simulate the heat
transfer on heat pipes. The governing equation based on the
shape of the pipe was numerically simulated using the finite
element method. Yue et al. (2018) had executed the CFD
simulation on the heat transfer and flow characteristics of
micro-channel separate heat pipes under different filling ratios.
The CFD method can realize the three-dimensional modeling of
heat pipes. Important phenomena of the two-phase flow,
evaporation, condensation, and entrainment can also be
simulated. However, it consumes a lot of computing resources
and calculates slowly. Moreover, for different sizes and types of
heat pipes, geometry establishment and mesh generation have to
be carried out which means that the flexibility of the model
is poor.

For heat pipe cooled reactor systems, situations of non-
uniform heating and cooling, heat leakage, and inclined
operation may occur. The existing models either cannot
consider these factors comprehensively or have shortcomings
of a low calculation efficiency. In this study, an improved model
based on the network method is proposed. It realizes the fast and
flexible calculation of the heat pipe performance, and it can obtain
the variation of temperature, flow rate, pressure drop, and other
parameters. After verifying the validity of the model by
comparing with the experimental results of the copper-water
heat pipe, the operating characteristics of high-temperature
sodium heat pipes are analyzed in different cases. The effects
of a non-uniform heat transfer, heat leakage, and gravity on heat
pipe operations are discussed in detail.

2 DESCRIPTION OF THE IMPROVED
NETWORK MODEL

First, both the method and main limitations of a network
model are described in Section 2.1. In Section 2.2, the
improved model is demonstrated, and the conservation
equations of each region are established. According to the
modification of this model, it can calculate the temperature
distribution of the heat pipe and can obtain the flow
characteristics and pressure distribution.

2.1 Network Model for Heat Pipes
Zuo and Faghri (1998) had proposed the classical network
model for heat pipes in 1996 (Figure 2), which had been
widely used in heat pipe cooled reactor simulation (Yuan
et al., 2016). For this model, it was considered that the heat
absorbed in the evaporator was transported to the condenser
through heat conductance, and the temperature drop caused
by the vapor flow was ignored. Meanwhile, it ignored the high-
speed vapor flow in the vapor space, the fluid backflow in the
wick, and the evaporation/condensation at the vapor–liquid
interface. Since only six temperature variables need to be
calculated, it can obtain the fast calculation of heat pipe
performance. But the information on fluid flow and
pressure distribution is lost.

2.2 Improved Network Model for Heat Pipe
Figure 3 shows the node division for this improved model. To
account for the non-uniform heat transfer and heat leakage,
several temperature nodes are set in each region. The actual
number of nodes can be flexibly adjusted based on the actual
length of each region and the requirement of computational
accuracy. Both the axial and the radial heat conductance are
included at each node. Particularly, the heat transportation of
the liquid backflow in the wick and evaporation or
condensation between the wick and the vapor space are
contained to realize the simulation of heat pipe operations
as real as possible. Meanwhile, the gravity term is added to the
flow equations to preliminarily analyze the operating
characteristics under different angles of inclination.
Particularly, if the fluid flow, evaporation, condensation,
and heat leakage were all ignored, this model would
degenerate into the network model. It should be
mentioned that this model cannot be used for the
transient calculation on heat pipe startups because the
melting and redistribution of the working medium are not
included in this model.

To simplify the modeling difficulty, there are some
assumptions:

1) Heat conduction is two-dimensional;
2) Vapor flow is a one-dimensional, compressible, and

adiabatic flow;

FIGURE 2 | Traditional network model for a heat pipe.
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3) Vapor is treated as a compressible ideal gas;
4) Liquid in the wick is incompressible, and the wick volume is

constant;
5) Gravity does not cause the redistribution of the working

medium;
6) The temperature at the vapor–liquid interface is always the

saturated temperature.

Actually, when the working medium is completely
melted, there will be an accumulation of the working
medium caused by gravity. The redistribution of the
working medium may affect the operation of the heat
pipe. Further studies will be executed to discuss the effect
of gravity.

In this model, there are radial thermal resistance, axial thermal
resistance, and convective thermal resistance. They are defined as
follows:

Radial thermal resistance : R(i)r � ln(rout/rin)
2πk(i)L(i)

, (1)

Axial thermal resistance : R(i)a �
L(j)

π(r2out − r2in)k(i), (2)

Convective thermal resistance : R(i)f � 1
2πroutL(k)λ(i)

. (3)

2.2.1 Modeling in the Wall Region

Along the axial direction, the wall is divided into three regions.
The Neumann boundary condition is set on the boundary
surface of the evaporator. There can be different heating
powers for each node. The conservation equation can be
written as follows:

ρ(i)peC(i)pe
dT(i)pe
dt

� Q(i)in + T(i−1)pe − T(i)pe
R(i−1)a

− T(i)pe − T(i+1)pe
R(i)a

− T(i)pe − T(i)we
R(i+1)r + R(i+2)r

.

(4)
As for the wall region in the adiabatic section, there is heat

conduction between the wall and the insulating layer. Thermal
contact resistance between two regions is ignored.

ρ(i)paC(i)pa
dT(i)pa
dt

� T(i−1)pa − T(i)pa
R(i−1)a

+ T(i)wa − T(i)pa
R(i+1)r + R(i+2)r

− T(i)pa − T(i+1)pa
R(i)a

− T(i)pa − T(i)in
R(i)r + R(i)in

. (5)

Actually, if it is needed to consider the contact conductance,
adding the thermal contact resistance on the radial heat transfer
path between two regions is feasible (Figure 4). The thermal
contact resistance can be obtained through empirical relations or

FIGURE 3 | Schematic diagram of the improved heat pipe model.

FIGURE 4 | Contact heat transfer between the wall and insulating layer.
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contact heat transfer models (Song and Yovanovich, 1988)
(Kumar and Ramamurthi, 2001).

Qradial � Tpa − Tin

Rpr + Rin + Rgap
. (6)

On the condenser wall surface, the Robin boundary condition
is adopted as follows:

ρ(i)pcC(i)pc
dT(i)pc
dt

� T(i−1)pc − T(i)pc
R(i−1)a

+ T(i)wc − T(i)pc
R(i+1)r + R(i+2)r

− T(i)pc − T(i+1)pc
R(i)a

− T(i)pc − T(i)f
R(i)r + R(i)f

. (7)

For the surface temperature of the wall, the
continuous heat flow criterion is used for deducing the
temperature:

Q(i)in � A(i)pek(i)pe
T(i) − T(i)pe
Thick(i)

, (8)
T(i)pc − T(i)f
R(i)r + R(i)f

� T(i)pc − T(i+1)pc
R(i)r

. (9)

Thus, the surface temperature can be obtained as follows:

T(i) � T(i)pe + Q(i)in
A(i)pek(i)pe

Thick(i), (10)

T(i+1)pc � T(i)pc − T(i)pc − T(i)f
R(i)r + R(i)f

R(i)r. (11)

2.2.2 Modeling in the Insulating Layer
Similarly, the temperature nodes in this region can be increased
or decreased based on the calculation requirement. Conservation
equations can be obtained as follows:

ρ(i)inC(i)in
dT(i)in
dt

� T(i−1)in − T(i)in
R(i−1)in

+ T(i)pa − T(i)in
R(i+1)r + R(i+2)r

− T(i)in − T(i+1)in
R(i)in

− T(i)in − T(i+j)in
R(i)r

. (12)

2.2.3 Modeling in the Wick Region
2.2.3.1 Temperature Equations
Heat transfer in the wick is shown in Figure 5. It includes
evaporation/condensation, radial heat conduction, axial heat
conduction, and heat transport of the working medium
backflow. Evaporation/condensation between the vapor space
and the wick can be expressed, as shown in Figure 6.
According to the assumptions (2) and (6), the vapor
temperature is considered to be equal to the vapor–liquid
interface temperature.

Tv � Tf, (13)
Qevap/cond �

Ti − Tf

Ri
� Ti − Tv

Ri
. (14)

Heat transfer by evaporation/condensation can be obtained as
follows:

Evaporator : Qevap � T(i)we − T(i)ve
R(i+1)r

, (15)

Adiabatic section : Qadia � T(i)va − T(i)wa
R(i+1)r

, (16)

Condenser : Qcond � T(i)vc − T(i)wc
R(i+1)r

. (17)

The mass flow rate can also be obtained as follows:

Evaporator : qevap � T(i)we − T(i)ve
R(i+1)rhv(T(i)ve), (18)

Adiabatic section : qadia � T(i)va − T(i)wa
R(i+1)rhv(T(i)va), (19)

Condenser : qcond � T(i)vc − T(i)wc
R(i+1)rhv(T(i)vc). (20)

According to the assumption (4), the backflow rate in the wick
core can be obtained as follows:

q(i)ml � ∑12
j�i+1

q(j)v,{ q(j)v < 0 evaporation,
q(j)v > 0 condensation. (21)

FIGURE 5 | Heat transfer process in the wick.

FIGURE 6 | Evaporation/condensation between the wick and the
vapor space.
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Therefore, the energy equation can be summarized as follows:

ρ(i)weC(i)we
dT(i)we
dt

� T(i−1)we − T(i)we
R(i−1)a

− T(i)we − T(i+1)we
R(i)a

− T(i)we − T(i)ve
R(i+1)r

− T(i)we − T(i)pe
R(i)r + R(i−1)r

+ q(i)mlh(i)l

− q(i−1)mlh(i−1)l.

(22)

2.2.3.2 Flow Equations
The wick is regarded as a porous structure. The porous medium
model is used for describing the flow of the working medium. In
addition, the gravity term is added in the equation as follows:

ρg + ∇P � − μ

K
u. (23)

Definition of the liquid flow rate is

qml � ρfεπ(r2out − r2in)u. (24)
Combining Eq. 23 with Eq. 24 and integrating on length Leff

we obtain the following equation:

μLeff

Kρf

1
επ(r2out − r2in)qml � P1 − P2 + ρfgLeffsinθ. (25)

In other words,

P2 − P1 � ∇P � μLeff

Kρf

1
επ(r2out − r2in)qml − ρfgLeffsinθ. (26)

The permeability parameter K can be estimated using the
following empirical correlation.

K � 4r2gε
2

150(1 − ε)2. (27)

Therefore, the pressure drop caused by the flow in the wick can
be solved when the flow rate is known.

2.2.3.3 Physical Parameter Calculation in the Wick
The wick is composed of a porous structure and liquefied working
medium. In this model, two different materials are regarded as the
equivalent material. The physical parameters such as density,
specific heat capacity, and thermal conductivity coefficient can be
calculated by the following formula (Bowman, 1991):

ρequ � ερf + (1 − ε)ρw, (28)
Cequ � εCf + (1 − ε)Cw, (29)

kequ � kl
(kl + kw) − (1 − ε)(kl − kw)
(kl + kw) + (1 − ε)(kl − kw). (30)

2.2.4 Modeling in the Vapor Space
2.2.4.1 Vapor Density Equations
In the vapor space, there are evaporation, condensation, and
vapor flow. Using the law of conservation of mass, the vapor
density equation can be obtained as follows:

V(i)v
dρ(i)v
dt

� q(i)v + q(i−1)mv − q(i)mv. (31)

2.2.4.2 Vapor Pressure Equations
Based on the assumption (2), the relation between pressure and
density can be obtained by the following equation:

zPv

zρv
� γRgTv. (32)

So

dρv
dt

� 1
γRgTv

dpv

dt
. (33)

Taking this correlation into Eq. 31, the vapor pressure
equation can be obtained:

dP(i)v
dt

� γRgT(i)v
V(i)v

(q(i)v + q(i−1)mv − q(i)mv). (34)

2.2.4.3 Vapor Temperature Equations
Similarly, according to the assumptions, the
relationship between the pressure and temperature can be
obtained:

γ

γ − 1
Pv

Tv

dTv

dt
� dPv

dt
. (35)

Combined with Eq. 34, the vapor temperature equation can be
written as follows:

dT(i)v
dt

� (γ − 1)Rg

V(i)v

T2
(i)v

P(i)v
(q(i)v + q(i−1)mv − q(i)mv). (36)

2.2.4.4 Vapor Flow Equations
For the vapor flow in the vapor space, it is assumed to be a
one-dimensional, unsteady, and compressible laminar flow.
In the N–S equation, it contains the time term, gravity axial
term, convective transport term, surface friction term, and
pressure gradient term. It can be seen as follows (Bowman,
1991):

z(ρu)
zt

� ρgsinθ − z(ρu2)
zx

− 2τw
R

− zP

zx
. (37)

Integrating this equation on length Lv, it can be concluded as
follows:

Lv

πr2i

dqv
dt

� ρvgLvsinθ + ( q2v
ρvπ

2r4i
)

1v

− ( q2v
ρvπ

2r4i
)

2v

− 8μLv

ρvπr
4
i

qv + P1v

− P2v.

(38)
Appling Eq. 38 into the calculation of the working

medium flow in the vapor space, we obtain the following
equation:
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L(i)v
πr2in

dq(i)mv

dt
� − 8μL(i)v

ρ(i)vπr
4
in

q(i)mv + 1
ρ(i)vπ2r4in

q2(i)in −
1

ρ(i+1)vπ2r4in
q2(i)out

+ P(i)v − P(i+1)v + ρ(i)vgL(i)vsinθ.
(39)

2.3 Judgment of the Capillary Limit
At the vapor–liquid interface between the wick and vapor space,
the concave vapor–liquid surface can form the pumping head of
the capillarity (Figure 7). The pumping head acts as the power of
the stable flow. When the heat absorption of the evaporator
exceeds a certain limitation, the liquid returned by the pumping
head cannot meet the required flow rate of evaporation, and the
temperature in the evaporator will rise rapidly as a consequence
of drying up in the wick. The heat pipe may be damaged.

The maximum pumping head of the capillarity provided by
the heat pipe is as follows:

Pv − Pl � 2σ
rc
. (40)

To ensure that the heat pipe is always below the capillary limit,
the following relation needs to be met:

2σ
rc

≥ ∑11
i�1

P(i)v +∑11
j�1

P(j)l + ∫
L

0

ρlgsinθdl − ∫
L

0

ρvgsinθdl. (41)

According to Eqs. 26,34, the pressure drop on each flow path can
be calculated. When the angle of inclination is known, Eq. 41 can be
adopted to judge whether the heat pipe reaches the capillary limit.

2.4 Numerical Algorithm of the Improved
Model
The presented heat pipe model can be expressed as follows:

⎧⎪⎨⎪⎩
dY

dt
� f(t, Y)

Y(t0) � Y0

. (42)

Unknown variables including the temperature, density,
pressure, and flow rate can be calculated as follows:

Y � [T(i)pe, T(i)pa, T(i)pc,T(i)we, T(i)wa, T(i)wc, T(i)ve, T(i)va, T(i)vc,

ρ(i)ve, ρ(i)va, ρ(i)vc,P(i)ve, P(i)va, P(i)vc,q(j)mv, T(k)in]. (43)

Methods for solving this type of differential equation can be
the Euler algorithm, Runge–Kutta algorithm, linear multistep
method, and so on. In this study, the implicit Runge–Kutta
algorithm is used. The basic solving process of this algorithm
is as follows:

FIGURE 7 | Pumping head of the capillarity.

TABLE 1 | Basic description of a copper-water heat pipe (Huang et al., 1993).

Description Value

Length of the evaporator (mm) 600.0
Length of the adiabatic section (mm) 90.0
Length of the condenser (mm) 200.0
Outer diameter of the heat pipe (mm) 19.1
Inner diameter of the vapor space (mm) 17.3
Wall thickness (mm) 0.15
Wick thickness (mm) 0.75
Effective porosity of the wick 0.5
Initial temperature (K) 296.3
Inlet coolant temperature in secondary (K) 294.5
Convective coefficient in secondary (W/(m2 · K)) 1800.0
Mass flow rate in secondary (g/s) 11.33
Electric power (W) 575.0
Efficient power (W) 443.0
Leakage power (W) 132.0
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⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Yn+1 � Yn + h∑m

i�1
biki

ki,j � f⎛⎝tn + τih, Yn + h∑m
j�1
aijkj⎞⎠i � 1, 2,/m

. (44)

here, tn � t0 + nh(n � 0, 1,/), h is the transient time step, b �
[b1, b2,/bm] is the weight coefficient vector, τ � [τ1, τ2,/τm] is
the node coefficient vector, and a �
[a11, a12,/a1m, a21, a22,/a2m,/amm] is the coefficient matrix.

3 MODEL VALIDATION

To verify the correctness of this model, experimental results of a
copper-water heat pipe (Tournier and El-Genk, 1994) (Huang
et al., 1993) are chosen. The description of this heat pipe is shown
in Table.1.

In calculation, the effective power is regarded as the real power
in the evaporator. It is assumed that the heat pipe system is well
insulated, and there is no heat leakage. For the evaporator, heat
source distribution is assumed to be uniform. For the condenser,
the convective coefficient is constant, and the fluid temperature at
the corresponding node is calculated according to the law of
conservation of energy.

T(i)f � ∑i−1
j�1
⎛⎝T(j)pc − T(j)f
R(j)pc + R(j)f

⎞⎠/Cf + T1f i � 1, 2, 3, 4 . (45)

The model predictions are compared with the experimental
results of Huang et al. (1993) and the calculated results using the
proposed heat pipe transient analysis model (HPTAM) of
Tournier and El-Genk (1994) for horizontal water heat pipes
(Figure 8). Based on the experimental data, the variation of
effective power in the evaporator is fitted linearly, and the fitting

FIGURE 8 | Original data of effective power (Tournier and El-Genk,
1994).

FIGURE 9 | Fitted curve of effective power.

FIGURE 10 | Comparison with experimental results.

FIGURE 11 | Temperature distribution in the steady state (Tournier and
El-Genk, 1994).
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formula is used for describing the real change of the heating
power in the model (Figure 9).

In this model, each region contains multiple temperature
nodes. The arithmetic mean value of the temperature nodes in
the corresponding region is selected for the comparison between
these results. Figure 10 shows the temperature variation of the
heat pipe with time. The curve shows the calculated results using
this model, and the scatter is the measuring results by experiment.
From the figure, it can be found that the calculated results are in
good agreement with the experimental results. Meanwhile, it can
be seen that there is little difference between the vapor
temperature in the evaporator and that in the condenser. For
the water heat pipe, the temperature drop in the vapor space can
indeed be ignored. Figures 11, 12 show the temperature

distribution in a steady state. Benefiting from the capability of
describing non-uniform cooling, this model can calculate the
temperature rise on the wall surface of the condenser section,
causing the rise of the wall temperature. As a consequence, the
correctness of this model is validated.

4 CASE ANALYSIS

Four cases of standard operation, non-uniform heat transfer, heat
leakage, and inclined operation are respectively carried out to
analyze the operating characteristics of the heat pipe. They are

FIGURE 12 | Calculated temperature distribution in the steady state.

FIGURE 13 | Temperature distribution along heat transport path.

TABLE 2 | Parameter description of a sodium heat pipe.

Description Value

Length of the evaporator (mm) 300.0
Length of the adiabatic section (mm) 200.0
Length of the condenser (mm) 500.0
Outer diameter of the heat pipe (mm) 25.0
Inner diameter of the vapor space (mm) 19.0
Wall thickness (mm) 2.0
Wick thickness (mm) 1.0
Thickness of the insulating layer (mm) 70.0
Wick porosity 0.96
Wick structure Screen wick
Wick grain radius (mm) 0.01
Wall material 316-L stainless steel
Wick material 316-L stainless steel
Working medium Sodium
Density of the insulating layer (kg/m3) 230.0
Heat capacity of the insulating layer (J/(kg · K)) 900.0
Thermal conductivity of the insulating layer (W/(m · K)) 0.1
Absorbed power (W) 3,000.0
Coolant temperature in secondary (K) 650.0
Convective coefficient in secondary (W/(m2 · K)) 152.7
Environment temperature (K) 300.0
Convective coefficient in the insulating layer (W/(m2 · K)) 20.0

FIGURE 14 | Temperature distribution along the heat transport path.
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also the situations that may occur during the operation of the heat
pipe cooled reactor. A hypothetical high-temperature sodium
heat pipe is taken as the research object. The basic description of
this heat pipe is listed inTable 2. As for the physical parameters of
sodium, such as density, heat capacity, thermal conductivity,
enthalpy, and surface tension, they can be found in the report
published by the Argonne National Laboratory (Fink and
Leibowitz, 1995).

4.1 Case With Standard Operation
In this case, it is assumed that the heat pipe is uniformly heated
and uniformly cooled. The insulating layer is treated as natural
convection with the environment. Figure 13 shows the

temperature distribution along the heat transport path. The
arithmetic mean value of the corresponding region is chosen as
the characteristic temperature. The surface temperature of the
wall is calculated by Eqs. 10, 11 and considers this influence on
the temperature distribution of the heat pipe. From Figure 13,
it can be seen that the total temperature drop of this heat pipe
is 31.7 K. The temperature drop in the evaporator is more
obvious than that in the condenser. It is because the shorter
length of the evaporator causes higher radial thermal
resistance, and the higher thermal resistance leads to a
larger temperature drop.

As shown in Figure 14, the temperature distribution in each
region is generally uniform, and the temperature drop in the
axial direction is mainly concentrated in the transition section
between different regions. The wall temperature difference
between the evaporator and the adiabatic section is 13.8 K,
and the temperature difference between the adiabatic section
and the condenser is 8.1 K. As for the surface temperature
differences, they are 19.1 and 13.6 K.

Figure 15 shows the temperature distribution of the wick and
the vapor space along the axial direction. The broken line
represents the wick temperature distribution using the network
model. In that model, the evaporation, condensation, and
working medium backflow are all ignored, which means only
axial heat conduction exists in the wick. Therefore, the calculated
temperature distribution of the wick is linear. From Figure 15, it
can be found that the results of the improved model are more
reasonable. In the evaporator and condenser, there is always a
temperature difference between the wick and vapor space due to
the evaporation and condensation of the liquid medium. The
wick temperature in the adiabatic section remains basically the
same as that of the vapor space, with only a temperature
difference of about 0.04 k. The reason is shown in Figure 5.
Heat transfer modes in the wick include axial heat conduction,
radial heat conduction, evaporation/condensation heat transfer,
and heat transport of fluid backflow. In this case, the axial heat

FIGURE 15 | Temperature distribution of the wall and the surface in the
axial direction.

FIGURE 16 | Temperature distribution of the wick and the vapor space.

FIGURE 17 | Mass flow rate in the vapor space.
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conduction is not obvious. The radial heat conduction due to heat
leakage and the working medium backflow causes a heat loss of
the control volume. The heat release of condensation between the
vapor space and wick can compensate for such heat loss to keep
the temperature constant. Because the heat loss is not obvious, the
condensing flow is small, causing only a small temperature
difference between the wick and the vapor space. In addition,
it can be found that the temperature difference in the vapor space
is about 2.6 K due to the energy dissipation caused by high-speed
flow and wall friction.

This model can also simulate the flow distribution and
pressure variation during the flow circulation. In this case, it is
assumed that the heat pipe is uniformly heated, and the vapor
flow rate increases linearly along the axial direction (Figure 16).
Because of the good insulation of the adiabatic section, the
condensation in this area is negligible. When the vapor flows
to the condenser, the flow rate decreases sharply because of the
condensation. Figure 17 shows the pressure variation in flow
circulation. Although the vapor density is lower, there is still a
pressure drop of about 897.2 Pa in the vapor chamber due to the
accelerated pressure drop and frictional pressure drop of the
vapor flow. In the wick region, caused by the viscous flow in the
porous medium, the pressure drop is about 6,159.1 Pa. Then, with
the pumping head of capillarity, the pressure rises to maintain the
stable flow.

4.2 Case With Non-Uniform Heating and
Cooling
In a heat pipe cooled reactor, heating and cooling to a high-
temperature heat pipe are always non-uniform. In this section,
these effects on a heat pipe are preliminarily discussed. The
steady-state performance of heat pipes under different
boundary conditions is discussed. A detailed description of
different cases is shown in Table 3.

Figure 18 shows the temperature distribution of the wall in
different cases. From the figure, it can be seen that the non-
uniform boundary condition does change the temperature
distribution in the corresponding regions. The actual
temperature distribution is determined by the specific
boundary condition. In general, the higher the heating power,
the higher will be the temperature. The more the cooling power,
the lower temperature will be. Meanwhile, it can be found that
non-uniform heating and non-uniform cooling both lead to a
larger temperature difference in the heat pipe. The greater the
non-uniformity is, the larger the temperature difference will be.
In case 5, the total temperature difference is 33.76 K, which is up
to 19.54% compared with the standard case.

Combining Figures 18, 19, it can be concluded that non-
uniform heating does not affect the temperature distribution of
the condenser and non-uniform cooling does not change the
temperature distribution of the evaporator. It is because the non-

FIGURE 18 | Pressure variation in circulation. FIGURE 19 | Wall temperature distribution in different cases (1).

TABLE 3 | Description of a non-uniform heat transfer boundary condition.

Q1in(W) Q2in(W) Q3in(W) Q4in(W) h1f(W/m2) h2f(W/m2 · K) h3f(W/m2 · K) h4f(W/m2 · K)

Case 1 900.0 800.0 700.0 600.0 152.7 152.7 152.7 152.7
Case 2 600.0 700.0 800.0 900.0 152.7 152.7 152.7 152.7
Case 3 650.0 850.0 850.0 650.0 152.7 152.7 152.7 152.7
Case 4 750.0 750.0 750.0 750.0 122.7 142.7 162.7 182.7
Case 5 900.0 800.0 700.0 600.0 122.7 142.7 162.7 182.7
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uniformity of heating or cooling does not obviously change the
vapor temperature in the vapor space. For the heat transport
between the evaporator and condenser, it is achieved through
flow heat transfer of the vapor. The high-speed flow of the vapor
can effectively eliminate the influence of non-uniform heat
transfer on the operation of the heat pipe.

4.3 Case With Heat Leakage
In a heat pipe cooled reactor, because of the large number of heat
pipes used, heat leakage through the insulating layer will be
regarded as an important part of the system’s heat dissipation.
In this section, the operating characteristics of heat pipes under
different heat leakage conditions are preliminarily analyzed.
Because of the heat convection between the insulating layer

and the environment, obvious condensation between the vapor
space and the wick will exist. The latent heat released by
condensation will be transferred to the environment through
radial heat conduction (Figure 20).

In the calculations, the thermal conductivity of the insulating
layer is modified to 3W/(m ·K) (case 6), 6W/(m ·K) (case 7),
and 12W/(m · K) (case 8), respectively. Other parameters remain
unchanged.

Figure 21 shows the temperature distribution of the wall in
cases of high heat leakage. When heat leakage increases, the
operating temperature decreases obviously. Compared with
Figure 14, the increase in heat leakage leads to a temperature
decrease from about 1160 to 970 K (case 8). Moreover, the heat
leakage causes an obvious temperature gradient between the

FIGURE 21 | Schematic diagram of heat leakage of the heat pipe.

FIGURE 20 | Vapor temperature distribution in different cases.

Frontiers in Energy Research | www.frontiersin.org May 2022 | Volume 10 | Article 84879912

Guo et al. Improved Model of the Heat Pipe

121

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


evaporator and the adiabatic section. Because of the poor
insulation of the adiabatic section, it can be regarded as the
“cold” source and the evaporator is the “heat” source. Therefore,
the axial heat conduction causing a significant temperature
gradient in the axial direction becomes non-negligible. As for
heat conduction between the adiabatic section and the condenser,
the temperature difference is inconspicuous because the heat
transferred from the evaporator is mainly lost to the environment
through the insulating layer rather than to the condenser, leading
to a small temperature gradient. If the thermal conductivity of the
insulating layer is high enough, the surface temperature in the
adiabatic section will be even lower than that of the condenser,
resulting in the reverse heat conduction from the condenser to the
adiabatic section (cases 7 and 8).

From Figure 22, it can be found that because of the heat
leakage, more condensation occurs in the adiabatic section,
leading to the decrease of vapor flow in the condenser. The
reduction of heat transfer in the condenser is the root cause of the
temperature drop of the heat pipe. From these results, it can be

concluded that it is essential to keep the heat preservation
performance of the heat pipe system.

4.4 Case With Inclined Operation
For mobile power stations such as the eVinci reactor, an inclined
operation may occur (Figure 23). In this section, the working
medium flow and temperature distribution at different inclined
angles are simulated, and the capillary limit of the heat pipe is judged.

From Table 4, the influence of gravity on the flow mainly shows in
the pressure drop in the wick, but the influence on the vapor flow is not
obvious. It is because the workingmedium in the wick is a high-density
liquid, and the density of the vapor in the vapor space is low enough.
When the angle is positive, gravity provides the effective pressure head
for the flow, reducing the total pressure drop. The larger the inclination
angle of the heat pipe, the more effective the pressure head is provided
by gravity. Particularly, when the angle is 90+, the pressure drop in the
wick is less than that in the vapor space. However, when the angle is
negative, the workingmediumhas to overcome the influence of gravity.
According to the calculation,when the inclination angle is−30°, the total
pressure drop of the workingmedium exceeds the pumping head of the

FIGURE 23 | Mass flow rate in the vapor space.
FIGURE 22 | Wall temperature distribution in different cases (2).

TABLE 4 | Pressure drop and heat transfer of a heat pipe at different inclined angles.

angle (+) SteamP (Pa) LiquidP (Pa) TotalP (Pa) Wall temperature
in evaporator + (K)

Wall temperature
in condensor + (K)

Capillary limit

0 896.678 8,422.472 9,319.150 1,171.545 1,149.754 NO
15 897.483 6,434.366 7,331.849 1,171.402 1,149.611 NO
30 898.141 4,529.731 5,427.872 1,171.403 1,149.611 NO
45 898.702 2,993.146 3,891.848 1,171.404 1,149.610 NO
60 899.139 1773.228 2,672.367 1,171.404 1,149.610 NO
75 899.412 1,006.355 1905.767 1,171.405 1,149.609 NO
90 899.505 744.789 1,644.294 1,171.405 1,149.609 NO
-15 896.070 10,407.946 11,304.016 1,171.401 1,149.613 NO
−30a NULL NULL NULL NULL NULL YES

aWhen the angle is −30°, the capillary limit occurs.
+Arithmetic mean value.
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capillary, and the capillary limit occurs. It should be mentioned that the
model is built on the assumption that gravity does not cause the
redistribution of the workingmedium. In fact, this assumptionmay not
be believable at a large inclined angle. When the inclined angle is large
enough, the working medium will accumulate at the lower region,
resulting in the increase of theworkingmedium in the evaporator and a
change in the vapor–liquid interface shape, affecting the actual heat
transfer of the heat pipe.

5 CONCLUSION

The accurate calculation of heat pipes will affect the reliability of the
analysis results of the heat pipe cooled reactor system. Based on the
network method, an improved model is proposed. It can calculate
more realistic temperature distributions and obtain information on
fluid flow and pressure distribution.

For the high-temperature sodium heat pipe of 1.0 m length,
based on the analysis, it can be concluded that non-uniform
heating and cooling can change the temperature distribution of
the heat pipe. The greater the non-uniformity is, the larger the
temperature difference will be. When the heat leakage is obvious,
it will not only reduce the operating temperature but also lead to a
large temperature gradient between the evaporator and the
adiabatic section. As for the gravity term, the influence on the
flow depends on the inclination degree. When the angle is
positive, gravity will provide an effective pressure head for the
flow. When the angle is negative, the fluid needs to overcome its
influence. When the inclination angle exceeds −30°, the heat pipe
may reach the capillary limitation, and it may be damaged.

It should be highlighted that gravity may lead to the
redistribution of the working medium in the heat pipe, which
is ignored in this model. In the future, numerical analyses and
experimental investigations of gravity effects on heat pipes will be
carried out. Coupling simulation with the reactor core will also be
investigated.
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NOMENCLATURE

A area (m2)
C specific heat capacity (J/(kg ·K))
g acceleration of gravity (m/s2)
h specific enthalpy (J/kg)
k heat conductivity (W/(m ·K))
K permeability

L length (m)
P pressure (Pa)
q mass flow rate (kg/s)
Q heating power (W)
r radius (m)
R thermal resistance (K/W)
Rg gas constant (J/(kg ·K))
T temperature (K)
Thick thickness (m)
u velocity (m/s)
V volume (m3)
ρ density (kg/m3)
μ dynamic viscosity (Pa ·m)
ε porosity

λ convective heat transfer coefficient (W/(m2 ·K))
γ heat capacity ratio

Y variable vector

b weight coefficient vector

τ node coefficient vector

a coefficient matrix

Subscripts

pe wall region in the evaporator/radial direction (1)

pr radial direction (2)

pc wall region in the condenser/radial direction (3)

we wick region in the evaporator/radial direction (4)

wr radial direction (5)

wc wick region in the condenser/radial direction (6)

pa wall region in the adiabatic section/axial direction (1)

wa wick region in the adiabatic section/axial direction (2)

ve vapor space region in the evaporator

va vapor space region in the adiabatic section

vc vapor space region in the condenser

in insulating layer/inner radius/heat absorption

gap contact gap

evap evaporationevaporator

cond condensationcondenser

mv mass flow rate of vapor

ml mass flow rate of liquid

out outer radius

equ equivalent parameter

eff effective parameter

evap evaporationevaporator

adia adiabatic section

cond condensationcondenser

f fluid

v vapor

w wick mesh

c capillary
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An iDTMC-based Monte Carlo
depletion of a 3D SMR with
intra-pin flux renormalization

Inhyung Kim, Inyup Kim and Yonghee Kim*

Nuclear and Quantum Engineering, Korea Advanced Institute of Science and Technology, Daejeon,
South Korea

Improved deterministic truncation of theMonte Carlo (iDTMC) solutionmethod

has been applied to neutronic depletion analyses of a nuclear reactor in this

work. The theoretical background on the iDTMC method and material

depletion calculation is briefly discussed, and the concept of an intra-pin

renormalization scheme is presented to determine the detailed power and

flux profiles with the pin-wise homogenized iDTMC solutions. The iDTMC

method is applied and evaluated in a 100 MWth 3-dimensional small

modular reactor (SMR) problem. Burnup-dependent multiplication factors,

pin power distributions, and material densities are estimated by the iDTMC

method and compared with the reference and standard Monte Carlo solutions.

Numerical performance is investigated in terms of real standard deviation, root-

mean-square and relative errors, computing time, and figure-of-merit. The

numerical results demonstrate that the iDTMC method is superior to the

standard MC method in estimating the burnup-dependent reactor

eigenvalue and 3D pin-wise power distribution.

KEYWORDS

Monte Carlo method, iDTMC, p-CMFD, depletion analysis, intra-pin reconstruction

Introduction

A depletion calculation in nuclear reactor analyses is essential for evaluating burnup-

dependent reactor parameters and material compositions of nuclear fuels. Recently, the

Monte Carlo (MC) method has been extended to the depletion analysis in response to the

demand for high-fidelity physics solutions (Romano et al., 2021; Haeck and Verboomen

2007; Ebiwonjumi et al., 2020; Davidson et al., 2018; A. Isotalo 2015). For a practical

application of the MC method in commercial reactor problems, a whole core depletion

calculation should be affordable in terms of memory and computing time. Despite of

advances in computational resources, an intra-pin level burnup calculation in large-scale

whole core problems is still excessively demanding.

Many research groups have studied to enhance the efficiency of the MC-based

depletion calculation. Fission and surface source iteration algorithm has been suggested to

efficiently utilize the given memory storage based on a domain decomposition approach

(Y. G. Jo et al., 2020). In a multi-core cluster, each group of processors independently

simulates particle sources within local domains evenly decomposing a whole core and
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corrects the fission and surface sources by a non-blocking

communication between the groups. The predictor-corrector

method has been applied in the depletion analysis to improve

the accuracy and stability of the established burnup calculation

(A. E. Isotalo and Aarnio 2011; Dufek et al., 2013; Cosgrove,

Shwageraus, and Parks 2020). This method solves multiple

neutronic calculations at every depletion time step, and then

it can provide corrected material compositions and neutron

fluxes by considering continuously changing reaction rates

over an interval. The Chebyshev rational approximation

method (CRAM) has been popularly used in solving the

exponential matrix to enhance the computational accuracy

and efficiency by examining the characteristics of the

eigenvalues of the burnup matrix (Pusa and Leppänen 2010;

A. E. Isotalo and Aarnio 2011; Pusa 2016).

In the meantime, the amount of computational burden in

Monte Carlo burnup calculation is largely consumed in the

neutronic transport calculation than in the material depletion

calculation in large-scale whole core problems. Reducing the

numerical cost for the neutronic simulation is still strongly

required for the practical and affordable whole core depletion

analyses.

The improved deterministic truncation of the Monte Carlo

solution (iDTMC) method has been previously developed to

decrease the computing time and stochastic uncertainties for the

steady-state MC eigenvalue analysis (Kim and Kim 2020; Kim,

Kim, and Kim 2020; Kim and Kim 2022). It was shown that the

iDTMC method can improve the accuracy and reliability of the

pin-wise power and flux profiles compared to the conventional

MC method. Recently, preliminary studies were carried out for

the application of the iDTMC method to lattice (fuel assembly)

depletion calculations (Kim and Kim, 2021a; 2021b).

In this study, the iDTMC method is applied to the depletion

calculation in a small modular reactor (SMR) whole core problem.

First, an overview of the iDTMC method and material depletion

calculation is briefly presented, and the concept of an intra-pin flux

renormalization scheme is provided. In numerical analysis, burnup-

dependent criticalities, pin power distributions, and material

densities through the burnup are estimated by an in-house MC

code called iMC (Kim 2021) for both the standard MC and iDTMC

approaches. Moreover, computational performance is evaluated by

examining the real standard deviation (SD), root-mean-square

(RMS) and relative errors, computing time, and figure-of-

merit (FOM).

Methods

Improved deterministic truncation of
Monte Carlo solution method

The iDTMC method is a numerical algorithm to reduce

statistical uncertainty and computing time in the MC transport

simulation by maximizing the utilization of deterministic

solutions (Kim and Kim 2020; Kim and Kim 2021a; Kim and

Kim 2022). The MC method can provide high-fidelity neutronic

solutions, while the deterministic method is numerically

cheap. Therefore, the accurate reactor solutions can be quickly

calculated by strategically combining the deterministic and MC

methods and employing the advantages of each method.

In the iDTMC method, the deterministic solutions are

calculated by the partial-current coarse mesh finite difference

(p-CMFD) method (Cho, 2012). The p-CMFD method is a

nonlinear iterative acceleration scheme popularly used in

neutronic analyses. This method can give MC-equivalent

high-fidelity solutions by solving a one-group diffusion-like

neutron balance equation with surface current correction. The

one-group neutron balance equation can be simply expressed in

the Cartesian coordinate:

Σ
i

A

Vi
(Ji+1/2 − Ji−1/2) + Σi

aϕi �
1

keff
]Σi

fϕi (1)

where i is the node index,A is surface area,V is the volume of the

node, J is the net current, Σa is the absorption cross section, ]Σf

is the fission cross section times the number of neutrons per

fission, keff is the effective multiplication factor, and ϕ is the

neutron flux. The net current can be represented by the partial

currents, and the partial currents can be expressed by the

neighboring neutron fluxes:

Ji+1/2 � J+i+1/2 − J−i+1/2 � − ~Di+1/2(ϕi+1 − ϕi) + D̂
+
i+1/2ϕi − D̂

−
i+1/2ϕi+1,

(2)
where ~Di+1/2 is the interface diffusion coefficient, and D̂i+1/2 are
the correction factors:

~Di+1/2 � 2DiDi+1
(Di +Di+1)Δ, and (3)

D̂
±

i+1/2 �
J±i+1/2 ± 0.5 · ~Di+1/2(ϕi+1 − ϕi)

ϕi+1/2∓ 1/2
. (4)

The group constants for equation formation and the currents

and fluxes for the correction factors are obtained from the MC

simulation. Then, the subset of the eigenvalue equation can be

derived in reference to the MC simulation. By solving the matrix

equation, deterministic solutions such as the multiplication

factor and neutron flux distribution can be obtained with a

convergence tolerance of 1E-9 for the relative errors between

criticalities.

In the iDTMCmethod, these deterministic solutions are used

not only to accelerate the convergence of the fission source

distribution but also to predict the system solutions. The

assembly-wise p-CMFD calculation is implemented during

inactive cycles coupled with the MC simulation. In this stage,

the deterministic solutions update the fission source of the MC

simulation by adjusting particles’ weight. In the meantime, the

pin-wise p-CMFD calculation is carried out during active cycles
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to solely acquire the reactor solutions like the eigenvalue and

detailed power distribution.

Depletion analysis

The isotopic changes can be characterized by the Bateman

depletion equation taking into account neutron-induced

reactions and spontaneous radioactive decay:

dNi

dt
� ∑

i≠j
λijNj − (λi + ϕσ i)Ni, (5)

where i and j are the indices for the nuclides, Ni is the

concentration of nuclide i, λij is the coefficient characterizing

the production of the nuclide i from the nuclide j through decay,

transmutation, and fission reactions, λi is the decay constant of

the nuclide i, and σ i is the disappearance cross section.

The first-order linear differential equations for the isotopes

can be represented in a matrix form assuming the coefficients are

constant in a time:

n′ � An, (6)

where A is the burnup matrix including the transmutation and

decay coefficients of the nuclides and n is the isotope

concentration vector. This equation can be solved by the

matrix exponential method having the simple solution:

n(t) � eAtn0, (7)

where n0 � n(t � 0). In our study, the CRAM is applied to compute

the matrix exponential solutions using the constant extrapolation

method. Meanwhile, the burnup matrix is determined based on

ORIGEN and ACE-formatted libraries (Rearden and Jessee 2018).

The libraries contain one-group fission yields and decay

characteristics for 1,306 nuclides, and the transmutation cross-

section is tallied for 301 nuclides during theMC transport calculation.

In general, the burnup calculation of nuclear fuels in reactor cores

is performed by sequentially solving the steady-state neutronics and

changes of material compositions in a quasi-static manner. From the

MC simulation, the one-group effective cross sections for each

isotope are calculated and the one-group neutron flux is updated

via the iDTMC method at every time step. These are used for the

input parameters in the depletion calculation. The Bateman equation

gives the material compositions and isotopic concentrations. Then,

theMC simulation is again implemented with the changedmaterials.

This process is repeated over a fuel depletion cycle.

Intra-pin renormalization scheme

In the neutronic depletion calculation, the material

compositions and neutron flux are considered spatially

constant within each burnup zone. However, in reality,

nuclear fuels are pretty heterogeneous due to the spatial self-

shielding effect particularly in a radial direction in terms of both

the materials and neutron flux. Neutrons are mainly absorbed at

the outer periphery of a fuel pellet resulting in the highest thermal

flux at the rim and lowest one at the center, and this flux gradient

also affects the distribution of fission products and fissionable

nuclides. Therefore, fuel rods are generally divided into several

rings for a reliable computer simulation of fuel depletion.

However, the iDTMC method only can provide the

homogenized pin-cell flux distribution. The detailed flux

distribution inside the fuel pin is essential to apply the iDTMC

method to the neutronic depletion calculation. In this study, the

intra-pin flux distribution on the designated geometry of the pin

interior is reproduced with the iDTMC solutions by the intra-pin

renormalization scheme (Nguyen and Kim 2018; Kim and Kim

2021b). A form function upon pin cells is calculated from the MC

simulation, and then the intra-pin flux and power distributions are

renormalized by adjusting the magnitude with the iDTMC solutions.

The form function is generated based on the MC flux

distribution, and normalized for the summation to be unity at

each pin cell:

ffi,r � ϕMC
i,r

∑Nr

r
ϕMC
i,r

, (8)

where i and r are the indices for the pin and ring nodes respectively,

and Nr is the number of rings. When it comes to the number of

rings, the fuel rod is generally divided into 1 to 5 rings and the

burnable absorber rods are divided into 3 to 10 concentric rings. The

flux distribution is normalized to the actual reactor power:

ϕiDTMC′
i � C · ϕiDTMC

i , (9)

where C is the normalization factor

C � P [MW]∑
i
κΣi

fϕ
iDTMC
i Vi [MeV] × 1.602E − 19

Then, the intra-pin flux distribution on each pin cell can be

finally calculated by multiplying the pin homogenized flux and

form function as follows (see Figure 1):

ϕi,r � ffi,r × ϕiDTMC′
i (10)

The neutron balance can be exactly preserved by the iDTMC

method on each pin cell as well as the whole core.

Numerical results

Problem description

A small modular reactor (SMR) core has been considered for

numerical analysis. The detailed configurations of the reactor
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core are presented in Figures 2A,B. Total 37 fuel assemblies are

loaded in the core. There are two different types of fuel assembly.

One fuel assembly contains higher-enriched U fuel rods and

Gadolinia (Gd2O3) burnable absorber pins, while the other one

solely consists of lower enriched fuel rods. The fuel rods are

arranged in a 17 by 17 array and the fuel assembly includes

25 guide tubes and 264 fuel rods. Among them, 24 fuel rods

contain Gadolinia burnable absorbers as shown in Figure 3. The

core is surrounded by a water reflector. The diameter and height

of the core are 192.78 cm and 140 cm, respectively. The reactor

power is 100 MW thermal. The detailed specifications of the

SMR core can be found in Table 1.

The reactor core was depleted over 650 effective full power

days (EFPDs) with a power level of 100 MWth. For the burnup

calculation, the fuel pins are axially divided into 10 subdivisions

by 10 cm. The fuel rods without the Gd2O3 burnable absorber are

not divided radially in the standardMC and iDTMC calculations,

while they are radially divided into 2 rings in the reference

calculation for a more accurate solution. In the meantime,

since the flux gradient is larger in the Gadolinia-loaded fuel

rods due to the strong spatial self-shielding, those are radially

divided into equivolumetric 5 rings to account for the spatial self-

shielding effect.

Neutronic analysis has been implemented by an in-house

MC code named iMC (Kim 2021) with ENDF/B-VII.1 nuclear

data library (Chadwick et al., 2011). A reference solution was

calculated with 30 inactive cycles, 200 active cycles, and

1,500,000 histories per cycle. For the standard MC and

iDTMC methods, 30 inactive cycles, 10 active cycles, and

1,500,000 histories per cycle were used at every time step. For

the estimation of the real SD of the reactor parameters,

20 independent batches were simulated with the different

random seeds. All the calculations were carried out with a

total of 112 cores of Xeon E5-2697.

Source convergence

The convergence of the fission source distribution has been

characterized by the Shannon entropy. Figures 4A,B show the

behavior of the Shannon entropy at the first (0 EFPD) and second

(0.25 EFPD) time steps, respectively. The entropy value is highest

at the first transport cycle because of uniformly distributed

particles and gradually decreases along with the simulation at

the first time step. The entropy in the standard MC method

FIGURE 1
Intra-pin renormalization with the MC tally and iDTMC solution.

FIGURE 2
Configuration of SMR core; (A) radial (B) axial.
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reaches a stationary state at around cycle 25, while the iDTMC

method more quickly attains the source convergence at around

cycle 15 due to the CMFD acceleration. The fission source

distribution does not change significantly with the fuel

burnup, so the entropy values are already close to the

stationary state from the initial transport cycle after the first

time step as shown in Figure 4B.

Burnup dependent criticality

The multiplication factors were calculated at certain time

steps over 650 EFPDs. The SMR core was depleted with the short

time bin at the beginning of the cycle to properly take into

account the depletion of the burnable absorber and the buildup of

the neutron-absorbing fission products. Figure 5 describes the

burnup-dependent criticalities and the differences compared to

the reference solution. The criticality quickly decreases over the

early depletion steps due to Xe build-up, and gradually decreases

after 10 EFPDs. The RMS error for the burnup dependent

criticalities is estimated to be 12.8 pcm for the iDTMC

method and 17.1 pcm for the standard MC method. In short,

the iDTMC method shows a better agreement with the reference

solution compared to the standard MC method.

The same reactor problem was also analyzed by Serpent

2.1.29 code (A. Isotalo and Sahlberg 2015; A. Isotalo 2015) for

comparison, and the results are also given in Figure 5. For the

Serpent calculation, 100 inactive cycles, 10 active cycles, and

1,500,000 particles per cycle were simulated. Although Serpent

uses different fission yield and decay libraries from iMC and deals

with a lot more nuclides including meta-stable isotopes, the iMC

results are quite close to the Serpent values. The difference of

criticalities between iMC and Serpent is 17.4 pcm for the initial

condition. Since the one standard deviation of the multiplication

factor is 5.6 pcm for the iMC reference and 20 pcm for the

Serpent results, their results agree well within the stochastic

uncertainty. The largest discrepancy between the iMC and

Serpent through the depletion is only about 220 pcm.

Figure 6 shows the standard deviations of the burnup

dependent multiplication factor. The reference solution

provides the apparent SDs, while the standard MC and

iDTMC methods give the real SDs estimated by the batch

calculation. The apparent SD for the reference solution is

estimated to be around 5 pcm on average. According to the

figure, the iDTMC method clearly shows smaller stochastic

uncertainties throughout the simulation than the standard

MC. The average of values at each time step is estimated to

be 9.4 pcm in the iDTMC method and 21.6 pcm in the standard

MC method.

Meanwhile, the iDTMC method has shown the effectiveness

of the early truncation of the MC solutions in many steady-state

FIGURE 3
Detailed configuration of fuel assemblies.

TABLE 1 Specifications of the SMR core.

Parameters Values

No. of fuel assemblies 37

Weight fraction of Gd2O3 in fuel 4%

Fuel pellet radius 0.5 cm

Pin pitch size 1.26 cm

Assembly pitch size 21.42 cm

UO2 density 10.4 g/cm3

Cladding thickness 0.3 mm

Cladding density 6.5 g/cm3

Reflector Water

Water density 0.9 g/cm3

Reactor diameter 192.78 cm

Reactor height 140 cm

Reactor thermal power 100 MW
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neutronic analyses (Kim, Kim, and Kim 2020; Kim and Kim

2022). It means that the iDTMC method can provide accurate

and reliable solutions even within 3 active cycles. This

characteristic also has been evaluated in this depletion

calculation by assessing the statistical errors at the different

active cycles. Figure 7 describes the real SDs of the criticality

at the specific active cycle 1, 3, 5, and 10, respectively. The

standard MC method shows higher SDs at the earlier active

cycles. On the other hand, the iDTMC method has consistently

smaller SDs even from the early active cycles and seems not

significantly affected by the number of active cycles. This implies

that the computational burden for the active cycles can be

possibly reduced by decreasing the number of cycles.

Power distribution

A 2-D pin power distribution has been evaluated and

compared with each other. The original 3D powers were

axially summed up and normalized for the average to be

unity. Figure 8 describes the RMS and relative errors of the 2-

D pin power profile. The RMS error is 3.2% in the standard MC

FIGURE 4
Shannon entropies at the different time steps; (A) 0 EFPD (B) 0.25 EFPD
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and 2.1% in the iDTMC method. The maximum errors were

reduced by 40% in the iDTMCmethod compared to the standard

MCmethod. The pin power distribution was also calculated with

the Serpent for comparison. The Serpent solution shows a 4%

discrepancy from the iMC-based reference distribution in terms

of the RMS errors.

Figure 9 shows the average of real standard deviations of the

2-D pin power distribution at each burnup step. The real

standard deviation for the pin power was also calculated with

15 independent runs. The iDTMC method shows smaller

stochastic uncertainties for the pin power distribution. The

iDTMC method reduces the real standard deviation by 40%

FIGURE 5
Burnup dependent criticalities of the SMR core problem.

FIGURE 6
Standard deviations for burnup dependent criticality (active cycle 10)
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compared to the standard MC method with the same calculation

condition. Figure 10 shows the RMS errors for the 2-D intra-pin

power distribution. The ring-wise intra-pin power distribution

was normalized for the average to be unity. The iDTMC method

has similar RMS errors with the standard MCmethod, indicating

that the intra-pin power profile was properly determined by the

intra-pin renormalization scheme.

The effectiveness of the early truncation of the MC solutions

also has been assessed with the pin power profile. The RMS errors

were estimated at the different active cycles (i.e. 1, 3, 5, and

10 cycles) in Figure 11. The RMS errors of the standard MC were

more than 9% at the first active cycle and gradually decreased

with the cycle accumulation. On the other hand, the RMS errors

of the iDTMCmethod were already low from the first active cycle

and slowly decreases with the active cycles. The iDTMC RMS

errors of the pin-power profile are consistently lower than in the

standard MC case in all active cycles and the difference gets

smaller with active cycles.

FIGURE 7
Real standard deviations for burnup dependent criticality at different active cycles.

FIGURE 8
Errors for pin power distribution (active cycle 10)
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Material density

Figure 12 presents the change of the total number density

of all the low-enriched uranium fuel rods for several nuclides.

The number densities of the gadolinium, uranium, and

plutonium isotopes were estimated and compared. U-235

was steadily depleted, while Pu-239 was quickly produced

and reaches an equilibrium state. Gadolinium isotopes were

FIGURE 9
Average of real standard deviations for pin power (active cycle 10)

FIGURE 10
RMS errors for intra-pin power distribution (active cycle 10)
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also quickly produced as fission products. The nuclide number

densities are basically identical within the statistical

uncertainties for the two schemes. The results prove that

the production and loss of the nuclides in the reactor core

have been correctly modeled by the standard MC and iDTMC

calculations.

Numerical performance

Table 2 compares the computing time consumed during the

transport and depletion calculations. The standard MC took 16.8 h,

while the iDTMCmethod took 17.3 h. The iDTMCmethod requires

a slightly more running time due to the additional deterministic

FIGURE 11
Cycle-wise RMS errors for the pin power profile.

FIGURE 12
Number densities of the several isotopes in the fuel.
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calculations, but it can be reckoned that the numerical overhead for

the iDTMC calculation accounting for ~3% of the total time is

affordable when considering the more accurate and reliable

solutions. The computing time of the Serpent calculation is also

included only for information, but the Serpent depletion calculation

has not been optimized for the large-scale burnup problem involving

more than 20,000 depletion zones, and a lot more nuclides are

handled in the Serpent depletion.

The iDTMC method requires more memory for the

deterministic calculation. The additional memory size

necessary for the iDTMC calculation considerably depends on

the problem size. In this SMR problem, the iDTMC method

utilized 17.7 MB more memory than the standard MC method.

Lastly, numerical performance has been measured in view of

the FOM for the multiplication factor and pin power as shown in

Figure 13. The FOM was calculated with the real variance (σ2) at

the active cycle 10 and corresponding total transport computing

time (T).

FOM � 1
σ2T

. (11)

Although the computing time is longer in the iDTMC

method, the iDTMC method significantly reduces the

stochastic uncertainties. Therefore, the iDTMC method shows

much bigger FOMs. The FOM of the iDTMCmethod is 5.2 times

higher for the multiplication factor and 2.5 times higher for the

pin power distribution.

The FOM of the multiplication factor is also calculated at the

first active cycle to demonstrate the effectiveness of the early

truncation in the iDTMC method. The iDTMC shows even

higher FOM from the beginning of the active cycle. The FOM

of the iDTMC method at the first active cycle is shown to be

comparable to that at the active cycle 10. On the other hand, the

FOM of the standard MC at the first active cycle is clearly lower

than that of the 10th active cycle. The average FOM of the

standard MC for the multiplication factor is 8.6E+2 at the first

cycle and 3.5E+4 at the last cycle, while it is 7.6E+3 at the 1st cycle

and 4.3E+4 at the 10th cycle for the iDTMCmethod, respectively.

The iDTMC FOM is ~40 times higher at the 1st active cycle and

~6 times higher at the 10th cycle than that of the standard MC.

Conclusion

Improved deterministic truncation of the Monte Carlo

solution (iDTMC) method has been applied to the neutronic

TABLE 2 Total computing time for the whole core depletion calculation.

Computing time (hr.) Reference Standard MC iDTMC Serpent

Transport Inactive 21.1 9.4 9.8 —

Active 208.8 4.6 4.8 —

Total 229.9 14.0 14.5 22.6

Depletion 5.0 2.7 2.7 47.4

Total (transport + depletion) 234.9 16.8 17.3 70.0

FIGURE 13
Figure of merits for the multiplication factor and pin power profile.
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depletion calculation in a small modular reactor core problem.

The intra-pin flux distribution has been properly determined

by the renormalization scheme combined with the iDTMC

solutions. From numerical analyses, the iDTMC method

showed better agreement with the reference solution and

superior numerical performance compared to the standard

MCmethod. For the burnup dependent multiplication factors,

the iDTMC method showed the smaller discrepancy on

average and reduced the real standard deviation almost by

50%. In particular, the iDTMC method produced reliable

solutions even from the first active cycle having

consistently smaller stochastic uncertainties regardless of

the number of active cycles. When it comes to the pin

power distribution, the iDTMC method achieved a 40%

reduction both in the stochastic uncertainties and errors.

The average real standard deviations for the pin power

distribution have been estimated to be 1.3% in the iDTMC

method but 2.0% in the standard MC method. Moreover, the

RMS error for the iDTMC method was shown to be 2.1%,

while that for the standard MC method was shown to be 3.2%.

In the meantime, the computing time is marginally longer in

the iDTMC method due to the additional deterministic

calculation. As a result, the iDTMC method provides quite

larger FOMs in terms of the multiplication factor and pin

power distribution.
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Numerical investigation of heat
transfer characteristics of
moderator assembly employed in
a low-enriched uranium nuclear
thermal propulsion reactor

Wei Li, ChaoranGuan, Houde Song, Xiang Chai* and Xiaojing Liu

School of Nuclear Science and Engineering, Shanghai Jiao Tong University, Shanghai, China

The design of a nuclear thermal propulsion (NTP) reactor based on low-

enriched uranium (LEU) requires additional moderator elements in the core

to physically meet the critical requirements. This design softens the core energy

spectrum and can provide more thermal neutrons for the fission reaction, but

the heat transfer characteristics between the fuel and moderator assembly are

more complex. Aiming at the typical LEU unit design, the heat transfer

mathematical model is established using the principle of heat flow diversion

and superposition. The model adopts the heat transfer relationship based on

STAR-CCM+ simulation rather than the empirical expression used in the past

literature to improve the applicability of the model. The heat transfer

coefficients in the proposed model are evaluated under different Reynolds

numbers and thermal power. The deviations between the proposed model and

CFD simulation are analyzed. The results show that the calculation of the heat

transfer coefficient between the proposed model and the CFD simulation

maintains a good consistency, most of which are within 10%. It may provide

a reliable and conservative temperature estimation model for future LEU core

design.

KEYWORDS

low-enriched uranium, nuclear thermal propulsion, STAR-CCM+ simulation, heat
transfer mathematical model, heat transfer coefficients

Introduction

The nuclear thermal propulsion (NTP) reactor has become a potential leading power

option for NASA’s crewed landing on Mars due to its much shorter transit time in a long-

distance space mission (Hibberd and HEIN, 2021). NTP reactor designs are grouped into

high-enriched uranium (HEU) and low-enriched uranium (LEU) designs according to the

different enrichment of the nuclear fuel used. A few decades of the cold war between the

United States and the Soviet Union had witnessed the amount of mature and effective

numerical and experimental work (Belair et al., 2013; Khatry et al., 2019; Graham, 2020)

on HEU design. However, recent efforts focus on designing a feasible engine that relies on
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LEU fuel due to its lower cost and nuclear proliferation risk

(Venneri and KIM, 2015a; Venneri and KIM, 2015b; Gates et al.,

2018). In LEU design, moderator assembly is employed to

cooperate with fuel assembly to support the whole structure

and take some heat away. What is more, this design can slow

down the fast neutrons produced from the latter and keep the

system critical. These new LEU-based generations of NTP

require geometrical modifications associated with the

assemblies’ thickness and pitch, as well as the core’s length

and configuration. These modifications may bring large

uncertainties in using empirical models or correlations based

on HEU design. Hence, it is essential to understand the influence

of moderator assembly on heat transfer, which is required for a

core design using a comprehensive analysis method involving

neutronics, thermal-hydraulics, and dynamic characteristics of

the NTP system.

Several numerical methods have been proposed to model

NTP sub-elements over a few decades. Hall et al. (1992) analyzed

the thermal-hydraulic performance of the gaseous flow using the

KLAXON code. This was among the first computational

sequences developed to study an NTP system. Nevertheless,

only a simple 1D model was used to predict pressure

distribution from the inlet of the reactor core to the exit of

the converging-diverging nozzle. Cheng and Yen-Sen (2015)

conducted 3D numerical simulations on NERVA-type engine

FE using self-developed computational fluid dynamic code

(UNIC). The simulation implemented a conjugate heat

transfer (CHT) routine to couple the solid and flow regions.

Husemeyer (2016) conducted the coupled neutronic-thermal-

hydraulic analysis on a Pewee-type engine. The calculation

routine relied on a self-developed 3D finite element

method to capture temperature distributions across the

core. However, most of the work above relied on empirical

heat transfer correlations and focused on HEU objects

instead of LEU ones. Recently, Wang and Kotlyar (2021)

utilized a reduced-order 1.5D semi-analytic solution to

implant the legacy heat transfer correlations for a 3D

CHT numerical solver on the OpenFOAM platform.

Moreover, the in-house 1.5D reduced-order solver,

namely, THERMO, uses an inaccurate heat transfer model

between fuel assembly and moderator assembly due to the

current implementation limitation within THERMO

(Krecicki and Kotlyar, 2020).

The purpose of this work is to introduce the heat transfer

model of the LEU nuclear thermal propulsion assembly. The flow

heat transfer in each coolant channel is simplified into one-

dimensional axial heat transfer, characterized by the Newton

cooling formula. The radial solid heat conduction is accurately

expressed by a three-dimensional heat conduction equation. The

heat conduction equation provides heat flux boundary

conditions for axial convective heat transfer. The temperature

distribution in the fuel assembly andmoderating assembly can be

obtained by solving the two heat transfer processes. This model

can provide thermo-hydraulic compliance for the subsequent

conceptual design of the core. Still, the accuracy of the model

largely depends on the heat transfer coefficient in the expression.

Therefore, referring to the empirical expression of legacy

experimental data (Walton, 1992) and utilizing a large

number of numerical simulations conducted by STAR-CCM+,

the fitted heat transfer coefficient expressions are obtained, which

covers as many working conditions as possible to improve the

applicability of the correlation.

Numerical configurations

Governing equation

The mathematical models in the calculation process

comprise a continuity equation, a momentum equation, and

an energy equation:

zρUj

zxj
� 0 (1)

z(ρUiUj)
zxj

� −zP
zxi

+ z

zxj
(μef f

Ui

zxj
) − ρgi (2)

z(ρUjT)
zxj

� z

zxj
(( μ

Pr
+ μt
Prt

) zT

zxj
) (3)

where U, T, and P are velocity, temperature, and pressure,

respectively. Pr and Prt are the Prandtl and turbulent Prandtl

FIGURE 1
Schematic diagram of assemblies’ structure and coolant flow
within it.

Frontiers in Energy Research frontiersin.org02

Li et al. 10.3389/fenrg.2022.875371

140

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.875371


numbers, respectively. ρ is the density of the fluid, t is the time,

and x is the Cartesian coordinate. In order to close the modeling,

the effective viscosity, which is composed of laminar viscosity

and turbulence viscosity, is calculated as follows:

μef f � μ + μt (4)

In the current study, the model proposed by Kays (1994) is

employed to evaluate the value of the turbulent Prandtl

number. Pet is the turbulent Peclet number indicating the

relative importance of advective transport and diffusive

transport:

Prt � 0.85 + 0.7
Pet

(5)

The realizable k-ε two-layer model (Volkov, 2007) with all

y + wall treatment is adopted due to its robustness, accuracy, and

computational efficiency. More details about the turbulence

models and the corresponding wall treatment can be found in

the user guide of STAR-CCM (Siemens Digital Industries

Software, 2021).

Simulation domain

In the NTP system, as shown in Figure 1, part of the coolant

(around 40% of total mass flow rate) flows out of the liquid

hydrogen storage tank, first enters the supply channel at the lowest

temperature, 35 K, and then flows back through the return channel

from the bottom to top. After that, this part of the heated coolant

merges with most of the initial coolant (around 60% of total mass

flow rate) and flows through the fuel channel. Finally, the fully

heated gas is ejected from the tail nozzle to generate thrust. It has

been recognized that both fuel center temperature peaks and the

moderator temperature peaks vary with the mass flow rate of

hydrogen and heat power of the fuel assembly. However, an

accurate prediction of peak temperature in the sensitive region

remains a significant challenge due to the complex heat transfer

mechanism involved in the two kinds of assemblies.

This study’s fuel and moderator assembly geometry is based

on the NERVA-derived design (Belair et al., 2013). The fuel

assembly features 19 coolant channels with a diameter of

0.257 cm. The moderator assembly has seven layers from

inside to outside: supply channel, inner cladding, ZrHx,

return channel, outer cladding, ZrC, and graphite,

respectively. Figure 2 presents the fuel and moderator

assembly geometry in detail, and Tables 1, 2 list their

equivalent annulus dimensions.

Three different meshes were employed in the current study to

consider the influence of the mesh resolution. As shown in

Table 2, the number of meshes varied from 0.74 to

2.4 million, whereas the meshing diagram of case 2 is shown

in Figure 3. The predicted results of the surface temperature of

the diagonal line (z = 0.4445 m), as Figure 4 shows, clearly

indicated that the influence of the mesh resolution could be

neglected when the total number of meshes is more than

1.45 million. The third mesh is chosen in the current study.

The total number of meshes is set to around 2.4 million. Based on

this current mesh, the iteration convergence is analyzed in

Figure 5. Figure 5A shows the fuel channel coolant

temperature along with the line probes in the axial direction

(x = 0.0001, y = 0) with different iterations by STAR-CCM+,

whereas Figure 5B shows the temperature along with the

diagonal line probes with different iterations by the software.

Each case requires about 20,000 iteration steps to achieve a stable

residual smaller than 10−4 for both momentum and energy

equations.

The conductivity of graphite, ZrHx, ZrC, and Zr was

adapted from the work of Krecicki and Kotlyar (2020), (U,

Zr)C, the nuclear fuel that we used in this study. Its density

and conductivity come from Kubin and Presley (1964). The

hydrogen material properties play a significant role in the

simulation. Thus, almost all the properties are functions of

temperature and pressure. The density of the hydrogen is

referenced in Lyon (1973), and the other hydrogen properties

such as dynamic viscosity, conductivity, and specific heat

capacity were adapted by Bradley (2012).

Boundary conditions

The boundary conditions involved in coolant flow and

solid heat conductions shown above are summarized in

Table 3, which come from a typical case (Belair et al.,

2013). As shown in Figure 6, 39.14% of the coolant first

flows through the supply channel and return channels to

protect the moderating assembly from overheating and

ablating. Most coolant passes through fuel channels

simultaneously and is heated to about 2,800 K (outlet

temperature) in a small space and distance. The

FIGURE 2
Schematic diagram of a hexagonal fuel and moderator
assembly.
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temperature span is so large that the influence of physical

properties changing with temperature on the heat transfer

process must be considered. Among them, hydrogen density

and hydrogen-specific heat greatly influence the accuracy of

the results. The specific heat as a function of temperature has

been given in Bradley (2012). As for the density, this study

uses the field function of STAR-CCM+ to accurately provide

the density of hydrogen in the temperature range with drastic

changes in physical properties.

TABLE 1 Assembly geometric dimensions.

Items Value, cm

Fuel assembly dimensions Fuel assembly flat-to-flat, A 1.905

Fuel assembly coolant channel diameter, D 0.257

Fuel assembly pitch of coolant channel, P 0.441

Length of the element, L 88.9

Moderator assembly equivalent annulus dimensions Moderator assembly flat-to-flat 1.905

Moderator assembly supply channel radius 0.2

Moderator assembly supply channel cladding thickness 0.057

Moderator ZrHx thickness 0.393

Moderator assembly return channel radius 0.08

Moderator assembly return channel cladding thickness 0.057

Moderator assembly insulator thickness 0.103

TABLE 2 Mesh independence analysis settings.

Case Number of
layers

Target surface
size in
fluid regions
(mm)

Minimum surface
size in
fluid regions
(mm)

Prism layer
total thickness
(mm)

Number of
meshes

1 100 0.1 0.08 0.1 7,23,700

2 200 0.1 0.08 0.1 14,47,400

3 200 0.05 0.025 0.0125 23,98,600

FIGURE 3
Mesh grids layout. (A) radial perspective. (B) axial perspective.

FIGURE 4
Temperature distribution on diagonal line at the half-length
of the assemblies.
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In the current case, the outlet temperature of the core is

expected to be 2,800 K. Therefore, the power of the fuel assembly

is 0.1404 MW based on energy conservation. Besides, a

volumetric heat source with cosine distribution in the axial

direction is employed in the simulation, which is considered

closer to the reactor’s actual power distribution. Tin, the inlet

temperature of the fuel channel, can be evaluated by the following

equation:

hin � _mFE channelh1 + _mMEh2
_mFE channel + _mME

(6)

where _mFE channel is the mass flow rate of the fuel channel,
_mME the mass flow rate of the return channel, h1 is the inlet

enthalpy of the fuel channel, and h2 is the outlet enthalpy of

the return channel, respectively. The linear interpolation

table is utilized in STAR-CCM+ to calculate the

corresponding temperature, whereas the enthalpy of both

the fuel channel and return channel is calculated by built-in

functions.

Results and discussions

For NTP reactors, cores with different power levels are

usually designed according to the mission to meet different

mission requirements, such as a crewed lunar landing or

crewed Mars landing. Different tasks correspond to

different core power levels, and the fuel assembly as the

basic unit of output power may operate at different power.

It is essential to ensure that the fuel and moderator assembly

operate safely within a reasonable power range. In order to

ensure that the temperature does not exceed the limit,

FIGURE 5
Temperature versus iterations. (A) axial distribution. (B) radial distribution.

TABLE 3 Summary of the boundary conditions.

Parameter Unit Value

Initial temperature of FE flow before mixing, T0 K 35

Inlet temperature of the supply channel, T1 in K 35

Outlet temperature of the supply channel, T1 out K —

Inlet temperature of the return channel, T2 in K hinreturnchannel � houtsupplychannel

T2 in � h−1in return channel(T)
Outlet temperature of the return channel, T2 out K

Inlet temperature of fuel channels, Tin K hin � _mFE channelh1+ _mMEh2
_mFE channel+ _mME

Tin � h−1in (T)
Power of each fuel assembly, Q MW 0.1404

Inlet mass flow rate of the fuel channel, _mFE channel kg/s 0.000162

Total mass flow per moderator assembly, _mME kg/s 0.001208

Total mass flow rate per fuel assembly, _mFE kg/s 0.003078

Exit pressure of the fuel assembly, Pe MPa 4
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different output powers of components correspond to

different flow characteristics (i.e., Reynolds number). As a

typical case, the inlet Reynolds number of the simulation

domain is around 1,00,000. According to this typical

reference case (case 2), the other four cases are expanded,

as shown in Table 4. In cases 1 and 3, the inlet Reynolds

number is decreased and increased by 20%, respectively. In

cases 4 and 5, 20% reduction and increment will occur,

respectively, when the heating power is modified with other

parameters of case 2.

Based on case 2, preliminary simulation can be first carried

out by STAR-CCM+ to understand heat transfer between

assemblies. Figures 7, 8 give the cross-sectional profiles of

velocity (axial direction) and temperature at two assembly

heights. They show that the velocity and temperature vary

significantly among the channels, ranging from 23 to 537 m/s

and from 45 to more than 2,200 K, respectively. The negative

values shown in Figure 7 indicates that the fluid flow direction

is perpendicular to the paper surface outward. The

temperature of the coolant varies significantly in the axial

direction. Therefore, the density, pressure, and speed vary

greatly, and the speed of the drastic change, in turn, affects the

temperature distribution. The influence between them is a

two-way intense coupling process.

Significant temperature changes can be confirmed by the heat

flow distribution in each component, as shown in Figure 9. It

FIGURE 6
Flow distribution among the channels.

TABLE 4 Simulation case settings considering different Reynolds numbers and heat power.

Cases Heat power (W) Inlet Re Mass flow rate
of fuel channel
(kg/s)

Mass flow rate
of return channel
(kg/s)

1 140,400.7 80,000 0.0024647 0.0057880

2 100,000 0.0030808 0.0072350

3 120,000 0.0036970 0.0086821

4 112,320.6 100,000 0.0030808 0.0072350

5 168,480.8

FIGURE 7
Cross-sectional profiles of velocity magnitude in case 2. (A) cross-sectional profile while height is equal to 0.1445. (B) cross-sectional profile
while height is equal to 0.7445.
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shows axial linear heat power distribution of all channels, and it

can be seen that most of the heat is taken away by the coolant in

the fuel channel, so its temperature changes most violently,

which can also be further confirmed by the axial temperature

distribution of the fuel assembly, as shown in Figure 10. Besides,

Figure 9 shows that the fuel assembly transfers heat to both the

return channel and supply channel of the moderating assembly.

The quantitative results show that this part of heat accounts for

about 11.6% of the total. Moreover, the heating power of the

return channel has some negative values near the outlet section,

indicating that the coolant has an outward heat transfer process.

The reverse heat transfer can be seen from the axial

distribution of the bulk and wall temperatures in the return

channel, as shown in Figure 11, which also shows that the bulk

temperature in the return channel increases and then decreases

along the flow direction because the coolant flow direction of the

return channel is contrary to that of other channels, which adds

the complexity of finding the heat exchange law between

assemblies. In case of the possible failure of the existing

empirical correlation of heat transfer coefficient, it is necessary

to establish a new inter-assembly heat transfer model. This model

can be regarded as reliable for future core design by accurately

predicting the fuel and moderator peak temperature. The above

analysis reveals the general phenomenon of heat transfer between

assemblies. However, the heat distribution in each channel and

peak temperature inside the assembly under different working

FIGURE 8
Cross-sectional profiles of temperature in case 2. (A) cross-sectional profile while height is equal to 0.1445. (B) cross-sectional profile while
height is equal to 0.7445.

FIGURE 9
Axial linear heat power distribution of each channel in case 2.

FIGURE 10
Maximum fuel center temperature, bulk temperature, and
wall temperature in fuel channel vary among different cases.
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conditions still need more profound concern. Before further

discussion, a new heat transfer model between assemblies

must be established. The following part will carefully deduce

the heat transfer function based on the simplified axial convective

heat transfer model and radial thermal resistance.

Figure 12 displays the equivalent FE and full ME model that

preserves the hydraulic parameter and fuel volume. The

equivalent FE model draws on the method by Wang and

Kotlyar (2021). The method uses 1/19 of the full explicit FE

model to get a conservative but quick result, although it is more

suited for solving circular and annular pins instead of hexagonal

prisms. As for the heat transfer mechanism between assemblies,

different from the 1.5D conduction–convection solution

(Krecicki and Kotlyar, 2020; Wang and Kotlyar, 2021), the

current research focuses on deriving the heat transfer

equations between the two assemblies according to the

principle of heat flow diversion and superposition (Holman,

2010). Heat flux Q2→1 through the cylinder surface of the fuel

channel can be deduced from the heat conduction differential

equation and corresponding boundary conditions for the steady-

state temperature distribution in the equivalent fuel assembly,

shown as Eq. 7. In this equation, L represents the length of the

assembly, k is the conductivity of fuel, T2 means the maximum

temperature of the fuel, T1is the bulk temperature of the fuel

channel, r1 and r2 are the equivalent fuel radius (distance from

centroid to the position of maximum fuel temperature) and

equivalent coolant channel radius, respectively. qv is

volumetric heat power. Eq. 7 contains two terms in total. The

first term can be regarded as the heat flow generated by the

internal and external temperature (T1 on L1 and T2 on L2)

difference acting alone, and the second term can be regarded as

the heat flow generated by the interval [r1, r2] uniform heat

source acting alone. Combining Eq. 7 with Newton’s cooling

theorem (Eq. 8) and eliminating T1, Eq. 7 can be expressed as Eq.

9. The calculation Q2→3, the heat flux from the fuel to the

moderator, is more complex than that of Q2→1 because the

calculation process of Q2→1 is essentially a steady-state heat

conduction problem of concentric rings with an internal heat

source, and there are multi-layer structural materials between the

return channel of moderator assembly and fuel assembly.

Therefore, it is necessary to calculate the heat flux without an

internal heat source. The sum of the two parts of heat flux is

Q2→3, as shown in Eq. 10. In Eq. 10, T3,is the temperature of the

interface between fuel assembly and moderator assembly and r3
is the equivalent radius of the fuel assembly. Combining Eq. 10

with Eq. 11 and eliminating the intermediate variable T3, Eq. 12

can be obtained. In Eq. 12, Tb4 is the bulk temperature of return

channel. Δri, i � 1, 2, 3 are the corresponding thickness of

graphite, ZrC, and Zr, respectively, and Ali, i � 1, 2, 3, 4 are

the corresponding heat exchange area of graphite, ZrC, Zr,

and ZrHx, respectively:

Q2→1 � 2πLk(T2 − T1)
ln r2/r1 + qvπLr21

ln r2/r1 {(
r2
r1
)2

ln
r2
r1

− 1
2
[(r2

r1
)2

− 1]} (7)

Q2 → 1 � hA(T1 − Tb1) (8)

Q2→1 �
(T2 − Tb1) + qvr21

2k {(r2r1)2 ln r2
r1
− 1

2 [(r2r1)2 − 1]}
ln r2/r1
2πLk + 1

h1A2

(9)

Q2→3 � 2πLk(T2 − T3)
ln r3/r2 + qvπLr22

ln r3/r2 {(
r3
r2
)2

ln
r3
r2

− 1
2
[(r3

r2
)2

− 1]}
(10)

Q2→3 � T3 − Tb4
Δr1
k1Al1

+ Δr2
k2Al2

+ Δr3
k3Al3

+ 1
h4Al4

(11)

Q2→3 �
(T2 − Tb4) + qvr22

2k {(r3r2)2 ln r3
r2
− 1

2 [(r3r2)2 − 1]}
ln r3/r2
2πLk + Δr1

k1Al1
+ Δr2

k2Al2
+ Δr3

k3Al3
+ 1

h4Al4

(12)

Qfuel element� Q2→3 + Q2→1 (13)

FIGURE 11
Bulk and wall temperatures in the return channel vary among
different cases.

FIGURE 12
Schematic diagram of simplified assemblies.
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Eqs 9, 12 are only functions of the fuel center and bulk

temperatures. If Eq. 13 is simultaneously used when the inlet and

outlet temperature of the fuel channel and fuel assembly power

(this is usually considered as boundary conditions) are known,

the fuel center and bulk temperatures of the return channel can

be calculated more conveniently. The maximum temperature

limit of the fuel center is one of the criteria for future core design.

Moreover, it is also essential to predict the maximum

temperature of the moderator assembly, which can release the

design margin of the coolant flow rate in the current LEU core

design. Therefore, it is necessary to establish the relationship

between the return channel’s bulk temperature and the

moderator’s maximum temperature through STAR-CCM+

simulation so that the maximum temperature of the

moderator can be predicted once the bulk temperature is

known. Eqs 9, 12 provide an effective way to predict

temperature, but the accuracy of the prediction depends on

the selection of heat transfer coefficient. The usual practice is

to select the empirical correction based on legacy experimental

data. Nevertheless, it may not apply to LEU assembly, especially

the flow and heat transfer of the return channel. In this work, the

CFD method is used to simulate different working conditions,

and the heat transfer coefficients are fitted from the simulation

results concerning the form of general legacy empirical

correction. The evaluated formula is substituted into Eqs 9, 12

for further calculations. The prediction effect evaluation will also

be discussed subsequently.

Firstly, based on the CFD simulation, the Nusselt number

distribution in the axial direction of the fuel channel under

various working conditions is calculated, as shown in

Figure 13. With the increase in height, the Nusselt number in

the fuel channel increases gradually. The increase in Nu can be

explained by the coolant flowing through the fuel assembly from

top to bottom. With the decrease in height, the temperature

difference between coolant and fuel gradually decreases, and the

heat exchange process slows down. It is worth mentioning that

when the coolant approaches the outlet, the Nusselt number first

decreases and then increases, which is due to the outlet effect, and

the bulk temperature of the fuel channel also presents a similar

phenomenon.

Figure 14 shows that the Nusselt number in the return

channel decreases slowly along the flow direction. However,

when approaching the outlet section of the return channel,

there is distortion in the Nusselt number curve due to the

propellant flowing in two opposite directions in the fuel and

return channels. The coolant in the fuel channel cools the fuel

assembly from top to bottom. Thus, its temperature rises from

top to bottom, as Figure 10 shows. Because the fuel power

presents a cosine distribution in the axial direction, the fuel

center temperature increases and decreases from top to bottom.

Moreover, the fuel channel’s coolant will make the fuel center’s

maximum temperature shift downstream along the axis. The

coolant in the return channel cools the moderator assembly from

bottom to top, and the temperature rises first and then decreases

in Figure 11. Therefore, the so-called reverse heat transfer process

will occur when the fuel center temperature drops below the

return channel bulk temperature. This process occurs after about

z = 0.8. Figure 15 shows that the linear heat flux has a negative

FIGURE 13
Axial distribution of the Nusselt number in fuel channel
considering different Reynolds numbers and heat power.

FIGURE 14
Axial distribution of the Nusselt number in the return channel
considering different Reynolds numbers and heat power.
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value. Once reverse heat transfer occurs, the bulk temperature

will continue to decrease, which can protect the moderator on the

right from high-temperature damage. Further, for evaluating the

heat transfer coefficient, only the heat transfer coefficient in the

height range of 0–0.8 m can be considered without affecting the

conservative estimation of the maximum temperature of the bulk

temperature in the return channel.

Nufuel channel � 0.0095 × Re0.935b1 Pr1.5236b1 (Tw1/Tb1)−0.0389, (14)
Nureturn channel � 0.023 × Re0.6257b1 Pr1.3736b1 (Tw4/Tb4)0.742+1.3085pD4/X

(15)
Referring to the Dittus–Boelter correlation and

approximating it according to the Nussle number curve in

Case 2, the mathematical expression for the Nussle number

can be obtained as shown in Eqs 14, 15, where Re1 and Re4
are the Reynolds numbers of the coolant in the fuel and return

channels, Pr1 and Pr4 are the Prandtl numbers of the fuel and

return channels, Tw1 and Tw4 are the wall temperature of the fuel

and return channels, and Tb1 and n are the bulk temperature of

the fuel and return channels, respectively. Because the existing

Dittus–Boelter correlation equation or Sieder–Tate equation is

inapplicable to the operating conditions discussed in this study,

our proposed correlation equation is equivalent to an extension

of the Dittus–Boelter equation. These equations are all functions

of independent variables, Re and Pr. For the expression of the

Nusselt number in the return channel, the correction of the

entrance effect as an exponential item is also considered. A

Python script can realize this approximate process. With the

two equations, the abovementioned closed calculation of Eqs 9,

13 can be carried out, and the assemblies’ bulk temperature, wall

temperature, and maximum fuel center temperature can be

predicted conveniently and quickly with given boundary

conditions. It can provide a convenient and fast calculation

tool for reactor conceptual design. Nevertheless, from the

Nusselt number curves shown in Figures 16, 17, the model

curve should be consistent with the CFD calculation results as

FIGURE 15
Axial linear heat power distribution of return channel
considering different Reynolds numbers and heat power.

FIGURE 16
Nu calculation of the fuel channel in case 2.

FIGURE 17
Nu calculation of the return channel in case 2.
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much as possible. However, as the exit approaches, the

consistency between the two models decreases, whether within

the fuel or return channel.

Further analysis should be considered to prove the

proposed model’s reliability for temperature prediction.

Firstly, the difference between the Nusselt number

calculated by the two equations and the Nusselt number

obtained by STAR-CCM+ numerical simulation is

compared. Figures 18, 19 show that the deviations in the

Nusselt number between the CFD model and the proposed

model are mostly within 10%. The points with a relatively

large coefficient deviation are located in the outlet section in

the fuel channel. The height is less than 0.2 m, which can also

be seen intuitively in Figure 16. In this area, the bulk and wall

temperature difference first decreases and then increases. In

other words, the bulk temperature increases slowly from low

to high, and the wall temperature decreases slowly from high

to low. When the two temperatures are approaching, the flow

heat transfer capacity will decrease, leading to the falling of the

heat transfer coefficient; the bulk temperature slightly exceeds

the wall temperature in the approaching outlet section, where

a reverse heat transfer process occurs. The heat transfer

coefficient increases slightly, but this range is minimal

(0–0.05 m), and the heat transfer coefficient changes little.

For the two model coefficient evaluation curves in Figure 18,

on the premise of ensuring that most of the deviation range is

within 10%, the calculation curve of the heat transfer

coefficient of the proposed model is lower than that of

CFD, which can ensure a conservative estimation

temperature prediction in this channel.

Heat transfer coefficient evaluation in the return channel

should be considered as well. Figure 19 shows that the Nusselt

number has a large deviation at the exit section. Therefore, the

predicted value of the heat transfer coefficient in this narrow area

FIGURE 18
Comparison of the Nusselt number deviation in fuel channel
by two methods.

FIGURE 19
Comparison of the Nusselt number deviation in return
channel by two methods.

FIGURE 20
Maximum temperature comparison between return channel
and ZrHx.
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deviates greatly from the CFD result. Nevertheless, it does not

affect the maximum temperature prediction of the return

channel. Figure 11 shows that the bulk temperature in the

return channel begins to drop at a height above 0.7 m. Thus,

the prediction of the maximum bulk temperature of the return

channel only needs to consider the temperature change at the

height below 0.7 m. In addition, just like the evaluation of the

heat transfer coefficient in the fuel channel, the return channel

also ensures that the model calculation curve is lower than the

CFD calculation curve, which can not only balance the deviation

of the outlet section but also obtain the conservative prediction of

the bulk temperature in the return channel.

The purpose of predicting the maximum bulk temperature

of the return channel is to obtain a conservative estimate of the

maximum ZrHx moderator temperature. The limit of the

maximum ZrHx moderator temperature (around 1,000 K) is

one of the criteria for the future NTP conceptual design.

Figure 20 presents the maximum temperature comparison

between the return channel and the ZrHx moderator and

shows that the maximum bulk temperature in the return

channel is about 100 K higher than that of the ZrHx

moderator. There is a simple linear relationship between

the two curves. Then, it can be concluded that it is

appropriate to regard the prediction of the maximum bulk

temperature of the return channel by the model as a

conservative estimation of the maximum moderator

temperature.

Conclusion

A simplified heat transfer model between LEU fuel assembly

and moderator assembly is proposed by deriving the thermal

resistance assumption between the assemblies. The model’s

correction evaluation of the heat transfer coefficient is

conducted based on CFD simulations and legacy empirical

formula. Furthermore, the calculation deviation of the model

is calculated and analyzed under different Reynolds numbers and

heating power. The results show that the model’s evaluation

curve of the axial distribution of heat transfer coefficient is in

good agreement with the CFD calculation results, and the overall

deviation of the axial distribution of heat transfer coefficient is

less than 10%, whether in the fuel or return channel. The

deviation near the outlet is large, but the overall evaluation

curve is slightly lower than the CFD calculation curve to

ensure that the temperature prediction of the model is

conservative. The proposed model can be applied to the LEU

core design in the future NTP concept design.
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