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Electron Dynamics and Correlations
During High-Order Harmonic
Generation in Be
Eric Kutscher, Anton N. Artemyev and Philipp V. Demekhin*

Institut für Physik und CINSaT, Universität Kassel, Kassel, Germany

We investigate theoretically the high-order harmonic generation in beryllium atom
irradiated by a short 1850 nm linearly polarized laser pulse in the intermediate strong-
field ionization regime with the Keldysh parameter of 0.85. To this end, the respective time-
dependent Schrödinger equation is solved by the time-dependent restricted-active-space
configuration-interaction (TD-RASCI) method. By systematically increasing the active
space of included configurations, we demonstrate an individual effect of different
physical processes evoked by the pulse, which, all together, significantly enrich and
extend the computed high-order harmonic generation spectrum.

Keywords: light-matter interaction, strong-field ionisation, high-harmonic generation, electron correlations,
restricted-active-space, theoretical and numerical methods

INTRODUCTION

The high-order harmonic generation (HHG (Corkum, 1993)) is one of the most fascinating
processes arising due to the nonlinear response of matter to strong laser pulses. It gave rise to a
new efficient way of generating high-frequency XUV laser pulses (Brabec and Krausz, 2000) and
opened up a door to the area of attosecond physics (Kienberger et al., 2004). Many efforts have been
spent to provide a detailed theoretical explanation of the HHG processes. Already the semi-classical
three-step model (Lewenstein et al., 1994) explains the well-known cutoff law (Krause et al., 1992) in
the harmonic spectra, as is confirmed by numerous successful calculations of HHG spectra
performed within the single-active electron (SAE) approximation (Bandrauk et al., 2009; Frolov
et al., 2009; Ivanov and Kheifets, 2009; Le et al., 2009; Han andMadsen, 2010; Chelkowski et al., 2012;
Fu et al., 2017). Going beyond the SAE approximation and solving fully the many-body time-
dependent Schrödinger equation (TDSE) is a formidable computational task. Nevertheless, several
attempts to study dynamics and correlations of inactive electrons have been performed (Gordon
et al., 2006; Miyagi and Madsen, 2013; Sato et al., 2016; Artemyev et al., 2017a; Tikhomirov et al.,
2017) by either reducing dimensionality of the problem or simplifying many-body interactions.
More details on the HHG phenomenon and key concepts of the strong-field attosecond science can
be found, e.g., in the review article (Krausz and Ivanov, 2009).

In order to accurately describe the three-dimensional four-electron beryllium atom exposed to a
strong infrared laser pulse, which is a subject of the present theoretical study, several approaches were
already reported. For instance, a model approach of Ref. (NgokoDjiokap and Starace, 2013).
introduces an effective potential which replaces the two innermost 1s2 electrons. The HHG
spectra obtained in the multiphoton regime exhibit a strong resonant enhancement due to
doubly-excited intermediate autoionizing states. The two accurate approaches designed to
describe the full dimensional correlated dynamics of the electrons are the well-known time-
dependent configuration-interaction (TDCI (Klamroth, 2003; Krause et al., 2005)) and
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multiconfigurational time-dependent Hartree-Fock (MCTDHF
(Zanghellini et al., 2003; Kato and Kono, 2004; Nest et al., 2005;
Alon et al., 2007; Haxton et al., 2011; Hochstuhl and Bonitz,
2011)) methods. In the former approach, the many-electron wave
function is expanded over a basis of chosen configurations
described by an optimized Slater determinant with a time-
dependent expansion coefficient. In the latter, the basis
functions are time-dependent in addition and optimized at
each time step. Main concepts of the time-dependent
formulation of the computational methods can be found, e.g.,
in the book (Meyer et al., 2009).

Unfortunately, computational efforts of TDCI and MCTDHF
methods increase very rapidly with the number of included basis
states. Therefore, more efficient methods, such as time-dependent
complete-active-space self-consistent-field theory (TD-CASSCF
(Sato et al., 2016; Tikhomirov et al., 2017)), the time-dependent
restricted-active-space self-consistent-field theory (TD-RASSCF
(Miyagi and Madsen, 2013)), and the time-dependent two-
particle reduced-density-matrix theory (TD-2RDM (Lackner
et al., 2017)), were used to study HHG spectra in beryllium
atom. All HHG spectra of Be, computed by these methods beyond
the SAE approximation, demonstrate a significance of electron
dynamics and correlations in the generation of high-order
harmonic spectra. While the HHG spectra obtained in Refs.
(Sato et al., 2016; Lackner et al., 2017). on three-dimensional
beryllium atom are most accurate and yield reliable predictions, it
is rather difficult to extract from those calculations individual
impacts of important physical effects on HHG spectra in a
transparent way.

In the present work, we aim at revealing those physical effects.
To this end, we employ the time-dependent restricted-active-
space configuration-interaction (TD-RASCI (Hochstuhl and
Bonitz, 2012)) method, adopted in our previous works
(Artemyev et al., 2016; Artemyev et al., 2017a; Artemyev et al.,
2017b; Artemyev et al., 2019) to study interaction of two electrons
of helium atom with intense laser pulses. In this method, a
preselected optimized set of single-particle orbitals is used as a
basis for the time-independent Slater determinants and a chosen
number of electrons is allowed to occupy excited and continuum
single-particle states, where the latter are sought as the time-
dependent wave packets. By systematically enhancing the active
space and thus enabling specific physical processes step by step,
one can differentiate individual contributions to the electron
dynamics and correlation, and can thus explore the physical
role of relevant processes and their impact on the HHG. For the
present needs, we extend our realization of the TD-RASCI
method to study dynamics and correlations of arbitrary
number of electrons.

THEORY

The present realization of the TD-RASCI method was introduced
in detail in our previous works on He (Artemyev et al., 2016;
Artemyev et al., 2017a; Artemyev et al., 2017b). Therefore, only
developments of the method which are necessary to describe
field-driven electron dynamics in Be are discussed below.

We describe the light-matter interaction in the velocity gauge,
where a fast convergence over the angular momentum of
photoelectron wave packets is inherent (Cormier and
Lambropoulos, 1996). Thereby, in the electric dipole
approximation, the total Hamiltonian Ĥ of Be atom
interacting with a linearly polarized laser pulse reads (atomic
units are used throughout this paper)

Ĥ � ∑4
j�1

−1
2
�∇
2

j −
4
rj
− i∇zjA0g t( )sin ωt( )( ) +∑

i<j

1

| �ri − �rj|
. (1)

Here, the first sum accounts for kinetic energy, potential energy of
the nuclear-electron interaction, and light-matter interaction for
all electrons, while the second one describes the Coulomb
repulsion between electrons. The vector potential of the pulse
is described by its carrier frequency ω, time envelope g(t) and
peak amplitude A0, which is related to the peak intensity I0 via
I0 � A2

0
ω2

8πα (α ≈ 1/137.036 is the fine-structure constant).
The present calculations were performed for illustrative

laser pulses with peak intensity I0 = 2 × 1013 W/cm2 and
wavelength λ = 1850 nm. The corresponding Keldysh
(Keldysh, 1965) parameter γ = 0.85 indicates that the
strong-field ionization of Be takes place in the intermediate
regime between tunnel and multiphoton ionization, and far
from a barrier suppression regime. With such a choice of the
pulse parameters, the probability of double-ionization of Be
atom is low, as compared to that of its single-ionization.
Thereby, one can neglect any double-ionization of Be atom
and assume that only one of its four electrons can populate
continuum states. Nevertheless, electron dynamics in the
ionic core (i.e., excitation caused by electron correlations
or induced by interaction with the pulse) are not negligible
and need to be considered. Therefore, we make the following
ansatz for the total four-electron wave function of Be:

Ψ �r1, �r2, �r3, �r4, t( ) � ∑
ijkl

aijkl t( )|ϕiϕjϕkϕl〉 + ∑
pqrs

|ϕpϕqϕrψs t( )〉.

(2)
In the ansatz (2), two kinds of contributions in the total wave
function are explicitly separated. The first sum over the |ϕiϕjϕkϕl〉
configurations with the time-dependent expansion coefficients
aijkl(t) contains only preselected bound one-particle orbitals ϕ,
while the second sum over |ϕpϕqϕrψs(t)〉 configurations contains
three bound orbitals ϕ and one photoelectron wave packet ψ(t),
which is either excited beyond the basis of preselected bound
orbitals ϕ or belongs to continuum states. Configurations of both
kinds are given by linear combinations of Slater determinants
constructed following angular momentum summation rules. The
two one-particle basis sets {ϕα ≡ ϕnℓm} and {ψs(t) ≡ ψεℓm(t)} are
mutually orthogonal (Artemyev et al., 2016). Both summations in
Eq. 2 run over all possible combinations which can be formed
within the selected basis sets. In order to describe one-electron
orbitals, we use the finite-element discrete-variable
representation (FEDVR) scheme (Manolopoulos and Wyatt,
1988; Rescigno and McCurdy, 2000; McCurdy et al., 2004;
Demekhin et al., 2013; Artemyev et al., 2015). Thereby, the
radial coordinate of the three-dimensional basis element ξλ( �r )
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is represented in the basis set of the normalized Lagrange
polynomials, which are constructed over a Gauss-Lobatto grid.
The normalized stationary orbitals ϕα � ∑λc

α
λ ξλ and the time-

dependent wave packets ψs(t) � ∑λb
s
λ(t)ξλ are expanded with

respect to the FEDVR basis elements ξλ. The matrix elements
containing one- and two-particle contributions can then be
identified using symmetry properties and selection rules, and
their analytical expressions can be found in Refs. (McCurdy et al.,
2004; Artemyev et al., 2016; Artemyev et al., 2017a).

Within the TD-RASCI method, the full configuration-
interaction character of the TDCI method is relaxed by allowing
only a selected set of bound states to be included into the basis
(Artemyev et al., 2016; Artemyev et al., 2017a; Artemyev et al.,
2017b). In the case of Be atom, the method is also designed to
choose a type of configurations which can be built out of a selected
basis, of course, in a complete manner. In this way, we are able to
study different levels of approximations and their influence on
HHG spectrum, catching thereby the essential physics of the
problem without losing accuracy. The simplest case is the SAE
approximation, where three electrons are fixed in the configuration
1s2 2s and only one of the electrons is allowed to participate in the
dynamics. More complex calculations incorporate a frozen-core
approximation which keeps two electrons in the 1s2 state, and thus
single and double excitations of the two outermost electrons are
allowed (hereafter referred to as 2FC). In beryllium, one can also
consider further excitations of 1s and 2s electrons, which will be
referred to as 2DC (dynamical-core) approximation. Depending
on the allowed type of included configurations, this gives rise to the
additional 1s2 ionization or 2s2 relaxation. In the former case, the
active space included additional configurations with two electrons
kept frozen in the 2s2 state, whereas in the latter case, additional 3s2

excitations in the presence of all former effects were allowed. The
last step in complexity included in this study is the 1FC
approximation. Here, only one electron is kept frozen in the 1s
orbital, and all possible triple excitations are considered. This
allows one to study the influence of three-electron dynamics
and correlations on the HHG spectra. We stress again that in
all considered approximations, the condition of a singly-
occupied continuum is fulfilled. Summarizing, starting from
SAE approximation, we consider the mentioned physical effects
by going to 2FC, further to 2DC, and finally to 1FC
approximations.

Time evolution of the total wave function (2) is given by the
vector of the time-dependent expansion coefficients
�B(t) � {aijkl(t); b s

λ(t)}. �B(t) was propagated according to
Hamiltonian (1). The propagation was carried out by the
short-iterative Lanczos method (Park and Light, 1986). The
initial ground state �B(t � 0) was obtained by the propagation
in imaginary time (relaxation) in the absence of the external field.
Finally, the HHG spectrum I(ω) was computed as the squared
modulus of the Fourier-transformed acceleration of the total
electric dipole moment as

I ω( ) � 1

2π( )1/2 ∫
d2D t( )
dt2

e−iωtdt
∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣
2

, (3)

with D(t) given by

D t( ) � 〈Ψ �r1, �r2, �r3, �r4, t( )|∑4
i�1

�ri|Ψ �r1, �r2, �r3, �r4, t( )〉. (4)

The present study was conducted for a trapezoidal pulse with a
linearly growing front edge, a constant plateau with unit height,
and a linearly falling back edge, each supporting 4 optical cycles.
Thereby, an asymmetry due to the carrier-envelope phase can be
neglected. The propagation was therefore performed in the time
interval of [0, Tf] with Tf ≈ 74 fs. The size of the radial box was
chosen to be Rmax = 4500 a.u. The radial interval [0, Rmax] was
divided into 2250 equidistant finite elements of 2 a.u. size, each
covered by 10 Gauss-Lobatto points. The photoelectron wave

FIGURE 1 | High-order harmonic generation spectra of beryllium atom
computed in the basis set {ϕα} of ionic orbitals. The calculations are performed
in a systematic series of improving approximations used to incorporate
dynamics of the bound electrons (indicated at the right-hand vertical
axis). For a better comparison, the spectra in each row are compared with the
ones calculated in the previous level of approximation (as indicated by the
colored arrows) and are vertically shifted upwards by multiplying successively
with 1010 starting with the lowermost spectrum, obtained in the SAE
approximation. The next two spectra (from bottom to top) are obtained within
the 2FC approximation, by sequentially extending the basis set of discrete
orbitals nℓ+{ }, first with 2p+ and then additionally with 3s+ and 4s+. The spectra
shown in the two uppermost rows represent results obtained within the 2DC
approximation, by additionally allowing first 1s2+ ionization and then 2s2+
relaxation.
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packets {ψs(t)} were described by the partial harmonics with ℓ ≤ 50.
Because the photoelectron wave packet is initially localized within a
relatively small box and its size gradually increases with time
according to the TDSE, we could save computation efforts by
incorporating a so-called “running grid.” To this end, the
outermost wave-packet-free region of the grid with r > Rcut(t)
was neglected during the propagation. In this region, each
harmonics of the wave packet must be smaller than a
predefined accuracy parameter ϵ = 10−10, and the dynamical
edge of this region Rcut(t) must be updated at each time step.
Finally, when Rmax was reached, the wave packets are multiplied at
each time step by a mask function (Artemyev et al., 2017a) to avoid
any reflection from the boundary.

RESULTS AND DISCUSSION

In the present calculations, we used two different basis sets for the
description of the bound orbitals {ϕα}. The first one is composed
of the Hartree-Fock (HF) orbitals obtained by solving the
stationary Schrödinger equation of the singly charged
beryllium ion in the configuration of 1s2+2s1+ (hereafter referred
to as {nℓ+} ion basis set). This choice is natural for an accurate
description of the final ionic state of the system. Here, we use all
ionic orbitals with n ≤ 4 and ℓ ≤ 3 (i.e., up to 4f+ orbital). The
initial neutral ground state of beryllium atom is built mainly from
two configurations 1s2 2s2 and 1s2 2p2 (Fischer and Jönsson, 1994)
and, thus, is accurately described by the multiconfigurational
Hartree-Fock (MCHF) method. As the second basis set of the
bound orbitals {ϕα}, we used the minimal MCHF basis containing

FIGURE 2 | High-order harmonic generation spectra of beryllium atom
computed in the basis set {ϕα} of ionic states at higher levels of approximations
(indicated at the right-hand vertical axis, see also caption of Figure 1 for
details on the data representation). The two lowermost spectra,
obtained in the SAE approximation and in the 2DC approximation by including
physical effects up to 2s2+ relaxation, are the same as the respective spectra in
Figure 1. The spectrum in the middle, obtained in the 1FC approximation,
illustrates an impact of the three-electron correlations, as compared to that of
the 2DC approximation (also indicated by the respective colored arrow). The
spectra shown in the two uppermost rows represent results obtained within
the 2DC approximation by additionally (as compared to that of the 2DC
approximation, see also respective colored arrows) extending the ionic basis
set {ϕα} first with all nℓ+ orbitals with principal quantum n = 3 and then with
n = 4.

FIGURE 3 | Comparison of the high-order harmonic generation spectra
of beryllium atom computed using the ionic and MCHF basis sets in different
level of systematically improving approximations (indicated at the right-hand
vertical axis, see also captions of Figures 1, 2 for details on the data
representation). The five lowermost spectra obtained in the ionic basis set
correspond to those depicted Figure 1, while the three uppermost ones to
the three uppermost spectra shown in Figure 2.
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{1s, 2s, 2p} orbitals. Here, in order to describe the whole
ionization process accurately, we extended it successively by
adding all ionic orbitals nℓ+ and implying mutual
orthogonalisation. In what follows, the HHG spectra obtained
with the ionic basis set are depicted in Figures 1, 2, while
comparison between the spectra obtained in different basis
sets is shown in Figure 3. Figure 1 illustrates results of the
lower-level 2FC and 2DC calculations, as obtained in the basis set
with all ionic orbitals with the principal quantum number n = 2.
In Figure 2, higher-level 2DC (with n = 3 and n = 4) and 1FC
(3el.) calculations are compared with the best lower-level 2DC
result.

The simplest calculations in the SAE approximation can be
performed only in the ionic basis set of {1s+, 2s+} oribitals. Here,
we allow one of the 2s+ electrons to be ionized, but include direct
and exchange interactions between all bound and continuum
electrons. The respective HHG spectrum is shown in the
lowermost row of Figure 1. This spectrum exhibits a plateau
of harmonics up to an order of about 50 and a sharp cutoff up to
harmonic order of about 60. These results agree with the three
step model predicting the respective cutoff at the harmonic order
of about (IP + 3.17 · Up)/ω ≈ 45 (Lewenstein et al., 1994), where
IP, Up, and ω are the respective ionization potential,
ponderomotive potential, and carrier frequency.

As the next step, we apply the 2FC approximation and allow
the second 2s+ electron to be excited, first only in the 2p+ orbital
(note that this approximation is analogous to using the minimal
{1s, 2s, 2p} MCHF basis set). The respective HHG spectrum is
shown in the second-from-the-bottom row of Figure 1 by a red
curve. For a better comparison, the spectrum obtained in the
previous SAE approximation is plotted in gray (note that this
style of comparison of the result obtained in the two successive
approximations will be kept thereafter, if not stated otherwise).
As one can see, inclusion of the 2p+ orbital results in a decrease of
the intensity of harmonics higher than about k > 15 by one to two
orders of magnitude. Nevertheless, one can already see an
appearance of harmonics beyond the SAE-cutoff up to about
an order of 70. The middle panel of Figure 1 depicts the HHG
spectrum computed in the 2FC approximation by additionally
extending the ionic basis set with 3s+ and 4s+ orbitals. By
comparing this spectrum (blue curve) with that obtained in
the previous approximation (also shown in this panel), we
observe an additional loss of the harmonic intensity in the
range of 15 < k < 50.

Next, we allow the 1s2+ electrons to be excited and ionized
(2DC approximation). The respective HHG spectrum is plotted
in the second-from-the-top row of Figure 1 against the previous
result. A dramatic increase of intensity by a few orders of
magnitude at almost all harmonic orders can be recognized. In
addition, the computed spectrum exhibits now harmonics up to
an order of about 100. Allowing in addition the 2s2+ shell to relax
does not significantly change the computed HHG spectrum (see
the uppermost panel of Figure 1). An additional comparison of
the spectrum computed in this approximation with that from the
SAE calculations is given in the second-from-the-bottom row of
Figure 2. While allowing the second 2s+ electron to be active
significantly decreases the intensity of the computed HHG

spectrum, ionization of the 1s2+ shell recovers the intensity of
harmonics to that computed in the SAE approximation. In
addition, a prominent increase of intensity of 15 < k < 25
harmonics and an appearance of prominent 60 < k < 100
harmonics beyond the former cutoff can be recognized.

At the following step, we allow for the three-electron dynamics
and correlations. The HHG spectrum computed in the 1FC
approximation is compared to that obtained in the most
complete 2DC approximation in the middle row of Figure 2.
One can observe a slight attenuation of lower 15 < k < 25 and an
amplification of higher k > 50 harmonic. Finally, the two
uppermost rows of Figure 2 represent calculations obtained in
the 2DC approximation by including all ionic orbitals with the
principal quantum number n = 3 (the second-from-the-top row)
and subsequently with n = 4 (the top row). The latter results
employ the most complete basis set of ionic orbitals, but neglect
the effect of three-electron dynamics and correlation (as indicated
by the long vertical arrow in orange colour). As one can see,
extension of the one-particle basis set further influences
intensities of all harmonics with k > 15, but, importantly, it
does not alter the extension of HHG spectrum up to an order of
about 100, caused by allowing 1s2 ionization and excitation.

As the last point of our study, we ensure that the effect
observed here is independent of the basis set {ϕα} of the
bound orbitals. For this purpose, we perform analogous
calculations employing the MCHF basis set described above.
The results of those calculations (black curves) are compared
in Figure 3 with the respective results from the ionic basis (red
curves). In each step of subsequently improving approximations
(note that SAE calculations are not possible in the MCHF basis
set), the HHG spectra computed with the two chosen basis sets
agree well with each other in overall. We thus conclude that the
individual impacts of different physical processes, discussed
above on the example of the ionic basis set, persist also in the
MCHF basis set.

CONCLUSION

Generation of high-order harmonics in the beryllium atom
exposed to an intense linearly polarized 1850 nm laser pulse is
studied beyond the single-active-electron approximation by the
time-dependent restricted-active-space configuration-interaction
method. In the calculations, we allowed only one of the electrons
to be ionized and kept the other three electrons always bound to
the nucleus, thereby neglecting the double-ionization process.
This photoelectron was described in time-dependent wave
packets with angular momenta ℓ ≤ 50. The dynamics of the
remaining bound electrons was described by a set of discrete
orbitals obtained either via Hartree-Fock or multiconfigurational
Hartree-Fock methods in ionic or neutral beryllium, respectively.
The active space of included configurations was systematically
improved by allowing either specific basis states or specific types
of configurations (or both) to be included. As soon as dynamics
and correlations of the bound electrons are enabled, the
computed spectrum of HHG exhibits considerably more
harmonics of a higher order (as compared to that obtained in
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the SAE approximation). The richness of generated harmonics
systematically increases with increasing the level of accuracy of
the calculations. In particular, the HHG spectra computed in the
most accurate approximations exhibit harmonics of up to an
order of 100, and that in the SAE approximation only up to 60.
Among the other included effects, excitation and ionization of the
doubly-occupied 1s shell causes the most prominent effect on the
computed spectrum of HHG. The presently obtained results are
found to be independent of the basis set representing bound
orbitals. As demonstrated in our previous work on HHG in He
atom (Artemyev et al., 2017a), the effect of electron dynamics and
correlations is also independent of the time envelope of employed
laser pulses.
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In this work we quantitatively study the reliability of the frozen nuclei approximation for
ultrafast dynamics. Specifically we study laser excitation of HCCI+ from its ground state to
the first electronically excited state. The population of the first excited state is obtained by
both the frozen nuclei approximation and by multidimensional nuclear dynamics. Detailed
comparison of the results by the twomethods are performed to provide quantitative criteria
for the reliability of the frozen nuclei approximation for this system.

Keywords: frozen nuclei approximation, ultrashort laser pulses, nuclear quantum dynamics, electronic excitation,
population transfer

1 INTRODUCTION

The rapid advances of ultrafast science and technology have made it possible to manipulate electron
dynamics in molecular systems with ultrashort laser pulses. In particular, laser induced electron
density redistribution such as charge transfer (Marcus, 1956; May and Kühn, 2008) and charge
migration (Weinkauf et al., 1996, 1997; Cederbaum and Zobeley, 1999; Calegari et al., 2014; Kraus
et al., 2015) have been extensively investigated. In general, charge migration prefers frozen nuclei or
small amplitude nuclear motions, while charge transfer is typically accompanied by large amplitude
nuclear motions. The research of charge transfer processes has a relatively long history. While
ultrafast charge migration emerged as a hot topic during the past two decades (Weinkauf et al., 1996,
1997; Remacle et al., 1998; Cederbaum and Zobeley, 1999; Remacle and Levine, 1999; Barth and
Manz, 2006; Kanno et al., 2006; Yudin et al., 2006; Remacle et al., 2007; Kanno et al., 2010; Mineo
et al., 2012; Calegari et al., 2014; Kraus et al., 2015; Li et al., 2015; Yamaki et al., 2016; Wörner et al.,
2017; Mineo et al., 2021). It should be noted that the first attosecond charge migration phenomenon
was already introduced in 1944 (Eyring et al., 1944) and was largely forgotten during the next
decades. Surveys of the literature on ultrafast charge migration can be found in Ref. (Jia et al., 2017a;
Wörner et al., 2017). Below we summarize some typical features of ultrafast charge migration and its
connection to the frozen nuclei approximation (FNA).

Ultrafast charge migration typically represents quantum dynamics of a coherent superposition of
more than one electronic state. The typical time scale of ultrafast charge migration ranges from
several hundred attoseconds to a few femtoseconds which makes the experimental observation
(Kraus et al., 2015) rather difficult. For such a short time, the frozen nuclei approximation has been
widely used for theoretical work of ultrafast charge migration. There are also several theoretical
investigations which include the effects of nuclear motions (Bandrauk et al., 2009; Kanno et al., 2010;
Ulusoy and Nest, 2012; Mendive-Tapia et al., 2013; Mineo et al., 2014; Despré et al., 2015; Mineo
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et al., 2021). The amplitude of charge migration can be
significantly modulated by nuclear motions, in particular for
relatively long-time dynamics (Mendive-Tapia et al., 2013;
Mineo et al., 2014; Jia et al., 2019a,b). In general, the FNA is
widely believed to be only valid for short time pulses, but there are
no quantitative criteria for how short the pulses should be. This
serves as the motivation for the present work: to seek quantitative
criteria for the reliability of the FNA. Specifically, we will
investigate short-pulse excitations of HCCI+ by systematically
varying the laser parameters in a sufficiently wide region.

The choice of HCCI+ as our model of interest is based on the
availability of experimental data (Heilbronner et al., 1971;
Kraus et al., 2015) and theoretical techniques (Jia et al.,
2019b). The combined experimental and theoretical
reconstruction of attosecond charge migration has been
reported for ultrafast ionization of HCCI (Kraus et al.,
2015). Coherent superposition of the ground and first
excited states has been created and analyzed. Subsequent
theoretical investigations of ultrafast charge migration in
HCCI+ (Jia et al., 2017b; Ding et al., 2017) related to the
experimental observation (Kraus et al., 2015) exploit the FNA.
In-depth investigations of simulations and manipulations of
charge migration in HCCI+ including multidimensional
nuclear dynamics have been reported recently (Jia et al.,
2019a,b). However, no comparisons between the results of
multidimensional nuclear dynamics and the ones of the FNA
are available.

In the present work, we will investigate the reliability of the
FNA by comparing the FNA and multidimensional nuclear
dynamics. The remainder parts of the paper are organized as
follows. Section 2 contains the model and methods for numerical
calculations. Section 3 presents the results and discussion. The
conclusions are drawn in Section 4.

2 MODEL AND METHODS

We focus on laser excitations of HCCI+ from its ground state. Full
dimensional simulations of the system involve sets of electronic
coordinates r = {r1, r2, . . . } and nuclear coordinates R = {R1, R2,
. . . }. Here ri and Rj are the spatial coordinates of the i-th electron
and the j-th nucleus, respectively. It is convenient to use the Dirac
notation for the electronic degrees of freedom. The total
wavefunction of the system is thus

Ψ r,R, t( ) � 〈r|Ψ R, t( )〉. (1)
Using the Born-Huang expansion (Born and Oppenheimer, 1927;
Born and Huang, 1954), the total wavefunction can be expressed
in terms of the electronic eigenstates |k(R)〉 which are the
solutions of the standard time-independent electronic
schrödinger equation

Hel R( )|k R( )〉 � Vk R( )|k R( )〉. (2)
The corresponding electronic eigenenergy Vk(R) is the k-th
potential energy surface (PES). Here Vk(R) and 〈r|k(R)〉 are
the same as the ones used in Refs. (Jia et al., 2019a,b) which are

calculated by Molpro (Werner et al., 2012) using the state-
averaged CASSCF(15,13) with cc-pVQZ basis set (cc-pVQZ-
pp for iodine).

According to (Kraus et al., 2015; Jia et al., 2019a,b), nonadiabatic
couplings between different electronic states |k(R)〉 are negligible.
The total Hamiltonian for HCCI+ in an external laser field E(t) can
be approximated as

H t( ) � ∑
kk′

|k R( )〉 T R( )δkk′ + Vk R( )δkk′ − μkk′ R( ) · E t( )[ ]〈k′ R( )|,

(3)
whereT(R) is the nuclear kinetic energy and μkk′(R) = 〈k(R)|μ|k′(R)〉
is the transition (or permanent) dipole moment. The laser pulse has a
Gaussian shape with maximum amplitude Emax and carrier
frequency ω

E t( ) � ez Emaxs t( )sin ωt( ),
s t( ) � e−at

2/T2
,

(4)

where ez is the direction of the electric field. For convenience, the
electric field and the molecules are oriented along the z-axis. In
the literature, there are different choices of the parameter a in Eq.
4. For the present work we set

a � 4 ln 2 (5)
for easier characterization of the pulse duration. We define the
pulse duration as the full width at half maximum (FWHM) of s(t),
which is just T in Eq. 4.

The quantum dynamics of the system can be simulated by the
time-dependent schrödinger equation subject to initial condition
at t = −∞

iZ
d
dt
|Ψ R, t( )〉 � H|Ψ R, t( )〉,

|Ψ R, t � −∞( )〉 � χg,v�0 R( )|g R( )〉,
(6)

where χg,v=0(R) is the vibrational ground state wavefunction of
the lowest potential energy surface Vg(R). For convenience we
use k = g, e to represent the lowest and first excited electronic
states, respectively. The wave packet is numerically
propagated by means of the split operator method
(Leforestier et al., 1991).

Subsequently, we can obtain the population of the electronic
state |k(R)〉 according to

Pk t( ) � ∫ 〈Ψ R, t( )|k R( )〉〈k R( )|Ψ R, t( )〉dR
≡ ∫ χk* R, t( )χk R, t( )dR,

(7)

where χk (R,t) = 〈k(R)|Ψ(R, t)〉 is the nuclear wave packet on the
k-th PES Vk(R). It contains seven vibrational coordinates.
According to Ref. (Jia et al., 2019a,b), one-dimensional (1D),
three-dimensional (3D), and seven-dimensional (7D)
calculations lead to essentially the same results. In the 3D
calculations, the H-C, C-C and C-I bond lengths are explicitly
taken into account and the four bending degrees of freedom are
neglected. This kind of approximation is reasonable for linear
molecules, such as HCCI+. In the present work we use the same
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3D calculations for the nuclear wave packet χk (R,t) as in Ref. (Jia
et al., 2019b). Then we mainly focus on the population of the first
electronically excited state Pk(t) for k = e.

To check the reliability of the FNA, we further calculated the
population of the first electronically excited state PFNA

e using the
FNA. Accordingly, the molecular structure is fixed at the
minimum of the lowest PES Vg(R). This structure is called
equilibrium structure Req. The corresponding transition dipole
moment is μeq ≡μge (R = Req). The electronic wavefunction of the
FNA is expanded as

|ΨFNA t( )〉 � ∑
k

ck t( )|k R � Req( )〉. (8)

the time dependent coefficient ck(t) can be obtained subject to the
initial condition ck(t = −∞) = δkg. The corresponding
population is

PFNA
k t( ) � |ck t( )|2. (9)

Throughout this work we fix the carrier frequency of the laser
in Eq. 4 as Zω = Ve (Req) − Vg (Req). We only focus on the final
population at t = tf when the laser pulse is off. This leads to the
following analytical expression (Jia et al., 2017a)

PFNA
e t � tf( ) ≈ sin2




π

√
EmaxμzeqT


a

√
Z

( ), (10)

where μzeq denotes the z component of the transition dipole at Req.
The relative error of the FNA with respect to multi-dimensional
nuclear dynamic is defined as

δPe

Pe
� PFNA

e t � tf( ) − Pe t � tf( )∣∣∣∣∣ ∣∣∣∣∣
Pe t � tf( ) × 100%. (11)

For all the subsequent numerical calculations we set tf = 5T.
However, this should not be wrongly interpreted as the FNA is
valid even for t = 5T. We choose tf = 5T just to make use of the
property that the results presented in this work do not depend on
different choices of tf as long as tf ≥ T.

3 RESULTS AND DISCUSSION

The equilibrium structure Req of HCCI+ is linear with bond lengths
RHC = 1.06 Å, RCC = 1.21 Å and RCI = 1.95 Å. The corresponding
vertical excitation energy from ground state |g(Req)〉 to the first
excited state |e(Req)〉 is Zω = 2.41 eV. For typical pulse durations,
there are sufficient numbers of cycles in E(t) to make the electronic
transition resonant. The corresponding transition dipole has only a
z-component, which is μzeq � 3.21 Debye. Subsequently we
calculated the population of the first electronically excited state
PFNA
e (t � tf) according to Eq. 10 by the FNA. Convergence tests

are performed for nuclear dynamics simulations such that the
corresponding population of the first electronically excited state
Pe(t) does not change subject to further increase of the grid-region
or decrease of the spatial or temporal steps. We first analyze the
dependence of the results on the pulse durations with the other
parameters fixed. Specifically, the maximum amplitude of the

electric field Emax is fixed at 2.0 × 109 V/m. The detailed
comparison between Pe(t = tf) and PFNA

e (t � tf) is shown in
Figure 1 for T ≤ 20 fs.

As can be seen from Figure 1A, the deviation between
PFNA
e (tf) and Pe(tf) gradually increases with the pulse

duration T, for the region of short pulses. For T ≤ 20 fs, Pe(t)
keeps increasing with T. However, PFNA

e (t) first increases and
then decreases for T ≤ 20 fs. This kind of qualitative deviation
will be further discussed below. According to Eq. 10 PFNA

e (tf)
will oscillate periodically with the pulse duration T. In
Figure 1A, PFNA

E (tf) reaches its maximum PFNA
e,max � 1 for

T = 15.45 fs. However, Pe(tf) is still substantially below one
even for T = 20 fs.

To quantitatively compare PFNA
e (tf) and Pe(tf), the relative

error δPe
pe

defined in Eq. 11 is shown in Figure 1B. The relative
error increases relatively slowly when the pulse duration T is
smaller than 5 fs, and increases rapidly when T is larger than 5 fs.
For long pulses, say T ≥ 15 fs, Figure 1B shows significant
decrease of δPe

pe
. However, this is pure coincidence. As can be

identified from Figure 1A, the trend of PFNA
e (tf) is already

qualitatively wrong for T > 15.45 fs. Smaller relative error in
this region does not imply better agreement between the frozen
nuclei approximation and real physics. Consequently, we focus
on short pulses for which the FNA is expected to be reasonable.
Accordingly, we add three vertical lines in Figure 1B for relative
errors of 40, 20, and 10%, respectively. The corresponding pulse

FIGURE 1 | Population of the first electronically excited state of HCCI+

versus the pulse duration T, at t = tf when the laser pulse is switched off. The
maximum-amplitude of the electric field Emax is 2 GV/m. (A) Pe (tf) and PFNA

e (tf )
obtained by multidimensional nuclear dynamics (green) and by the
frozen nuclei approximation (blue), respectively. (B) The relative error δPe

Pe
of

PFNA
e (tf ) with respect to Pe (tf). Vertical lines show the positions of δPe

Pe
� 10%,

20%, and 40%, respectively.
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durations with fixed value of Emax = 2.0×109 V/m are T = 6.09,
4.65, and 1.97 fs, respectively.

Figure 2 shows the color-coded contour plots for the
dependence of PFNA

e (tf) and Pe (tf) on the amplitude of the
electric field Emax and the pulse duration T. The full set of the
involved parameters span the region 0.5 GV/m ≤ Emax ≤ 4.0 GV/
m and T ≤ 120 fs. The region of Emax more or less covers the
reported amplitudes of lasers exploited in typical applications in
the literature. The region of T reaches the first revival of charge
migration in HCCI+ reported in Ref. (Jia et al., 2019b). As can be
seen from Figure 2A, PFNA

e (tf) oscillates between 1 and 0
periodically with Emax or T. Larger values of Emax or T
corresponds to smaller oscillation period of PFNA

e (tf), c.f., Eq.
10. Figure 2B is the same as Figure 2A except that PFNA

e (tf) is
replaced by Pe(tf) which is obtained by performing 3D nuclear
dynamics simulations. We can immediately identify that Figures
2A,B are qualitatively different for relatively long laser lulses (e.g.,
for T ≥ 20 fs). We therefore consider the results for the FNA are
not meaningful for relatively long laser pulses. This is quite
natural. Even if PFNA

e (tf) is coincidentally very close to Pe(tf)
for T ≥ 20 fs, the nuclear wave packet is quite different from the
initial one as has been reported in Ref. (Jia et al., 2019b).
Accordingly, the basic assumption of the FNA breaks down
for T ≥ 20 fs. We further plot Figure 2C which is the same
with Figure 2B except that the population of the first

electronically excited state is obtained by performing 1D
nuclear dynamics simulations which explicitly treats the C-I
stretch (Jia et al., 2019a). The results of 1D and 3D
simulations agree well with each other, which confirms the
findings in Refs. (Jia et al., 2019a,b).

To systematically study the reliability of the FNA for short
pulses, the difference between PFNA

e (tf) in Figure 2A and Pe (tf)
in Figure 2B is shown in Figure 3A, for the region T ≤ 20 fs when
the FNA may be expected to work. The dependence of
PFNA
e (tf) − Pe(tf) on Emax and T is shown by color-code

contour plots. Results for which |PFNA
e (tf) − Pe(tf)|≥ 0.5 are

not resolved, since results with errors larger than 50 percent are in
general not helpful. For any fixed value of Emax, the deviation
between PFNA

e (tf) and Pe (tf) first increases then decreases with T
after reaching a maximum. More complicated features can be
found for relatively large Emax combined with relatively long T.
However, as discussed above for Figure 1, the results of PFNA

e (tf)
in this complicated region in Figure 3A (specifically, after
reaching maximum deviations) can agree better with Pe(tf) by
coincidence. In the following we only focus on the left bottom
region of Figure 3A before the corresponding deviation
PFNA
e (tf) − Pe(tf) reaches its maximum for any fixed value of

Emax. As can be seen from Figure 3A, the deviations are rather
small for T ≤ 5 fs for all the different values of Emax involved in the
present work. This implies that we may roughly use T ≤ 5 fs as the
criterion for the reliability of the FNA. The deviation not only
increases with T for any given Emax, but also increases with Emax

for any given T. According to Eq. 10, PFNA
e (tf) increases with the

product of Emax and T before reaching its maximum. From

FIGURE 2 | Population of the first electronically excited state of HCCI+

versus Emax and T illustrated by color-coded contour plots. (A) PFNA
e (tf )

calculated by the FNA. (B) Pe (tf) obtained by 3D nuclear dynamics
simulations. (C) Same as (B) but the nuclear dynamics is one-
dimensional.

FIGURE 3 | (A) Color-coded contour plots for the deviation PFNA
e (tf ) −

Pe(tf ) between PFNA
e (tf ) in Panel 2A and Pe (tf) in Panel 2B for T ≤20 fs. (B)

Color-coded contour plots for the relative error δPe
Pe

of PFNA
e (tf ) with respect to

Pe (tf). The black dashed curve indicates δPe
Pe

� 50%.
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Figure 3A we can also find that the deviation PFNA
e (tf) − Pe(tf)

essentially increases with the product of Emax and T before
reaching its maximum. Better criteria for the reliability of the
FNA can be obtained by analyzing the relative error of PFNA

e (tf)
with respect to Pe (tf) shown in Figure 3B. In the same spirit, we
only need to focus on the left region of Figure 3B indicated by
the dashed curve in which the relative error δPe

Pe
never exceeds

50%. For relatively long pulses, say T = 7 fs, the relative error of
the FNA is already larger than 50% for any value of Emax shown
in Figure 3B. In this case, the FNA is no longer reliable for
T ≥ 7 fs.

In the short pulse region, the relative error δPe
Pe

increases with
the pulse duration T. To give quantitative criteria for the
reliability of the FNA, we define certain characteristic pulse
durations as follows:

TN:
δPe

Pe
≤ 100−N( )% if T≤TN. N � 60, 80, 90, 95( )

For example, if we want to use the FNA to obtain results with
relative errors smaller than 5%, we need to set the pulse
durations of the lasers to be smaller than T95. Similarly for
the meanings of T90, T80, and T60. According to our model
the characteristic pulse durations T95, T90, T80, and T60 only
depend on one parameter Emax, which will be investigated
subsequently.

The detailed dependence of T95, T90, T80, and T60 on the
maximum amplitude of the electric field Emax is shown in Figure 4.
A quite good property for the characteristic pulse durations is that
T95, T90, and T80 almost do not depend on Emax. The
corresponding values are T95 = 1.32 fs, T90 = 1.97 fs, and T80 =
4.65 fs respectively. The value of T60 increases with Emax extremely
slightly from 6.09 to 6.14 fs. For relatively high standard criteria, say
relative errors below 20%, the corresponding characteristic pulse
durations are quite robust with respect to different amplitudes of

lasers. This greatly simplifies the criteria for choosing proper lasers
for applications of short pulse excitations of HCCI+. Essentially, we
only need to care about the durations of the laser pulses with
quantitative guidance derived from Figure 4 for the reliability of
the FNA.

The FNA only considers the electronic degrees of freedom and
neglects the nuclear motions. Mathematically this corresponds
to a large overlap of the time-dependent and the initial nuclear
wave packets. The overlap can be estimated as the product of the
corresponding overlap for each normal mode. The overlap for a
normal mode may be approximated as e−f2(t) for short time
dynamics. Here f(t) is the displacement of the normal
coordinate with respect to its initial value in units of the
standard deviation of the initial wave packet for this normal
mode. Typically, there will be only one or a few modes with f2(t)
substantially above zero, which are called active modes. The
overall overlap is thus mainly determined by the active modes.
For the present case, there is only one active mode which is the
C-I stretch with period 86 fs (Jia et al., 2019b). Due to the
relatively large amplitude of the C-I stretch mode, the function
e−f2(t) quickly decreases to zero (Jia et al., 2019a,b). In this case,
the duration of the pulse must be much shorter than a
vibrational period to keep the overlap large enough.
According to the results of Figure 4, all the characteristic
pulse durations of HCCI+ are smaller than 1

10 of a vibrational
period. However, for some molecules with sufficiently small
vibrational amplitudes for all the active modes, the overlap can
be relatively large for a rather long time. For such cases, the
effects of nuclear dynamics can be neglected for a longer time
than just a few femtoseconds (Kanno et al., 2010; Ulusoy and
Nest, 2012; Despré et al., 2015).

4 CONCLUSION

We have systematically investigated the population of the first
electronically excited state of HCCI+ excited by different laser
pulses. The amplitudes and durations of the laser pulses span a
rather large domain for typical applications. The deviations
between the results obtained by the frozen nuclei
approximation and the ones obtained by multidimensional
nuclear dynamics are calculated and analyzed in detail to
check the reliability of the FNA. As expected the validity of
the FNA can be admitted for sufficiently short laser pulses.
Quantitative criteria for the reliability of the FNA are
obtained. Specifically if we want to limit the relative errors of
the FNA within 5% (or 10, or 20, or 40%), the durations of the
laser pulses should be less than T95 = 1.3 fs (or T90 = 2.0 fs, or
T80 = 4.7 fs, or T60 = 6.1 fs). For example, ultrafast charge
migration in HCCI+ is reconstructed in Ref. (Kraus et al.,
2015). for the first period of 1.85 fs. By extrapolation of our
results, the error of the reported charge migration in HCCI+ for
the first period is less than 10%. For short pulses with durations
up to T60, the relative errors of the FNA are found to be almost
independent of the amplitudes of the laser pulses. The results of
the present work are expected to provide valuable guidance to
future investigations of short pulse excitations of HCCI+.

FIGURE 4 | Characteristic pulse durations T95, T90, T80, and T60 for
relative error δPe

Pe
� 5, 10, 20, and 40%, respectively. See the text for more

details.
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Coherent Control of Molecular
Dissociation by Selective Excitation of
Nuclear Wave Packets
Hugo A. López Peña, Jacob M. Shusterman, Derrick Ampadu Boateng, Ka Un Lao and
Katharine Moore Tibbetts*

Department of Chemistry, Virginia Commonwealth University, Richmond, VA, United States

We report on pump-probe control schemes tomanipulate fragmentation product yields in p-
nitrotoluene (PNT) cation. Strong field ionization of PNT prepares the parent cation in the
ground electronic state, with coherent vibrational excitation along two normal modes: the
C–C–N–O torsional mode at 80 cm−1 and the in-plane ring-stretching mode at 650 cm−1.
Both vibrational wave packets are observed as oscillations in parent and fragment ion yields
in the mass spectrum upon optical excitation. Excitation with 650 nm selectively fragments
the PNT cation into C7H7

+, whereas excitation with 400 nm selectively produces C5H5
+ and

C3H3
+. In both cases the ion yield oscillations result from torsional wave packet excitation,

but 650 and 400 nm excitation produce oscillations with opposite phases. Ab initio
calculations of the ground and excited electronic potential energy surfaces of PNT cation
along the C–C–N–O dihedral angle reveal that 400 nm excitation accesses an allowed
transition from D0 to D6 at 0° dihedral angle, whereas 650 nm excitation accesses a strongly
allowed transition from D0 to D4 at a dihedral angle of 90°. This ability to access different
electronic excited states at different locations along the potential energy surface accounts for
the selective fragmentation observed with different probe wavelengths. The ring-stretching
mode, only observed using 800 nm excitation, is attributed to a D0 to D2 transition at a
geometry with 90° dihedral angle and elongated C–N bond length. Collectively, these results
demonstrate that strong field ionization induces multimode coherent excitation and that the
vibrational wave packets can be excited with specific photon energies at different points on
their potential energy surfaces to induce selective fragmentation.

Keywords: coherent control, strong field ionization, mass spectrometry, pump-probe, nuclear wave packet

1 INTRODUCTION

Chemists have sought to control molecular dissociation with lasers for decades. Tunable monochromatic
laser light was believed to enable “bond-selective chemistry” through resonant energy absorption at the
vibrational frequency of the targeted bond Bloembergen and Yablanovitch (1978). However, early attempts
to control bond-cleavage by tuning the laser frequency failed due to rapid intramolecular vibrational energy
redistribution (IVR) across coupled vibrational modes Bloembergen and Zewail (1984). Effective control of
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unimolecular dissociation was only achieved with the development of
high-intensity ultrashort pulsed lasers and coherent control
techniques that operate on timescales faster than IVR.

Coherent control over molecular dissociation has primarily
been achieved by the “closed-loop” scheme of optimally designing
shaped laser pulses with automated learning algorithms, initially
proposed by Judson and Rabitz (1992). Gerber and co-workers
reported the first experimental implementation of closed-loop
control over ionization and dissociation of CpFe(CO)2Cl (Cp =
cyclopentadienyl) into CpFeCOCl+ or FeCl+ Assion et al. (1998).
This success spurred the application of closed-loop control to
selectively dissociate various molecules including halogenated
alkanes Damrauer et al. (2002), Langhojer et al. (2005), Plenge
et al. (2011), Moore Tibbetts et al. (2013) and acetones Langhojer
et al. (2005), Cardoza et al. (2006). However, shaped pulse control
fails to enhance specific dissociation pathways in certain
molecules including p-nitrotoluene Lozovoy et al. (2008).
Moreover, the “black box” nature of closed-loop control makes
it difficult to fully understand the physical mechanisms by which
an optimal pulse shape achieves product selectivity, even using
additional specialized pulse shaping procedures Xing et al. (2017).

Understanding the physical mechanisms underlying coherent
control of molecular dissociation can be achieved using two-pulse
“pump-probe” excitation schemes Tannor and Rice (1985),
Zewail (1988). Pump-probe measurements with
complementary quantum chemical calculations of the relevant
electronic potential energy surfaces (PESs) have revealed bond-
cleavage mechanisms facilitated by coherent vibrational motions
in numerous organic cationsMoore Tibbetts (2019). For instance,
coherent excitation of the I–C–Br bending mode in CH2IBr

+

upon strong-field ionization facilitates dissociation into CH2Br
+

upon excitation of the D0→D3 transition at a specific point on the
D0 PES Nichols et al. (2009). Similarly, coherent vibrational
motions along the phenyl–substituent torsional coordinate in
the molecular cations of acetophenone Bohinski et al. (2014),
Tibbetts et al. (2015) and nitrobenzene López Peña et al. (2021)
facilitate CH3 and NO2 loss, respectively, upon excitation of the
vibrational wave packet at 90° phenyl–substituent dihedral angle.
Although pump-probe measurements advance understanding of
molecular dissociation facilitated by coherent vibrational
dynamics, they enable only limited control over relative
fragment yields because the probe wavelength typically excites
resonantly to a single electronic excited state. As a result, one
preferential fragment or a specific distribution of fragments is
usually observed.

In this work, we demonstrate selective coherent excitation to
three different electronic excited states from ground-state p-
nitrotoluene (PNT) cation using probe pulses at 800, 650, and
400 nm. This selective excitation results in different relative yields
of the C7H7

+, C5H5
+, and C3H3

+ fragment ions depending on the
probe wavelength. Strong field adiabatic ionization prepares a
superposition of two vibrational wave packets in the D0 PES of
PNT cation: the first along the C–C–N–O torsional coordinate
identified in earlier work Ampadu Boateng et al. (2018) and the
second along the in-plane phenyl ring-stretching mode that
includes C–N bond stretching. The torsional wave packet can
be selectively excited to D4 at a C–C–N–O dihedral angle of 90°

with 650 nm photons to produce primarily C7H7
+, or to D6 at a 0°

dihedral angle with 400 nm photons to produce C5H5
+ and

C3H3
+. The ring-stretching wave packet can be selectively

excited to D2 at a geometry with slightly elongated C–N bond
length and 90° dihedral angle using 800 nm photons, producing
exclusively C7H7

+. These results indicate that careful choice of
excitation wavelengths in two-pulse schemes can effectively
control dissociation pathways in a complex organic molecule.

2 MATERIALS AND METHODS

2.1 Experiments
Portions of the experimental setup have been described in our
previous works Ampadu Boateng et al. (2018), Ampadu Boateng
et al. (2019a). Briefly, a commercial Ti:sapphire regenerative amplifier
(Astrella, Coherent, Inc.) producing 30 fs, 800 nm, 2.2mJ pulses was
used to pump an optical parametric amplifier (OPA, TOPAS Prime)
to produce sub-20 fs 1,300 nm or 1,500 nm pump pulses. The pump
wavelength was 1,300 nm formeasurements with the 400 and 650 nm
probes, whereas the pump wavelength was 1,500 nm for
measurements with the 800 nm probe for reasons that will be
discussed in the Results section. The 650 nm probe pulse was
obtained from OPA output split with a 50:50 (r:t) beam splitter
and frequency doubled with a β-barium borate (BBO) crystal. The
800 nm probe pulse was obtained from the transmitted portion of the
incident laser beam from a 90:10 (r:t) beam splitter prior to the OPA
and down-collimated using a reflective telescope with reduction factor
2. The 400 nm probe pulse was obtained by down-collimating the
800 nmbeamwith a telescopewith reduction factor 3.33 comprised of
a plano-convex lens (f = 250mm) and a plano-concave lens (f =
−75mm) placed on a linear translation stage, followed by frequency
doubling with a BBO crystal. The transmissive telescope geometry was
necessary to allow for fine adjustment of the focal spot of the 400 nm
probe beam to overlapwith the focal spot of the 1,300 nmpumpbeam
when both are focusedwith the same plano-convex lens (f= 200mm).
Both the 800 and 650 nm probe pulses have duration of ~25 fs as
measured by frequency-resolved optical gating Ampadu Boateng et al.
(2018), Ampadu Boateng et al. (2019a). The 400 nm probe pulse
durationwas estimated at 70 fs asmeasured by the cross-correlation of
the O2 signal from air in themass spectrometer with 1,300 nm pump/
400 nm probe excitation (Supplementary Figure S1). PNT (Sigma
Aldrich, 99%) was introduced into the time-of-flight mass
spectrometer (Jordan TOF) via an effusive inlet under gentle
heating. Pump-probe measurements were taken over the delay
range of −500 fs (probe before pump) to +2,500 fs (pump before
probe) in steps of 5 fs for the 800 nm probe and 10 fs otherwise. Mass
spectra were recorded at each pump-probe delay and averaged over
1,000 laser shots with a 1 GHz digital oscilloscope (LeCroy
WaveRunner 610Zi).

2.2 Computations
Density functional theory (DFT) calculations were conducted using
Gaussian 16 software Frisch et al. (2016) employing the restricted
Kohn-Sham formalism for neutral species and the unrestricted
formalism for cationic species. A previous work on PNT from our
group Ampadu Boateng et al. (2018a) has identified the hybrid
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generalized gradient approximation (GGA) B3LYP functional Becke
(1993), Stephens et al. (1994) in combination with the def2-TZVPP
Weigend and Ahlrichs (2005) basis set as an adequate level of theory
to describe this molecular system. Both the neutral and cation
geometries of PNT were optimized within this level of theory. The
convergence threshold for total energy was set to 10–8 eV while the
force threshold was set to 10–3 eV/Å. Each geometric optimization
was followed by harmonic frequency computations in order to
confirm the stationary character of the state obtained.

To determine the excited-state energies of the PNT cation at
different geometries, we performed single-point time-dependent
DFT (TDDFT) Bauernschmitt and Ahlrichs (1996) calculations
using Gaussian 16. For each cation geometry, we calculated the
first 10 doublet-doublet transitions at the B3LYP/def2-TZVPP level
of theory. In section 3.2 we will present TDDFT excited-state
calculations for PNT radical cation at the B3LYP/def2-TZVPP
level but those calculations will be further supported with selected
calculations at the equation-of-motion excitation-energies coupled-
cluster singles and doubles (EOM-EE-CCSD) Krylov, (2008) level.
Due to the high computational cost of EOMmethods, we employ the
smaller 6−311+G* basis set. These EOM calculations were
performed using Q-Chem 5.3 Epifanovsky et al. (2021). It is
important to clarify that both TDDFT and EOM calculations on
the cation are done under field-free conditions, i.e., after the strong-
field pump pulse is over (see further discussion on Section 3.1).

3 RESULTS

3.1 Pump-Probe Measurements
Pump-probe measurements were conducted with pump intensity of
6 × 1013W cm−2. Figure 1A shows the mass spectra of PNT+ taken
with only the 1,300 nm pump pulse (bottom) and with pump-probe
excitation using 6 × 1012W cm−2 probe pulses at 800, 650, and
400 nm (top). The pump-only spectrum is dominated by the intact

PNT+ cation at m/z 137, with minor contribution from the C7H7
+

fragment at m/z 91. The greatest depletion in PNT+ signal was
observed at pump-probe delays of +160 fs for 800 nm probe, +200 fs
for 650 nm probe, and +60 fs for 400 nm probe. As seen in
Figure 1A, a substantial depletion in PNT+ signal and
concomitant rise in fragment ion signals occurs at the selected
pump-probe delay for each probe wavelength. Whereas both the
800 and 650 nm probe wavelengths primarily enhance the yield of
C7H7

+ and to a lesser extent C5H5
+ (m/z 65), the 400 nm probe

enhances only C5H5
+ and C3H3

+ (m/z 39). This change in
fragmentation pattern with different probe wavelengths indicates
that selective fragmentation is possible using pump-probe excitation.

Figure 1B displays the transient ion signals of the PNT+,
C7H7

+, C5H5
+, and C3H3

+ fragments as a function of pump-
probe delay using 800 nm (magenta), 650 nm (orange), and
400 nm (blue) probe wavelengths. Each ion signal is
normalized to its respective yield at negative pump-probe
delay. The large-amplitude oscillations in the PNT+ and
fragment ion signals with period 420 fs arise from the
vibrational wave packet along the C–C–N–O torsional
coordinate in PNT+, which we previously reported from
pump-probe measurements with only 800 nm probe
wavelength Ampadu Boateng et al. (2018a). The present
results show that the 650 nm probe wavelength produces
larger-amplitude oscillations in PNT+ with the same phase,
which indicates that 650 nm more effectively excites the PNT+

torsional wave packet than 800 nm. In contrast, the PNT+

oscillations with the 400 nm probe have the opposite phase,
which indicates 400 nm probe selectively excites the PNT+

torsional wave packet at a different location on the PES along
the torsional coordinate than the lower-energy probe
wavelengths. Finally, additional low-amplitude fast oscillations
with a period of ~55 fs are observed in the PNT+ and C7H7

+
signals only for the 800 nm probe. These oscillations were best
resolved using a 1,500 nm pump wavelength (shown in

FIGURE 1 | (A) Mass spectrum of PNT+ taken with 1,300 nm pump only (dark red) and the difference spectra relative to the pump-only spectrum taken with
800 nm (magenta), 650 nm (orange), and 400 nm (blue) probe pulses at the indicated delays. (B) Transient ion signals for PNT+, C7H7

+, C5H5
+, and C3H3

+ taken at each
probe wavelength. Each signal is normalized to its yield at negative pump-probe delay.
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Figure 1B), although they are also visible using a 1,300 nm pump
wavelength (Supplementary Figure S2).

To further interpret the oscillatory dynamics, transient ion signals
as a function of pump-probe delay, τ, were fit to the equation

S τ( ) � ae−τ/T1 cos
2π
t
τ + ϕ( ) + be−τ/T2 + c (1)

where a and b are amplitude coefficients, t is the oscillation period,
T1 is the coherence lifetime, T2 is a second lifetime not associated
with oscillations, and c is the ion yield as τ→∞. Each transient signal
at τ ≥ 70 fs (i.e., after the pump pulse is over so the instrument
response function can be ignored) was fit to Eq. 1 using nonlinear
least-squares curve fitting in MATLAB. A full description of the
extracted coefficients can be found in the Supplementary Material,
Supplementary Figure S3 and Supplementary Tables S1–S3.
Although the strong-field pump pulse can populate multiple
electronic states of the cation, it is reasonable to assume that,
when the probe beam arrives after a delay ≥ 70 fs, it will find the
cation in the ground electronic state after electronic relaxation. The
validity of this assertion can be supported with the work of Kraus
and coworkers Kraus et al. (2015), in which charge migration
processes leading to relaxation of the electronic wave packet in
iodoacetylene occur within 5 fs, well below the initial measurement
of dynamics at 70 fs delay used for our analysis. The fit coefficients
corresponding to the oscillatory dynamics shown inTable 1 confirm
both that each fragment ion oscillates π radians out of phase with
respect to PNT+ and that the phase of the PNT+ signal shifts from
approximately 0 radians for 650 nm excitation to π radians for
400 nm excitation. The oscillation period is ~420 fs for both 650 and
400 nm probes, whereas the somewhat longer ~460 fs oscillation
period using the 800 nm probe arises from a poorer fit quality
(Supplementary Figure S3).

Subtraction of the incoherent dynamics (second and third
terms in Eq. 1) allows for clearer visualization of the oscillatory
dynamics and frequency analysis via fast Fourier Transform
(FFT). Figure 2A displays the coherent transient ion dynamics
of PNT+ and oscillatory fragment ions for each probe wavelength.
A clear π phase shift in the PNT+ signals (red) between the
400 nm probe and 650 nm or 800 nm probes is visible, as
indicated by the dotted lines at 200, 620, and 1,040 fs.
Figure 2B displays the FFT amplitude of the signals shown in
Figure 2A. For all probe wavelengths the FFT spectra exhibit a
strong peak at 80 cm−1 assigned to the previously reported
C–N–N–O torsional mode of PNT+ Ampadu Boateng et al.
(2018). A closer inspection of the oscillations using the

800 nm probe (bottom panel of Figure 2A) reveals what
seems to be the superposition of two coherent oscillations: one
corresponding to the torsional mode already discussed and
smaller amplitude oscillations corresponding to a faster
vibrational mode. In line with these observations is the
presence of two frequencies, at 80 and 650 cm−1, in the FFT of
the 800 nm probe signal (bottom panel of Figure 2B).
Additionally, it is worth noting that the superposition of
vibrational modes is more evident around the first minimum
of the oscillatory ion signal in PNT+. This fact will be further
discussed in Section 3.3 with the aid of computational results.

In order to motivate forthcoming computational results, we
present the optimized structures of neutral and cationic PNT at
the B3LYP/def2-TZVPP level of theory in Figure 3. The
corresponding coordinates are available within the
Supplementary Material (Supplementary Tables S4, S5).
Relevant to this work are the following changes after electron
detachment: the C–C–N–O dihedral angle goes from 0.1 to 52.7°

and a moderate distortion of the ring occurs. Additionally, the
frequencies and corresponding intensities of the normal modes
for PNT+ are presented in the Supplementary Material
(Supplementary Table S6). A careful analysis of these
vibrational modes shows that the C–C–N–O torsional mode
has a calculated frequency of 58.96 cm−1, in reasonable
agreement with the experimental frequency of 80 cm−1

(Figure 2B). Figure 3B shows the 12th normal mode
calculated for the PNT cation. The relevance of this ring-
stretching mode will be further discussed in Section 3.3. At
this moment, it is enough to say that the calculated frequency
of 604.32 cm−1 fairly matches the experimental frequency of
650 cm−1 shown in Figure 2B for the 800 nm probe.

3.2 Coherent Control of Torsional Wave
Packet Excitation
Asmentioned in the previous section, a former work from our group
has assigned the main coherent oscillations of PNT+ to a torsional
wave packet involving the C–C–N–O dihedral angle Ampadu
Boateng et al. (2018). In order to explain the observation of
different fragment distributions and ion yield dynamics
depending on the wavelength of the probe beam, we used the
following approach: starting from the optimized cation geometry
with a C–C–N–O dihedral angle of 52.7° we performed a relaxed
scan of this torsional mode using the ModRedundant keyword in
Gaussian 16. This procedure generated a collection of geometries
that span all the torsional mode, which were used to perform single-
point TDDFT calculations. The resulting potential energy surfaces
(PESs) can be seen in Figure 4A. In line with previous findings on
the closely related nitrobenzene cation López Peña et al. (2021), we
found that the PESs can be classified into two groups: the first one
comprising from D1 to D4 with all the surfaces showing a marked
dependence on the dihedral angle, and a second group comprising
fromD5 to D7 with a less marked dependence on the dihedral angle.
The influence of the dihedral angle on the excitation probability,
quantified by means of a harmonic estimate of the oscillator
strength, can be observed in Figure 4B. It is noteworthy that the
oscillator strength for the D0→D4 transition (f04) is particularly high

TABLE 1 |Curve fitting coefficients for coherent dynamics of ion signals: oscillation
amplitude (a), coherent lifetime (T1), oscillation period (t), and phase (ϕ).

λprobe (nm) Ion a T1 (fs) t (fs) ϕ (rad)

400 PNT+ 0.10 ± 0.01 345 ± 33 410 ± 7 3.1 ± 0.1
— C5H5

+ 0.03 ± 0.01 370 ± 120 421 ± 20 0.3 ± 0.3
650 PNT+ 0.25 ± 0.01 308 ± 15 425 ± 4 0.05 ± 0.04
— C7H7

+ 0.15 ± 0.01 290 ± 12 417 ± 3 3.1 ± 0.03
— C5H5

+ 0.09 ± 0.01 252 ± 17 438 ± 9 3.3 ± 0.1
800 PNT+ 0.15 ± 0.02 210 ± 16 464 ± 11 0.45 ± 0.07
— C7H7

+ 0.13 ± 0.01 212 ± 12 438 ± 7 3.3 ± 0.1
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and dependent on the geometry, reaching its maximum value at 90°.
Moreover, this transition is the only one that has a substantial
oscillator strength at 90°. Also notable is the parabolic shape of f06

centered at 90° dihedral angle. As a consequence, there is higher
probability for the D0→D6 transition at geometries where PNT+ is
nearly planar, i.e., near the neutral PNT geometry. Figure 4A also

FIGURE 2 | (A)Oscillatory ion signals for PNT+ and selected fragment ions obtained by subtracting off the incoherent contributions to signal fitting via Eq. 1. (B) FFT
amplitudes obtained from the signals in (A) with indicated frequencies at 80 cm−1 and 650 cm−1 (for 800 nm probe).

FIGURE 3 | (A) Geometrical structures for optimized neutral and cationic PNT. Bond lengths are in Å and torsional angles in degrees. (B) Normal mode at
604.32 cm−1 for the optimized PNT cation. The calculations were performed at the B3LYP/def2-TZVPP level of theory.
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shows the energies corresponding to 400, 650, and 800 nm photons
for comparison (3.1, 1.91, and 1.55 eV respectively). A careful
evaluation of all the information contained in Figure 4 as a
whole reveals that the 400 nm probe can selectively access an
allowed transition from D0 to D6 at dihedral angles close to 0°,
whereas the 650 nm probe can selectively access a strongly allowed
transition from D0 to D4 at a dihedral angle of 90°. This ability to
access different electronic excited states at different locations along
the potential energy surface accounts for the selective fragmentation
observed with different probe wavelengths at different time delays.
Additionally, the 800 nm probe should be capable of promoting the
D0→Dn, n = 1, 2 transitions at any dihedral angle.

In order to support our TDDFT calculations we also
performed single-point computations at three selected
geometries calculated at the B3LYP/def2-TZVPP level using
the EOM-EE-CCSD method. The geometries considered were
the optimized neutral and cationic species (Figure 3A;
Supplementary Tables S4, S5) and the geometry with a
dihedral angle of 87.4° obtained by means of the relaxed scan
previously described (Supplementary Table S7). Table 2 shows
the excitation energies and harmonic estimates of oscillator
strengths calculated at both levels of theory for PNT cation
with a C–C–N–O dihedral angle of 87.4°. These methodologies
produced qualitatively similar results but there are some
differences that are worth noting: EOM calculations introduce

a larger energetic gap between D1 and D2 states of ~1.2 eV.
Consequently, states D2, D3, and D4 from EOM computations are
shifted upwards when compared with TDDFT results. Also,
according to the oscillator strength values, EOM method
points towards D3 as the bright state while TDDFT locates the
D4 state as the bright one. Despite this disagreement in the
ordering of states, the relevant fact is that both methodologies
confirm the presence of an excited state with substantial oscillator
strength at 90° dihedral angle and with excitation energy around
2 eV. Possible sources for the disagreement between both levels of
theory will be briefly discussed on Section 4. Supplementary
Tables S8, S9 of Supplementary Material show analogous
comparisons between the two methodologies for PNT+ at the
optimized neutral and cation geometries respectively.

3.3 Assignment of 650 cm−1 Wave Packet
In Section 3.1 we showed experimental evidence of the
superposition of two vibrational wave packets and identified
the associated frequencies as 80 and 650 cm−1. The 80 cm−1

has previously been assigned to the C–C–N–O torsional mode
but the identity of the vibrational mode associated with the
650 cm−1 frequency remains to be fully elucidated. The match
between the experimental frequency of 650 cm−1 (Figure 2B) and
the computationally calculated frequency of 604.32 cm−1

(Figure 3B and Supplementary Table S6) lays the foundation
for the hypothesis that this ring-stretching mode is the one
supporting the additional nuclear wave packet found in this work.

In order to test this hypothesis we simulated the superposition
of the two vibrational modes by considering three geometries
within the torsional mode with 0.1, 52.7, and 87.4 C–C–N–O
dihedral angles. Then, from these three geometries we performed
frequency calculations to identify the ring-stretching mode in
each case. The geometry with 0.1° torsional angle corresponds to
the vertical cation, i.e., the cation under the optimized neutral
geometry, while the structure with 52.7° dihedral angle
corresponds to the optimized cation with a ring-stretching
mode at 604.32 cm−1 (Supplementary Table S6). Having
identified the ring-stretching modes for each of the three
geometries we made the additional hypothesis that the D0→D2

transition is the one allowing the observation of the ring-
stretching wave packet. This hypothesis is supported by our
TDDFT calculations showing that 800 nm is nearly resonant

FIGURE 4 | Computed potential energy surfaces (A) and oscillator
strengths (B) for PNT+ along the C–C–N–O dihedral angle.

TABLE 2 | Excitation energies (EE) and oscillator strengths (f) for PNT+ with a
C–C–N–O dihedral angle of 87.4° at the B3LYP/def2-TZVPP and EOM-EE-
CCSD/6-311+G* levels of theory.

B3LYP/ EOM-EE-CCSD/

def2-TZVPP 6−311 + G*

Transition EE (eV) f (a.u.) EE (eV) f (a.u.)
D0→D1 1.02 0.0000 1.12 0.000049
D0→D2 1.44 0.0007 2.35 0.000654
D0→D3 1.92 0.0000 2.59 0.132253
D0→D4 2.04 0.1201 2.87 0.000112
D0→D5 3.09 0.0001 3.49 0.000003
D0→D6 3.53 0.0055 3.56 0.000051
D0→D7 3.71 0.0004 3.84 0.001330
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with the D0→D2 transition at any dihedral angle (Figure 4A) and
by the experimental fact that the superposition of vibrational
wave packets is only observable with 800 nm excitation. With
these ideas in mind we took five “snapshots” within each of the
three ring-stretching modes and retrieve the corresponding
geometries. Those 15 geometries, five per each ring-stretching
mode, served as the basis for single-point TDDFT calculations to
obtain the D0→D2 excitation energies and the corresponding
harmonic estimates for the oscillator strengths.

The results of these calculations are shown in Figure 5. It is
important to offer some clarification regarding the abscissa axis of
this figure: since the ring-stretching mode involves the collective
motion of many atoms as can be seen in Figure 3B, the description
of the mode in terms of a single parameter is not an easy task. Due
to this complication we show the C–N bond distance as a signature
of the mode, but it should be kept in mind that the abscissa axis
represents the whole ring-stretching mode, as highlighted in the
structures shown in Figure 5. This being said, Figure 5A shows the
excitation energy for the D0→D2 transition as a function of the
C–N bond distance for three different torsional geometries with
0.1, 52.7, and 87.4 dihedral angles. The figure also shows that
800 nm (1.55 eV) provides enough energy to promote the D0→D2

transition for all the C–N bond lengths under all torsional
geometries. Additionally, 800 nm is nearly resonant with the
excitation energy corresponding to the torsional geometry of
87.4° at all C–N bond distances. This last observation might
explain why the superposition of vibrational modes is more

evident around the first minimum of PNT+ and the first
maximum of C7H7

+ oscillatory ion signals (bottom panel of
Figure 2A). The reasons behind the association of the
minimum in the oscillatory ion signal of PNT+ with a dihedral
angle ~90° are two-fold: first, our TDDFT calculations show that
there is a strong probability of a D0→D4 transition as the dihedral
angle approaches 90° (Figure 4). While it is true that 800 nm
excitation is not capable of promoting the D0→D4 at all dihedral
angles it is also true that it can promote such transition at different
torsional angles. The second reason is motivated by a previous
work fromour group regarding an analogous torsional wave packet
within nitrobenzene cation, a cation closely related to PNT+. In that
work we estimated the time taken for the wave packet to reach a 90°

dihedral angle as approximately 200 fs by means of classical wave
packet trajectory calculations and pump-probe measurements.
This finding is consistent with the maximum depletion of PNT+

at 160 fs pump-probe delay with 800 nm excitation (the maximum
depletion with 650 nm excitation occurs at a delay of 200 fs).
Figure 5B shows the oscillator strength for the D0→D2

transition (f02) as a function of the C–N bond under the same
torsional geometries as panel A. Here we can observe a sharp
increase in f02 at an elongated C–N bond lenth of 1.54 Å (the
equilibrium bond length is 1.46 Å for the optimized cation,
Figure 3A). This increase is very large for the geometry with
87.4° dihedral angle but it is also visible, although to a lesser extent,
for the geometry with dihedral angle of 52.7°. All this facts as a
whole strengthen the assignment of the additional wave packet
found in this work to the ring-stretching vibrational mode.

4 DISCUSSION

This study represents the first demonstration of selective
excitation to different electronic excited states upon coherent
vibrational motion in a large organic cation. The motion of the
two nuclear wave packets in PNT+ produces three distinct
transient electronic transitions amenable to optical excitation:
1) D0→D6 transition with energy 3.1 eV at C–C–N–O dihedral
angle of 0°, 2) D0→D4 (or D3) transition with energy 2.0 eV at a
90° dihedral angle, and 3) D0→D2 transition with energy 1.6 eV at
90° dihedral angle with elongated C–N bond length of 1.54 Å. The
electronic structure of PNT+ along both the torsional and ring-
stretching coordinates enables selective excitation to different
excited states at specific geometries. The electronic structure was
mainly explored by means of TDDFT calculations and further
supported at the EOM-CCSD level. The upwards energetic shift
observed for the D2, D3, and D4 states at the EOM level when
compared with TDDFT results can be rationalized by the small
6−311+G* basis set being used for EOM computations (in
contrast with the def2-TZVPP basis set for TDDFT
calculations). Different groups had found that, as the basis set
is expanded by adding diffuse and polarization functions, the
excitation energies computed at the EOM-CCSD level decrease
Cristian and Krylov (2003), Laurent et al. (2015). Therefore, a
closer match between the excitation energies predicted by both
levels of theory would be expected if a bigger basis set is employed
for EOM calculations. Additionally, the discrepancy in which

FIGURE 5 | Computed potential energy surfaces (A) and oscillator
strengths (B) for PNT+ along C–N bond distance under different C–C–N–O
dihedral angles.
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EOM identifies D3 as the bright state while TDDFT points to D4

has been previously observed for various systems Grimme and
Parac (2003), Lopata et al. (2011), Prlj et al. (2015), Prlj et al.
(2016), Acharya et al. (2018), López Peña et al. (2021)
Nevertheless, both levels of theory confirm the presence of an
excited state with substantial oscillator strength at 90° dihedral
angle and with excitation energy around 2 eV. Overall, we
conclude that the computationally inexpensive TDDFT level of
theory is adequate enough for aiding and rationalizing the design
of pump-probe control schemes.

The finding that 400 nm excitation of PNT+ selectively
produces C5H5

+ and C3H3
+, whereas 650 nm or 800 nm

excitation produces C7H7
+ (Figure 1) indicates that

population of the higher-energy D6 state causes more
extensive fragmentation than population of the lower D2–D4

states. This finding is consistent with the reported higher
dissociation energy of C5H5

+ and its formation by further
dissociation of C7H7

+ Zhang et al. (2012). We can quantify
the selectivity to C7H7

+, C5H5
+, or C3H3

+ formation by
examining the fractional yield of a specific target ion relative
to the sum of the ion yields,

Y � target ion
PNT+ + C7H7

+ + C5H5
+ + C3H3

+ (2)

for each probe wavelength at the pump-probe delay producing the
greatest PNT+ signal depletion identified in Figure 1. The fractional
yields for each ion at a series of probe intensities from 2 to 15 TW
cm−2 are shown in Figure 6. Although greater enhancement of
fragment ion yields is observed at higher probe intensities, 15 TW
cm−2 represents a practical upper limit because at higher intensity the
probe pulse creates ions even in the absence of the pump pulse.
Examination of Figure 6 shows that C7H7

+ is selectively enhanced
using 650 and 800 nm, whereas C3H3

+ is selectively enhanced using
400 nm. Hence, we can conclude that population of D2–D4 selectively
produces C7H7

+ whereas population of D6 selectively produces
C3H3

+. Although the C5H5
+ yield is most enhanced by 400 nm

excitation, its weaker dependence on the probe wavelength suggests
that it can be formed by excitation to any of the excited states and is
therefore less amenable to selective enhancement with pump-probe
control. Overall, pump-probe excitation is found to enable a similar
degree of control over the C7H7

+/C3H3
+ ion ratios as attained using

shaped 800 nm pulses Lozovoy et al. (2008): the maximum
C7H7

+/C3H3
+ ratio of 5.6 attained with 800 nm, 5 TW cm−2

probe pulses is 40% higher than the maximum ratio of ~4
obtained with transform-limited 800 nm pulses, although the
minimum ratio of 0.8 attained with 400 nm, 15 TW cm−2 is
somewhat higher than the minimum ratio of ~0.2 reported with
pulse shaping.

FIGURE 6 | Fractional yields of PNT+, C7H7
+, C5H5

+, and C3H3
+ from Eq. 2 obtained using 800 nm, 650 nm, and 400 nm probe wavelengths at intensities from

2–15 TW cm−2.
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Finally, the observation that strong field ionization of PNT
launches nuclear wave packets along two distinct vibrational
modes is of particular interest. Numerous previous pump-
probe studies of other substituted benzenes including
nitrobenzene López Peña et al. (2021), o-nitrotoluene Ampadu
Boateng et al. (2019a), azobenzene Munkerup et al. (2017) and
alkyl phenyl ketones Konar et al. (2014), Bohinski et al. (2014),
Tibbetts et al. (2015) have observed only torsional wave packet
motion upon strong-field ionization. To the best of our
knowledge, the only previous study to definitively observe
multimode coherent vibrational motion in a cation prepared
by strong field ionization found a superposition of the C–I
stretch and I–CH3 umbrella modes in CH3I

+ Wei et al. (2017).
Although in a previous work we had proposed multimode
coherent excitation in diisopropyl methylphosphonate ion to
explain observed ion yield oscillations at two different
frequencies Ampadu Boateng et al. (2019b), no PES
calculations were performed to confirm distinct excitation
pathways. Hence, we recommend the combined strategy of
pump-probe measurements with multiple probe wavelength
and PES computations along possible coherently excited
coordinates as performed in this work to identify possible
multimode coherent excitation in other organic cations
prepared by strong-field ionization.
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Post-Ionization Dynamics of the Polar
Molecule OCS in Asymmetric Laser
Fields
Tomoyuki Endo1,2, Karl Michael Ziems3,4, Martin Richter3, Friedrich G. Fröbel3,
Akiyoshi Hishikawa5,6, Stefanie Gräfe3,4, François Légaré1* and Heide Ibrahim1*

1Institut national de la recherche scientifique, Centre Énergie Matériaux et Télécommunications, Varennes, QC, Canada, 2Kansai
Photon Science Institute, National Institutes for Quantum Science and Technology, Kizugawa, Japan, 3Institute of Physical
Chemistry and Abbe Center of Photonics, Friedrich Schiller University Jena, Jena, Germany, 4Max Planck School of Photonics,
Jena, Germany, 5Department of Chemistry, Graduate School of Science, Nagoya University, Nagoya, Japan, 6Research Center
for Materials Science, Nagoya University, Nagoya, Japan

We have investigated the dissociation mechanisms of the prototypical heavy polar
molecule OCS into the two break-up channels of the dication, OCS2+ → O+ + CS+

and OC+ + S+, in phase-locked two-color intense laser fields. The branching ratio of the
breaking of the C–O and C–S bonds followed a pronounced 2π-oscillation with a
modulation depth of 11%, depending on the relative phase of the two-color laser
fields. The fragment ejection direction of both break-up channels reflects the
anisotropy of the tunneling ionization rate, following a 2π-periodicity, as well. The two
dissociation pathways in the C–S bond breaking channel show different phase
dependencies of the fragment ejection direction, which are assigned to post-ionization
dynamics. These observations, resulting from the excitation with asymmetric two-color
intense laser fields, supported by state-of-the-art theoretical simulations, reveal the
importance of post-ionization population dynamics in addition to tunneling ionization in
the molecular fragmentation processes, even for heavy polar molecules.

Keywords: two-color laser field, coherent control experiment, post-ionization dynamics, real-time real-space time-
dependent density functional theory, Coulomb explosion imaging

1 INTRODUCTION

Coherent control of molecular dynamics in real-time is one of the ultimate goals of chemistry. One
can envision the production of novel chemical substances and chemical reactions without undesired
side-products. Coherent reaction control with photons such as the pump-dump technique (Tannor
and Rice, 1985; Shen et al., 1999) adapting the field to the instantaneous dynamics (Malinovsky et al.,
1997; Gräfe et al., 2005) or interference between reaction pathways (Brumer and Shapiro, 1986;
Wang et al., 1996) have been demonstrated in the past decades. Though these methods are powerful
to achieve desired chemical reactions, possible reaction outcomes are limited by the structures of the
potential energy surface (PES) along the reaction coordinates.

The development of ultrashort laser techniques opened-up new paths for direct reaction control
by tailored intense laser fields (Rabitz, 2006). In intense laser fields (typically ~ 1014 W/cm2), the
PESs of molecules are distorted due to strong light-matter interactions. By using feed-back loop
optimization of the shape of the laser electric fields, previous studies have demonstrated coherent
control of photo-chemical reactions such as selective bond scission (Assion et al., 1998; Bergt et al.,
1999; Brixner et al., 2001; Levis et al., 2001; Cardoza et al., 2005), intramolecular cyclization (Kotur
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et al., 2009), and electron localization (Wells et al., 2009).
However, the complex relationships between the optimized
laser fields and the obtained products hinder understanding of
the fundamental driving mechanisms. Alternatively, one can
control a chemical reaction by directly addressing its spectral
signature (Ibrahim et al., 2009a,b).

Recently, simple pulse shaping techniques based on breaking the
inversion symmetry of an electric field have been employed instead
of complex tailored laser fields. Carrier-envelope-phase (CEP)
stabilized few-cycle laser fields and phase-locked two-color laser
fields are widely used to investigate the underlying mechanisms of
such reaction control (Alnaser and Litvinyuk, 2017). Control of the
fragment ejection direction has been demonstrated for a wide range
of non-polar (symmetric) molecules, from the simplest diatomic
molecule H2 (D2) (Kling et al., 2006; Roudnev and Esry, 2007; Ray
et al., 2009; Znakovskaya et al., 2012; Wanie et al., 2016),
summarized in (Ibrahim et al., 2018), to poly-atomic
hydrocarbons (Xie et al., 2012, 2014; Alnaser et al., 2014; Miura
et al., 2014; Song et al., 2015; Doblhoff-Dier et al., 2016), the tri-
atomic CO2molecule (Endo et al., 2016, 2017), as well as CF4 as part
of this special issue (Hasegawa et al., 2022). Severalmechanisms have
been proposed such as the interference of dissociation pathways for
H+

2 and D+
2 (Kling et al., 2006; Roudnev and Esry, 2007; Ray et al.,

2009; Znakovskaya et al., 2012; Wanie et al., 2016; Ibrahim et al.,
2018), coherent superposition of vibrational states and electron
recollisional excitation for C2H+

2 (Alnaser et al., 2014; Xie et al.,
2014; Song et al., 2015; Doblhoff-Dier et al., 2016), laser induced
bond-weakening for C2D+

2 (Miura et al., 2014), or potential
deformation for CO2+

2 (Sato et al., 2003; Endo et al., 2016, 2017).
The important roles of post-ionization interactions such as the
interference between ionic states and potential deformation in
doubly charged states as well as the ionization step in the
fragmentation processes of non-polar molecules have been
discussed and clarified by using such simple asymmetric laser fields.

In the case of polar (asymmetric) molecules on the contrary,
the fragment ejection direction in asymmetric laser fields has
been exclusively explained by the anisotropy of the tunneling
ionization rate, which is determined by the shape of the ionizing
molecular orbital (usually the highest occupied molecular orbital,
HOMO) and the molecule’s permanent dipole moment (Ohmura
and Tachiya, 2008; Holmegaard et al., 2010; Dimitrovski et al.,
2011; Li et al., 2011; Wu et al., 2012; Ohmura et al., 2014; Li et al.,
2016; Wustelt et al., 2018; Yue et al., 2018; Endo et al., 2019;
Ohmura et al., 2019), rather than by post-ionization interactions.
Although post-ionization interactions should be important even
for the dissociation of polar molecules, their contributions are
generally buried under the strong anisotropy of the tunneling
ionization rate. A deeper understanding of both the ionization
step and post-ionization interactions is required to achieve
flexible and mighty reaction control.

In the present study, we investigated the break-up processes of
carbonyl sulfide, OCS, in phase-locked two-color intense laser fields
by using the Coulomb explosion imaging technique (Wales et al.,
2014; Endo et al., 2020; Zhao et al., 2021). OCS is the prototype of a
heavy polarmolecule (not containing hydrogen atoms) and has been
widely investigated, including a molecular movie of its alignment
(Karamatskos et al., 2019). In addition, we have demonstrated the

applicability of reaction control based on post-ionization
interactions to the dynamics of heavy atoms by using a simple
pulse shaping technique. The effects of post-ionization interactions
between polar molecules and phase-locked two-color intense laser
fields, and the resulting molecular dynamics are discussed on the
basis of the two dissociation channels OCS2+, OCS2+ → O+ + CS+/
OC+ + S+, and compared to state-of-the-art theoretical simulations
using real-time real-space time-dependent density functional theory
(rtTDDFT) and semi-classical surface-hopping dynamics.

2 METHODS

2.1 Experimental Section
The 2.5 kHz Titanium-Sapphire laser beam line of the Advanced
Laser Light Source (ALLS) user facility in Varennes, Canada, was
used to perform ion coincidence three-dimensional (3D)
momentum imaging measurements. Two-color laser fields
were obtained in a Mach-Zehnder interferometer after second
harmonic generation, as schematically shown in Figure 1.

The electric field of the resulting two-color laser field,
composed of the fundamental (carrier frequency of ω) and
parallel polarized second harmonic (2ω) pulses, can be
expressed as

F t( ) � Fω cos ωt( ) + F2ω cos 2ωt + ϕ( ) (1)
where Fω and F2ω are the electric field amplitudes of the
fundamental and second harmonic fields, respectively, and ϕ is
the relative phase between both fields. The relative phase was
determined keeping the fragment ejection direction consistent
with previous OCS studies (Ohmura and Tachiya, 2008; Ohmura
et al., 2014, 2019); ϕ is zero when the maximum amplitude side of
F(t) points towards the positive x direction in the laboratory
frame (see Figure 1).

To stabilize ϕ during long data acquisition times, the obtained
two-color pulses were partly reflected by a CaF2 wedge. The reflected
pulses were subsequently introduced into a second β-BBO crystal
(Type I). The interference spectrum of both second harmonics
generated by the first and the second BBO crystals was used to
lock ϕ by a feedback loop with a pair of fused silica wedges mounted
on amotorized translational stage (Endo et al., 2016, 2017). The root
mean square of the measured phase deviation was less than 14°,
corresponding to 0.05 fs over 24 h. The intensity of each laser field,
Iω ∝F2

ω and I2ω ∝F2
2ω, at the focal spot was estimated by

measuring pulse energy, pulse duration, and focal spot size of
each beam. The pulse energy on target was estimated from the
measured pulse energy in front of the chamber and the reflectivity of
the chamber window and focussingmirror. The pulse durations ofω
and 2ω pulses were measured to be 100 fs and 250 fs by second
harmonic generation frequency-resolved optical gating (SHG-
FROG) and transient grating FROG (TG-FROG) techniques,
respectively (Kane and Trebino, 1993; Schmidt et al., 2008). The
focal spot size was measured by a charge-coupled-device (CCD)
camera using a second concavemirror of identical focal length in air.
The total laser field peak intensity is defined as Iω+2ω ∝ (Fω + F2ω)2
and the intensity ratio is defined as α � I2ω/Iω � (F2ω/Fω)2.
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The obtained two-color laser fields were focused on an effusive
molecular beam of a gas mixture (He 95% + OCS 5%) by a
concave mirror (f = 100 mm) placed in an ultrahigh vacuum
chamber. The generated ions were accelerated by electrodes in
velocity map configuration to a position sensitive detector with
delay-line anodes (RoentDek Handels GmbH). The 3D
momentum of the ith ion pi � (px

i , p
y
i , p

z
i ) was calculated

from the position (xi, yi) and the arrival time (ti) at the
detector. We used the Waterloo algorithm (Wales et al., 2012)
to determine true coincidence events. The total kinetic energy
release (KER) Ekin of each event was calculated from the 3D
momenta as

Ekin � ∑
i

pi

∣∣∣∣ ∣∣∣∣2
2mi

, (2)

with mi being the mass of the ith fragment ion.

2.2 Computational Section
Numerical simulations based on rtTDDFT and semi-classical
surface-hopping dynamics were performed separately for the
ionization and dissociation steps. First, we simulated the
ionization of OCS in two-color laser fields under the fixed
nuclei approximation, since the effects of bond stretching
during ionization is not significant in the present experimental
conditions. Second, to consider nuclear dynamics of OCS2+ in
two-color laser fields, we simulated the dissociation processes
starting from the selected electronic states.

2.2.1 Ionization Step
We employed a state-of-the-art numerical description of the
strong-field response of OCS (and OCS+) based on the
rtTDDFT as realized in the Octopus program package
(Andrade et al., 2012; Tancogne-Dejean et al., 2020). Shortly,
the 16 outermost electrons, within the time-dependent
Kohn–Sham orbitals, are propagated numerically in real-time
and real-space using finite element methods. From these orbitals,
the time-dependent electron density is constructed. For the

calculations, a spherical box with a radius of R = 20 a. u. was
used, including a complex absorbing potential at its boundary
with rabs = 5 a.u. We confirmed that increasing the box radius to
R = 30 a. u. did not change the results substantially (a maximum
deviation in the total number of emitted electrons Δnemit ~ 0.002,
< 0.2% of the total number of emitted electrons nemit). We
employed an equidistant grid of 0.28 a.u. resolution in three
spatial dimensions each, resulting in more than 7,000,000 mesh
points. The propagation is done in short (attosecond) time steps,
requiring several ten-thousand consecutive propagation steps for
covering a short excitation pulse of about 50 fs duration. Electron
dynamics were propagated for > 150 fs (211,667 steps of about
0.7 as). The molecule is fixed in space and lies on the x-axis. The
electric field is polarized likewise along the x-axis. The coordinate
system is such that the carbon atom is at the origin, the oxygen at
positive coordinate values, and the sulfur atom at negative ones
((x, y, z) positions: C (0,0,0); O (1.17,0,0); S (-1.57,0,0) a.u.).

For the exchange-correlation potential, we chose the local-
density approximation (LDA) functional with average-density
self-interaction correction (ADSIC). The highest occupied DFT
Kohn–Sham orbitals included in our calculations can be specified
as follows: the HOMO-5, HOMO-4, HOMO-3, and HOMO-2
are of σ-type, while the (doubly degenerate) HOMO-1 and
HOMO are of π-type. We performed five different calculations
for relative phases of ϕ = 0°, 45°, 90°, 135°, 180°. The laser pulses
were implemented as in Eq. 1, with Fω = 0.0755 a.u.
(corresponding to an intensity Iω = 2 × 1014 W/cm2), a pulse
width of 20 fs, and a wavelength of 800 nm. For the 2ω field, a field
strength of 0.0407 a.u. (corresponding to an intensity I2ω = 0.29Iω
= 0.58 × 1014 W/cm2), a pulse width of 50 fs, and a wavelength of
400 nm are chosen. The pulse duration used in the simulation is
shorter than that in the experiment due to the limitation of
computational costs. However, as mentioned below in Section 3,
since ionization mainly occurs around the peak of the laser
electric field and dissociation from the excited state of OCS2+

proceeds in a few tens of femtoseconds, the pulse durations of 20
and 50 fs are long enough to compare with the experiment
quantitatively. As the orbitals strongly mix in the presence of

FIGURE 1 | Schematic of the experimental setup to generate phase-locked two-color laser fields. The output of a Ti:Sapphire laser amplifier system (ω, 800 nm,
2.5 kHz) was introduced into a β-barium borate (BBO, Type I) crystal to generate second-harmonic pulses (2ω, 400 nm). ω and 2ω pulses were separated by a dielectric
mirror. The polarization direction of both pulses was rotated by a half-waveplate and extracted by a polarizer to parallelize the polarization directions along the x-axis in the
laboratory frame and tune the field intensity individually. The time-delay between both pulses was controlled by a linear delay stage before ω and 2ω pulses were
collinearly re-combined. A pair of fused silica wedges was used to fine-tune the relative phase ϕ, which was locked by a feedback loop utilizing the interference spectrum
of the 2ω pulses. Schematic shapes of the phase-locked two-color laser electric fields (ϕ =0° and 180°) are shown.
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the laser field, we focus our evaluation on the projection of time-
dependent Kohn–Sham wavefunctions on ground-state wave-
functions at the end of the simulation time, when the pulse has
vanished. By doing so, we can monitor the fraction of ionized
electrons that originated from σ and π orbitals, respectively.

This procedure allows us to assign, which orbitals are
depopulated in the field, and, consequently, which cationic
(and dicationic) electronic states are formed upon ionization.

2.2.2 Nuclear Dynamics of the Dication
The ground state equilibrium structure of neutral OCS was
optimized by means of CASSCF(12, 10)/aug-cc-pVTZ level of
theory (Aquilante et al., 2016) state-averaged over the first six
singlet roots using the OpenMolcas suite program (Roos et al.,
1980; Godbout et al., 1992). A subsequent vibrational analysis was
carried out to verify that a minimum on the PES was obtained.
The active orbitals were chosen by using the full set of valence
orbitals (16 electrons in 12 orbitals) and omitting the two lowest σ
orbitals with main contributions from 1s atomic orbitals of the
oxygen and sulfur atom.

For the dynamical calculations of OCS2+, the semi-classical
program package SHARC 2.1 (Richter et al., 2011; Mai et al.,
2018) interfaced with OpenMolcas (Aquilante et al., 2016) was
employed. The electronic structure properties were calculated
using state-average CASSCF(10, 10)/cc-pVDZ for the first 20
roots in the triplet manifold, while the nuclei are treated
classically. Non-adiabatic effects are realized in the SHARC
code via jumps between electronic surfaces, and the two-color
field is incorporated explicitly as off-diagonal element in the
electronic Hamiltonian used for the propagation of the electronic
wave function. The initial trajectories were Wigner sampled
around the equilibrium structure (obtained as described
above) of the neutral OCS and started in the triplet ground
state of OCS2+, X3Σ−, and the excited 13Π state assuming an
instantaneous excitation. For each of the three investigated
relative phases of ϕ = 0°, 180°, 270°, an ensemble of 20
trajectories was started. The classic propagation was carried
out for 75 fs with a time step of 0.1 fs centred around the
light pulse. The KER was calculated by tracking the relevant
mass-weighted molecular fragment in position space.

For all calculations, a reproducible and transferable
computational environment was set up with the Nix package
manager using NixOS-QChem (Kowalewski and Seeber, 2022)
(commit 206dcba) and Nixpkgs (NixOS, 2021) (commit
9775b39).

3 RESULTS AND DISCUSSION

The electronic configuration of neutral OCS in the ground state is
(core)14(6σ)2(7σ)2(8σ)2(9σ)2(2π)4(3π)4(4π)0. The potential energy
curves of the lower lying electronic states, relevant to the two
dissociation channels, OC+ + S+ and O+ + CS+, are depicted as a
function of the bond lengths in Figure 2. The double ionization
potential of OCS at the equilibrium structure (Franck-Condon
region), reached by removing two valence electrons from the 3π
orbital, is 30.3 eV (Langford et al., 1991). Since the electronic

ground state of OCS2+ is the metastable X3Σ− state (Kaneyasu
et al., 2015) and its lifetime is theoretically predicted to be on the
order of 10160 s (Ridard et al., 1988), the dissociation does not
occur directly from the ground state of OCS2+. In our nuclear
dynamics simulation in intense laser fields, dissociation from the
(3π)−2 states does not occur within our simulation time. Note that
the molecular states are described in terms of single orbital
occupations, which correspond to the dominant contributions.

As observed in the previous experiments of OCS in one-color
intense laser fields (Bryan et al., 2006; Ma et al., 2019), OCS2+

preferentially dissociates into OC+ + S+ rather than O+ + CS+. The
total yield of the OC+ + S+ channel is more than one order of
magnitude larger than that of the O+ + CS+ channel in our
experimental conditions. This can be explained by the fact that
the products of the C–S bond breaking are more stable than the
ones of the C–O bond breaking (Masuoka et al., 1992). The
potential energies of the lowest state at the dissociation limits are
27.5 eV for OC+ (X2Σ+) + S+ (4S) vs 31.3 eV for O+ (4S) + CS+

(X2Σ+) (Brites et al., 2008). In addition, the potential barrier for
the C–S bond breaking is much smaller than the one for the C–O
bond breaking, as shown in Figure 2. According to
photoionization experiments by Masuoka and Koyano
(Masuoka and Koyano, 1991), the onset of the major OC+ +
S+ dissociation channel is at a threshold energy of 33.5 eV, while
more than 40 eV are necessary for the O+ + CS+ dissociation
channel.

We start the discussion with the major dissociation channel,
OCS2+ → OC+ + S+, compare it to previous studies of OCS in
intense laser fields (Holmegaard et al., 2010; Dimitrovski et al.,
2011; Ohmura et al., 2014, 2019; Ma et al., 2019; Zhao et al., 2021),
and discuss its dissociation mechanisms. Next, we focus on the
minor dissociation channel, OCS2+ → O+ + CS+. We then
investigate the newly observed shoulder peak in the major
dissociation channel and discuss the effects of post-
ionization interactions. Lastly, we discuss the control of
the branching ratio between the C–O and C–S bond
breaking channels.

3.1 The Major Dissociation Channel: C–S
Bond Breaking
The phase-averaged total KER (Ekin) spectrum of the OC+ + S+

channel in phase-locked two-color intense laser fields (Iω+2ω = 2 ×
1014 W/cm2, α = 0.19) is shown in Figure 3A. The Ekin spectrum
shows a main peak at 5.2 eV (highlighted in green) and a shoulder
structure at 4 eV (highlighted in orange).

The peak around 5 eV was also observed in a synchrotron
experiment (Masuoka et al., 1992) and assigned to the fragments
generated via the electronically excited states of OCS2+ such as
(9σ)−1(3π)−1 or (2π)−1(3π)−1. Note that in a previous study using
intense laser fields (Ma et al., 2019), the largest peak was however
observed at a smaller KER of 4 eV instead of the 5.2 eV in our work.
This difference can be attributed to the fact that different double
ionization channels open up depending on the laser field intensity.
In high intensity fields (≥ 5 × 1014 W/cm2), doubly charged OCS2+

ions would be produced by sequential double ionization (SDI),
which involves bond stretching on the singly charged OCS+ ion,
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FIGURE 2 | Potential energy curves of lower lying electronic states of OCS2+ and corresponding dissociation limits, dissociating to (A)OC+ + S+ (RCO =2.185 a. u.)
and (B) O+ + CS+ (RCS =2.95 a. u.) (Brites et al., 2008). The bending angle is fixed at 180°. Vertical lines correspond to the equilibrium geometry of neutral OCS in the
ground state. Dotted lines correspond to (3π)−2 states (X 3Σ−, a1Δ, b1Σ+), dash-double dotted lines correspond to (2π)−1(3π)−1 states (11Σ−, 13Δ, 11Σ+, 23Σ−, 21Δ, 21Σ+),
solid lines correspond to (9σ)−1(3π)−1 states (13Π, 11Π), broken lines correspond to (8σ)−1(3π)−1 states (23Π, 21Π), dash-dotted lines correspond to (2π)−1(3π)−2(4π)1

states (21Σ−, 23Δ, 23Σ+), and dashed lines correspond to (3π)−3(4π)1 states (15Σ−). The latter two states include electron excitation to a vacant 4π orbital. The potential
energy curves and corresponding dissociation limits mainly responsible for the KER peaks in Figure 3 are highlighted in green, orange, and purple.

FIGURE 3 | (A) The total kinetic energy release Ekin spectrum of the OC+ + S+ channel averaged over the relative phase ϕ between the ω and 2ω laser fields. The
KER spectrum is calculated from the fragments ejected within 45 deg. with respect to the laser polarization direction. The colored areas are linked to the different
dissociation pathways indicated in Figure 2. (B) Two-dimensional plot of the asymmetry parameter as a function of Ekin and ϕ. The asymmetry parameter is calculated
from the OC+ fragment yields. Noisy data outside of the region of interest is masked grey shaded. (C) Asymmetry parameter of the OC+ fragments integrated over
5–10 eV (green circles) and 2.5–4.5 eV (orange squares) are plotted as a function of ϕ. The dotted lines are sine fits. (D) Same as (A), but for the O+ + CS+ channel. (E)
Same as (B), but calculated from the O+ fragment yields. (F) Same as (C), but the O+ fragments are integrated over 3.5–7 eV (purple triangles).
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resulting in a smaller KER of 4 eV. In the present study, other
mechanisms would be dominant due to the lower intensities.

Three possible double ionization mechanisms in intense laser
fields have been widely accepted, as indicated in Figure 4. One of
them is SDI as mentioned above, others are identified as non-
sequential double ionization (NSDI). SDI plays an important role
in a higher intensity regime, because the first ionization step can
occur on the rising edge of laser pulses and the residual laser fields
are intense enough to remove the second electron by field
ionization. However, in a lower intensity regime, the first
ionization step occurs around the peak of the laser pulse. The
residual field is not strong enough to lead to a second field
ionization, therefore subsequent ionization is assisted by an
electron recollision process. The simplest type of NSDI is
recollision impact ionization (RII), in which the
recolliding electron has gained sufficient energy to ionize the
second electron. In the RII mechanism, since electron impact
ionization occurs within half an optical cycle (1.3 fs at 800 nm)
after the first ionization step, there is no time for bond stretching
to occur. Another NSDI mechanism is known as recollision
excitation with subsequent tunneling ionization (RESI), in
which the recolliding electron can promote molecular ions to
the excited states. The second electron will be subsequently
ionized by the residual laser fields because of a smaller
effective ionization potential. Due to the time delay between
the first and second ionization step, the bond can slightly stretch
in the RESI mechanism. Xu et al. (2020) clarified that NSDI is the
dominant mechanism to generate OCS2+ at a laser field intensity
below 1 × 1014 W/cm2 and SDI becomes dominant as the laser
intensity increases.

In the present study, we observed the generation of fragments
via the excited states of OCS2+ (OCS2+*) instead of the yields of
the parent ion OCS2+. Therefore, the threshold intensity for SDI
would be shifted towards larger intensity due to the larger
potential energy of OCS2+* compared to the ground state of
OCS2+. Here, three double ionization mechanisms, including the
population of the excited state of OCS2+, should be considered as
shown in Figure 4: i) direct ionization to the excited states of
OCS2+* by electron recollision, that is RII to the excited states, ii)
recollisional excitation (ionization) to OCS+* (OCS2+) with
subsequent ionization (excitation) to OCS2+*, in analogy to
RESI, and iii) SDI to the excited states of OCS2+.

To clarify contributions of these mechanisms, the laser field
intensity dependence of the main peak position is shown in
Figure 5A. We observe a larger peak shift in the lower field
intensity region (< 1 × 1014 W/cm2) than in the higher intensity
region (> 2 × 1014 W/cm2), which indicates switching of the
major ionization mechanism from (ii) indirect via
intermediate states to (i) direct ionization to the excited states
between 1–2 × 1014 W/cm2. This switch is understood on the
basis of the kinetic energy of the recolliding electron in intense
laser fields. In two-color laser fields, this energy depends on the
relative phase and the intensity ratio α as well as the laser field
intensity (Endo et al., 2017). At α = 0.14, the maximum kinetic

FIGURE 4 | Schematic of sequential and non-sequential double
ionization and dissociation processes of OCS along the C-S bond stretching
coordinate. Three possible pathways for population to the excited states of
OCS2+ (OCS2+*); (i) Recollision impact ionization (RII) leading to direct
ionization to OCS2+* by electron recollision, (ii) recollisional excitation with
subsequent ionization (RESI) causing indirect population to OCS2+* via
intermediate states (OCS+* or OCS2+), and (iii) sequential double ionization
(SDI) leading to ionization from OCS+, involving bond stretching. Due to the
different bond stretching in the intermediate states and the shape of the PES
of OCS2+*, the observed KERs appear in the order (i) > (ii) > (iii). Vertical solid
arrows indicate ionization or excitation by laser fields. Curved dash-dotted
arrows show ionization or excitation by electron recollision, dotted arrows
represent bond stretching.

FIGURE 5 | Intensity dependence of the KER spectrum. (A) Position of
the main peak in the OC+ + S+ channel as a function of the total laser field
intensity (Iω+2ω). (B) Position of the shoulder peak in the OC+ + S+ channel. (C)
Ratio of the shoulder peak in the OC+ + S+ channel. Circles, triangles, up-
side down triangles, and diamonds indicate the different intensity ratios of α =
0.14, 0.19, 0.24, and 0.3, respectively. Colored areas correspond to the
intensity of (i) direct ionization to the 13Π state of OCS2+ from the ground state
of OCS+ by electron recollision (Iω+2ω >1.44 × 1014 W/cm2) and (ii) indirect
excitation via the electronically excited states of OCS+ or the electronic ground
state of OCS2+ (Iω+2ω <1.26 × 1014 W/cm2) in two-color laser fields at α = 0.14
(see the text for details).
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energy of the recolliding electron is between 3.6–4.1 Up

depending on the relative phase. Hereby, Up is the
ponderomotive energy in the fundamental laser fields and
proportional to the laser field intensity. For example, the
energy difference from the ground state of OCS+ to the
excited 13Π state of OCS2+, which has the smallest potential
barrier along the C–S bond breaking, is about 25 eV at the
equilibrium geometry of neutral OCS, so the corresponding
intensity range is 1.26–1.44 × 1014 W/cm2. When the total
laser field intensity is larger than the upper threshold, the
maximum kinetic energy of the recolliding electron exceeds
the vertical excitation energy regardless of the relative phase.
In this intensity regime, the direct mechanism (RII to the excited
states) contributes to populate the 13Π states of OCS2+. As
discussed above, the double ionization by RII occurs within
half an optical cycle, which does not lead to distortion of the
molecular geometry during ionization. On the other hand, at a
total laser intensity below the lower threshold, the energy of the
recolliding electron does not exceed the excitation energy.
Therefore, the RII-type direct mechanism cannot contribute
and RESI-type indirect mechanisms via the excited state of
OCS+ or the ground state of OCS2+ play important roles. In
the indirect mechanisms, bond stretching on intermediate states
can occur, which may cause the lower KER. The observed KER
shift in Figure 5A is well explained by this picture.

In addition, Wales et al. (2014) showed that the peak position
of the KER spectra of the O+ + C+ + S+ channel from OCS3+ did
not change with pulse duration below 200 fs; in contrast to the
peak position from the OCS4+ break-up channel, which strongly
depended on the pulse duration. The effects of bond stretching
during ionization would be larger in higher charged states,
because the bond can stretch at each charged state, causing
further ionization of the molecules to an even higher charged
state. Since the intensity of the fundamental pulse is much
stronger than that of the second harmonic pulse in the present
study, the pulse duration of the resulting two-color laser fields can
be considered to be comparable to that of the fundamental pulse
(100 fs). Bending is likely to occur under the present experimental
condition, however, it would play a minor role in the two-body
breaking channel we focused on in this study. Another concern
might be the effect of photo-absorption of the 2ω field, due to its
higher photon energy. We observe however, that the KER spectra
in one-color and two-color laser fields show the same main and
shoulder structure independent of α (see Supplementary Figure
S3). Moreover, in longer wavelength (1700 nm + 850 nm) laser
fields, similar main and shoulder peaks are observed at identical
position compared to the shorter wavelength (800 nm + 400 nm).
These results suggest that field ionization is the dominant
mechanism and photo-absorption can be excluded.

From the discussion above and based on the PESs in Figure 2,
we assign the main peak at 5.2 eV to dissociation via the
electronically excited states 11Π and 13Π of OCS2+, populated
by the RII mechanism. The electronic configuration of these
states is (9σ)−1(3π)−1, leading to OC+ (X2Σ+) and S+ (2D)
highlighted in green in Figure 2A. The states highlighted in
Figure 2 represent the ones mainly contributing to the dynamics
observed. We point out that, in general, for almost every triplet

state, there is a corresponding singlet state of almost identical
electronic configuration and similar fragmentation behavior
(leading to almost identical KERs). Experimentally, we can not
distinguish between singlet and triplet states, thus, also for the
theoretical analysis, we concentrate on one spin species only (the
triplet states). The shoulder peak is discussed in the separate
Subsection 3.3.

To evaluate the fragment ejection direction quantitatively, the
asymmetry parameter A is defined as a function of Ekin and ϕ,

A Ekin, ϕ( ) � Y+ Ekin, ϕ( ) − Y− Ekin, ϕ( )
Y+ Ekin, ϕ( ) + Y− Ekin, ϕ( ), (3)

where Y+ and Y− are the fragment yields with positive and negative
momenta along the laser polarization direction (x-axis), respectively.
Here, the fragment yields are evaluated by the counts of fragments
ejected within 45° with respect to the laser polarization direction to
reduce artificial blurring of the asymmetry due to the molecular
rotation around the boundary of Y+ and Y−. The two-dimensional
plot of the asymmetry parameter calculated from the OC+ fragment
yields is shown in Figure 3B. A clear asymmetry was observed above
5 eV which showed a 2π-oscillatory behavior when changing the
relative phase as observed in previous studies based on the
fragments’ flight time measurements without coincidence
detection (Ohmura et al., 2014, 2019). When a dissociation
process is fast enough, the orientation of the parent ions
generated by tunneling ionization reflects the ejection direction of
fragment ions. Therefore, such strong asymmetry of the fragment
ejection direction can be explained by the asymmetry of the
ionization rate, which is determined by the shape of the HOMO
and the effective ionization potential (Holmegaard et al., 2010).
When the laser field is parallel to the difference in permanent dipole
moment vectors of neutral and ionized states, the effective ionization
potential becomes lower than in the field-free case and the ionization
rate increases. Vice versa, in the case of an anti-parallel electric field,
the ionization rate decreases since the effective ionization potential
becomes higher than the field-free one. As a result of this
competition between the shape of the HOMO and the effective
ionization potential, the ionization rate increases when the laser field
points to the O atom side and the electron ejects from the S atom
side in circularly polarized laser fields (Holmegaard et al., 2010).
However, in linearly polarized two-color laser fields (Ohmura et al.,
2014, 2019), the effects of the permanent dipole moment are not
strong enough to flip the ionization rate of OCS, as can be deduced
from the shape of the HOMO (see Figure 6C), with larger electron
density on the S atom than on the O atom side. That is, the
ionization rate increases when the laser field points towards the
O atom, and the electron ejects from the S atom side. Then, the OC+

fragments are preferentially ejected to the larger amplitude side of
the two-color laser fields (positive direction of x-axis at ϕ = 0°).

3.2 The Minor Dissociation Channel: C–O
Bond Breaking
The total KER spectrum of the O+ + CS+ channel is shown in
Figure 3D. In contrast to the OC+ + S+ channel, no low-energy
shoulder peak is observed. The two-dimensional plot of the
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asymmetry parameter calculated from the O+ fragment yields is
shown in Figure 3E. No clear dependence on the KER is
observed. The integrated asymmetry between 3.0 and 7.5 eV
follows a similar phase dependence as the main peak of the
OC+ + S+ channel, as shown in Figure 3F. Such similarity
indicates that this broad peak can be assigned to the
fragments originating from the excited 11Π or 13Π states.
These states are the same ones contributing to the main peak
of the OC+ + S+ channel, and dissociate to e.g. O+ (4S) and CS+

(A2Π) highlighted in purple in Figure 2B. The anisotropy of
fragments from the excited 11Π or 13Π states reflects the angular
dependence of the ionization rate because of the prompt
dissociation through small potential barriers. Although the
asymmetry amplitude slightly decreases compared to the main
peak in the OC+ + S+ channel, which we attribute to the effects of
molecular rotation due to a higher potential barrier along the
O–C bond breaking. This result indicates that the orientation of
the parent OCS2+ ions is mainly determined by the ionization
step, even for different dissociation channels as discussed in the
previous studies of polar molecules (Ohmura and Tachiya, 2008;
Holmegaard et al., 2010; Dimitrovski et al., 2011; Li et al., 2011;
Wu et al., 2012; Ohmura et al., 2014; Li et al., 2016; Wustelt et al.,
2018; Yue et al., 2018; Endo et al., 2019; Ohmura et al., 2019).

3.3 Post-ionization Interaction: The
Shoulder Peak in the Major Dissociation
Channel
In the main OC+ + S+ dissociation channel, we have observed a
shoulder peak at around 4 eV, next to the main peak, as indicated
in orange in Figure 3A. This shoulder structure was not observed
in synchrotron radiation experiments (Masuoka and Koyano,
1991; Masuoka et al., 1992). From the following discussion and
nuclear dynamics simulation, we assign this peak to dissociation
via the (2π)−1(3π)−1 states highlighted in orange in Figure 2A.

The peak position of the shoulder peak shifts in lower intensity
region rather than in higher intensity region as well as the main
peak. This shift indicates that the shoulder peak can be assigned to
dissociation via the excited states of OCS2+, in a way similar to the
main peak. To identify the origin of this shoulder peak from another
point of view, we compare its ratio to the main peak depending on
the laser field intensity in Figure 5C. FromXu et al. (2020) we know,
that the SDI mechanism becomes dominant at higher intensities. If
the shoulder peak can be attributed to fragments generated by the
SDI process, its yield would significantly increase with increasing
intensity. However, we observe that the yield in the OC+ + S+

channel remains almost constant as the total laser field increases.We
therefore conclude that the occurrence of both the shoulder peak
and the main peak are mainly caused by the RII mechanism that
does not involve bond stretching.

Another possible pathway for the occurrence of the shoulder
peak would be due to interactions in neutral states such as
enhanced ionization induced by structural deformation. In
general, enhanced ionization causes a decrease of the observed
KER (Ibrahim et al., 2018); the main peak, however, appears at
the same energy here and also in the case of a synchrotron
experiment (Masuoka et al., 1992) and bond stretching in neutral
states was not observed in previous studies (Wales et al., 2014; Ma
et al., 2019). From these observations, we conclude that
interactions in neutral states are not significant here and that
the ionization process, vertical ionization in the Franck-Condon
region, is essentially the same as in previous studies. However,
interactions after ionization/during dissociation, such as potential
deformation or population transfer play important roles in the
dissociation of polar molecules, as we discuss in the next sections.

The shoulder peak is not only present, it also shows a different
phase dependence in its asymmetry parameter A, compared to
the main peak. Its asymmetry amplitude is about 5 times weaker,
and the relative phase leading to maximum asymmetry is shifted
by 270° (-90°). This shift is directly apparent in the integrated

FIGURE 6 |Results of the rtTDDFT calculations. (A) Time-dependent orbital occupations for ϕ = 0°. (B) same for ϕ = 180°. The temporal shapes of the electric fields
are shown as solid grey lines. Note that 3π and 2π are doubly degenerate. (C) Orbitals of HOMO to HOMO-3. HOMO and HOMO-1 are π orbitals, while HOMO-2 and
HOMO-3 are σ orbitals. For π orbitals, only one variant is shown, the other variant is a simple rotation around the molecular axis by 90°. Yellow atom indicate sulfur, blue
atoms = carbon and red atoms = oxygen. F denotes the laser polarization direction. Schematic shapes of the phase-locked two-color laser electric fields (ϕ =0° and
180°) are shown.
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asymmetry parameters between 5 and 10 eV for the main peak
and between 2.5 and 4.5 eV for the shoulder peak in Figure 3C.
Such shift indicates that contributions from two (or more)
components are present whose phase difference is not an
integer multiple of 180°. We draw this conclusion, because two
components, phase-shifted by 180°, would only cause a
dependence of the overall asymmetry amplitude on their ratio
but no phase shift would occur.

The weak amplitude can be attributed to competition between
the contributions from the main and shoulder peaks with different
phase dependence, leading to a cancellation in modulation contrast.
The observed phase shift, however, cannot be explained by the
simple tunneling ionization picture discussed above for the main
peak. The ionization rate becomes largest at a relative phase of 0° or
180°, where the peak of the electric field amplitude is maximum. In
the extreme case of diametrical effects of the orbital shapes and
dipole moments, e.g. ionization from lower lying orbitals, the
asymmetry would be shifted by 180°. The observed phase shift of
270° therefore means that other mechanisms, occurring after the
actual ionization, such as electron recollisional excitation, potential
deformation, or population transfer between electronic states
determine the fragment’s asymmetry. One of the possible
scenarios is based on electron recolliding excitation and potential
deformation as suggested in the asymmetric dissociation of CO2

(Endo et al., 2017): The excitation probability due to electron impact
depends on the kinetic energy and the incident direction of the
recollisional electron, which are determined by both the field
intensity and the relative phase (Endo et al., 2019). This means
that the population distribution among electronic states in the ionic
states manifold depends on the relative phase. In addition, potential
deformations would be more prominent in higher electronic states,
which have diffuse wavefunctions. The sum of these contributions
fromdifferent electronic states can lead to the observed phase shift of
270° in the fragment ejection direction. However, in the case of CO2,
the asymmetry amplitudes are on the order of a few percent, while in
this study, they reach values of up to 0.16 (Ekin > 5 eV) and decrease
to 0.03 (Ekin < 4.5 eV). This suggests that both shoulder- and main
peak have comparable asymmetry amplitudes. In addition to that,
the intensity dependence of the asymmetry amplitudes of CO2

(Endo et al., 2017) plateaus, while in OCS a monotonic decrease
with increasing intensity is observed as shown in Supplementary
Figure S4 of the SM.We therefore suggest another possible scenario;
a population transfer between electronic states after ionization, as
will be discussed later.

To summarize these results, the shoulder peak of the OC+ + S+

channel occurring around 4 eV exhibits a distinct phase
dependence compared to the two channels directly dissociating
from the excited states. We assign its origin to post-ionization
dynamics; through this observed phase dependence, we are able to
indicate that this shoulder peak arises from a population transfer
between electronic excited states in doubly charged states, as
supported by the computational results discussed in the following.

3.4 Computational Results
To further analyse the contribution of different electronic states
to the observed asymmetry in both ionization and post-ionization
interactions, we now discuss the computational results of the

rtTDDFT calculations. Results are summarized in Table 1 and
Supplementary Figure S1 of the SM, listing the total number of
emitted electrons nemit, the number of electrons originating from
3π and 2π orbitals (HOMO and HOMO-1), nπ, and from 9σ and
8σ orbitals (HOMO-2 andHOMO-3), nσ, as well as the fraction of
electrons originating from σ orbitals, fσ = nσ/nemit. The results
show that for phase ϕ = 0°, ionization is most efficient: 1.67
electrons are removed in total. This is not surprising, as the peak
of the field amplitude |Fω+2ω| is maximum for that phase.
However, for a relative phase of ϕ = 180°, the ionization is
less, as only 1.48 electrons, about 90% of ϕ = 0°, leave the
numerical grid. Thus, as the molecule in the simulation is
perfectly aligned with the laser polarization direction, at phase
ϕ = 0°, ionization preferentially occurs from the sulfur atom, as
the electric field vector pointing towards the oxygen atom allows
the electrons to acquire momentum in the opposite direction. For
phase ϕ = 180°, the situation is reversed and ionization
preferentially occurs from the oxygen side. As shown by
Ohmura et al. (Ohmura and Tachiya, 2008; Ohmura et al.,
2014, 2019), the ionization efficiency is larger when emitting
electrons from the large lobe of the 3π HOMO located at the
sulfur (see Figure 6C), explaining the observed difference in nemit

for the cases ϕ = 0° and ϕ = 180°. Note, that the preference of
ionization from the S or the O side at specific ϕ is identical
between our work and the ones of Ohmura et al. (Ohmura and
Tachiya, 2008; Ohmura et al., 2014, 2019), both obtained with
linear polarized light. It is however opposite to the work of
Holmegaard et al. (Holmegaard et al., 2010) using circularly
polarized light.

Next, we consider the amount of σ electrons being emitted for
different relative phases. Figure 6A,B provide an overview over
the time-dependent occupations of the respective orbitals for ϕ =
0° and 180°. Overviews of other phases are provided in the SM. It
should be noted that the π orbitals are doubly degenerate. We can
read from Figure 6 and Table 1 that the number of electrons
emitted from σ orbitals nσ is 0.40 for ϕ = 0°, while nσ = 0.38 for ϕ =
180°. Emission of σ electrons corresponds to a depopulation of the
9σ and 8σ orbitals, which leads, together with the also very
pronounced depopulation of the 3π orbitals, to a final electron
configuration of (9σ)−1(3π)−1 and (8σ)−1(3π)−1, and thus to the
11Π, 13Π, 21Π, and 23Π states. These states feature a small barrier
towards dissociation into OC+ + S+ (Figure 2A). Thus, upon
pronounced ionization of σ orbitals, the dication ultimately

TABLE 1 | Summary over the numerical results obtained from the rtTDDFT
calculations. Listed are the number nemit of emitted electrons originating from
3π and 2π orbitals (HOMO and HOMO-1), nπ, and from 9σ and 8σ orbitals (HOMO-
2 and HOMO-3), nσ, as well as the fraction of electrons originating from σ orbitals,
fσ, for different relative phases ϕ. Additionally, the maximum field strength of
the (combined) applied laser field, |Fmax|, is given in atomic units (a.u.).

phase ϕ 0° 45° 90° 135° 180°

nemit 1.67 1.61 1.48 1.46 1.48
nπ 1.27 1.25 1.16 1.11 1.10
nσ 0.40 0.36 0.32 0.34 0.38
fσ 0.24 0.23 0.22 0.24 0.26
|Fmax| 0.1157 0.1117 0.1004 0.1120 0.1160
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fragments into OC+ + S+. As a side notice, fragmentation of these
electronic states into the O+ + CS+ channel is less likely, as the
barrier towards dissociation is still around 2 eV (see also
Figure 2B). This explains the difference of the yields between
the channels observed in the experiment, and also why the main
peaks at 5 eV in the two different fragment channels follow the
same phase dependence (green line in Figure 3C and purple
line in (f)).

The rtTDDFT calculations also provide another possible post-
ionization origin to explain the shoulder peak in the OC+ + S+

channel: taking a closer look again on the population dynamics in
Figure 6A, we observe a strong mixing between the 9σ and 8σ
orbitals for ϕ = 0°. This can be traced back, because the 21Π and
23Π states (corresponding to ionization from 8σ) are, at the
equilibrium structure of the neutral OCS, only about 2 eV
above the 11Π and 13Π states (corresponding to ionization
from 9σ, see Figure 2). As can be gathered from the time-
dependent populations in Figure 6, mixing of these states
starts around t = 70 fs and continues up to 100 fs, a time well
after the maximum of the electric field and also after the main
ionization event between t = 60–80 fs. This state mixing after the
main ionization events provides another strong indication for
post-ionization dynamics. Figure 2 shows that at slightly
stretched geometries (R = 3.5 a. u.), the pairs of the two
mixing states, 13Π and 23Π, or 11Π and 21Π, come
energetically very close and the efficiency of population
transfer can be expected to further increase at the wing of the
pulse compared to the rtTDDFT calculations, which do not take
such stretching into account. This is similar to the strong
coupling of the σg and σu states in H+

2 at a bond distance
larger than the equilibrium geometry (Kling et al., 2006;
Roudnev and Esry, 2007; Ray et al., 2009; Znakovskaya et al.,
2012; Wanie et al., 2016; Ibrahim et al., 2018). This “late”
population transfer is expected to lead to fragments with
smaller kinetic energies, around 3–4 eV. Post-ionization
interactions, such as electron recollisional excitation, potential
deformation, and population transfer, would contribute to the
shoulder peak and the competitions of these effects determine the
effective phase dependence. We have therefore demonstrated
here post-ionization interactions of heavy polar molecules in
both experiment and calculation.

Since the rtTDDFT calculations already strongly suggested the
contribution of several excited states, we performed separate
semi-classical surface-hopping calculations, in order to trace
possible post-ionization dynamics beyond the fixed-nuclei
approximation. As outlined in Section 2.2.2, in these
calculations, the electronic states are calculated on-the-fly with
the quantum chemical program package OpenMolcas including
the two-color laser field, while the nuclei are treated classically.

We have investigated the following initial conditions upon
double ionization: 1) all trajectories are launched in the electronic
ground state of the dication, X3Σ−; 2) all trajectories start initially
in the excited state 13Π ((9σ)−1(3π)−1), as suggested by rtTDDFT.

Our calculations show that for (i), double ionization occurring
to the electronic ground state of the dication, none of the
trajectories showed dissociation during the calculation time.
These results will not be discussed any more in what follows.

For (ii), ionization into the excited electronic state of OCS2+*,
several pathways were identified for a relative phase of ϕ = 0°,
leading to break up into OC+ + S+ (4 of 20 trajectories), O+ + CS+

(5 of 20 trajectories), and [O+ C + S]2+ (11 of 20 trajectories), the
latter one being not visible experimentally. Similar values
concerning the relative number of trajectories are obtained for
the other relative phases of the two-color field. When looking at
the population dynamics, we gather a complex behavior for all
cases, including population transfer between several excited
electronic states (see also Figure 7 for representative
trajectories). Changes in the relative phase of the two-color
field lead to changes in the ratio between the population of
the electronic states. With these trajectories at hand, we
focus on the OC+ + S+ channel and the question concerning
the shoulder peak. In our calculations, we identify for this
break-up channel trajectories which would end up at higher
KER ( > 5 eV), as well as a substantial number of trajectories
ending up at lower KER ( < 5 eV). Figure 7 shows the
population dynamics of two representative trajectories;
panel A) displays the population dynamics of a trajectory
leading to fragmentation at higher KER corresponding to
the main peak of the OC+ + S+ channel. Panel B) shows the
respective scenario for a trajectory leading to fragmentation at
lower KER. Panel C) shows the population dynamics of a
trajectory leading to the O+ + CS+ channel. We can see that the
dissociation leading to higher KERs (main peak) proceeds
either directly from the (9σ)−1(3π)−1 state (green line) or
involves the mixed-character (2π)−0.4(3π)−2.6(4π*)1 state
(red line), while the dissociation leading to lower KERs
(shoulder peak) proceeds with pronounced coupling to the
(2π)−1(3π)−1 state (orange line). Moreover, the dynamics
involving population transfer seems to occur at later times.
Or, in other words, the dynamics associated to the shoulder
peak at low KER seems to proceed slower and it takes slightly
longer to achieve the same C–S elongation. Thus, our semi-
classical surface-hopping calculations emphasize the
importance of post-ionization population dynamics.

3.5 Control of the Branching Ratio
To discuss the effects of post-ionization interactions from another
point of view, the inter-channel branching ratio between the OC+

and the O+ fragments is defined as

B ϕ( ) � Y+,O+ ϕ( )
Y+,OC+ ϕ( ), (4)

whereY+,OC+ and Y+,O+ are the OC+ and O+ fragment yields with
positive momentum along the laser polarization direction,
respectively. The fragment yields are evaluated in the same
way as Y+ in Eq. (3), but integrated over the entire KER range.
Those fragments were detected by ion-ion coincidence
measurements, as in the previous sections. In other words,
this parameter compares the yields of OC+ and the O+

fragments ejected to the same direction and evaluates
whether the O–C or the C–S bond is preferentially broken
in the dication. The branching ratio is shown as a function of
the relative phase in Figure 8. The total peak intensity Iω+2ω =
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2 × 1014 W/cm2 is the same as in Figure 3, but the intensity
ratio, α = 0.14, is smaller. The branching ratio shows a clear 2π-
oscillation with a modulation depth of 11%. This oscillation
indicates that the O–C bond-breaking is more likely to occur at
255° than at 75°. As discussed above, we consider NSDI to be
the dominant process in the present experimental conditions.
Moreover, we could exclude contributions of bond stretching
in neutral states because such effects are not observed even in
higher intensity laser fields (Ma et al., 2019). Therefore, the
origin of this phase dependence can be attributed to post-
ionization interaction rather than to the ionization step.
Dissociation from the 23Π state would enhance the C–S
bond breaking due to a smaller potential barrier of the 23Π

state compared to the 13Π state along this bond and almost
similar potential barriers of these states along the C–O bond.
Therefore, the C–S bond breaking is more likely to occur and
the branching ratio decreases when population transfers from
the 13Π state to the 23Π state or electron recollisional
excitation to the 23Π state occurs. In two-color laser fields,
the recolliding electron energy has minimum and maximum
values at relative phases of around 25° and 110°, so the
population distribution in the doubly charged states would
depend on the relative phase as well as on the dynamics after
the ionization. In the rtTDDFT calculations, 8σ occupations,
which correspond to populating the 23Π state at the end of the
simulation, show a clear phase dependence. Thus, this
population transfer scenario can explain both the
observation of the shoulder peak and the phase
dependencies of the asymmetry parameters and the
branching ratio.

We have thus demonstrated the selective bond scission of
polar molecules by changing the relative phase of phase-locked
two-color intense laser fields and attributed the origin of such
selectivity to post-ionization interactions.

4 CONCLUSION

To summarize, we have investigated the Coulomb explosion of the
polar molecule OCS in phase-locked two-color intense laser fields.
A clear 2π-oscillation was observed in both the OC+ + S+ and O+ +
CS+ channels. We have succeeded in the observation of a shoulder
peak that has not been discovered previously, because it is a dark

FIGURE 7 |Quantum amplitudes (in the limit of infinite trajectories, this would correspond to populations) of different excited states (top), bond length C-O and C-S
(middle), and the temporal shapes of the applied electric fields (bottom) during the dissociation of selected trajectories. These represent typical trajectories following (A,B)
the OC+ + S+ channel and (C) the O+ + CS+ channel. A KER >5 eV (A) is associated with the main peak of the OC+ + S+ channel in the experiment, while a KER < 4.5 eV
(B) is attributed to the shoulder peak. The KERs at the end of these specific trajectories correspond to 7.9 eV (A), 3.9 eV (B), and 5.8 eV (C). Dashed gray lines
indicate the time when the (arbitrarily chosen) value of r = 5 a. u. is reached. We note that such dissociation is reached at a later time for the shoulder peak compared to
the main peak; another strong indication for post-ionization dynamics.

FIGURE 8 | Inter-channel branching ratio between the OC+ and the O+

fragments ejected to the same direction as a function of the relative phase at a
total peak intensity of 2×1014 W/cm2 and a ratio α = 0.14. Red circles
correspond to experimental data points, the dotted line is a sine fit.
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channel for synchrotron radiation that opens however up due to
strong light-matter interactions in intense laser fields. In the OC+ +
S+ channel, a clear dependency of the asymmetry on the kinetic
energy was found due to this dissociation pathway. The phase shift
of 270° between both sub-channels of OC+ + S+ is attributed to a
population transfer between the involved electronic states in the
applied intense laser fields as demonstrated by rtTDDFT
calculations. In addition, the inter-channel branching ratio
(when breaking the C–O and C–S bonds oriented to the same
direction with respect to the laser polarization direction) also
oscillated with 2π, depending on the relative phase. The
selective scission of chemical bonds in polar molecules has been
demonstrated by using a simple pulse shaping technique. Here
presented results indicate that not only the ionization step, but also
post-ionization interactions play important roles even for heavy
polar molecules, where the anisotropy of the fragments is mainly
dominated by tunneling ionization. Two-color phase-locked laser
fields provide a variety of controllable parameters, such as the total
intensity, the intensity ratio, the relative phase and the polarization,
while not involving a complex experimental implementation. This
approach is therefore useful to investigate the mechanisms of
coherent reaction control for a wide variety of molecular
systems by tailored intense laser fields.
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Asymmetric Dissociative Tunneling
Ionization of Tetrafluoromethane in
ω − 2ω Intense Laser Fields
Hiroka Hasegawa1, Tiffany Walmsley1,2, Akitaka Matsuda1, Toru Morishita3,
Lars Bojer Madsen4, Frank Jensen5, Oleg I. Tolstikhin6 and Akiyoshi Hishikawa1,7*

1Graduate School of Science, Nagoya University, Nagoya, Japan, 2School of Chemistry, University of Edinburgh, Edinburgh,
United Kingdom, 3Institute for Advanced Science, The University of Electro-Communications, Chofu-shi, Tokyo, Japan,
4Department of Physics and Astronomy, Aarhus University, Aarhus, Denmark, 5Department of Chemistry, Aarhus University,
Aarhus, Denmark, 6Moscow Institute of Physics and Technology, Dolgoprudny, Russia, 7Research Center for Materials Science,
Nagoya University, Nagoya, Japan

Dissociative ionization of tetrafluoromethane (CF4) in linearly polarized ω-2ω ultrashort
intense laser fields (1.4 × 1014W/cm2, 800 and 400 nm) has been investigated by three-
dimensional momentum ion imaging. The spatial distribution of CF+3 produced by CF4 →
CF+3 + F + e− exhibited a clear asymmetry with respect to the laser polarization direction.
The degree of the asymmetry varies by the relative phase of the ω and 2ω laser fields,
showing that 1) the breaking of the four equivalent C-F bonds can be manipulated by the
laser pulse shape and 2) the C-F bond directed along the larger amplitude side of the ω-2ω
electric fields tends to be broken. Weak-field asymptotic theory (WFAT) shows that the
tunneling ionization from the 4t2 second highest-occupied molecular orbital (HOMO-1)
surpasses that from the 1t1 HOMO. This predicts the enhancement of the tunneling
ionization with electric fields pointing from F to C, in the direction opposite to that observed
for the asymmetric fragment ejection. Possible mechanisms involved in the asymmetric
dissociative ionization, such as post-ionization interactions, are discussed.

Keywords: coherent control, intense laser fields, tunneling ionization, molecular dissociation, tetrafluoromethane

1 INTRODUCTION

Shaped intense laser fields with a field intensity of ~ 1014W/cm2 have attracted considerable attention in
the last decades for their capability to manipulate ultrafast electronic and nuclear dynamics of atoms,
molecules, and solids. Armed with the electric field exerting a force on the electrons comparable to that of
the Coulomb potential in a molecule, shaped laser pulses enable us to drive electrons in a nonperturbative
manner to exploit unique properties from the targets. The application has been demonstrated in controls
of high-order harmonic generation (Bartels et al., 2000; Pfeifer et al., 2005; Winterfeldt et al., 2008),
photoemission (Bardeen et al., 1997;Wollenhaupt and Baumert, 2011; Eickhoff et al., 2021), and chemical
reactions (Levis et al., 2001; Assion et al., 1998; Levis and Rabitz, 2002; Hishikawa et al., 2020).

Laser pulse shaping can be accomplished by a spatial amplitude and phase modulator placed on a
Fourier transform plane in a 4f setup (Bardeen et al., 1997; Levis et al., 2001; Assion et al., 1998;
Eickhoff et al., 2021). Alternatively, one can synthesize the laser waveform by coherent superposition
of pulses with different colors (Chan et al., 2011; Manzoni et al., 2015), which has been used to control
high harmonic generation (Takahashi et al., 2010; Neyra et al., 2018) and multiphoton and tunneling
ionization of atoms and molecules (Eickhoff et al., 2021; Ohmura and Saito, 2020; Ohmura et al., 2021).
Among others, the ω-2ω laser fields, consisting of the fundamental and the second harmonics, have been
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widely used for understanding the mechanisms of laser tunneling
ionization and chemical reaction control in intense laser fields. In the
case of linear polarization along the Z direction, the ω-2ω electric
fields may be expressed as follows (Endo et al., 2019):

F t( ) � F t( )eZ, (1)
F t( ) � �Fω t( )cos ωt( ) + �F2ω t( )cos 2ωt + ϕ( ), (2)

where �Fω(t) and �F2ω(t) represent the envelopes of the
fundamental and the second harmonic pulses, respectively, and
ϕ is the two-color relative phase. The unit vector along the Z-axis is
denoted as eZ. Typical ω-2ω electric fields are illustrated in
Figure 1, showing that the direction and degree of asymmetry
vary by phase ϕ for a given ratio of the ω and 2ω field intensities.

Asymmetric fragment ejection through directional bond-
breaking has been observed for various molecules in the ω-2ω
intense laser fields. For HD (Sheehy et al., 1995), NO (Endo et al.,
2019; Li et al., 2011), CO (Li et al., 2011; Ohmura et al., 2011;
Ohmura et al., 2014), OCS (Ohmura et al., 2014; Endo et al.,
2022), and CH3X (X = F, Cl, Br, I) (Ohmura et al., 2006a; Ohmura
et al., 2006b; Walt et al., 2015), the directional fragment ejection
has been observed. The observed asymmetric distribution of
fragment ions is interpreted as a result of orientation-selective
tunneling ionization followed by dissociation in intense ω-2ω laser
fields.Molecular tunneling ionization has been discussed intensively in
the last decade, showing that many of the characteristic properties can
be understood in terms of the shape of molecular orbitals (MOs) and
their direction of electric dipole moments. Because of the asymmetric
MOs and the non-zero dipole moments of the linear heteronuclear
molecules mentioned above, tunneling ionization is enhanced in one
direction along the molecular axis compared to the other, resulting in
orientation-selective ionization.

The asymmetric fragment ejection is also observed with
symmetric molecules such as D2 (Ray et al., 2009; Wanie
et al., 2015), H2O (Kechaoglou et al., 2019), CO2 (Endo et al.,
2016; Endo et al., 2017), and C2H2 (Song et al., 2015). For D2 (Ray
et al., 2009; Wanie et al., 2015), electron localization is induced by
the coherent superposition of two cationic states through
interaction with two kinds of photons of the fundamental and
second harmonic, resulting in asymmetric D+ ejection. For C2H2

(Song et al., 2015), H+ ejection associated with breaking the C-H
bond shows clear asymmetry with respect to the laser
polarization. The observed selectivity is suggested to be produced

FIGURE 1 | Schematic of the experimental setup. The output from a Ti: Sapphire regenerative laser amplifier system (800 nm, 1 kHz, 50 fs) was introduced to a β-
BBO crystal (type-I) to generate a second-harmonic pulse (400 nm). The time delay between the fundamental (ω) and the second harmonics (2ω) pulse was
compensated by two birefringent α-BBO crystals. The two-color relative phase was stabilized by a pair of fused-silica wedge plates controlled by the active feedback
locking to the 2ω-2ω interference spectrum. The polarization of the fundamental and the second harmonic pulse was set parallel by a dual-wavelength plate (DWP).
For the phase calibration, CO gas is mixed with the sample gas of CF4.

FIGURE 2 | Molecular orientation of CF4 in the laboratory frame (X, Y,
Z), where the polarization direction of the linearly polarized ω—2ω laser fields
is directed along the Z-axis. The molecular principal axis (C2 axis) is along
the z-axis of the molecular frame (x, y, z). The orientation is specified by
the Euler angles (α, β, γ). Because of the axial symmetry around the electric
field F one can set α=0 without losing generality.
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by laser-induced coupling of HOMO and HOMO-1, 2 states. For
CO2 (Endo et al., 2016; Endo et al., 2017), asymmetric ejection of O+

was observed on the larger amplitude side of the ω-2ω laser fields.
This is consistent with the results of a theoretical calculation of
nuclear wave packet dynamics on the potential energy surfaces (PES)
of CO2+

2 inω-2ω intense laser fields (Sato et al., 2003), demonstrating
the chemical reaction control by laser manipulation of PES.

This study discusses the feasibility of applying the ω-2ω
reaction control to more complex symmetric molecules. More
specifically, we study a tetrahedral molecule,
tetrafluoromethane (CF4), which has four equivalent C-F
bonds in the equilibrium structure in Td symmetry
(Figure 2) to see if directional ejection of the fragment can
be induced by asymmetric laser fields. The electronic
configuration is . . . (1e)4(4t2)6(1t1)6 in the ground state.
The highest-occupied MO (HOMO), 1t1, is triply
degenerated (see Figure 3). We discuss dissociative
ionization in ω-2ω intense laser fields:

CF4 → CF+3 + F + e−. (3)
The dissociative ionization has been subjected to single-

photon (Brehm et al., 1974; Creasey et al., 1990; Hikosaka and
Shigemasa, 2006; Tang et al., 2013; Larsen et al., 2018; Pertot
et al., 2017) and electron impact (Hossen et al., 2018) studies. The
process is characterized by the ultrashort lifetime (< 40 fs) (Pertot
et al., 2017) on the repulsive PESs leading to the CF+3 + F asymptote
in both the ground and the first excited states of CF+4 as shown in
Figure 4. The repulsive PESs imply that the CF4 can serve as a
unique benchmark to elucidate how the tunneling ionization of
polyatomic molecules proceeds in intense laser fields because
fragments can be produced by direct dissociation without
additional interaction with the laser fields (Fujise et al., 2022).

The paper is organized as follows. We first describe the
experimental setup for the three-dimensional momentum
imaging of CF+3 fragment ions produced by dissociative
ionization in Eq. 3 in linearly polarized ω-2ω intense laser
fields (50 fs, 1.4 × 1014 W/cm2, 800 and 400 nm). Then, we
present the experimental results on the asymmetry in the ejection

of CF+3 and its dependence on the relative phase ϕ between theω and
2ω laser fields. Finally, the obtained results are compared with
theoretical predictions by the weak-field asymptotic theory
(WFAT) (Tolstikhin et al., 2011) for tunneling ionization.

2 EXPERIMENT

The schematic of the experimental setup is shown in
Figure 1. Details have been described previously (Endo
et al., 2019). Briefly, the output from a Ti: Sapphire
regenerative laser amplifier system (800 nm, 1 kHz, 50
fs) was introduced to an inline ω-2ω pulse generator.
After generation of the second-order harmonics
(400 nm, ~80 fs) by a type-I β-BBO crystal, the time
delay between the ω and 2ω pulses was compensated by
two birefringent α-BBO crystals. The relative phase between
the two-color was controlled by a pair of fused silica wedge
plates. The relative phase of the two-color laser pulses was
stabilized by active feedback control of the wedge plate
utilizing the 2ω-2ω interference spectrum. The
polarization direction of the fundamental and second
harmonic pulses was set parallel with each other by a true
zero-order dual-wavelength plate and introduced into an
ultrahigh vacuum chamber. The ω-2ω laser pulse was
focused onto a diffusive molecular beam by a focusing
mirror (f = 75 mm). Fragment ions generated by the
interaction with ω-2ω intense laser fields were guided to a
delay-line anode position-sensitive detector (PSD) by a static
electric field. The three-dimensional momentum (pX, pY, pZ)
of each fragment ion was obtained from the arrival position
(Y, Z) at the detector and the time of flight (t). The kinetic
energy release (KER) was calculated from the momentum of
CF+3 , pCF+3 , where we assume the momentum conservation
between CF+3 and the counterpart fragment F atom, pF =
–pCF+3 . Under this approximation, the KER is expressed as

FIGURE 3 | Highest-occupied molecular orbitals HOMO (1t1) and
HOMO-1 (4t2). Both HOMO and HOMO-1 are triply degenerated. FIGURE 4 | Schematic potential energy curves of selected electronic

states of CF4 and CF+4 as a function of the internuclear distance RC-F between
F and C in the CF3 group [reproduced from Tang et al. (2013)].
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Ekin �
mF +mCF+3
2mFmCF+3

|pCF+3
|2, (4)

wheremCF+3 andmF are the masses of the CF+3 fragment ions and F
atoms, respectively.

The intensities of the laser fields were estimated to be Iω =
1.15 × 1014 W/cm2 and I2ω = 2.6 × 1013 W/cm2, respectively. The
total field intensity is Iω+2ω = Iω + I2ω = 1.4 × 1014 W/cm2 with a
ratio of I2ω/Iω = 0.23. A mixture of CF4 and CO was used as the
sample gas. The absolute phase difference ϕ between ω and 2ω
pulses at the focal point was determined by the phase dependence
of Coulomb explosion of CO, CO → C+ + O+ + 2e−, where C+ is
ejected more to the smaller amplitude side of the ω-2ω electric
fields than to the opposite (Li et al., 2011).

3 RESULTS AND DISCUSSION

3.1 Fragment Momentum Distribution
Figure 5A shows themomentum image of CF+3 that dominates the
time-of-flight spectrum, reflecting the repulsive nature of the PES
of CF+4 . The KER spectrum shows a broad single peak at Ekin =
0.8 eV as observed in the previous studies (Tang et al., 2013;
Larsen et al., 2018; Hossen et al., 2018; Hikosaka and Shigemasa,
2006; Fujise et al., 2022). The CF+3 momentum image in Figure 5A
shows an elliptic distribution. The peak momentum values along
the Z-axis and Y-axis are 35 a.u. and 30 a.u., respectively, showing
that CF+3 is emitted with a larger momentum along the laser
polarization direction. Figure 5B shows the KER spectra obtained
for parallel (0° ≤ θ ≤ 20°) and perpendicular (75° ≤ θ ≤ 90°)
components to the laser polarization direction, where θ is the polar
angle from the Z-axis. The parallel component shows a broader
peak at 0.9 eV extending to a higher KER region than the
perpendicular component. The perpendicular component has a

sharper peak at 0.8 eV, indicating that different pathways
contribute to the dissociative ionization. The previous electron
impact study at an energy of 67 eV (Hossen et al., 2018) shows that
contributions from five different molecular orbitals 1t1, 4t2, 1e, 3t2,
and 4a1 overlap within the peak. The KER spectrum associated
with the ionization from HOMO (1t1) exhibits a peak at ~0.9 eV,
while a broader peak appears at a slightly higher energy region for
HOMO-1 (4t2). This suggests that both the X

2T1 ground state and
A2T2 first excited state contribute to the dissociative ionization in
the ω-2ω intense laser fields, although it is difficult to estimate the
relative contributions from these orbitals by the present
experimental results. It is worth noting that the dissociation
from the 1e HOMO-2 state may also contribute to the KER
spectrum (Larsen et al., 2018) through internal conversion
from the B2E to the A2T2 state (Maier and Thommen, 1980).

3.2 Asymmetric Dissociative Ionization
of CF4
To understand how CF4 responds to different shapes of the laser
pulse, we focus on the spatial asymmetry in the fragment
distribution. For a quantitative discussion, the asymmetry
parameter,

A ϕ( ) � Y+ ϕ( ) − Y− ϕ( )
Y+ ϕ( ) + Y− ϕ( ), (5)

is introduced, where Y+ and Y− represent the yields of ions with
positive and negative momenta within a 45° acceptance angle
along the laser polarization direction (Z-axis), respectively (see
Figure 5A). Figure 5C plots the obtained asymmetry parameters
for CF+3 , ACF+3 (ϕ), together with those obtained for C+ produced
from the Coulomb explosion of CO used for the phase
calibration. The asymmetry parameter shows a 2π periodic

FIGURE 5 | (A)Momentum image of CF+3 fragment ions produced inω-2ω intense laser fields (50 fs, 1.4 × 1014 W/cm2, 800 and 400 nm), averaged over the relative
phase (0 ≤ ϕ ≤ 2π). The image is a slice of the three-dimensional ion momentum distribution in the Y-Z plane with a thickness of |pX| < 10 a.u. The arrow represents the
direction of the laser polarization. (B) Total kinetic energy release spectra of CF+4 → CF+3 + F (solid) plotted together with the parallel (dotted) and perpendicular (dashed)
components, defined by the polar angles of 0° ≤ θ ≤ 20° and 75° ≤ θ ≤ 90°, respectively. The total spectrum is multiplied by 0.3. (C) The asymmetry parameter
ACF+3 (ϕ) for the CF+3 fragment ions with an acceptance angle of 45°(solid circle) and the results of the least-square fitting (solid line) (see text). The fitting results for the C+

ion produced by the Coulomb explosion of CO (4 eV ≤Ekin ≤ 8 eV) are also plotted (dashed line). The laser pulse shapes at ϕ = 0 and π are shown. (D) Two-dimensional
plot of the asymmetry parameter A(ϕ, Ekin) for CF

+
3.
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dependence on the two-color relative phase. The least-squares
fitting to A(ϕ) = A0cos(ϕ-ϕ0) provides A0 = 0.09(1) and ϕ0 =
0.9(1) π, where numbers in the parentheses represent
uncertainties. The results show that CF+3 prefers being emitted
on the smaller electric field side of the asymmetric laser fields. In
other words, the dissociative tunneling ionization is enhanced
when the lager amplitude side of the ω-2ω electric fields points
from C to F. Figure 5D shows the KER-resolved asymmetry
parameter,

A ϕ, Ekin( ) � Y+ ϕ, Ekin( ) − Y− ϕ, Ekin( )
Y+ ϕ, Ekin( ) + Y− ϕ, Ekin( ). (6)

An increase in the asymmetry amplitude to A0 ~ 0.12 is observed
in higher KER region where contributions from the A2T2 state of
CF+4 is observed. The maximum and minimum of the asymmetry
parameter are seen at ϕ ~ π and 0, respectively, over the KER
range investigated.

3.3 Comparison With Tunneling Ionization
Theory
3.3.1 Tunneling Ionization Rates
Theoretical calculations of the tunneling ionization rate of CF4
were carried out byWFAT (Tolstikhin et al., 2011). The tunneling
ionization rate is expressed as (Madsen et al., 2012)

Γ β, γ( ) � |G00 β, γ( )|2W00 F( ). (7)
The structure factor G00(β, γ) describes the dependence on the
molecular orientation relative to the laser electric field F defined
by the Euler angles (α, β, γ) (Zare, 1988). The field factorW00(F) is
given as

W00 F( ) � 8

2
4ϰ2

F
( )

2/ϰ−1
exp −2ϰ

3

3F
( ), (8)

which defines the dependence on the field strength F. Here,
ϰ � �����−2E0

√
, with E0 being the energy of the molecular orbital

from which the electron is ionized, and the subscript 00 refers to
the dominant ionization channel (Tolstikhin et al., 2011).

The HOMO (1t1) and HOMO-1 (4t2) of CF4 are both triply
degenerate (Figure 3). The Stark interaction with the ionizing
field removes the degeneracy. Tunneling ionization occurs from
eigenorbitals of the operator –(μ ·F) within each degenerate
subspace, where μ is the electric dipole moment of the
considered orbital (Kraus et al., 2015). We denote these
eigenorbitals as ϕA, ϕB, and ϕC. The three eigenorbitals are the
particular linear combinations of the three degenerate HOMOs
shown in Figure 3, which diagonalize the Stark term (μ ·F). The
structure factors G00(β, γ) incorporating the effect of the dipole
for the eigenorbitals are calculated using the integral
representation of the WFAT (Dnestryan and Tolstikhin, 2016;
Madsen et al., 2017; Dnestryan et al., 2018) implemented by
means of the GAMESS package with a polarization consistent
basis set at the pc-4 level (Jensen, 2001).

Figures 6A–C show the squared norms of the structure factors
|G00(β, γ)|

2 of the three eigenorbitals, ϕA, ϕB, and ϕC, in the

subspace of HOMO (E0 = –18.66 eV), where the orbitals are
labeled with A, B, and C in the ascending order of the dipole, μA <
μB < μC. The orbital energy in the field to the first order is given as

E0,i F( ) � E0 − μi · F, (9)
where i = A,B,C. Figure 7 shows the energy of eigenorbitals
calculated using Eq. 9 at four different molecular orientations
with respect to F. The structure factors for HOMO in Figures
6A–C show that the largest contribution to the tunneling
ionization comes from eigenorbital ϕB because the field factor
W00(F) is common for ϕA, ϕB, and ϕC (see Eq. 7). Each orbital has
nodes along the C-F axis, which appear as the minima in the
respective structure factors. The nodes remain visible in the sum
of |G00(β, γ)|

2 in Figure 6D.
The squared norms of the structure factors |G00(β, γ)|

2 of
HOMO-1 (E0 = –19.44 eV) are shown in Figures 6E–H. The
eigenorbital ϕA having the highest energy among the three
orbitals has the largest contributions to the sum in Figure 6H.
Figure 6H shows that the tunneling ionization is enhanced by the
electric field pointing from F to C when the three degenerated
eigenorbitals are equally populated. Because eigenenergy E0,A of
ϕA at (β, γ) = (124°, 314°) is slightly smaller than that at (β, γ) =
(54°,134°), the large structure factors for the former orientation
indicate that the shape of the molecular orbital is more important
in determining the tunneling rate in the present case than the
increase in the effective ionization potential by the Stark
interaction with the dipole moment.

3.3.2 Fragment Angular Distribution
If the breaking of each of the four C-F bonds after ionization
occurs with an equal probability, the angular distribution of the F
fragment in the laboratory frame can be expressed as follows
(Zare, 1988):

P θs, ϕs( ) � ∫ 2π

0
dα∫ π

0
sin βdβ∫ 2π

0
dγPmol α, β, γ( )f θm, ϕm( ),

(10)
where (θs, ϕs) and (θm, ϕm) are the spherical angles with respect to
the laboratory and molecular frame, respectively, and f(θm, ϕm) is
the angular distribution of the fragment ion in the molecular
frame. The orientation distribution of the molecular ion formed
in the ω-2ω laser fields in the laboratory frame may be
expressed as

Pmol α, β, γ( ) � 1
8π2

1 − exp −∫ +∞

−∞
Γs α, β, γ, F t( )( )dt[ ]{ }, (11)

where Γs(α, β, γ, F(t)) represents the tunneling rate in the ω-2ω
laser field F(t) of Eq. 2 for molecular orientation defined by the
Euler angles (α, β, γ) relative to the Z-axis of the laboratory frame
(see Figure 2). It can be expressed by |G00(β, γ)|

2 and W00(F) as
follows:

Γs α, β, γ, F t( )( ) � |G00 β, γ( )|2W00 |F t( )|( ) F t( )≥ 0( )
|G00 π − β, γ + π( )|2W00 |F t( )|( ) F t( )< 0( ){ .

(12)
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When the ionization probability is sufficiently smaller than unity,
Eq. 11 reduces to

Pmol α, β, γ( ) � 1
8π2

∫ +∞

−∞
Γs α, β, γ, F t( )( )dt. (13)

The angular distribution Pmol(α, β, γ) can be expanded by the
rotation matrices Dk

q′q(R) as follows:

Pmol α, β, γ( ) � 1
8π2

∑
k,q,q′

akq′qD
kp
q′q α, β, γ( ). (14)

Here, the coefficients akq′q are given as follows:

akq′q � 2k + 1( )∫Pmol α, β, γ( )Dk
q′q R( )dΩ. (15)

The angular distribution of the fragment ion can be expressed
using the spherical harmonics Yjm(θm, ϕm):

f θm, ϕm( ) � ∑
j,m

bjmYjm θm, ϕm( ), (16)

bjm � ∫ 2π

0
dϕm∫

π

0
sin θmdθmY

p
jm θm, ϕm( )f θm, ϕm( ). (17)

Thus, we have

P θs, ϕs( ) � ∑
k,q,q′

akq′qbkq

2k + 1
Ykq′ θs, ϕs( ). (18)

Under the axial recoil approximation, the angle distribution
f(θm, ϕm) may be expressed as follows:

f θm, ϕm( ) � 1
sin θm

δ θm − θ0m( )δ ϕm − ϕ0
m( ), (19)

with (θ0m, ϕ0m) = (54.7°, 45°) for CF4 in Td symmetry. By
substituting to Eq. 17, we have

FIGURE 6 | Structure factors of eigenorbitals, (A) |GA|
2, (B) |GB|

2, (C) |GC|
2, and (D) the sum, Σ|G|2 = |GA|

2 + |GB|
2 + |GC|

2 for HOMO, and (E) |GA|
2, (F) |GB|

2, (G) |GC|
2

and (H) Σ|G|2 for HOMO-1. The dots represent the Euler angles (β, γ) at which one of the C-F axes points to the Z direction. The numbers attached to the dots in panels (D,H)
represent the labels of the respective F atoms in Figure 2. Note the difference in the scaling of the color bars in (A–H).
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bjm � Yp
jm θ0m, ϕ

0
m( ) � −1( )mYj−m θ0m, ϕ

0
m( ), (20)

from which we obtain an expression for the fragment angular
distribution as follows:

P θs, ϕs( ) � P θs( ) � 1���
4π

√ ∑
k
ckPk cos θs( ), (21)

ck � 1�����
2k + 1

√ ∑
q
ak0qY

p
kq θ0m, ϕ

0
m( ). (22)

Figure 8 shows the fragment angular distributions obtained
for the relative phase ϕ = 0 of the ω - 2ω pulse (Iω+2ω = 1.4 ×
1014 W/cm2 and I2ω/Iω = 0.23). The calculated fragment yields for
HOMO-1 is larger than that of HOMO under the present
experimental conditions (Fω = 0.057 a.u. and F2ω = 0.027 a.u.).

This is attributed to the large structure factor |G00|
2 for

HOMO-1 (Figure 6H), which is about 10 times larger than |G00|
2

for HOMO (Figure 6D), because of the small difference between
the ionization potentials of these orbitals (~1 eV) giving rise to the
relatively small field factor ratio of W00(1t1)/W00(4t2) ~ 3. The
angular distribution calculated for each HOMO exhibits
characteristic structures associated with the nodes of the
molecular orbitals. The total fragment distribution carries the
nodal pattern with a larger ionization probability on the larger

amplitude side of the ω-2ω laser fields. In contrast, the angular
distribution of HOMO-1 is more directional along the laser
polarization direction, consistent with the fragment ion image
and the KER spectra in Figures 5A,B, where the ionization
from HOMO-1 contributes more to the parallel component
than to the perpendicular one.

3.3.3 Asymmetry Parameter
The yields of the F fragment in a finite acceptance angle θ0 around
0° and 180° can be expressed as follows:

Yθ0
+ ϕ( ) � 2π∫ θ0

0
P θs( )sin θsdθs, (23)

Yθ0− ϕ( ) � 2π∫ π

π−θ0
P θs( )sin θsdθs. (24)

The asymmetry parameters defined by Eq. 5 are calculated using
Eqs 23, 24, where θ0 = 45° compared with the experimental
results. The asymmetry parameter AF(ϕ) thus obtained for
HOMO shows a clear dependence on the relative phase ϕ
between the ω and 2ω laser fields. The asymmetry parameter
for HOMO (Figure 9A) is positive at ϕ = 0, showing that
tunneling ionization is more efficient when the larger
amplitude side of the laser fields points from C to F. In
contrast, the parameter for HOMO-1 exhibits the opposite
dependence with negative values at ϕ = 0. The difference
originates essentially from the shape of the eigenorbitals
dominating the tunneling ionization of the respective MOs.

Figure 9B plots the experimental asymmetry parameter AF(ϕ)
for the counterpart fragment F produced by the dissociative
ionization (Eq. 3), which is obtained from the asymmetry
parameter for CF+3 by AF(ϕ) � −ACF+3 (ϕ). It is compared with
the corresponding asymmetry parameter calculated with the
contributions from the two orbitals, where the angular
distribution is given as P(θs) = PHOMO(θs) + PHOMO-1(θs). The
obtained amplitude of A0 = 0.1 is slightly larger than the
experimental results. The small experimental amplitude might
be attributed to the contribution from HOMO-2 (1e), located
~1.4 eV below the HOMO-1. The B2E state of CF+4 produced by
the tunneling ionization from 1e has a lifetime of 10–10–10–12 s
(Maier and Thommen, 1980). This lifetime is longer than or
comparable with the molecular rotational periods and could form
an isotropic fragment distribution, which reduces the asymmetry
of the fragmentation. Figure 9B plots the asymmetry parameter
AF(ϕ) obtained at a higher field intensity 3.0 × 1014 W/cm2 with a
similar intensity ratio of I2ω/Iω = 0.25. The increase in the field
intensity resulted in a small amplitude A0 ~ 0.04, while the
amplitude of the calculated results remained essentially the
same. Because the relative contribution from the B2E state is
expected to increase by an increase in the field intensity, the
experimental results support the involvement of the B2E state in
the dissociative ionization.

Interestingly, the calculated asymmetry parameter in
Figure 9B has an opposite phase dependence to the
experimental results, showing that the dissociative tunneling
ionization of CF4 in the ω-2ω laser fields cannot be explained
by the angular distribution of the tunneling ionization from

FIGURE 7 | Stark shifted energies of E0,i(F) of eigenorbitals, ϕi (i = A, B,
C), of HOMO (solid line) and HOMO-1 (dashed line) as a function of the static
field F (see Eq. 9) at four different molecular orientations with respect to F,
defined by the Euler angles (β, γ) in Figure 2. (A) The electric field is
parallel to the molecular principal axis (C2), i.e., (β, γ) = (0°, 0°) (right) and (180°,
0°) (left). (B) The same as (A) but for (β, γ) = (54°,134°) (right) and (124°, 314°)
(left), where the electric field is almost parallel to one of the C-F axes.
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the HOMO and HOMO-1 alone, although the F (or CF+3 )
fragments are promptly ejected on the repulsive potentials of
the X2T1 and A2T2 states after the tunneling ionization
(Figure 4). The present experimental results show a marked
contrast to those obtained by recent studies on the dissociative
ionization of CF4 in circularly polarized laser fields (35 fs, 0.8 ×
1014 W/cm2, 1,035 nm) (Fujise et al., 2022). The recoil-frame
photoelectron angular distribution (RFPAD) showed that the
dissociative tunneling ionization occurs more efficiently when
the electric field points from F to C than the opposite, which is

consistent with the prediction by WFAT for the tunneling
ionization (see also Figure 8).

Previous studies on spatially oriented OCS showed that the
tunneling ionization yields exhibit different angular dependence
in linearly polarized and circularly polarized laser fields
(Holmegaard et al., 2010; Hansen et al., 2012) as in the present
case, where the tunneling ionization is enhanced at different
directions of the applied electric fields in the molecular frame.
For circularly polarized fields, a significant enhancement of
tunneling ionization was observed when the electric fields were
applied from C to S along the molecular axis, while the linearly
polarized fields favor the tunneling ionization from the direction
perpendicular to the axis. The discrepancy was discussed in terms of
electron rescattering and the involvement of electronic excitation
(Hansen et al., 2012), as well as orbital modification (Murray et al.,
2010) and multielectron effects (Majety and Scrinzi, 2015) in the
ionization process. These effects can, in principle, be involved in the
present case of CF4 to explain the deviation between the
experimental and theoretical results in Figure 9B. Furthermore,
Figure 7 suggests that the energy shifts of eigenorbitals formed by
the Stark interaction becomes large enough to induce mixing
between HOMO and HOMO-1, for example, at a field intensity
F ≥ 0.06 a.u. in the molecular orientation in Figure 7B. This would
result in additional polarization (field-induced deformation) of the
ionizing orbitals, which affects the ionization rate (Matsui et al.,
2021) but is not considered in the calculation of the structure factors
in Figure 6.

Because the directional ejection of the fragments involves
both ionization and fragmentation, post-ionization interaction
with the laser fields (Endo et al., 2019; Endo et al., 2022) is

FIGURE 8 | Angular distributions P(θs) calculated for the eigenorbitals, ϕA, ϕB, and ϕC, in the ω-2ω laser field with the relative phase ϕ = 0, (A) PA(θs), (B) PB(θs), (C)
PC(θs), and (D) the sum ΣP(θs) for HOMO and (E) PA(θs), (F) PB(θs), (G) PC(θs) and (H) ΣP(θs), for HOMO-1. Note the difference in the scaling of the polar plots for HOMO
and HOMO-1.

FIGURE 9 | (A) Phase dependence of the asymmetry parameter A(ϕ)
calculated for HOMO and HOMO-1 with the acceptance angle of θ0 = 45°. (B)
Total asymmetry parameter compared with the experimental parameter for F
fragment, AF(ϕ), calculated at Iω+2ω = 1.4 × 1014 W/cm2 (solid) and 3.0 ×
1014 W/cm2 (gray), in comparison with the corresponding experimental
results (circle and square, respectively).

Frontiers in Chemistry | www.frontiersin.org April 2022 | Volume 10 | Article 8578638

Hasegawa et al. Asymmetric Dissociative Tunneling Ionization of CF4

50

https://www.frontiersin.org/journals/chemistry
www.frontiersin.org
https://www.frontiersin.org/journals/chemistry#articles


another important factor to consider. The post-ionization
interaction in ω-2ω laser fields has been extensively studied
with H+

2 (Ray et al., 2009; Wanie et al., 2015). The dissociative
ionization shows a clear dependence on the relative phase ϕ.
The H+ ejection direction is determined by the quantum
interference between the pathways associated with
excitation and deexcitation between the 1sσg and 2pσu states
of H+

2 by absorption or emission of ω and 2ω photons. This
results in the spatial asymmetry of H+ ejection dependent on
both phase ϕ and KER. The quantum interference effect can
also manifest itself in circularly polarized laser fields when the
tunneling electron is detected in coincidence with H+ (Wu
et al., 2013). It appears as the distortion of the molecular-frame
photoelectron angular distribution (MFPAD). As for CF4, the
RFPADs recorded for the dissociative ionization in Eq. 3 in
circularly polarized fields exhibited clear dependences on both
the helicity of circularly polarized laser fields and the KER 1.
The observed results are interpreted in terms of the laser-
induced coupling between the electronic states, depending on
the phase of the rotating electric fields in the molecular frame.
The coupling between the ground state X2T1 and the excited
state A2T2 through non-adiabatic population transfer in the
alternating laser electric fields was suggested as a possible
dynamics contributing to the helicity dependence. In the
present case of the two-color laser fields consisting of 800
and 400 nm for ω and 2ω, the energy differences between the
states and the A2T2 and B2E states are close to the photon
energy of h] = 1.5 and 3.1 eV of the present ω and 2ω fields (see
Figure 4), which further facilitates such coupling to modify the
asymmetry of the fragmentation through quantum
interferences.

4 SUMMARY

In the present study, we investigated the directional fragment
ejection of CF4 in dissociative ionization, CF4 → CF+3 + F + e−,
in linearly polarized ω-2ω ultrashort intense laser fields (1.4 ×
1014W/cm2, 800 and 400 nm) by three-dimensional ion
momentum imaging. The CF+3 fragment distribution exhibited a
clear dependence on the relative phase ϕ between the ω and 2ω laser
fields, showing that the CF+3 ions tend to be ejected to smaller electric
field sides of the two-color laser fields. The observed results indicated
that the asymmetric ejection of the CF+3 ion or the F fragment can be
manipulated by the relative phase of the ω-2ω intense laser fields. To
understand the mechanism of the directional fragment ejection, the
tunneling ionization rates were calculated by the weak-field
asymptotic theory (WFAT) incorporating the Stark interaction in
the triply degenerated orbitals of HOMO and HOMO-1. It was
shown that the contributions from the HOMO-1 (4t2) are even
larger than those fromHOMO (1t1). The inverted order is attributed
to the large structure factor of HOMO-1, which is governed
essentially by the shape of the MO. The observed momentum
distribution of CF+3 and the KER spectrum supported that both
the X1T1 and A

2T2 states contribute to the dissociative ionization of
CF4 in the ω-2ω intense laser fields.

In contrast, WFAT showed that the ionization yield sum
becomes larger when the electric field points from F to C along
the one of the C-F axis to predict a phase-dependent
asymmetry parameter A(ϕ) being π out-of-phase to the
experimental one. The difference between experimental and
theoretical results could be attributed to additional distortion
of molecular orbitals by mixing between HOMO and HOMO-
1, as well as to the other processes proposed in the previous
studies. The post-ionization process is another possible source
of different phase dependence. The direct coupling between
the electronic states of CF+4 by non-adiabatic transitions
between the orbitals would cause constructive and
destructive interference of the dissociating nuclear
wavepackets to make the four C-F bonds inequivalent in
dissociation. The present study demonstrated the feasibility
of applying strong-field coherent control of directional
fragment ejection to a symmetric polyatomic molecule in Td

symmetry. Several factors need to be considered to fully
understand the selective breaking of C-F bonds in the
dissociative tunneling ionization, even though ultrafast
dissociation occurs on the repulsive potential surfaces after
the ionization.
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Ionization of HCCI Neutral and Cations
by Strong Laser Fields Simulated With
Time Dependent Configuration
Interaction
H. Bernhard Schlegel*, Paul Hoerner and Wen Li

Department of Chemistry, Wayne State University, Detroit, MI, United States

Strong field ionization of neutral iodoacetylene (HCCI) can produce a coherent
superposition of the X and A cations. This superposition results in charge migration
between the CC π orbital and the iodine π-type lone pair which can be monitored by strong
field ionization with short, intense probe pulses. Strong field ionization of the X and A states
of HCCI cation was simulated with time-dependent configuration interaction using singly
ionized configurations and singly excited, singly ionized configurations (TD-CISD-IP) and
an absorbing boundary. Studies with static fields were used to obtain the 3-dimensional
angular dependence of instantaneous ionization rates by strong fields and the orbitals
involved in producing the cations and dications. The frequency of charge oscillation is
determined by the energy separation of the X and A states; this separation can change
depending on the direction and strength of the field. Furthermore, fields along the
molecular axis can cause extensive mixing between the field-free X and A
configurations. For coherent superpositions of the X and A states, the charge
oscillations are characterized by two frequencies–the driving frequency of the laser field
of the probe pulse and the intrinsic frequency due to the energy separation between the X
and A states. For linear and circularly polarized pulses, the ionization rates show marked
differences that depend on the polarization direction of the pulse, the carrier envelope
phase and initial phase of the superposition. Varying the initial phase of the superposition at
the beginning of the probe pulse is analogous to changing the delay between the pump
and probe pulses. The charge oscillation in the coherent superposition of the X and A
states results in maxima and minima in the ionization yield as a function of the
superposition phase.

Keywords: HCCI+, iodoacetylene cation, strong field ionization, coherent superposition, time-dependent
configuration interaction, pump-probe

INTRODUCTION

Producing and probing ultrafast electronic wave packets are important topics of attosecond
spectroscopy and have attracted much attention in the past decade. A few atomic and molecular
systems have been shown to exhibit coherent electronic motions in the few to tens of femtoseconds
range. (Smirnova et al., 2009; Goulielmakis et al., 2010; Calegari et al., 2014; Kraus et al., 2015).
Various experimental techniques have been developed to achieve excellent temporal resolution and
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these include attosecond transient absorption, attosecond pump-
IR probe, high harmonic spectroscopy, and attosecond streaking.
(Kienberger et al., 2004; Eckle et al., 2008; Smirnova et al., 2009;
Goulielmakis et al., 2010; Calegari et al., 2014; Winney et al.,
2017). Strong field ionization (SFI) plays an important role in
most of these developed techniques owing to its sub-cycle timing
arising from the high nonlinearity of the process. SFI has been
used either as a pump pulse to excite the electronic superposition
or as a probe to detect the wavepacket motion. A simple
extrapolation would suggest it might be possible to employ SFI
in both steps to produce and probe electronic dynamics. In this
article, computational simulations were carried out to explore SFI
of a molecule undergoing coherent electronic dynamics.
Iodoacetylene, HCCI, is selected as the model system. The
superposition between the X and A states of HCCI cation has
been studied previously using high harmonic spectroscopy and
advanced modeling. (Kraus et al., 2015; Ding et al., 2017; Jenkins
et al., 2018; Jia et al., 2019a; Jia et al., 2019b; Jia and Yang, 2022).
However, due to the limited probing range of HHS, the wave
packet motion beyond the first three femtoseconds has not been
studied. Recent theoretical investigations suggested the coherence
will rapidly dephase after 5 fs and even rephase at a later time. (Jia
et al., 2019a; Jia et al., 2019b; Jia and Yang, 2022). Therefore, a
new probing method with attosecond time resolution and a long
probing range is needed. Here we show theoretically that SFI and
second ionization implemented with few-cycle laser pulses can
indeed follow the electronic wave packet motion and thus offer a
long range attosecond probing method. Furthermore, our
investigation reveals detailed and complex electronic dynamics
associated with a SFI probe, which involves laser driven dynamics
as well as intrinsic electronic dynamics.

Recent reviews discuss theoretical and computational methods
for describing electron dynamics and ionization in strong laser

fields. (Posthumus, 2004; Ishikawa and Sato, 2015; Nisoli et al.,
2017; Goings et al., 2018; Li et al., 2020; Palacios and Martin,
2020). One and two electron systems can be treated accurately by
solving the time dependent Schrodinger equation. For multi-
electron systems, the single active electron (SAE) approximation
and the strong field approximation (SFA) are often used.
Orientation dependent ionization rates can be modelled with
molecular Ammosov-Delone-Krainov (Tong et al., 2002) (MO-
ADK) and weak-field asymptotic theory (Tolstikhin et al., 2011)
(WFAT). More detailed descriptions of ionization by intense laser
fields require numerical simulations of the electron dynamics.
Methods for time dependent electronic structure methods have
been reviewed recently. (Nisoli et al., 2017; Goings et al., 2018; Li
et al., 2020; Palacios andMartin, 2020). Two approaches that have
been used successfully to simulate strong field ionization for
multi-electron polyatomic systems are real-time integration of
time-dependent density functional theory (Chu and Chu, 2001;
Chu, 2010; Hellgren et al., 2013; Lopata and Govind, 2013;
Provorse and Isborn, 2016; Bruner et al., 2017; Sandor et al.,
2018) (rt-TDDFT) and time-dependent configuration interaction
(TD-CI). (Krause et al., 2005; Rohringer et al., 2006; Krause et al.,
2007; Klinkusch et al., 2009; Greenman et al., 2010; Tremblay
et al., 2011; Krause et al., 2014; Krause and Schlegel, 2015a). In
these approaches, ionization is treated by removing the outgoing
electron density using a complex absorbing potential. (Kosloff
and Kosloff, 1986; Santra and Cederbaum, 2002; Muga et al.,
2004; Krause et al., 2014; Krause and Schlegel, 2015a; Sommerfeld
and Ehara, 2015).

In previous work, we have used time-dependent configuration
interaction with a complex absorbing potential to study strong
field ionization. (Krause et al., 2014; Krause and Schlegel, 2015a;
Krause and Schlegel, 2015b; Hoerner and Schlegel, 2017; Hoerner
and Schlegel, 2018; Winney et al., 2018; Lee et al., 2020). In

Graphical Abstract | Time-dependent configuration interaction simulations of the electron dynamics in coherent superpositions of the X and A cation states of
HCCI show marked differences in the strong field ionization rates by intense, 2 cycle probe pulses that depend on the initial phase of the superposition and on the carrier
envelope phase.
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particular, we have used TD-CIS to examine the angular
dependence of strong field ionization of haloacetylenes, HCCX
(X = F, Cl, Br, and I). (Hoerner and Schlegel, 2018). The present
study examines some aspects of coherent electron dynamics in
HCCI cations that can be generated by intense laser pump pulses
and probed by strong field ionization using intense,ultra-short
pulses. To provide some background of the electronic behavior of
HCCI+ in intense fields, the angular dependence of strong field
ionization of the X and A states are studied with a static field and
fixed nuclei. Next, the coherent superpositions of the X and A
states of the cation are examined for the field free case and for
strong field ionization by a static field. The purpose of the static
field studies is to help understand the electronic response HCCI
cations in strong fields. The time-dependent electron dynamics
for strong field ionization by very short linearly and circularly
polarized probe pulses are simulated for the X and A states of
HCCI cation and their coherent superpositions. Nuclear
dynamics leads to dephasing which modulates the electron
dynamics. (Ding et al., 2017; Jenkins et al., 2018; Jia et al.,
2019a; Jia et al., 2019b; Jia and Yang, 2022). This is addressed
in a separate paper by Jia and Yang in this collection of articles on
electronic and nuclear dynamics of molecules in intense laser
fields. (Jia and Yang, 2022). The focus of the present paper is on
the use of strong field ionization to probe the electron dynamics
of HCCI+. To minimize the effects of decoherence caused by
nuclear motion during the pulse, the probe pulses are limited to
two cycles (2.66 fs FWHM).

COMPUTATIONAL METHODS

The electronic wavefunction is propagated with the time-
dependent Schrödinger equation (atomic units are used
throughout the paper).

iZ
z

zt
Ψ(t) � Ĥ(t)Ψ(t) � [Ĥel − �̂μ · �E(t) − i V̂

absorb]Ψ(t) (1)

Ĥel is the field-free non-relativistic electronic Hamiltonian. The
interaction with the intense electric field is treated in the
semiclassical dipole approximation, where �̂μ is the dipole
operator and �E is the electric field. Ionization is modeled with
a complex absorbing potential (CAP), -iVabsorb, as described in
our earlier papers. (Krause et al., 2014; Krause and Schlegel,
2015a; Krause and Schlegel, 2015b; Hoerner and Schlegel, 2017;
Hoerner and Schlegel, 2018; Winney et al., 2018; Lee et al., 2020)
The total absorbing potential for the molecule is equal to the
minimum of the values of spherical absorbing potentials centered
on each atom. Each spherical potential begins at 3.5 times the van
der Waals radius of each element (RH = 9.544 bohr, RC = 12.735
bohr, RI = 14.882 bohr), rises as sin((π/2)(R–R0)/(R1-R0))

2 to 10
hartree at approximately R1 = R0 + 28 bohr and is equal to 10
hartree for R > R1. The decrease in the norm

2 of the wavefunction
is taken as the total ionization yield. The instantaneous ionization
rate is calculated as the rate of decrease in the norm2 and can be
related to the matrix elements of the absorbing potential.

rate(t) � −z〈Ψneutral(t)|Ψneutral(t)〉/z t
� 2
Z
〈Ψneutral(t)|Vabsorb|Ψneutral(t)〉 (2)

The matrix elements of Vabsorb can be written in terms of the
molecular orbitals to give the contribution of individual
molecular orbitals to the total ionization rate. (Lee et al., 2020).

For simulations of the ionization of neutral HCCI with TD-
CIS, the wavefunction includes the Hartree-Fock reference
determinant and all distinct α→α and β→β single excitations
from the active orbitals,

Ψneutral(t) � ∑
I�0

CI(t)|ΨI〉 � c0Ψ0 +∑
ia

cai Ψa
i +∑

�i�a

c�a�i Ψ�a
�i (3)

where β orbitals are indicated by an overbar. Simulations of the
ionization of HCCI cations were carried out with TD-CISD-IP.
(Lee et al., 2020) The CISD-IP wavefunction (Golubeva et al.,
2009) includes singly ionized determinants, Ψx, constructed by
removing an electron from each of the active orbitals of the
neutral molecule and all α→α and β→β single excitations from
these determinants,

Ψcation(t) � ∑
I�0

CI(t)|ΨI〉 � ∑
x

cxΨx +∑
�x

c�xΨ�x +
∑
iax

caixΨa
ix +∑

ia�x

cai�xΨa
i�x +∑

�i�ax

c�a�ixΨ�a
�ix +∑

�i�a�x

c�a�i�xΨ�a
�i�x

(4)

The hole density for the cation is the difference of the one
electron densities of the neutral and the cation. Movies of the hole
density are useful for examining the electron dynamics in a laser
field. Aspects of the electron dynamics of the cations can also be
followed by looking at occupied-occupied elements of the density
matrix (for the field strengths considered here, the other elements
of the cation density matrix are much smaller). For a CISD-IP
wavefunction, the occupied-occupied block of the one electron
density matrix in terms of molecular spin orbitals is given by

ρocci,j � δi,j − cpjci −∑
ka

ca p
jk c

a
ik (5)

As in our previous studies, (Krause et al., 2014; Krause and
Schlegel, 2015a; Krause and Schlegel, 2015b; Hoerner and
Schlegel, 2017; Hoerner and Schlegel, 2018; Winney et al.,
2018; Lee et al., 2020), the exponential of the Hamiltonian is
used to propagate the time-dependent wavefunction. For a
linearly polarized pulse, a Trotter factorization is employed to
compute the exponential.

Ψ(t + Δt) � exp(−i ĤΔt)Ψ(t)
C(t + Δt) � exp(−iHelΔt/2) exp(−VabsorbΔt/2)

× WT exp(i E(t + Δt/2) dΔt)W
× exp(−VabsorbΔt/2) exp(−iHelΔt/2)C(t)

(6)

WDWT = d are the eigenvalues and eigenvectors of the transition
dipole matrix D in the field direction. The matrices
exp(−iHelΔt/2), exp(−VabsorbΔt/2), W and d need to be
calculated only once at the beginning of the propagation
because they are time independent. Likewise, the product U =
exp(−VabsorbΔt/2) WT is formed once at the beginning of the
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propagation. The only time dependent factor is
exp(i E(t + Δt/2) dΔt); this exponential can be calculated easily
because d is a diagonal matrix. A propagation step for a linearly
polarized pulse with fixed nuclear positions involves two full matrix-
vector multiplies (U and UT) and three diagonal matrix-vector
multiplies (exp(−iHelΔt/2) and exp(i E(t + Δt/2) dΔt)).

The corresponding Trotter factorization for a circularly
polarized pulse involves two oscillating fields

C(t + Δt) � exp(−iHelΔt/2) exp(−VabsorbΔt/2)
× WT

2 exp(i E2(t + Δt/2) d2 Δt/2)W2

× WT
1 exp(i E1(t + Δt/2) d1 Δt)W1

× WT
2 exp(i E2(t + Δt/2) d2 Δt/2)W2

× exp(−VabsorbΔt/2) exp(−iHelΔt/2)C(t)

(7)

where W1D1W1
T = d1 and W2D2W2

T = d2 are the eigenvalues
and eigenvectors of the transition dipole matrix D1 and D2 in the
two orthogonal field directions. A propagation step for a
circularly polarized pulse with fixed nuclei involves four full
matrix-vector multiplies and five diagonal matrix-vector
multiplies.

The present methodology has been tested in an earlier paper
(Krause et al., 2014) and satisfactory agreement was obtained in
comparisons with the results for ionization of hydrogen atom and
H2

+ calculated with grid-based methods. (Hehenberger et al.,
1974; Hermann and Fleck, 1988; Bandrauk et al., 2012). While
grid-based methods are limited to one and two electron systems,
the TDCI approach can be applied to many-electron, polyatomic
molecules. Unlike the strong field approximation (SFA) and
single active electron (SAE) approximation, the TDCI
calculations include exchange interactions of the ionizing
electron, and the dynamics of the remaining valence electrons.
Because the propagation uses the exponential of the Hamiltonian,
a fairly large time step of Δt = 0.05 au (1.2 as) can be used. In
similar simulations, reducing the time step by a factor of 2
changed the ionization yield by less than 0.01%. (Hoerner and
Schlegel, 2017). Once the initial eigenvectors and matrix
exponentials are calculated, the cost of the propagation steps is
O(N2) compared to O(N3) for real-time integration of TD-DFT.
(Li et al., 2020).

Directional information for ionization was obtained by
examining the ionization rate in a static field. Abruptly

turning on a strong field can cause extensive non-adiabatic
excitation. A practical approach to avoid non-adiabatic
excitations involves ramping up the electric field slowly
and calculating the instantaneous ionization rate when the
field has reached a constant value. (Hermann and Fleck,
1988). The instantaneous ionization rate was calculated
after 800 au (19.35 fs) using

E(t) � Emax(1 − (1 − t

tramp
)4) for 0≤ t≤ tramp,

E(t) � Emax for t≥ tramp

(8)

with tramp = 533 au = 12.90 fs.
Simulations of strong field ionization of HCCI cations with

linearly polarized light used a 2 cycle 800 nm (ω = 0.057 au) pulse
in the xz plane with a sin2 envelope,

E(t) � Emax sin(ωt/4)2 cos(ωt) for 0≤ωt≤ 4π,
E(t) � 0 forωt≥ 4π

(9)

for HCCI aligned with the z axis. Simulations with circularly
polarized light used a 2 cycle 800 nm pulse in the xz plane with a
sin2 envelope (FWHM = 2.66 fs).

Ex(t) � Emax sin(ω t/4)2[−cos(ω t) cos(γ) − sin(ω t) sin(γ)]
Ez(t) � Emax sin(ω t/4)2[cos(ω t) sin(γ) − sin(ω t) cos(γ)]
for 0≤ω t≤ 4π, Ez(t) � Ex(t) � 0 forω t≥ 4π

(10)
Emax is the maximum value for the electric field and γ

determines the direction of the field at the maximum of the
pulse. The electric fields for Eqs 8–10 are shown in Figure 1.

A locally modified version of the Gaussian software
package (Frisch et al., 2019) was used to calculate the
CAP integrals needed for the TDCI simulation. The TDCI
simulations were carried out with an external Fortran95
code. Mathematica (Mathematica 12, 2019) was used to
analyze the simulations and plot the results. Movies were
prepared with VMD. (Humphrey et al., 1996). The CC, CH,
and CI bond lengths used for HCCI were 1.0542, 1.1819, and
1.9982 Å, respectively. HCCI was placed on the z axis with
the iodine in the -z direction. All of the simulations were

FIGURE 1 | (A) Shape of the electric field used to obtain the instantaneous ionization in a static field (Eq. 8), (B) 2 cycle linearly polarized 800 nm pulse with a sin2

envelope (Eq. 9), and (C) 2 cycle circularly polarized 800 nm pulse with a sin2 envelope (Eq. 10) showing x and z components in green and red, respectively.
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carried out with fixed nuclei. The aug-cc-pVTZ basis set
(Dunning, 1989; Woon and Dunning, 1993; Peterson et al.,
2006) was used for H and C; the aug-cc-pVTZ-PP basis set
with pseudopotential was used for iodine. (Peterson et al.,
2003). These basis sets were augmented with a set of
additional diffuse functions placed on each atom to
describe the electron dynamics during the ionization
process and to ensure adequate interaction with the CAP.
(Krause et al., 2014; Hoerner and Schlegel, 2017). This
“absorbing basis” consisted of four s functions with
exponents of 0.0256, 0.0128, 0.0064, and 0.0032; four p
functions with exponents of 0.0256, 0.0128, 0.0064, and
0.0032; five d functions with exponents of 0.0512, 0.0256,
0.0128, 0.0064, and 0.0032; and two f function with an
exponent of 0.0256 and 0.0128. The time-dependent
wavefunction for HCCI included all excitations from the
highest σ orbital and two highest π and π* orbitals to all
virtual orbitals with orbital energies less than 3 hartree, for a
total of 2,621 configurations for HCCI neutral and 18,530
configurations for HCCI cations. For studies with a static
field, Emax = 0.033 au was optimal for neutral HCCI and
0.055 au for the cation, while Emax = 0.075 au and 0.080/

�
2

√
=

0.0566 au were used for ionization of the cation with linear
and circularly polarized pulses, respectively. Smaller values
of Emax yielded too little ionization of the neutral and the X
state of the cation; larger values lead to artifacts in the
angular dependence of the ionizations of the cations.

RESULTS AND DISCUSSION

The angular dependence of the instantaneous ionization rate of
neutral HCCI in a static field obtained with TD-CIS simulations is
shown in Figure 2 along with the highest occupied σ, π and πp

orbitals of HCCI. The π and πp orbitals are the in-phase and out-
of-phase combinations of the CC π orbitals and the iodine π-type
lone pairs. When the field has reached a constant value, the shape
of the instantaneous ionization rate and the total ionization yield
both resemble the nodal structure of the highest occupied πp

orbital. Similar shapes were found with WFAT calculations.
(Tolstikhin et al., 2011). Partitioning the instantaneous
ionization rate into orbital contributions (Lee et al., 2020)
shows that ionization is predominantly from the πp orbital
leading to the ground state of the cation, the X state (see
Figure 2B). The π orbital is 0.1 hartree lower in energy and
contributes to a lesser extent. Removal of an electron from this
orbital leads to the lowest excited state of the cation (the A state).
The iodine σ-type lone pair orbital is 0.2 hartree lower in energy
than the πp orbital and does not contribute significantly to
ionization at this field strength. Ionization of HCCI by a
strong field can result in a coherent superposition of cation
states, mainly the X and A states. The ratio of the calculated
ionization rates of the X and A states is 3.9 when averaged over
the angles, in good agreement with the experimental ratio of 4.3
for the populations of the superposition of the X and A states
found in the analysis of the HHG spectra. (Kraus et al., 2015).

FIGURE 2 | (A) Angular dependence of the instantaneous ionization rate for neutral HCCI in static field of 0.033 au. (B) 2-Dimensional slice showing the total
ionization rate (black) and contributions from the σ, π, and πp orbitals (blue, green and red, respectively). (C)Highest occupied σ, π and πp orbitals of HCCI and their orbital
energies (in hartree).
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The experimental energies for the vertical ionization from the
neutral to the X and A states of the cation are 9.71 and 11.94 eV,
respectively. (Allan et al., 1977). Ionization energies calculated by
Koopmans theorem are just the negative of the orbital energies
(9.99 and 12.70 eV, resp.); these values are in reasonably good
agreement with experiment because of a cancellation of errors
caused by the neglect of orbital relaxation and electron
correlation effects. Electron propagator theory (Ortiz, 1996)
(EPT) treats both relaxation and correlation, resulting in
improved ionization potentials (9.89 and 12.22 eV, resp. with
the aug-cc-pVTZ-PP basis set). EOMIP/CCSD calculations give
even better agreement with experiment. (Kraus et al., 2015).
However, EPT and EOMIP/CCSD cannot be used in TDCI
simulations of the cations since thousands of excited states are
needed to model the electron dynamics of strong field ionization.
Spin unrestricted CIS could be employed, but this results in
different orbitals for the X and A states. As an alternative, the TD-
CISD-IP approach can be used to treat the dynamics of the
ground and excited states of the cation on an equal footing. The
CISD-IP ionization energies (8.55 and 10.76 eV with aug-cc-
pVTZ-PP plus the absorbing basis) are about an eV too low
because they include some orbital relaxation but little correlation.
However, the difference in the energies of the X and A states is the

most important factor for the dynamics of a superposition of
these states. The difference in the CISD-IP ionization energies,
2.21 eV, is in very good agreement with the experimental
difference, 2.23 eV.

The electron density of the field-free X cation is cylindrically
symmetrical with a hole in one of the degenerate πp

± orbitals
(Figure 3A). The ionization from the X cation to the dication is
dominated by removing an electron from πp∓ , the other orbital of
the degenerate pair (red curve in Figure 3B); contributions from
the lower lying π± orbitals are smaller (blue curve). For HCCI
aligned with the z axis, sequential strong field ionization of HCCI
in a static field, or by linear and circular pulses with the electric
field in the xz plane will favor cations and dications with
electron hole densities localized in the xz plane, i.e. loss of
electrons from the πx and πp

x orbitals. The three-dimensional
angular dependence of the ionization rate for the X (�πp −1

x )
cation is shown in Figure 3C. The largest contribution comes
from the �πp

y orbital. If only ionization in the xz plane is
considered, removing an electron from the πpx orbital
makes the largest contribution, yielding a (πp−1x , �πp−1

x )
dication (red curve in Figure 3D). Ionization from the πx
and �πx orbitals make somewhat smaller contributions (blue
curve).

FIGURE 3 | Three-dimensional angular dependence of the instantaneous ionization rate for the ground state of the HCCI cation in a static field of 0.055 au for (A) the
X (�πp −1+ ) cation and (C) the X (�πp −1

x ) cation. Total ionization rates in the xz plane in black and contributions from ionizing the πp orbitals in red and from the π orbitals in blue
for (B) the X (�πp −1+ ) cation and (D) the X (�πp −1

x ) cation.
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FIGURE 4 | Three-dimensional angular dependence of the instantaneous ionization rate for the first excited state of the HCCI cation in a static field of 0.055 au for
(A) the A (�π −1+ ) cation and (C) the A (�π −1

x ) cation. Total ionization rates in black and contributions from ionizing the πp and �πp orbitals in red (i.e. yielding the ( �π−1 , πp−1) and
( �π−1 , �πp−1 ) doubly ionized configurations), contributions yielding the ( πp−1 , �π −1

y ), (�πp−1 , �π−1y ), ( π−1 , �πp−1y ), and (�π−1 , �πp−1y ) doubly ionized configurations in blue, the ( π−1 ,
�πp−1
x ) configurations in orange and the ( πp−1 , πp−1 ), ( πp−1 , �πp−1 ), and (�πp−1, �πp−1) configurations in green for (B) the A (�π−1+ ) cation and (D) the A (�π −1

x ) cation.

FIGURE 5 | Field-free coherent superposition of the X (�πp −1
x ) and A (�π −1

x ) cations of HCCI. Hole density for (A) X + A, (B) X + i A and (C) X − A (a movie of the hole
density is available in Supplementary Figure S1 of the Supporting Information). (D) Density matrix elements for the πx and πpx orbitals. (E) Hole density for the C=C π
orbital (π − πp ) and the Ilp orbital (π + πp ). (F) Z component of the dipole moment.
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The angular dependence of the ionization rate for the A state
of the cation with a hole in the �π orbital is shown in Figure 4
along with the orbital contributions. Because the A state is 2.2 eV
higher than the X state, its ionization rate is considerably higher.
As expected, the largest contribution to ionization comes from
removing an electron from the πp orbitals (red curve in Figures
4B,D). Because of large transition dipole matrix elements
between the π and πp orbitals (0.88 au), the component of the
electric field aligned with the molecular axis mixes the X and A
field-free states. As discussed above, the component from the X
state ionizes mainly from πp orbitals, yielding a dication with 2
electrons removed from the πp orbitals (green curve in Figures
4B,D). There is also some ionization of the A (�π−1x ) cation along
the molecular axis from the iodine end (blue curve). The

partitioning of this ionization rate into orbital contributions
indicates that it involves ionization from the πy and πp

y
orbitals when the field is aligned with the molecular axis. This
component becomes considerably larger for higher field
strengths.

In the field-free case, the X (�πp −1
x ) and A (�π −1

x ) cations are
stationary states, but a coherent superposition of these X and A
cations results in a hole density that oscillates continuously
between the iodine π-type lone pair and the CC π bond, as
shown in Figures 5A–C (a movie is available in Supplementary
Figure S1 of the Supporting Information). The density for the π
and πp orbitals is shown in Figure 5D. The charge oscillation can
be seen readily by examining the hole density for the C=C π
orbital and the π-type Ilp orbital, plotted in Figure 5E. The charge

FIGURE 6 | Ionization of the X (�πp −1
x ) and A (�π −1

x ) states by static electric field ramped up to 0.055 au. (A,B) The ionization rate for the field along the molecular axis
and ionization from the iodine end (blue) and the hydrogen end (green), perpendicular to the molecular axis (black) and at 45° to the molecular axis from the iodine end
(red). (C,D) CI coefficients for the X and A configurations (red and green, resp.) in the normalized wavefunction for the time-dependent X and A states, for the field along
themolecular axis and ionization from the iodine end. (E,F)Density matrix elements for the πx and πpx orbitals for the field along themolecular axis and ionization from
the iodine end for the X and A states, respectively. A movie of the hole density for the X state is available in Supplementary Figure S2 of the Supporting Information.

FIGURE 7 | Ionization of the X + A ( �πp −1
x + �π −1

x ) coherent superposition by a static electric field ramped up to 0.055 au. (A) The ionization rate for the field along the
molecular axis and ionization from the iodine end (blue) and the hydrogen end (green), perpendicular to the molecular axis (black) and at 45° to the molecular axis from the
iodine end (red). (B) CI coefficients for the X and A configurations (red and green, resp.) in the normalized wavefunction for the X + A coherent superposition for the field
along the molecular axis and ionization from the iodine end. (C) Density matrix elements for the πx and πpx orbitals for the field along the molecular axis and ionization
from the iodine end (a movie of the hole density is available in Supplementary Figure S2 of the Supporting Information).
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oscillation can also be seen by monitoring the dipole moment,
Figure 5F. The period of the oscillation, 1.87 fs, is determined by
the 2.21 eV energy difference between the X and A states. The
CISD-IP wavefunctions for the field-free cations involve a small
amount of mixing between the pure (�πp −1

x ) and (�π −1
x )

configurations Ψ(X) = 0.95 (�πp −1
x ) - 0.14 (�π −1

x ) and Ψ(A) =
0.93 (�π −1

x ) + 0.16 (�πp −1
x ))

In a finite static field, the field-free X and A states are generally
no longer stationary. Figures 6A,B show the X and A states for a
number of directions of a static field that is ramped up to a
constant value of 0.055 au (a movie of the hole density for the X
state is available in Supplementary Figure S2 of the Supporting
Information). As expected, the ionization rate for the higher lying
A state is considerably larger than for the X state. When the field
has a component along the molecular axis, the X and A
configurations interact through a large transition dipole matrix
element. This mixing of the X and A states produces the
oscillation of the ionization rate seen in Figures 6A,B. Because
the X and A states have different dipole moments and
polarizabilities, the finite field affects the energy difference
between the two states and hence changes the oscillation
frequency (e.g. compare the different directions shown
Figure 6A and see Supplementary Figure S12 of Kraus et al.,
2015). The square of the CI coefficients shown in Figures 6C,D
are the populations of the field-free configurations (see Eq. 4). For
the field along the molecular axis and ionization from the iodine
end, the CI coefficient squared for the X configuration decreases
from an initial value of 1 to an average of 0.64 and the coefficient
squared for the A configuration increases from 0 to an average of
0.18; complementary behavior is seen for the A state. The density
matrix elements in terms of the field-free π and πp molecular
orbitals are shown in Figures 6E,F. The ρ(π, π) and ρ(πp, πp)
matrix elements (i.e., populations of the π and πp molecular
orbitals) become nearly equal and average to a constant value of

1.5. For the X state, the off-diagonal ρ(π, πp) rises to 0.5 and
accounts for a shift of the electron density toward the CC π bond;
the converse behavior is seen for the A state.

The coherent superposition of X + A in a static field is shown
in Figure 7 (a movie is available in Supplementary Figure S2 of
the Supporting Information). Similar results were found for the
X − A superposition. As expected from the field-free case, the
electron hole moves between the iodine π-type lone pair and the
CC π bond resulting in oscillations of the ionization rate for all
field directions. Like the X and A states individually, the
oscillation frequency for X + A ionization rate depends on the
magnitude and direction of the field. After the field has reached a
constant value, there is a noticeable decrease in the ionization rate
from the iodine end of the molecule (red and blue curves in
Figure 7A). The CI coefficients of the X and A configurations for
ionization from the iodine end are plotted in Figure 7B. The X:A
ratio changes from an initial value of 1:1 to an average value of 1:
0.9 by the end of the simulation because the A state is ionized
more rapidly than the X state. Since the ionization from the iodine
end is 5–10 times higher for the A state than for the X state,
(compare Figures 6A,B), the decrease in the relative population
of the A state accounts for the decrease in the total ionization rate
seen in Figure 7A. The density matrix elements are shown in
Figure 7C. The average value of the off-diagonal ρ(π, πp) matrix
element increases from 0 to 0.12 by the end of the simulation as a
result of the increasing fraction of the X configuration. The
amplitude of the oscillations of ρ(π, πp) decreases from ±0.5 at
zero field strength to ±0.1 when the field reaches a constant value.
When simulations of the coherent superposition of X + A are
carried out in the absence of ionization (e.g., no absorbing basis),
the X:A ratio does not change and the average value of ρ(π, πp)
remains zero; this supports the conclusion that the decrease in the
rate observed in Figure 7A is due to the more rapid ionization of
the A configuration.

FIGURE 8 | (A) Comparison of the ionization yield (decrease in |Ψ |2) for the X + A coherent superposition (red) with the incoherent superposition of X and A (black
dashed); the ionization yields for X and A states individually are in green and blue, respectively. (B) Comparison of the instantaneous ionization rate for the X + A coherent
superposition (red) with the incoherent superposition of X and A (1:0.9 ratio, black) averaged over the last 2 fs of the simulation; maximum and minimum rates for X + A
during the last 2 fs of the simulation shown as dashed red lines (same simulation parameters as in Figure 7).
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The ionization yield (decrease in |Ψ |2) for the X + A coherent
superposition was found to be nearly equal to the ionization yield
for the incoherent superposition of X and A, Figure 8A. Since the
yield is the integration of the rate over the pulse, it is not very

sensitive to fluctuations in the ionization rate caused by the
coherent superposition of the states. The instantaneous rates
for the superposition oscillate strongly and at different
frequencies for different directions, as seen in Figure 7A. The

FIGURE 9 | (A,B) Ionization rate for the X and A cations in a 2 cycle linearly polarized 800 nm pulse with Emax = 0.075 au aligned parallel and perpendicular to the
molecular axis (X in red, A in green). (C,D)CI coefficients for the X and A configurations (red and green, resp.) in the normalized wavefunctions for the X (�πp −1

x ) and A (�π −1
x )

states with the pulse aligned parallel to the molecular axis with ionization mainly from the iodine. (E,F) Density matrix elements for the πx and πp
x orbitals in the X and A

states for the pulse alignedwith themolecular axis (the orange traces are proportional to the electric field). Amovie of the hole density is available inSupplementary
Figure S3 of the Supporting Information.

FIGURE 10 | (A,B) Ionization rate for coherent X + A and X − A superpositions for a 2 cycle, 800 nm linearly polarized pulse with Emax = 0.075 au aligned parallel and
perpendicular to the molecular axis (incoherent average of X and A in black dashed). (C,D) CI coefficients for the X and A configurations (red and green, resp.) in the
normalized wavefunction for polarizations parallel and perpendicular to themolecular axis. (E,F)Density matrix elements for the πx and πpx orbitals for polarizations parallel
and perpendicular to the molecular axis (the orange traces are proportional to the electric field). A movie of the X + A hole density for a pulse parallel to the molecular
axis is available in Supplementary Figure S3 of the Supporting Information.
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angular shape of the minimum and maximum of the
instantaneous rates for X + A (shown as dashed red lines in
Figure 8B, obtained from the last 2 fs of the simulation) have
characteristics of the shapes for ionizing the πp orbitals in the A
state (see Figure 4D). The average of the ionization rates for the
coherent superposition of X + A is in good agreement with the
rates for the incoherent superposition of X and A, when
accounting for the change in the relative populations of X and
A at the end of the simulation.

A summary of the static field studies includes the following
observations: 1) There is a strong directional dependence of the
ionization rate and yield that is governed by the shape and energy
of the orbitals being ionized. 2) The large transition dipole
between the X and A states causes significant mixing between
these states when the field has a component along the molecular
axis. 3) The strong field alters the CI coefficients and electron
density distribution for the X and A states. 4) For a coherent
superposition of the X and A states, the field can alter both the
magnitude and frequency of the charge oscillation. These
observations can be used to help interpret the simulations of
HCCI+ subject to short, intense probe pulses that are linearly and
circularly polarized.

The ionization rates of the X and A cations in a 2 cycle linearly
polarized pulse oriented parallel and perpendicular to the
molecular axis are plotted in Figures 9A,B (a movie of the
hole density for the X state is available in Supplementary
Figure S3 of the Supporting Information). Like the static field
case, a linearly polarized pulse along the molecular axis causes
strong mixing between the X and A configurations in the time-
dependent wavefunctions during the pulse, as can be seen in the
plot of the CI coefficients and density matrix elements versus time
in Figures 9C–F. The fact that the time dependence of the CI
coefficients and density matrix elements of the A state are nearly
mirror images of the X state indicates that HCCI+ is behaving like
a two-state system, as was found in earlier simulations. (Kraus
et al., 2015). The strong fields in these very short pulses cause both
polarization along the molecular axis during the pulse and the
population transfer between the X and A configurations by the

end of the pulse. Figures 9C–F show that the mixing between the
X and A configurations and oscillations in the electron density do
not simply follow the period of driving the laser pulse (2.66 fs) but
also contain components arising from the superposition of the X
and A states (period of 1.87 fs for the field-free case). This is more
evident for longer pulses (see Supplementary Figure S4 of the
Supporting Information). Because the pulse produces a
superposition of the X and A states, the oscillation in the
ρ(π, πp) density matrix element continues after the pulse.
Polarization and population transfer are considerably less for
other alignments of the pulse that have smaller components along
the molecular axis. When the pulse is perpendicular to the
molecular axis, there is no mixing between the X and A states
because the transition dipole between these states is zero by
symmetry for this direction.

The response of the X + A and X − A coherent
superpositions in a 2 cycle, linearly polarized pulse is
shown in Figure 10 (a movie for X + A is available in
Supplementary Figure S3 of the Supporting Information).
The ionization rates for the X + A and X − A deviate quite
noticeably from the X and A states averaged incoherently.
Furthermore, simulations starting from the X + A and X − A
superpositions differ significantly, indicating there is also a
strong dependence on the initial phase of the superposition.
The CI coefficients of the X + A coherent superposition for a
pulse aligned parallel to the molecular axis, Figure 10C, show a
combination of two oscillations, reflecting the frequency of the
laser pulse and the intrinsic frequency of charge oscillation of
the superposition seen in the field-free case. Like the CI
coefficients, the density matrix elements (Figure 10E) also
show a combination of two frequencies during the pulse but
return to the single frequency seen for the superposition in the
absence of a field. By the end of the pulse, the CI coefficients for
the X and A configurations differ from their initial values
because the pulse has caused significant population transfer
between the states, as was seen earlier in both experiment and
simulations. (Kraus et al., 2015). Calculations in the present
study show that the nature of this population transfer depends

FIGURE11 | Ionization rate as a function of time and the initial phase of the superposition (X + eiϕA) for a 2 cycle linearly polarized 800 nm pulse with Emax = 0.075 au
for polarizations (A) parallel and (B) perpendicular to the molecular axis.
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not only on the initial phase of the superposition, but also on
the length of the pulse, the carrier envelope phase (CEP), the
field strength, and the pulse orientation. For example, a pulse
perpendicular to the molecular axis does not cause any
interaction between the X and A states (Figure 10D). The

small response in the CI coefficients reflects the polarization
perpendicular to the molecular axis through interactions with
higher lying states. Because the perpendicular field does not
affect the X + A superposition, the oscillations of the density
matrix elements (Figure 10F) and the dipole moment (not

FIGURE 12 | (A,B) Ionization rate for the X and A cations in a 2 cycle circularly polarized 800 nm pulse with Emax = 0.0566 au with the carrier envelope maximum
parallel and perpendicular to the molecular axis (X in red, A in green). (C,D) CI coefficients for the X and A configurations (red and green, resp.) in the normalized
wavefunctions for the X (�πp −1

x ) and A (�π −1
x ) states with the carrier envelopemaximum parallel and perpendicular to the molecular axis. (E,F)Density matrix elements for the

πx and πpx orbitals in the X and A states with the carrier envelope maximum parallel to the molecular axis (the orange traces are proportional to the electric field). A
movie of the hole density is available in Supplementary Figure S5 of the Supporting Information.

FIGURE 13 | (A,B) Ionization rate for X + A and X − A coherent superpositions for a 2 cycle, 800 nm circularly polarized pulse with Emax = 0.0566 au with the carrier
envelope maximum parallel and perpendicular to the molecular axis (incoherent average of X and A in black dashed). (C,D) CI coefficients for the X and A configurations
(red and green, resp.) in the normalized wavefunction for X + A with the carrier envelope maximum parallel and perpendicular to the molecular axis. (E,F) Density matrix
elements for the πx and πpx orbitals for X + A (the orange traces are proportional to the electric field). A movie of the hole density is available in Supplementary
Figure S3 of the Supporting Information.
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shown) are essentially the same as the field-free case
(Figure 5).

In a pump-probe experiment, the initial ionization of
neutral HCCI by a pump pulse can produce a coherent
superposition of the X and A cations. In the time delay
between the pump and probe pulses, the phase of the
superposition evolves with a field-free period of 1.87 fs.
Thus, varying the pump-probe delay is equivalent to
varying the initial phase of the superposition at the
beginning of the probe pulse. Figure 11 shows the time
dependence of the ionization rate and as a function of the
phase of the superposition (X + eiϕ A) for polarizations parallel
and perpendicular to the molecular axis. The ionization rates
show clear maxima and minima with the variation of the initial
phase (equivalent to the variation of the pump-probe time
delay). The total ionization yield also shows corresponding
maxima and minima with the variation of the initial phase. For
a pulse perpendicular to the molecular axis (Figure 11B), the
electron density migrates at the field-free rate and the
maximum in the ionization rate occurs when the electron
density on iodine is highest at the peak in the field. For a
pulse parallel to the molecular axis (Figure 11A), the density
starts to migrate at the field-free rate but is increasingly driven
by the laser field as the intensity grows. As a result, the peak in
the ionization rate is shifted to a different initial value of the
superposition phase.

The ionization rates for the X and A cations by a 2 cycle
circularly polarized pulse are shown in Figure 12. The field
rotates in the xz plane and the CEP is chosen so that the
maximum in the field is either parallel to the molecular axis (z
axis) with ionization from the iodine end or perpendicular to
the molecular axis with the field rotating toward the iodine.
Figures 12C,D indicate that the mixing between the X and A
configurations is largest mid-pulse when the field is aligned
with the molecular axis. There is some population transferred
between the X and A configurations by the end of the pulse.
The ionization rates for a coherent superposition of the X and

A states in a circularly polarized pulse are plotted in
Figure 13. Similar to a linear pulse, there is a significant
difference in the peak ionization rate for the X + A and X − A
superpositions. The CI coefficients and the density matrix
elements show a combination of two oscillations, reflecting
the frequency of the laser pulse and the intrinsic frequency of
charge oscillation of the superposition.

Analogous to the linear case, ionization of a coherent
superposition of the X and A states of HCCI+ with a 2 cycle
circularly polarized pulse varies with the initial phase of the
superposition and with the carrier envelop phase, as shown
in Figure 14. The rotating electric field drives the electron
dynamics in a more complicated fashion than for a linearly
polarized pulse. The variation can be understood with the
help of the angular dependence of ionization in a static field
discussed earlier. For the chosen parameters of the circularly
polarized pulse, the electric field rotates in a clockwise
direction for Figures 3D, 4D. When the maximum in the
carrier envelope phase is parallel to the molecular axis and
ionization is from the iodine end, the rate is a maximum at
rotations of the field 45° before and after the molecular axis.
This accounts for the two ridges seen in Figure 14A. The
location of the maximum rate with respect to the initial
superposition phase is similar to the linear case, Figure 11A,
and depends on the interaction between the intrinsic charge
migration dynamics and the driving laser field. When the
maximum in the carrier envelope phase is perpendicular to
the molecular axis and the field is rotating toward the iodine,
the ionization rate has only one primary ridge. This occurs
approximately 45° after the maximum when the field is
aligned with the iodine π-type lone pair orbital (see
Figures 3D, 4D). Because the electric field for the parallel
and perpendicular cases affects the migration of the electron
density differently, the maximum in the ionization rate
occurs at different values for the initial superposition
phases (corresponding to different pump-probe delay
times).

FIGURE 14 | Ionization rate as a function of time and the initial phase of the superposition (X + eiϕ A) for 2 cycle circularly polarized 800 nm pulse with Emax = 0.0530
au with the carrier envelope maximum (A) parallel and (B) perpendicular to the molecular axis.
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SUMMARY

The electron dynamics and strong field ionization of HCCI
neutral and cations in intense laser fields have been simulated
using time-dependent configuration interaction with a
complex absorbing potential. Ionization of neutral HCCI
occurs from the πp and π orbitals, producing the X and A
states of the cation, respectively. Use of a static field reveals the
3-dimensional angular dependence of strong field ionization
and the orbitals involved in producing the cations and
dications. Ionization of the neutral by a pump pulse can
produce a coherent superposition of the X and A cations
which results in charge oscillation between the CC π orbital
and the iodine π-type lone pair. This migration can be
monitored by ionizing with ultrashort probe pulses. Under
field-free conditions, the frequency of charge oscillation is
determined by the energy separation of the X and A states.
However, the oscillation of the electron density is affected by
the subsequent strong field ionization of the cations to
dications by intense probe pulses. For fields along the
molecular axis, strong field ionization of the individual X
and A states causes extensive mixing between the X and A
configurations resulting in charge oscillation between the CC
π orbital and the iodine π-type lone pair during the pulse. For
a coherent superposition, the oscillation of the charge shows
two frequencies–the driving frequency of the laser field and
the intrinsic frequency due to the energy separation between
the X and A states. Strong field ionizations with linear and
circularly polarized pulses show marked differences in the
ionization rates that depend on the initial phase of the
superposition, the polarization direction and the carrier
envelope phase. Scanning the initial phase of the
superposition is analogous to changing the delay between
the pump and probe pulses. The charge oscillation resulting
from the coherent superposition of the X and A states is seen
in the variation in the ionization yield as a function of the
initial phase of the superposition. Linearly polarized probe
pulses perpendicular to the molecular axis do not affect the
superposition and the charge oscillation frequency is the same
as the field-free case. For linearly polarized pulses parallel to
the molecular axis and for circularly polarized pulses, there is
strong polarization along the molecular axis and the dynamics
of the charge oscillation depends on the driving laser field as
well as the intrinsic frequency resulting from the coherent
superposition.

Finally, we briefly comment on the feasibility of experimental
implementation of using strong field ionization to probe

electronic wave packets. The proposed two-cycle laser pulses
are indeed practical as single- or sub-cycle (FWHM) pulses
have been produced with either a hollow-core fiber
compressor or pulse synthesizer. (Hassan et al., 2016; Liang
et al., 2017; Timmers et al., 2017). Our calculations also
utilized pulses with fixed carrier-envelop phases. A technique
for measuring the absolute CEPs of ultrashort pulses has been
recently developed. (Debrah et al., 2019). While the ionization
yield variation detection might require orientation of the
molecules in space, it is rather straightforward to achieve this
with an electron-ion coincidence method (Winney et al., 2018) in
which the recoil momentum of the dissociated ion can be used to
measure the orientation of molecules. Therefore, all necessary
techniques that are needed to implement the current study are
now available. The advantage of the proposed approach lies in its
superb time resolution as well as an extended delay range, which
will be crucial for studying electron wave packet decoherence and
recoherence dynamics.
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Intense Laser Pulse Interaction With
Graphene and Graphene Ribbons
F. H. M. Faisal*

Department of Physics, Universität Bielefeld, Bielefeld, Germany

In this work we investigate quantum mechanically the interaction of an intense ultrashort
laser pulse with the graphene monolayer as well as with the armchair graphene ribbons of
different widths. We consider a tight binding (TB) Hamiltonian of the monolayer graphene
and give two rules for deriving the dispersion relations of the armchair graphene ribbons of
any width, N, from the TB eigenvalues of the monolayer. The band structure of the
monolayer and the armchair ribbons of different widths are discussed with illustrations. The
time-dependent wavefunctions of the systems and the expectation values of interest are
determined by solving the coupled equations of the band amplitudes “exactly”
(numerically). First, simulations are made for the population excitation in the conduction
band (CB) from the valence band (BV), the VB-CB interband correlation (or “coherence”),
the intraband, the interband and the total currents in the monolayer graphene. The
graphene currents are compared with the corresponding currents induced in an
armchair ribbon (width, N = 3). The change from the 2D monolayer to the 1D ribbon
shows a remarkable transition of the dominance of the intraband current that leads to a
near steady total current in the monolayer, to a dominance of the interband current in the
ribbon that induces an oscillatory current in the ribbon beyond the pulse duration. The
difference observed might be a combined effect of the “confinement” in one dimention and
a finite band-gap minimum in the case of the ribbon. However, this transition should be
further investigated for better clarity. A brief comparison of the radiation spectra emitted
from themonolayer and from the ribbon is alsomade. They show a grossly similar structure
and a relative insensitivity with respect to the detailed structure of the targets chosen. This
might be due to the dominance of virtual continuum-continuum transitions, to and from the
bands states, that lie behind the fundamental quantum process of high harmonic
emissions. Lastly, the dependence of the charge currents, induced in a ribbon of unit
width (N = 1), on the carrier-envelope-phase (CEP) of the incident laser pulse is
investigated. It is seen that the shape of the main part of the current produced in the
ribbon can be fully reversed by changing the CEP of the ultrashort laser pulse from 0 to π.
More generally, it is suggested that the pulse shape of the charge carriers in the ribbon
could be designed by similarly tailoring the form of the vector potential of the incident
laser pulse.
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1 INTRODUCTION

Graphene is a two dimensional hexagonal one-atom-thin
monolayer of carbon atoms that shows remarkable material,
electrical and optical properties (e.g. Castro Neto et al. (2009))
with much potentials for future applications. The study of the
interaction of intense laser light with monolayer graphene and
theoretical and experimental investigations of the emission of
high harmonic radiation from them began quite sometime ago
(e.g., Faisal and Kaminski (1997); Ghimire et al. (2011); Faisal
(2011); Faisal (2013); Schubert et al. (2014); Luu et al. (2015);
Vampa et al. (2015); Liu et al. (2017); Sivis et al. (2017);
Yoshikawa et al. (2017)). Investigations of the nature of
electric currents in graphene generated by intense laser pulses
have also made considerable progress (e.g. Kelardeh et al. (2015),
Higuchi et al. (2017), Ernotte, et al. (2018), Heide et al. (2020). For
example, ballistic electric currents and sub-optical cycle
“Stueckelberg oscillations” in graphene monolayers induced by
ultrashort lasers have been observed recently by Hommelhoff and
collaborators (Higuchi et al. (2017); Heide et al. (2020)). A
ramarkable progress had been reported recently by
Karakachian et al. (2020) in synthesising high quality armchair
graphene ribbons having finite widths. Their methodmakes use of
the side walls of 6H-SiC mesa structures to epitaxially grow the
armchair ribbons of different widths on them, while the ARPES
technique was used to investigate the electronic structure of the
sub-bands of armchair ribbons that revealed the presence of band
gaps in most ribbons as well as a gapless pair of bands for ribbons
of certain widths (see, below). This development opens up new
prospects of further research on the effect of quantum
confinement and of potential applications of the ribbons in
semiconductor electronics, specially, where the monolayer
graphene is not directly usable due to its missing band gap.

In this work we explore (quantum mechanically) the
interactions of an intense ultrashort laser pulse with the
monolayer graphene and with armchair graphene ribbons. To
this end first we consider an analytical TB (tight binding)
Hamiltonian in the reciprocal lattice space, determine its
eigenvalues and eigenfunctions, give two simple rules for
constructing the band-system of armchair ribbons (of any
width) from the graphene bands and, briefly illustrate the
lattice structure of the monolayer graphene and of the
armchair ribbons. Next, the current and the transition dipole
operators (relevant for the study of laser interactions) are
constructed analytically from the TB Hamiltonian. The laser
interaction is introduced using the minimal coupling
prescription in the reciprocal lattice space and the time-
dependent Schrödinger equation of the interacting system is
obtained in the adiabatic representation (cf. Faisal (2011)). To
solve the equation, we expand the total wavefunction in terms of
the adiabatic eigenstates of the “instantaneous” Hamiltonian and
construct a pair of coupled dynamical equations (cf. Faisal
(2016)) for the occupation amplitudes of the valence band
(VB) and the conduction band (CB) of the interacting system.
The equations are integrated numerically “exactly” to simulate
the transition probabilities and the expectation values of the
observables of the present interest. They are used to

investigate 1) the transfer of population from the VB to the
CB, 2) the induced VB-CB correlation (or “coherence”), 3) the
ultrashort charge-currents generated both in the monolayer
graphene and in the armchair graphene ribbons, as well as, 4)
the radiation emitted from the generated charge-currents. Finally,
the possibility of controlling the shape of the generated ultrashort
charge-currents by choosing the incident laser pulse suitably is
also considered for the case of an armchair ribbon of unit width
(N = 1). The results of the simulations for the monolayer and the
ribbons are presented, compared and discussed, with graphical
illustrations.

2 THEORETICAL MODEL

The lattice structure of a two dimensional graphene monolayer is
illustrated schematically in Figure 1. The upper part of the figure

FIGURE 1 | Lattice structure of a graphene monolayer. The upper part
shows a 2D hexagonal carbon lattice with two (red, black) interpenetrating
triangular Bravais sub-lattices. The unit cell (rhombus) has two atoms per cell
(red, black). The nearest neighbour distances from one atom (red) are
(d1, d2, d3); aCC is carbon-carbon bond length, a � ��

3
√

aCC = lattice constant =
0.246 nm = 4.649 [a.u.]. Note the “armchair” structure along the horizontal
axis and the “zik-zak” structure along the vertical axis. The lower part of the
figure shows the first Brillouin zone with symmetry points (Γ,M) and the Dirac
points (K−, K+).
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shows the hexagonal honeycomb carbon lattice with two (red and
black) interpenetrating triangular Bravais sub-lattices. A unit cell
with two atoms per cell is also outlined (the rhombus in the
figure). The 2D lattice vectors are defined by a1 �
{a/2, �

3
√

a/2}, a2 � {a/2,− �
3

√
a/2} where, a = |a1| = |a2| is the

lattice constant. The nearest neighbour (nn) distances from one
atom (red) of the cell are
d1 � {0, a/ �

3
√ }, d2 � {a/2,−a/(2 �

3
√ )}, d3 � {−a/2,−a/(2 �

3
√ )}.

They define the complex “geometric” factor h(k) � ∑3
j�1eik·dj

with, |d1| = |d2| = |d2| = aCC, the carbon-carbon bond length,
and,K± = ±{4π/(3a), 0} are the two non-equivalent “Dirac points”
of band degeneracy (see, below). Note that the lattice constant
a � �

3
√

aCC. The lower part of the figure shows the first Brillouin
zone, along with the symmetry points Γ and M, as well as the
Dirac points (K−, K+). The “armchair” structure of the horizontal
edge and the zik-zak structure of the vertical edge of the
monolayer graphene sheet are to be noted here.

The graphene monolayer is often theoretically modelled by a
symmetric TB Hamiltonian near the Dirac points where the
energy dispersion relations and the energy bands are linear
and symmetric (see, e.g. review Castro Neto et al. (2009)).
Most responses of graphene to weak static and/or low
frequency fields are dominated by this domain of the Brillouin
Zone (BZ). We point out that also for the laser fields in the near
infrared wavelength (800 nm) and at an intensity of 1 TW/cm2, as
used in this work, we tested (following the suggestion of an
anonymous referee) and found no significant effect of the band
asymmetry with non-zero overlap integral s0 = 0.129, as in this
work, and s0 = 0 for the symmetric bands. This is apparently due
to the high values of the dipole operator in the vicinity of the
Dirac points (cf. Figure 6) where the bands are essentially
symmetric and linear (cf. Figure 2).

Assuming two carbon atoms per unit cell (red and black dots
in the rhombus of Figure 1), each described by a pz-orbital
oriented perpendicular to the graphene plane and, taking only the
nearest neighbour (nn) interactions, the stationary wavefunction
ψ(k) of the graphene monolayer can be written as a linear
combination of the two Bloch functions associated with the
two pz orbitals (per cell). We may then apply the variational
principle as usual to construct the expectation value of the energy
operator H0, and arrive at the following 2 × 2 variational matrix
equation (e.g. Saito et al. (1998); McCann (2012)) with respect to
the two amplitudes associated with the two Bloch functions, ψ(k)
= {ψ1(k), ψ2(k)} as well as the energy of the least bound pz
orbital, ϵ2p:

H0 k( )ψ k( ) � ES k( )ψ k( ) (1)
where H0(k) is a 2 × 2 matrix with elements

H0
11 k( ) � ϵ2p

H0
12 k( ) � −g0h k( )

H0
21 k( ) � −g0h

p k( )
H0

22 k( ) � ϵ2p

(2)

The complex geometric factor h(k) can be expressed by its real
amplitude f and phase χ as:

h(k) � f(k)eiχ(k)
f(k) � (h21(k) + h22(k))1/2
h1(k) � 2 cos( kya

2
�
3

√ )cos(kxa/2)
h2(k) � sin(kya/ �

3
√ ) − 2 sin( kya

2
�
3

√ ) cos(kxa/2)
χ(k) � arctan(h2(k)

h1(k))

(3)

where, g0 is the “hopping” integral (the nearest neighbour
interaction matrix element); the lattice constant a � �

3
√

aCC
and, aCC is the carbon-carbon bond length. The 2 × 2 overlap
matrix S is defined by its elements

S11 � 1
S12 � s0h k( )
S21 � s0h

p k( )
S22 � 1

(4)

where, s0 is the dimensionless overlap integral. In this work we
have followed the convention (e.g. Saito et al. (1998); McCann
(2012)) of fixing the energy origin for the bands by setting the
unperturbed energy of the pz-orbital ϵ2p = 0 (a possible limitation
of this convention would be considered elsewhere); we also adopt
the parameter values g0 = 3.033 eV, s0 = 0.129, and the C-C bond
length aCC = 0.142 nm, quoted therein (with the lattice constant
a � �

3
√

aCC = 0.246 nm).
Before proceeding further, we note that Eq. 1 is not a proper

Schrödinger equation, due to the fact that S is not a unit matrix
and, hence, H0 is not a proper Hamiltonian. We may, however,
obtain a proper Hamiltonian by operating Eq. 1 with the inverse
of S, from the left, and define the present TB Hamiltonian by H ≡

FIGURE 2 | A 1D cut of the band structure of graphene monolayer along
the kx-axis, with ky =0. The lower lying valence band (VB, blue) and the upper
lying conduction band (CB, orange) are degenerate at the two Dirac points
(along the kx-axis at ± 4π

3a � ± 0.9[ 1
Bohr], 1Bohr =0.0529 nm). Note that for

a non-vanishing overlap integral s0 = 0.129, the bands are linear and
symmetric near the Dirac point (but differ away from it).
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S−1H0. The associated Schrödinger equation of the system is then
given by

Hψk � Eψk (5)
where the elements of the 2 × 2 Hamiltonian matrix H

H11 � ϵ2p + g0s0f
2 k( )( )/ 1 − s20f

2 k( )( )
H12 � −g0f k( )eiχ k( )/ 1 − s20f

2 k( )( )
H21 � −g0f k( )e−iχ k( )/ 1 − s20f

2 k( )( )
H22 � ϵ2p + g0s0f

2 k( )( )/ 1 − s20f
2 k( )( )

(6)

The eigenvalues and the eigenvectors of H are easily obtained
analytically by diagonalisation:

E1 k( ) � ϵ2p − g0f k( )( )/ 1 + s0f k( )( )
E2 k( ) � ϵ2p + g0f k( )( )/ 1 − s0f k( )( ) (7)

where, k = (kx, ky) is the 2D lattice-momentum in the (x, y)-plane
of the monolayer graphene. The corresponding normalised
eigenvectors are,

ψ1 k( ) � 1�
2

√ 1, e−iχ k( )( )
ψ2 k( ) � 1�

2
√ −1, e−iχ k( )( ) (8)

We note that although for graphene the square of s0 = 0.129 is
small compared to 1, it appears in the first order in the
denominators in the eigenvalues (7) and so in principle should
be retained. These eigenvalues were first obtained by Saito et al.
(1998) from the variational equations (without requiring the
Hamiltonian (6)). Note also that if the parameter s0 is neglected
(set equal to zero) then, one obtains a pair of symmetric energy
bands. This is particularly so near the Dirac points where the
interaction with the laser field is dominant. Onemay note that with
s0 = 0.129 the energy bands are generally asymmetric and the VB

and CB have different band widths (cf. e.g. Figure 2). The
Hamiltonian matrix, Eq. 6, allows us to obtain also the other
physically relevant operators of the system analytically. For
example, the current operator Jop or, the transition dipole
operatorDop, can be obtained in useful analytic forms (see, below).

Introduction of the laser-graphene interaction in the system is
readily implemented within the present theory by the minimal
coupling prescription (see, e.g., Section 1.2, Faisal (1987)) in the
reciprocal k-space, which, in the dipole approximation, consists in
merely changing the Hamiltonian (6) by the simple substitution

k → kt ≡ k − e

Zc
A t( )( ) (9)

where, A(t) is the vector potential associated with the laser electric
pulse F(t), and is given by the definition A(t) � −c∫t

0
F(t′)dt′.

Thus, the time-dependent Schrödinger equation governing the
evolution of the interacting laser-graphene system can be written as,

iZ
d

dt
Ψk t( ) � H kt( )Ψk t( ) (10)

To solve it, we may first expand the total wavefunctionΨk(t) in
terms of the adiabatic (or,“instantaneous”) basis states ψ1 (kt) and
ψ2 (kt) of H (kt) and write:

Ψk t( ) � c1 k, t( )ψ1 kt( ) + c2 k, t( )ψ2 kt( ) (11)
We substitute it in Eq. 10 and project on to the two

orthonormalized basis states |1〉 ≡ ψ1 (kt) and |2〉 ≡ ψ2 (kt)
from the left to get the pair of coupled equations for the time-
dependent occupation amplitudes of the valence and the
conduction bands, c1 (k, t) and c2 (k, t), respectively:

iZ
d

dt
c1 k, t( ) � V11 kt( )c1 k, t( ) + V12 kt( )c2 k, t( )

iZ
d

dt
c2 k, t( ) � V21 kt( )c1 k, t( ) + V22 kt( )c2 k, t( )

(12)

FIGURE 3 | Two dimensional band structure of the monolayer graphene. The valence band (orange) and the conduction band (blue) clearly exhibit the corners of
the hexagonal Brillouin zone on them.
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with,

V11 kt( ) � ϵ2p − g0f kt( )( )/(1 + s0f kt( ) − 1
2
d

dt
χ kt( ))

V12 kt( ) � 1
2
d

dt
χ kt( )

V21 kt( ) � 1
2
d

dt
χ kt( )

V22 kt( ) � ϵ2p + g0f kt( )( )/(1 − s0f kt( ) − 1
2
d

dt
χ kt( ))

(13)

Note that a common term, −1
2

d
dt χ(kt), that appears in the

diagonal matrix elements V11 and V22 above, can be transformed
away by a unitary transformation of the amplitudes without
affecting the probabilities and the expectation values calculated
with respect to the total wavefunction of the system (and, so, are
dropped in the sequel).

2.1 Velocity Operator, Dipole Operator,
Intraband Current, Interband Current and
Total Current
The x and y components of the velocity operator are obtained in
the present theory analytically from the Hamiltonian 6) by
differentiation with respect to the components of the lattice-
momentum k = (kx, ky),

ux kt( ) � 1
Z

d

dkx
H kt( )

uy kt( ) � 1
Z

d

dky
H k t( )( )

(14)

The quantum mechanical current operator defined as Jop =
euop and the transition dipole operator can be obtained from the
velocity operator using the Heisenberg equation of motion:

Jop � d

dt
Dop � i

Z
H,Dop[ ] (15)

Taking the matrix element of the above equation between a
pair of eigenstates, |ψ1 > and |ψ2 >, with the respective
eigenvalues, E1 and E2, of H (6), one finds the useful relation,

D21 � −iZJ21/ E2 − E1( ) (16)
For the applications, the incident laser field F(t) may be

defined generally in the form F(t) � êxFx(t) + êyFy(t), where
(êx, êy) are unit polarisation vectors along the x and y axes,
respectively; the associated vector potential is given by
A(t) � −c∫t

0
F(t′)dt′. The interaction Hamiltonian, in the

adiabatic representation, for the transition dipole operator in
the so-called “length gauge” is simply,

Hint kt, t( ) � D kt( ) · F t( )
� Dx kt( )Fx t( ) +Dy kt( )Fy t( ) (17)

We point out in passing that the coupled dynamical Eq. 12
derived here using the adiabatic basis representation and the
minimal coupling prescription in the so-called “momentum
gauge” are, in fact, gauge invariant (cf. Krieger and Iafrate

(1986)). This can be ascertained by comparing the respective
time-dependent coupled equations in the two gauges (in the
present representation) and noticing that the off-diagonal
coupling matrix elements V12 (kt) and V21 (kt) in (13) are
equal to the transition matrix elements of the dipole
interaction Hamiltonian above (on performing the simple
differential operation, 1

2
d
dt � 1

2 (Fx(t) z
zkx

+ Fy(t) z
zky

) on the
phase function χ(kt) that appears in Eq. 13).

Finally, we give the expressions for the quantum mechanical
expectation value of the “current” along the x and y axes, using the
interacting total wavefunction of the system, Ψ(k, t), and
summing over the k-states of the first Brillouin zone (BZ)
including the 2-fold spin- and valley-degeneracy of graphene,
respectively gs = 2, and gv = 2:

ê · J k, t( ) � gsgv ∑
BZ

〈Ψ k, t( )|e ê · uop kt( )( )|Ψ k, t( )〉

� gsgv
L

2π
( )D

×∫
BZ
dDk |c1 k, t( )|2 Σi�x,yei〈1|ui kt( )|1〉( ){

+c2 k, t( )|2 Σi�x,yei〈2|ui kt( )|2〉( )
+2Re cp2 k, t( )c1 k, t( ) Σi�x,yei〈2|ui kt( )|1〉( )[ ]}

(18)
where ê � (ex, ey) is the unit polarisation vector.∑BZ ≡ ( L

2π)D∫BZ
(/ )dDk stands for the state-sum in the

k-space and LD, for the “volume” in the lattice-space (with D
= 2 for the monolayer graphene and D = 1 for the armchair
graphene ribbons).

We note that the first two sums on the right hand side above,
that depend directly on the occupation probability of the valence
band (VB = |1〉) and the conduction band (CB = |2〉), is often
referred to as the intraband current, while the third sum that
depends on the VB-CB correlation (or “coherence”) term is
referred to as the interband current. It is convenient for most
purposes to deal with the corresponding normalised currents
(normalised per gsgv( L

2π)D) as:
jtotal t( ) � jintra t( ) + jinter t( ) (19)

jintra t( ) � ∫
BZ
dDk |c1 k, t( )|2 Σi�x,yei〈1|ui kt( )|1〉( ){

+ c2 k, t( )|2 Σi�x,yei〈2|ui kt( )|2〉( )∣∣∣∣∣ } (20)

jinter t( ) � ∫
BZ
dDk 2Re cp2 k, t( )c1 k, t( ) Σi�x,yei〈2|ui kt( )|1〉( )[ ]{ }

(21)
We note that the normalised currents are in a. u., with

[1a.u.] � ( e
t0
)/aD−1

0 = 0.125(Cs )/nm, for the monolayer (D = 2)
and, = 6.624 × 10−3(Cs ) for the ribbons (D = 1).

To complete the definitions we also give the matrix elements
appearing above, explicitly:

〈1|ui kt( )|1〉 � − g0 + e2ps0( ) zf kt( )
zki

1 + s0f kt( )( )2
〈2|ui kt( )|1〉 � i g0 + e2ps0( )zχ k t( )( )zkif kt( )/ 1 − s20f

2 kt( )( )
〈1|ui kt( )|2〉 � −i g0 + e2ps0( )zχ kt( )zkif kt( )/ 1 − s20f

2 kt( )( )
〈2|ui kt( )|2〉 � g0 + e2ps0( ) zf kt( )

zki
1 − s0f kt( )( )2, i � x, y( ).

(22)
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For the simulations made in this work, we have solved the
coupled Eq. 12 numerically to obtain the amplitudes c1 (k, t) and
c2 (k, t). They are used to determine the total wavefunction of the
interacting system and to construct the expectation values to
investigate first the excitation of the CB population and the
interband correlation (or “coherence”). Next, the intraband
and the interband currents as well as the total current are
simulated for the case of graphene monolayer and an
armchair ribbon (width, N = 3). Also simulated are the
spectra of the radiation emitted from the monolayer and the
ribbon currents. Lastly, the effect of the so-called carrier-
envelope-phase (or, CEP) on the shape or symmetry of the

current produced in a ribbon (width, N = 1) is studied. It is
suggested that ultrashort charge-current pulses of desired shape
or symmetry might be possible to design by tailoring the vector
potential of the laser pulse similarly. The results of the simulations
carried out are illustrated graphically, and are compared, and
discussed in the next section.

3 RESULTS AND DISCUSSIONS

Unless stated explicitly otherwise, for the convenience of writing
and the numerical simulations, in the rest of the work we have

FIGURE 4 | The band structure of armchair graphene ribbons having widths N = 1, 2 and 3, are constructed using the two simple rules for the ribbons given in the
text. The full bands from the TB theory (left hand side column), as well as the approximate bands from the Dirac fermion model (right hand side column) are shown. They
agree near the middle of the bands (a Dirac point) as they should (but differ away from it). The N = 1 ribbon (“chain”) has a single (r = 1, blue) pair of “flat” bands of constant
separation along the armchair axis (horizontal y-axis); the N = 2 ribbon has two pairs of VB-CB bands, one pair (r = 2, red) is degenerate at the Dirac point; the N = 3
ribbon has three pairs of VB-CB bands, one pair (r = 2, red) has a constant separation (cf. N = 1), while another pair (r = 3, black) shows a finite band-gap minimum at the
centre as in a 1D semiconductor. Note that they follow the “m-rules”, for the occurrence of a degenerate and/or a “flat” pair of sub-bands, as given in the text.
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used the Hartree atomic units: e = m = Z = 1, c = α−1 = 137.036.
We note also that [1 a. u.] of length = a0 = 1Bohr = 0.0519 nm [1 a.
u.] of time = t0 = a0/(αc) = 24.19 as, and [1. a. u.] of e = 1.602 ×
10–19 C.

3.1 Band Structure of Graphene and
Armchair Graphene Ribbons
In Figure 2, we show a cut through the valence band (VB, blue)
and the conduction band (CB, orange) of the monolayer
graphene along the kx-axis (for ky = 0). The energy degeneracy
of the two bands are seen to occurr at the Dirac points
(kx � ± 4π

3a � ± 0.9 a. u.). Note that in the vicinity of the Dirac
points the band dispersions are essentially linear. This is similar
to the linear dispersion relation for a hypothetical relativistic free
Dirac electron of “zero mass” (hence the nomenclature, “Dirac
fermion”). If we neglect the finite overlap integral and set it to s0 =
0, the present TB Hamiltonian naturally goes over to the usual TB
dispersion relations with symmetric band widths of the VB and
CB. In Figure 3 we show the full 2D energy surface of graphene

(for s0 = 0.129) in the (kx, ky)-plane where one can also readily
recognise the hexagonal structure of the Brillouin zone of the
monolayer graphene. In this work, as indicated earlier, we also
consider the armchair graphene ribbons cut along the armchair
edge (y-axis) with a finite number of cell widths, N, along the
transverse direction (x-axis) (cf. Figure 1). The confinement of
the ribbon to a finite width along the x-axis in fact quantises the
continuum kx-states of the monolayer into a set of discrete values
that depends on the width index N (the number of cells within the
width of the “armchair ribbon”) while the ribbon’s length is
assumed to extend freely along the armchair axis (y-axis).

3.1.1 Rules for Constructing Band Dispersion
Relations for a Ribbon of a Given Width
We give below two simple, yet general, rules for obtaining the
entire system of energy band dispersion relations of the sub-
bands of the armchair graphene ribbons (of any width N):

Rule 1: An armchair ribbon of width N has N VB-CB band-
pairs, r = 1, 2, . . . , up to N.

Rule 2: The N pairs of dispersion relations of the bands can be
obtained from the eigenvalues of the monolayer graphene by the

FIGURE 5 | The dispersion relation of the N = 3 armchair ribbon (upper
part) may be seen from a different perspective (lower part) as consisting of
three “channels” of VB–CB pairs (along the armchair axis), separated by unit
widths in the transverse direction.

FIGURE 6 | The transition dipole moment operator for monolayer
graphene along the x-axis, Dx (kx, ky), in the reciprocal space (kx, ky)-plane.
Note the high positive values (upper part) and high negative values (lower part)
at the corners of the Brillouin zone. A similar behaviour holds for the
component of the dipole operator along the y-axis,Dy (kx, ky) (not shown here).
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simple substitution: kx→ kx [N, r] = (2/a) (rπ/(N + 1)), where a is
the graphene lattice constant).

They apply to the full TB dispersion relations as well as to the
Dirac fermion model (applicable near the Dirac points K). Thus,
for the Dirac fermion model of armchair ribbons we get the
following simple dispersion relations of the rth pair of bands of a
ribbon of width N:

E± N, r, qy( ) � ± vF
������������
qx N, r[ ]2 + q2y

√
,

qx N, r[ ] ≡ kx N, r[ ] − 4π
3a

( ), qy ≡ ky
(23)

where, the Dirac fermion velocity vF ≈ c/300. It is also
worth observing (cf. Karakachian et al. (2020)) that 1) for
each N = 2m + 2 (for, m = 0, or, integer), there is a degenerate
pair of VB-CB bands (with a zero band gap) and 2) for each N
= 2m + 1 (m = 0, or, integer), there is a “flat” pair of VB-CB
bands, for which the band-gap remains constant throughout
the ky-space. We may point out that such a ribbon with a flat
pair of bands provides a large number of identical “two level”
systems (rather analogous to the atomic “two level” systems
but) in a robust and compact form of an armchair ribbon. This
might be of interest for potential applications in digital/optical
systems. In Figure 4 we illustrate the band structure of the
armchair ribbons of widths N = 1, 2, and 3, as constructed from
the above rules applied to the TB eigenvalues for graphene
monolayer (left hand side column) and compare them to the
Dirac fermion model, Eq. 23, (right hand side column). It can
be seen that both the models agree near the Dirac point, qy = 0,
as they should (but differ elsewhere). The system of VB-CB
band pairs are colour coded as follows: (N = 1, r = 1)→ blue; (N
= 2, r = 1, 2)→ (blue, red) and, (N = 3, r = 1, 2, 3)→ (blue, red,
black). For example, for N = 3, there are three VB-CB pairs of
bands none of which is degenerate. However, one pair (red)
shows a band-gap minimum, as in a 1D semiconductor. The
“m-rules” 1) and 2) given above can be easily verified (for m = 0
or, 1) for the three ribbons of widths N = 1, 2, and 3, shown in
the figure. (Not surprisingly, however, the Dirac fermion
model, that applies near the Dirac point (qy = near 0), does
not maintain the parallel separation away from the band
centre, qy = 0, unlike the “flat” bands of the full TB model,
that do.) We may add that the band structure of the armchair
ribbons of width N may be also viewed as possessing N
“conduction channels”. Figure 5 illustrates this for N = 3.
The bands shown in the upper part of the figure viewed from
an alternative perspective (lower part of the figure) helps to
visualise the three “channels” along the armchair axis (for r =
1, 2, and three along the width axis).

3.2 Interaction With an Intense Ultrashort
Laser Pulse
As we have seen above, the availability of the TB Hamiltonian in
the analytic form (6) allows one to obtain the physically
interesting current operator Jop = euop (below, Eq. 14) and the
dipole operator Dop Eq. 16) for the graphene system. They
control the response of graphene and graphene ribbons to
laser fields. In Figure 6 we show an example of the
x-component of the transition dipole operator of graphene as
a function of the lattice momentum k = (kx, ky). It is clear from the
figure that the strength of the transition moment is particularly
strong near the corners of the hexagonal BZ (or the Dirac points)
in both positive (upper part in the figure) and negative (lower part
of the figure) signs of the strength.

For the simulations in this work we have generally
restricted ourselves to an intensity of 1 TW/cm2 (or, a peak
field strength F0 = 2.72 V/nm that is reasonably high
but is below the damage threshold for a monolayer
graphene Currie et al. (2011). More specifically, we have

FIGURE 7 | Illustration of a typical ultrashort near-infrared laser pulse
used for the simulations in this work (wavelength = 800 nm, peak intensity =
1 TW/cm2, CEP = 0, pulse duration = 1.5 cycles). Shown in the upper part is
the “sin2-envelope” electric field and in the lower part, the corresponding
vector potential. Vertical axis: pulse amplitude in a. u. (field strength [1 a. u.] =
514.22 V/nm), horizontal axis: pulse duration in cycles (1 cycle = T = 2π/ω):
The pulse chosen is linearly polarised parallel to the armchair edge (y-axis):
F(t) � êyFy(t) � êyF0 sin

2(π t
tp
) cos(ωt + CEP), where ê = unit polarisation

vector, F0 = peak field strength, tp = pulse duration, ω = circular frequency,
CEP = carrier-envelope-phase. The corresponding vector potential is
Ay(t) � −c ∫t

0
Fy(t′)dt′, c = speed of light in vacuum. For the simulations in this

work generally CEP = 0 is used (except for Figure 12, where the CEP-
dependence of the current in an armchair ribbon is investigated).
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FIGURE 8 | Response of a graphene monolayer to an intense ultrashort
laser pulse. Pulse parameters are: wavelength = 800 nm, peak intensity =
1 TW/cm2, pulse duration = 1.5 cycles, CEP = 0; simulation period = 3 cycles.
Top panel: normalised population excited in the conduction band (CB);
middle panel: normalised interband “coherence” (or correlation). Shown also is
the normalised interband current (bottom panel). Note the near steady
population in the CB and an oscillatory interband coherence after the pulse is
over. The interband current (being a 2D integrated sum of the interband
coherence wighted by the k-dependent current operator) shows only a mild
modulation for the 2D monolayer (in comparison with a 1D ribbon that is
confined along the width dimension (cf. also Figures 9, 10 below).

FIGURE 9 | Normalised currents induced in a monolayer graphene by
an ultrashort laser pulse (with the same pulse parameters as in Figure 7).
The upper panel: intraband current; the middle panel: interband
current. The total current is shown in the bottom panel. It is dominated
by the intraband current that shows a near steady state by the end of
the pulse, at 1.5 cycles, and after the pulse is over. The mild
modulation seen to be present could be an effect of the reduced
“coherence” (or correlation) of the interband current by the 2D
dispersion effect of the integrated sum of k-dependent interband
coherence weighted by the 2D current operator. This should be contrasted
with the possible effects of “quantum confinement” along the width
dimension and the band-gap minimum, in the case of the armchair ribbon
(cf. Figure 10).
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chosen a “sin2-envelope” for the electric field, F(t), polarised
linearly and parallel to the “armchair edge” of graphene (the
y-axis):

F t( ) � êyF0 sin
2 π

t

tp
( )cos ωt + ϕ0( ) (24)

where, F0 is the peak electric field strength, tp is the pulse
duration, ω is the circular frequency and ϕ0 is the carrier-
envelope-phase (or CEP). The corresponding vector potential
is given by,

A t( ) � −c∫t

0
F t′( )dt′ (25)

The pulse is illustrated graphically in Figure 7 (upper panel:
electric field, lower panel: vector potential; wavelength 800 nm,
intensity one TW/cm2, tp = 1.5 cycles or, 4 fs).

Note that the duration of the simulation times are extended
mostly up to twice the pulse duration (up to three cycles) with no
field present in the last 1.5 cycles. This allows one to observe the
residual response of the system after the pulse has ended.
Simulations are made for the following quantities: 1) CB
population, 2) “VB-CB correlation”, and 3) “band currents”,
and the results are presented graphically below. They are
normalised, as discussed above per unit “volume” (precisely,
per gsgv( L

2π)D, where, gs = 2, gv = 2 are the spin and valley
degeneracy factors of graphene; D = 2 for the monolayer and, D =
1 for the ribbons). As indicated above, the units of the quantities
represented are in Hartree atomic units (a.u.) (with [1a.u.] of
length = 0.0529 nm [1 a. u.] of time = 24.19 as, and [1 a. u.] of
charge e = 1.602 × 10–19 C). The normalised population transfer
to the CB and the VB-CB correlation are computed assuming an
initially fully occupied VB and an empty CB. Similar initial
conditions are assumed for the simulations of the normalised
band currents. They are computed from the following normalised
formulas (obtained from the general formulas given above).

1) Normalised CB population:

Population t[ ] � ∫
BZ
|c2 k, t( )|2dDk a.u.[ ], (26)

2) Normalised VB-CB correlation:

Correlation t[ ] � ∫
BZ
2Re c2 k, t( )pc1 k, t( )[ ]dDk a.u.[ ], (27)

The units for 1) and 2): [1a.u.] � 1
aD0

or, 357.3 1
nm2 for monolayer

graphene (D = 2), and =18.904 1
nm for the ribbons (D = 1).

3) The normalised Currents: They are simulated from the
y-component of the formulas, Eqs 19, 20 and 21. The units of the
normalised currents are in a. u. with [1a.u.] = e

t0a
(D−1)
0

; D = 2,
monolayer, D = 1, ribbons; the conversion factors to S.I. are the
same as given below Eq. 21 above.

In Figure 8 we show the population transferred to the CB of
graphene (upper panel), the interband correlation—or the VB-CB
“coherence”—(middle panel), as well as the interband current
(bottom panel). The simulation duration is extended to twice the
pulse duration (1.5 cycles) to 3.0 cycles. This allows one to
observe the behaviour of the response after the pulse is over.
The CB population is seen to increase considerably with the
passage of the pulse and attains essentially a steady state
superimposed by a mild modulation that persists after the end

FIGURE 10 |Normalised current generated in an armchair ribbon (N = 3)
by an ultrashort laser pulse (wavelength = 800 nm, intensity = 1 TW/cm2,
pulse duration = 1.5 cycles, CEP = 0; simulation period = 3 cycles). Top panel:
intraband current; middle panel, interband current; bottom panel: total
current. Note that the total current is dominated by the interband (“coherent”)
current that shows an oscillatory behaviour during and after the pulse. This
might be understood as an effect of the confinement of the ribbon along the
width dimension, resulting in a reduced band dispersion in the 1D ribbon
compared to the fully open 2D monolayer.
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of the pulse. This is to be contrasted with the oscillatory behaviour
of the interband correlation (or the VB-CB “coherence”) that
shows a sub-cycle oscillation at the end of the pulse and beyond.
We point out that sub-cycle oscillations and ballistic currents
have been studied and observed experimentally earlier by
Hommelhoff and collaborators (Higuchi et al. (2017); Heide
et al. (2020)). Note that the interband current—that
corresponds to the interband correlation weighted by the
current operator—is seen here to show only a mild
modulation about zero-current. The difference between the
strong oscillation in the interband coherence and the mild
modulation of the interband current might be an effect of the
weighted dispersion in the two dimensional k-space for the
interband current compared to the un-weighted interband
correlation. In Figure 9 we show the full current (bottom
panel) in graphene as well as the individual contributions of
the intraband current (upper panel) and the interband current
(middle panel). Conceptually, the intraband current is associated
directly with the sum of the electron-current in the CB and the
“hole”-current in the VB. The interband current (middle panel) is
associated with the interband correlation or the VB-CB

“coherence” (discussed above with respect to Figure 8). It can
be seen here that the total current (bottom panel) is dominated by
the intraband current (top panel) and reaches essentially a steady
state with a mild modulation. Note that the mild modulation of
the interband current causes the mild modulation of the total
current beyond the duration of the 1.5 cycle laser pulse.

Next, we compare the currents in the monolayer graphene
with the current in an armchair graphene ribbon. In Figure 10
we show the current generated in a ribbon of width N = 3,
having three pairs of VB-CB bands or, three “conduction
channels” (cf. Figure 5). The laser pulse chosen is the same
as in the case of the monolayer i.e. a Ti-Sapphire laser pulse at
800 nm, with a peak intensity of one TW/cm2, and a pulse
duration of 1.5 cycles. In comparison with the monolayer
case (Figure 9), the transition to the ribbon shows a
remarkable change of the dominance from the intraband
current in the 2D monolayer to a dominance of the
interband current in the 1D ribbon. The ribbon appears to
reduce the possible influence of band dispersion in 1D
compared to the open 2D monolayer. This difference might
be a result of the confinement effect as well as of the difference in
the band structure of the ribbon that has a finite band-gap
minimum. However, the same transition from a steady state
(with a mild modulation) in the monolayer current to the strong
oscillation of the current in the ribbon does not hold universally
for the ribbons (as can be seen (cf. Figure 12) from the steady
zero-current, albeit at a much reduced laser intensity = 1 GW/
cm2, in a ribbon of unit width having a pair of “flat” bands with a
wide separation, and needs further investigations for a greater
clarity.

The induced currents in graphene and the graphene ribbon
imply emissions of radiation. We, therefore, have also briefly
considered the emission spectra radiated by them.

The normalised emission spectra computed here are defined
by the frequency transform of the normalised currents as
follows:

Signal n( ) � | 1
tp
∫ tp

0
jtotaly t( )e−inωtdt|2 a.u.[ ], (28)

where, tp is the pulse duration. (We may add that the unit of the
normalised emission signal in the figure is in [a.u.] and, in S.I. it is
simply the square of the units of the normalised currents given
earlier.) We show in Figure 11 the normalised spectra of
radiation emitted from a graphene monolayer as well as by an
armchair ribbon (of width N = 3) interacting with a 1 TW/cm2,
800 nm, 1.5 cycle laser pulse (as in Figure 7). The laser is assumed
to be incident transversely to the monolayer and polarised
linearly along the armchair edge (y-axis). It can be seen that
both the spectra have similar qualitative characteristics—namely,
a high signal for the low photon orders with a rapid fall in
intensity followed by a low and broad plateau that extends to large
orders (over a hundred) of the incident photon energy. They
show a relative insensitivity to the detailed structure of the target
chosen. This is reminiscent of the relative insensitivity also of the
gross structure of the so-called “HHG” spectra of atoms/
molecules. From the quantum point of view, this insensitivity

FIGURE 11 | Emission spectra radiated by the ultrashort charge-
currents generated in the monolayer graphene (upper plot) and in a graphene
ribbon (width, N = 3) (lower plot) by a 1.5 cycles, 800 nm, one TW/cm2 laser
pulse polarised linearly parallel to the armchair edge (y-axis). Notice that
both the spectra exhibit similar characteristics i.e. a rapid fall in intensity within
a few photon orders followed by a low but broad plateau that extends over
many orders (over one hundred).
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of the gross structure of the spectra seen here might be due to the
dominance of the virtual continuum-continuum transitions
between the two band-continua, like that in the ionisation
continuum of atoms/molecules that lie behind the
fundamental HHG emission process [cf. e.g., review (Section
4.7), Becker and Faisal (2005)].

Finally, we consider the possibility of shaping the ultrashort
current of charge carriers in an armchair graphene ribbon by
tailoring the laser pulse. It has been found recently by
Hommelhoff and collaborators that the electron dynamics
in monolayer graphene can be controlled by choosing the
field strength and the phase of the laser field. Thus, they have

FIGURE 12 | Carrier-envelope-phase (or, CEP) dependence of an ultrashort charge-current generated in an armchair ribbon of unit width (N = 1) by an
ultrashort laser pulse (wavelength = 800 nm, peak intensity = 1 GW/cm2, pulse duration = 1.5 cycles, simulation period = 3 cycles). Shown are: charge-current (LHS
column); electric field (middle column); the vector potential (RHS column). Note that CEP = 0 (row 1), CEP = π (row 2), CEP = -π/2 (row 3), and CEP = π/2 (row 4). It
can be seen that the phase of the charge-current pulse is correlated with the CEP of the laser pulse. For example, the charge-current pulse is fully reversed by
changing the CEP = 0 (row 1) to CEP = π (row 2). More generally, the shape or symmetry of the main portion of the current is seen to be similar to the shape or
symmetry of the vector potential of the laser pulse. This suggests the possibility of shaping pulses of charge-carriers to a desired form by tailoring the vector potential
of the laser pulse similarly.
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observed sub-cycle Stuekelberg oscillations and field
dependent change of directions of the ballistic current in
monolayer graphene (Higuchi et al. (2017); Heide et al.
(2020)). Here we have made a brief study of the influence
of the carrier-envelope-phase (CEP) of the laser pulse on the
shape of the charge-current pulse generated in an armchair
ribbon. The results of simulations of the currents (LHS
column) are shown in Figure 12, along with the electric
field (middle column) and the vector potential (RHS
column), for four different carrier-envelope-phases of the
laser pulse: CEP = 0, π, -π/2, and π/2. Comparing the top
two rows of the figure, with CEP = 0 and CEP = π, it can be seen
that the symmetry of the ultrashort current pulse is fully
reversed on changing the CEP of the incident laser pulse
from 0 to π. More generally, the results show that the main
part of the currents for different CEPs in the ribbon follow the
shape of the vector potential of the incident laser pulse. This
suggests the possibility of shaping an ultrashort pulse of
charge-carriers in the ribbon to a desired form by tailoring
the vector potential of the incident laser pulse to mimic
the form.

4 SUMMARY

A quantum mechanical investigation of the interaction of an
ultra-short intense laser pulse with a two dimensional
monolayer graphene and with armchair graphene ribbons
of different widths is made. A TB model is used for the
graphene bands and two simple rules for generating the
system of sub-bands of the armchair graphene ribbons of
any width, N, are given and the band structures are discussed
with illustrations.

Simulations are carried out to investigate, first, the laser pulse
excitation of the CB population, the VB-CB interband
“correlation” (or “coherence”) and the currents generated in
the monolayer graphene and in an armchair graphene ribbon
(width, N = 3). It is found that the population transfer from an
initially fully occupied valence band (VB) to an empty conduction
band (CB), is seen to increase during the pulse and ends with a
finite steady population, that persists after the pulse is over. In
contrast the excitation of the interband correlation or, the VB-CB
“coherence”, shows an oscillatory behaviour both during and
after the passage of the pulse.

A comparison of the currents generated in the monolayer
graphene with the current in an armchair ribbon (of width N =
3) shows that the former is dominated by the intraband
component, that leads to a near steady rest-current with a
mild modulation. The transition to the ribbon exhibits a
remarkable change from the dominance of the intraband
current in the monolayer to the dominance of the oscillatory
interband current in the ribbon. The ribbon appears to reduce
the possible effect of band dispersion in 1D, compared to the
open 2D monolayer. The difference seen could be a combined
result of the quantum “confinement” effect to 1D as well as due

to the difference in the band structure of the ribbon having a
band-gap minimum. However, the transition to the oscillatory
ribbon current does not hold universally for the ribbons of
different widths and, thus, remains open to further
investigations in the future for greater clarity.

A brief comparison of the radiation emitted by the currents
in the monolayer graphene and the ribbon (N = 3) is also made.
They show a gross similarity and a relative insensitivity to the
detailed structure of the targets used. The emission spectra are
found to be virtually continuous in frequency and fall off
rapidly in intensity with the initial photon orders and reach
a low but broad plateau that extends over many (over a
hundred) orders of the incident photon energy. The form of
the spectra are also rather insensitive to the target chosen. This
is reminiscent of the gross structure and the relative
insensitivity to the target chosen also for the well-known
“HHG” spectra of atoms or molecules. From the quantum
point of view, this insensitivity might be due to the
dominance of the virtual continuum-continuum transitions
between the two bands, not unlike the transitions in the
ionisation continuum of atoms and molecules, that govern
the fundamental HHG emission process.

Finally, the possibility of controlling the shape of the ultrashort
current of the charge carriers in an armchair ribbon of unit width
(N = 1) by the incident laser field is briefly studied. Simulations
with different carrier-envelope-phase (CEP) of the incident laser
pulse show, for example, that the symmetry of the current in the
ribbon can be fully reversed by changing the CEP of the laser
pulse from 0 to π. More generally, the result of the simulations
made shows that themain part of the pulse of the charge-carriers
in the ribbon follows the shape of the vector potential of the
incident laser pulse. This suggests the possibility of shaping the
ultrashort pulse of charge carriers in the ribbon to a desired form
by tailoring the vector potential of the laser pulse to mimic
the form.
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Fragmentation Dynamics of Fluorene
Explored Using Ultrafast XUV-Vis
Pump-Probe Spectroscopy
D. Garg1,2†, J. W. L. Lee1,3†, D. S. Tikhonov1,4†, P. Chopra1,4, A. L. Steber1,4,5,
A. K. Lemmens6,7, B. Erk1, F. Allum3, R. Boll 8, X. Cheng1,9, S. Düsterer1, S. Gruet1, L. He9,
D. Heathcote3, M. Johny2,5,9, M. M. Kazemi1, H. Köckert 3, J. Lahl10, D. Loru1,4, S. Maclot10,11,
R. Mason3, E. Müller1, T. Mullins9, P. Olshin12, C. Passow1, J. Peschel10, D. Ramm1,
D. Rompotis1,8, S. Trippel5,9, J. Wiese9,13, F. Ziaee14, S. Bari 1, M. Burt 3, J. Küpper2,5,9,13,
A. M. Rijs15, D. Rolles14, S. Techert1,16, P. Eng-Johnsson10, M. Brouard3, C. Vallance3,
B. Manschwetus1 and M. Schnell 1,4*

1Deutsches Elektronen-Synchrotron DESY, Hamburg, Germany, 2Department of Physics, Universität Hamburg, Hamburg,
Germany, 3Chemistry Research Laboratory, Department of Chemistry, University of Oxford, Oxford, United Kingdom, 4Institute of
Physical Chemistry, Christian-Albrechts-Universität zu Kiel, Kiel, Germany, 5Center for Ultrafast Imaging, Universität Hamburg,
Hamburg, Germany, 6Van’t Hoff Institute for Molecular Sciences, University of Amsterdam, Amsterdam, Netherlands, 7FELIX
Laboratory, Radboud University, Nijmegen, Netherlands, 8European XFEL, Schenefeld, Germany, 9Center for Free-Electron
Laser Science, Deutsches Elektronen-Synchrotron DESY, Hamburg, Germany, 10Department of Physics, Lund University Lund,
Sweden, 11Physics Department, University of Gothenburg, Gothenburg, Sweden, 12Department of Chemistry, College of Natural
Sciences, Ulsan National Institute of Science and Technology, Ulsan, South Korea, 13Department of Chemistry, Universität
Hamburg, Hamburg, Germany, 14J. R. Macdonald Laboratory, Department of Physics, Kansas State University, Manhattan, KS,
United States, 15Division of BioAnalytical Chemistry, Vrije Universiteit Amsterdam, Amsterdam, Netherlands, 16Institute for X-Ray
Physics, Georg-August-Universität, Göttingen, Germany

We report on the use of extreme ultraviolet (XUV, 30.3 nm) radiation from the Free-electron
LASer in Hamburg (FLASH) and visible (Vis, 405 nm) photons from an optical laser to
investigate the relaxation and fragmentation dynamics of fluorene ions. The ultrashort laser
pulses allow to resolve the molecular processes occurring on the femtosecond timescales.
Fluorene is a prototypical small polycyclic aromatic hydrocarbon (PAH). Through their
infrared emission signature, PAHs have been shown to be ubiquitous in the universe, and
they are assumed to play an important role in the chemistry of the interstellar medium. Our
experiments track the ionization and dissociative ionization products of fluorene through
time-of-flight mass spectrometry and velocity-map imaging. Multiple processes involved in
the formation of each of the fragment ions are disentangled through analysis of the ion
images. The relaxation lifetimes of the excited fluorene monocation and dication obtained
through the fragment formation channels are reported to be in the range of a few tens of
femtoseconds to a few picoseconds.

Keywords: polycylic aromatic hydrocarbon (PAH), time-resolved spectroscopy, velocity-map imaging mass
spectrometry, ultrafast dynamics of molecules, free electron laser

1 INTRODUCTION

The rich molecular inventory of the interstellar medium (ISM) includes polycyclic aromatic
hydrocarbons (PAHs), which are estimated to constitute more than 10% of the total galactic
carbon [1–4]. UV photons present in the ISM can be absorbed by the PAHs, which can lead to
photodissociation, photoionization, photoemission, and photoelectron emission [5]. PAHmolecules
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absorb UV photons, and they relax through IR photon emission
[6]. PAHs also play an active role in the ISM through the
photoelectric effect where the photoelectrons emitted from the
PAH provide the energy to the gas and atoms in the ISM. It also
has been suggested that near the photodissociation regions
(PDRs), photolysis of these PAHs may lead to the formation
of small hydrocarbons [3, 5]. The unidentified infrared bands
(UIR), measured in the interstellar atomic hydrogen (H II) and
planetary nebula regions of the ISM, are attributed to PAHs and
their clusters in cationic or neutral form [5, 7–9] and are also
referred to as Aromatic Infrared Bands (AIBs). With radio
telescope observations, the support of laboratory experiments,
and quantum chemical calculations, the first PAH (indene) and
substituted PAHs (1-cyano-naphthalene and 2-cyano-
naphthalene) have recently been identified in the ISM [10–12].
To understand the formation of these species, various
mechanisms and hypotheses are proposed, involving small
hydrocarbons or hydrogen as precursors. These small species
might become available as the fragmentation products of other
PAHs under harsh radiations [12–14]. Understanding the
complex pathways leading to the formation of the detected
carbon-containing species extending from small-sized PAHs to
large carbonaceous species (e.g., C+

60 [15]) will provide guidance
towards finding more molecules and exploring the constituents of
the ISM in the presence of photons, ions, and electrons. One of
the ways to look into the complex chemical reactions involved in
the ISM is to study the interaction of the relevant molecules with
radiation at well defined wavelengths and observing the
dissociation products to provide insights into the possible
species present in the ISM. Knowledge of the reaction
products and the average relaxation lifetimes of the excited
species will aid astrochemical evolution models [11].

Despite the remarkable stability of PAHs, they can undergo
ionization, isomerization, fragmentation, and dissociative
ionization when exposed to high-energy radiation [16–21].
Understanding these processes is challenging for both
computational and experimental methods because a large
number of nuclear and electronic degrees of freedom are
strongly coupled when the system is highly excited and
typically enters the non-adiabatic regime, in which the Born-
Oppenheimer approximation breaks down [22–25]. The excited
species then relax on ultrafast timescales, which can be
investigated by pump-probe spectroscopy. Such ultrafast
timescales have been observed and reported by several
previous laboratory studies [16, 18, 21, 26].

Different experimental approaches exist to investigate the
fragmentation products and the fragmentation dynamics of
PAHs within different energy regimes (XUV, UV, Vis, IR) [16,
17, 20, 27–29]. The general fragmentation pattern after the
interaction of these molecules with high energy photons (a few
10 eV) shows multiple hydrogen losses and a prominent carbon
backbone fragmentation, which majorly involves an even number of
carbon atoms, for example in the form of acetylene units. The
interaction of the molecular beam with high energy photons may
also lead to double ionization of the parent molecules, which then
dissociate into twomonocations involving the loss of zero or an even
number of carbon atoms, as shown in photoelectron-photoion-

photoion-coincidence (PEPIPICO) measurements [30, 31]. In a
recent study employing recoil-frame covariance analysis of
velocity-map imaging, we observed a similar behaviour [16]. In
the ultraviolet regime, larger PAHs (more than 32 carbon atoms)
show more dehydrogenation and less carbon-carbon fragmentation
[5] than the small and medium-sized PAHs, which undergo
fragmentation affecting the carbon skeleton. Fragmentation of the
carbon skeleton could also provide information on the origin of
potential species for the hydrogen abstraction and acetylene addition
(HACA)model, which is widely suggested as a possible PAH growth
mechanism in the photosphere of the asymptotic giant branch stars,
where small hydrocarbons form large molecules and soot analogues
in the ISM [5, 32].

Here, we present the results from an XUV-Vis pump-probe
spectroscopy experiment on the PAH fluorene (FLU, C13H10,
molecular mass = 166 a.m.u.), which contains two aliphatic
hydrogen atoms. The fluorenyl cation, which is
dehydrogenated singly ionized FLU, has been reported to be
formed from various other PAHs [33–35], which points towards
its considerable stability. In a previous study, FLUmolecules were
irradiated with visible light (593 nm) and their charged clusters
were observed to undergo photo-dehydrogenation and photo-
isomerization, resulting in the formation of bowl-type structures
[36]. This “curling” mechanism was discussed as a bottom-up
step to form the fullerene-type structures that are found in the
interstellar medium [36]. The formation of stable large FLU
clusters is also interesting in the context of the “grandPAH
hypothesis,” according to which only the most stable species
are thought to survive in the photodissociation regions [37]. We
investigate the interaction of FLU with XUV radiation centered at
30.3 nm (40.9 eV), which corresponds to the helium (He) II
emission line. As the dynamics occur on femtosecond (fs)
timescales, we use femtosecond XUV pulses generated from
FLASH [38]. The resulting ionized system generated by the
XUV radiation is then probed by 405 nm (3.1 eV) visible
photons. The studies give insight into the relaxation,
dissociation, and ionization dynamics of FLU under XUV
conditions.

2 MATERIALS AND METHODS

2.1 Experiments
The experiments were performed using the CFEL-ASG Multi
Purpose (CAMP) endstation [39] at the beamline BL1 at the
FLASH1 branch of the free-electron laser with a double-sided
velocity-map-imaging (VMI) spectrometer installed at the CAMP
endstation.We used two pulsed beams (XUV andVis), operated at a
repetition rate of 10 Hz. The XUV pulses (λ = 30.3 nm, pulse
duration 80–90 fs (FWHM), which is estimated from the pulse
length of electrons [40] using the “LOLA instrument” [41]) were
provided by FLASH1 with an average pulse energy of 14.5 μJ, which
was then reduced to 1.4 μJ by two aluminium filters of thickness
100.9 nm (55% transmission) and 423.4 nm (28% transmission),
and the five beamline mirrors (resultant transmission 62%). The
second harmonic generation output of a Ti:Sapphire optical laser,
obtained using one beta-barium borate (BBO) crystal, was used as
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the Vis laser pulse (λ = 405 nm, pulse duration less than ~150 fs,
which is estimated from the fundamental beam pulse duration) with
a pulse energy up to ~390 μJ [42].

We used the VMI setup [43, 44] at the CAMP endstation [39]
to obtain the ion yields and ion momenta of the FLU parent ions
(mono-, di-, and trication) as well as fragment ions as a function
of pump-probe delay time. FLU was purchased with 98% purity
from Sigma-Aldrich and was used without any further
purification. A brief description of the experimental procedure
and setup (shown in Figure 1) is as follows. FLU with a melting
point of 116°C was heated to 200°C to produce sufficient
molecules in the gas phase. The molecular beam was produced
via supersonic expansion through a high temperature Even-Lavie
pulsed valve with opening times of a few 10 microseconds [45].
We used helium as a carrier gas at 1–2 bar backing pressure. After
passing through a pair of skimmers, the well-collimated and
internally cooled molecular beam, with the majority of the
molecules in their vibrational ground state, entered the
vacuum chamber and was irradiated by the two almost
collinear beams (XUV and Vis pulses), which crossed each
other at a small angle (~1.5°) with different delay times, Δt,
between them. The two pulses interact with the neutral molecules
perpendicularly. The ions and electrons produced by ionization
or dissociative ionization of the neutral molecules were
accelerated by an electric field along two diametrically opposed
flight tubes and detected at the microchannel plate (MCP)
detector/phosphor detector setups in the “top” and “bottom”
detector assemblies, respectively. In this work, only the ion data is
discussed.

The ion detector assembly consists of a dual MCP detector
coupled to a P47 phosphor screen that converts the position
information of each ion hit on the detector to light. A multi-mass
imaging PImMS2 sensor in a PImMS camera [46, 47] recorded
the velocity-mapped 2D ion images formed by the phosphor
screen for all the fragments and parent ions in each interaction
event. A high-resolution TOF spectrum was obtained by
recording the total signal from the MCP using a 2-GHz
analog to digital converter (model: ADQ2AC-4G-MTCA,
company: SP Devices). Similar to the ion detector assembly,
the electrons were simultaneously velocity-mapped onto a P20
phosphor screen and captured by a charged coupled device
(CCD) camera. Each experiment involved scanning over the
pump-probe delay time between the two laser pulses and
recording the ion yield (intensities of the time-of-flight mass
spectrum recorded) and ion momenta (extracted from the ion
velocity map images) at each step. In this experiment, we scanned
a range of 3 picoseconds (ps) of pump-probe delay time with
0.05 ps steps. At each delay value, ~250 measurements were
acquired in order to obtain sufficient statistics.

2.2 Analysis
The 2D ion velocity-map images captured from the PImMS
camera were fully symmetrized (top/bottom/left/right) and
then Abel-inverted to obtain the central slices of the 3D
product ion velocity distributions, using the onion peeling
method implemented in the PyAbel package available in
Python [48, 49]. Angular integration of these Abel-inverted
velocity-map ion images generated the radial distribution (in
pixels), which was converted to ion momentum using a
calibration factor determined through SIMION ion trajectory
simulations [50]. The momentum distributions were analyzed as
a function of delay time, and the resulting pump-probe delay-
time dependent ion yields were fitted using in-house developed
open source libraries and scripts [51–53]. The fitting procedure is
explained in detail in Refs. [54, 55].

The temporal overlap of the two laser pulses (t0) was extracted
after simultaneously fitting 18 different pump-probe delay time-
dependent ion yield curves, which were recorded in the same
dataset, and therefore have the same parameter t0. The resulting t0
with a fit error of 1 femtosecond was then used as a constraint
parameter to fit time-dependent ion yields of other fragments,
which were fit with multiple transient features as discussed below
for the fragment C4H+

x . The pump-probe delay time values were
corrected for the temporal overlap offset between the two pulses
and for jitter in the XUV pulse arrival time that was measured by
the beam arrival-time monitor (BAM) [56, 57]. The ion yield
intensity was also corrected for shot-to-shot FEL pulse energy
fluctuations that is described briefly in the Supplementary
Material. Covariance analysis [58] was performed on both
TOF and VMI results. The TOF measurements enabled us to
calculate TOF-TOF partial covariance. The method is explained
in detail in Ref. [59], and the results are shared in the
Supplementary Material. The two-body recoil-frame
covariance could be calculated from the VMI data, which are
discussed in the results section.

FIGURE 1 | Schematic of the experimental arrangement at the CAMP
endstation at FLASH1 (excluding the ion optics for ion and electron extraction)
[39]. The supersonically expandedmolecular beam interacts with the XUV and
Vis pulses (arriving with a delay time, Δt, between them). After interaction,
ions and electrons were velocity-mapped on the ion detector assembly (at the
top) and on the electron detector assembly (at the bottom). The paths followed
by the beams after the interaction are not shown in the figure.

Frontiers in Physics | www.frontiersin.org May 2022 | Volume 10 | Article 8807933

Garg et al. Ultrafast Dynamics of Fluorene

86

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


3 RESULTS

3.1 Time-Independent Results
3.1.1 Ionization and Fragmentation of FLU
Mass spectra obtained after the interaction of FLU with XUV
(mass spectrum in red) and Vis (mass spectrum in blue)
radiation are shown in Figure 2A. Subscript “x” depicts the
number of hydrogen atoms attached to the fragments (ranges
from 1 to 10). In the following section, we first discuss the
effect of Vis and XUV photons on FLU separately before we
evaluate their combined effects.

When FLU absorbs Vis photons, mostly single ionization
(ionization potential: 7.88 ± 0.05 eV [60]) with loss of up to
three hydrogen atoms (hydrogen dissociation energy: ~4 eV [16,
61]) and one acetylene (forming C11H+

x ) is observed. The single
hydrogen atom loss from FLU+ is found to be the second most
intense peak, FLU+ being the most intense one. As the energy
required for ionization and dissociative ionization is more than
the single Vis photon energy (3.1 eV), multi-photon processes
must be involved [16]. Consequently, several fragmentation
channels are also accessible.

The absorption of XUV photons by FLU leads to single,
double, and triple ionization. The singly and doubly charged
FLU ions show loss of up to three and four hydrogen atoms,
respectively. In the mass spectrum, the intensity of the fluorenyl
cation C13H+

9 is observed to be higher than the intensity of
C13H+

10. The major contribution of C13H+
9 to the mass

spectrum can be attributed to the conversion of an sp3

hybridized carbon to an sp2 hybridized carbon after loss of an
aliphatic hydrogen, which makes the molecule a fully conjugated
system. Since a single XUV photon has enough energy to cause
ionization and/or hydrogen dissociation, the production of the
fluorenyl cation is observed to be more intense during XUV
interaction than in the case of Vis pulse interaction that needs
multiple photons to produce the fluorenyl cation. Low abundance
of the fluorenyl cation is consistent to the observation in other
studies with rather low ~4.1 eV photon energy [62] and proton

FIGURE 2 | (A)Mass spectra shown for two different conditions: XUV only (red) and Vis only (blue), which were measured using the MCP detector. The insets are
the zoomed views of less intense fragments. (B) Differential mass spectrum calculated by subtracting the individual XUV only and Vis only spectra from the pump-probe
delay-time averaged XUV-Vis mass spectrum in order to visualize the effect of the XUV and Vis pulses.

FIGURE 3 | The momentum profiles of C2H
+
x (blue curve) and C11H

+
x

(black curve) fragments are shown for the XUV-only condition and were
acquired from the velocity-mapped ion images. Regions I and II mark ions with
low and high momentum, respectively. The momentum matches for the
two ions, indicating their co-production, which is confirmed by recoil-frame
covariance.
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impact studies [19]. Acetylene loss from the parent monocation
forming C11H+

x and from the parent dication forming C11H2+
x is

also observed. The relative abundance of C11H2+
x w.r.t C13H2+

x is
higher than that of C11H+

x w.r.t C13H+
x , which points towards a

facilitated acetylene loss from the parent dication than from the
parent monocation. The possible dissociation pathways leading
to the formation of C11H+

x and C11H2+
x and the energies involved

in dissociation of the parent mono- and dication are summarized
in the Supplementary Material.

A more prominent C2H+
x peak is observed in the XUV-only

case compared to the Vis-only condition. During interaction with
XUV photons, both the parent monocation and the dication can
dissociate to produce C2H+

x . For the parent monocation, both the
formation of the charged acetylene unit, C2H+

x (together with the
neutral partners, e.g., C11Hy, where the subscript “y” depicts the
number of hydrogen atoms in this partner fragment), and
formation of neutral C2Hx (together with charged partners,
e.g., C11H+

x ) are feasible. The parent monocation dissociation
will be reflected in the low momentum region, i.e., region I in
Figure 3, since during the dissociation of the parent monocation,
the charged fragments are recoiling from neutral fragments,
whereas the parent dication produces C2H+

x partnered by
charged C11H+

y resulting in higher momentum and increase
the signal measured in region II in Figure 3. The co-
production of these two fragment ions is indicated by the
similar momentum profiles in region II, which is confirmed by
the recoil-frame covariance (shown in Figure 4). Only a low

amount of C2H+
x is formed from FLU+, while significant amounts

are formed from the FLU2+.
The differential mass spectrum is calculated by subtracting the

individual ion yields observed in the XUV only and the Vis only
condition from the XUV-Vis pump-probe delay-time averaged
mass spectrum (shown in black in Figure 2B). The positive and
negative intensity show the increase and decrease in the ion yield,
respectively. The decrease in the ion yield of the large fragments
or the parent ion species (for example for C13H+

10, C13H2+
10 , and

C11H2+
8 ) together with the substantial increase in the fragment

intensity allude the dissociation of the large species into the
smaller fragment ions as a result of the molecular beam
interacting with the XUV and Vis pulses.

3.1.2 Ion Momenta and Covariance of Product
Fragment Ions
Recoil-frame covariance analysis was performed on the multi-
mass VMI data set to discern the correlated ions. The details of
covariance mapping can be found in Refs. [63–66]. Briefly, recoil-
frame covariance shows the velocity distribution of one ion (ion
of interest) with respect to the recoil velocity vector of another ion
(reference ion). Figure 4 shows the covariances between all
possible monocation pairs resulting from dissociation of
FLU2+. Generally, the intense spot directing opposite to the
reference ion direction indicates that the two ions (the ion of
interest and the reference ion) are created from the same parent
molecule, in a simple two-body decay. Since recoil-frame

FIGURE 4 | Each square in the dotted grid represents a two-body recoil frame covariance map of the ion of interest with respect to the reference ion, for all the
fragment ions, where the direction of the reference ion is vertically upward as also shown in the inset by the black arrow. Self-covariance of an ion with itself is omitted for
clarity. Since FLU has 13 carbon atoms, the sum of carbon atoms of the dissociation products cannot exceed 13, and therefore no covariance is expected in the upper
half. As an example, the zoomed covariance signal of C4H

+
x with the reference ion C9H

+
y is displayed in the inset. The additional subscript “y” depicts the number of

hydrogen atoms attached to the fragment, which is themomentum partner of another fragment with the number of hydrogen atoms depicted with subscript “x”. The blue
rectangle depicts multiple possible ions with which C2H

+
x could be produced, similarly the red rectangle and green square highlight the possible partners of C4H

+
x and

C11H
+
x , respectively.
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covariance demonstrates the correlated motion of the two species,
the blurred spots indicate that they are produced via a more
complex mechanism along with other (neutral or charged)
partners. It can be observed that C11H+

x (green square) is only
produced together with an acetylene ion, but that the acetylene
ion can be produced with other monocations (blue rectangle).
The TOF-TOF partial covariance map provides information on
only three of the fragmentation channels involving dissociation of
FLU2+ into C2H+

x (with C11H+
y ), C3H+

x (with C10H+
y ), and C4H+

x
(with C9H+

x ), shown in the Supplementary Material. To
summarize, the mass spectrum and the covariance analysis
help us to identify a number of major fragmentation pathways
of FLU molecules when subjected to Vis and XUV radiation. The
time-dependent results are shown in the next section to
understand the time evolution of the XUV-initiated dynamics
in FLU molecules, probed using Vis photons.

3.2 Time-Resolved Results
3.2.1 Fragmentation Channels and Their Relative
Intensities
We probed the dynamics and fragmentation pathways of
fluorene initiated by the XUV photons at different delay
times Δt using Vis photons. In the following, negative time
delays (Δt < 0) denote Vis light irradiating the FLU molecules
before the XUV pulse, and positive delays (Δt > 0) denote XUV
pulses arriving earlier than Vis pulses, where the time at which
the pulses coincide corresponds to Δt = 0. In the notation (i,j),
“i” indicates the charge state of the ion of interest, and “j”

depicts the charge state of the partner produced along with the
ion of interest. The (1,0) channel would thus correspond to a
monocation (ion of interest) recoiling against a neutral partner.
Such products will have lower momentum than in the case of
the (1,1) channel, where the monocation is recoiling against
another monocation and experiences Coulomb repulsion,
which is absent when recoiling against a neutral partner. We
specify C2H+

x , C3H+
x , C4H+

x as small fragments, C10H+
x and

C11H+
x as large fragments, and the others are considered as

medium fragments.
Figure 5A shows the delay-time averaged velocity-map ion

images for two fragments C4H+
x and C9H+

y . These images were
processed to obtain the momentum distribution as a function of
delay time shown in Figure 5B, which can be divided into three
channels: (1,0), (1,1), and (1,2) to depict low, medium, and high
momentum regions, respectively. The signal intensity is then
integrated over the momentum coordinate to generate pump-
probe delay time-dependent ion yields in these distinct channels
(green points in Figures 6C,D).

FLU undergoes single and double ionization upon interaction
with XUV photons, the resulting parent monocation and the
dication interact with the Vis probe pulse and dissociate into the
(1,0) and (1,1) channels of the fragment ions, respectively. This
dissociation is evident by a sudden decrease in signal for the
parent ions accompanied by an increase in the intensity of
fragment ions after Δt = 0. For small fragments, the (1,1)
channel is observed to be the most dominant amongst the
(1,0), (1,1) and (1,2) channels as shown in Figure 5B for

FIGURE 5 | Results for two of the fragments, C4H
+
x and C9H

+
y : (A) 2D raw velocity-mapped ion images for the two fragments. The x and y axes denote the pixels of

the PImMS camera (324 × 324). The black spots in the ion images are due to an artifact in the MCP detector. These images are later fully symmetrized and then Abel-
inverted to obtain the central slice of the 3D velocity distribution. This central slice is angularly integrated, and the resultant momentum distribution is plotted as a function
of delay time shown in (B). (B)Momentum distribution as a function of pump-probe delay for two fragment ions showing momentummatching in the (1,1) channel,
indicating their co-production in the same fragmentation reaction, which is verified by the two-body recoil frame covariance. The white vertical dotted line indicates the
overlap of the two pulses at t0.

Frontiers in Physics | www.frontiersin.org May 2022 | Volume 10 | Article 8807936

Garg et al. Ultrafast Dynamics of Fluorene

89

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


C4H+
x . On the contrary, the medium-sized fragments are observed

to be mostly produced through the (1,0) channel, shown in
Figure 5B for C9H+

y . The preference of the (1,0) channel and
(1,1) channel by medium and small-sized ions, respectively, is
explained as follows. During the dissociation of the parent
monocation, the charge is mostly carried by the larger
fragment than the smaller fragment due to higher ionization
potential energy of the smaller fragment. As a result, the medium-
sized fragments carry away the charges and are produced with
neutrals in the (1,0) channel. The dissociation of the parent
dication into the (1,1) channel is energetically favorable, which
results in the production of small fragment ions in the (1,1)
channel. Therefore, small charged ions are preferably produced
with other medium-sized ions in the (1,1) channel than being
produced in the (1,0) channel. Although the medium-sized ions
are being produced through both channels (1,0) and (1,1), the
(1,0) channel is observed to be more pronounced because of the
larger production of the parent monocations as shown in
Figure 5B. A similar trend in the preference of the channels is
shown in the Supplementary Material for other small and
medium-sized fragments.

3.2.2 Internal Relaxation Lifetimes
The experimental delay-time dependent ion yields are displayed
with green points in Figures 6C,D. The black curve shows the

final fit result, which has two major components, namely the step
function (magenta curve) and transient peaks (blue, orange, and
brown curves). The step function corresponds to the transition
from the Vis-pump/XUV-probe (negative Δt) regime to the
XUV-pump/Vis-probe (positive Δt) regime. The pronounced
increase/decrease in the ion yields are depicted by transient
peaks, which are observed in the positive Δt regions, i.e., we
observed transient features when the FLU molecules are first
pumped by the XUV photons to the singly and doubly ionized
states, and the resulting parent monocations and dications
dissociate through a number of fragmentation pathways after
interaction with the Vis pulses. The various fragmentation
channels arise from different ensembles of electronic states,
giving rise to different relaxation lifetimes for each channel. In
the following, we address the average electronic relaxation
lifetimes of FLU monocation and dication obtained from the
data on dissociation into C4H+

x through the (1,0) and (1,1)
channel. The C4H+

x ion is highlighted as an example, which
shows all the features observed across the other fragment ions.

FLU+*: After absorbing an XUV photon, the FLU monocation
may be formed in electronically excited states (FLU+*), which relaxes
over time to low-lying electronic states depicted as FLU+. The
relaxation process is probed using Vis pulses, as shown
schematically in Figure 6A. Near t0, FLU

+* may undergo two
processes, denoted by pathways (1) and (2). The Vis pulse may

FIGURE 6 | Schematics of the XUV-pump, Vis-probe regime for the monocation and dication, (A) and (B), respectively. The orange arrow depicts the relaxation of
electronically excited ions over time. The letters M and N depict other possible fragments, whichmay be produced with the fragment C4H

+
x . Ion yield dependences [in (B)]

on the pump-probe delay time for the fragment ion C4H
+
x is shown for both (1,0) (C) and (1,1) channel (D). The black curve is the final fitted curve, which is the result of

transient peaks (blue, brown, and orange) and the step function (magenta curve). In all the curves the shaded area depicts the error. (C) The downward transient
peak in the (1,0) channel depicts the transient depletion in the ion yield. (D) The (1,1) channel is fitted with three transient features, which comprises of two peaks showing
transient decrease in the ion yields (peak 1 and peak 3) and one peak indicating transient increase (peak 2).
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induce dissociative ionization, promoting FLU+* to FLU2+* that
dissociates into C4H+

x and C9H+
y [the (1,1) channel of C4H+

x ],
demonstrated by pathway (1) following the blue arrows. As a side
note, C4H+

x could also be produced with other monocations in a
(1,1,0) channel with neutral co-fragments. Another possibility is that
FLU+* can spontaneously dissociate through the (1,0) channel of
C4H+

x before the arrival of the probe pulse. The Vis pulse can ionize
the neutral fragments produced in the (1,0) channel of C4H+

x and
convert the (1,0) channel to a (1,1) channel as indicated by pathway
(2) following the green arrows. During this conversion, the two
charged fragments in the resulting (1,1) channel are still close
enough to face a strong Coulombic repulsion and must appear in
the (1,1) channel region of the momentum distribution. Upon arrival
of the Vis pulse during the evolution of the system along pathway (2),
the (1,0) channel can in principle also lead to a (2,0) channel, if the Vis
pulse ionizes the charged fragment (C4H+

x ) rather than the neutral
C9Hy, thus there may also be a conversion from the (1,0) to the (2,0)
channel. Since double ionization of the small fragment has a
comparable low probability and we do not observe this
conversion, this process is not discussed here and is not included
in the schematic. At longer delay, the FLU+* electronically relaxes
(orange arrow in Figure 6A), and the Vis pulses can only lead to
dissociation of relaxed FLU+ through the (1,0) channel [pathway (3)].

Overall, these three pathways contribute to the transient
increase in the (1,1) channel of C4H+

x (blue peak 2 in
Figure 6D), which matches the transient decrease in the (1,0)
channel of the C4H+

x yield (blue peak 1 in Figure 6C) near time
Δt = 0. The timescales of the transient peaks correspond to the
relaxation lifetime of the FLU+* electronic states, which lead to
the formation of C4H+

x in the channels described above. These
lifetimes are found to be 249 ± 10 fs and 339 ± 77 fs, for the
depletion of the (1,0) [pathway (3)] and increase in the (1,1)
channel (pathways (1) and (2) in Figure 6A, respectively). In
addition to relaxation via carbon loss fragmentation channels, the
H-loss channel also shows a transient increase, with a relaxation
lifetime of 136 ± 7 fs. All other fragments have similar transient
increase and decrease features in their (1,1) and (1,0) channels,
respectively, except C2H+

x , where the data had a significant N+
2

contamination. These are shown in the Supplementary Material.
FLU2+*: XUV photon absorption also forms FLU in an

electronically excited dication state, FLU2+*. Similar to the
processes described above, near t0 we probe a number of
dissociative pathways. Pathway (4) demonstrates dissociative
ionization of FLU2+* after interaction with Vis photons
forming FLU3+*, which dissociates through either (1,2) or
(1,1,1) channels (monocation recoiling against two other
monocations), shown in Figure 6B following the blue arrows.
The other pathway (5) depicts spontaneous dissociation of the
FLU2+* ions into the (1,1) channel, before the arrival of the Vis
pulse. The Vis pulse may lead to the formation of the (1,2) or
(1,1,1) channel of C4H+

x . If alternatively there is a sufficiently long
delay time, the FLU2+* molecules relax to FLU2+, and promotion
to the next ionization state by the Vis pulse is less favoured. The
relaxed FLU2+ can then dissociate through the (1,1) channel upon
arrival of the Vis pulse.

We observed two peaks depicting transient depletion in the ion
yields in the (1,1) channel of C4H+

x , indicated as peak 1 (brown) and

peak 3 (orange) inFigure 6D. The less intense peak 1 corresponds to a
short lifetime of 30 ± 14 fs showing the depletion in the ion yield near
t0. This depletion is attributed to the corresponding transient increase
in the (1,2) channel of C4H+

x . In our experiments, the signal for the
(1,2) channel is very low, which could be due to the less intense probe
pulse, and the corresponding increase in the (1,2) channel is not
observed clearly. But the presence of the (1,2) channel for the fragment
ion C3H+

x was visible in a previous study with a different probe
(810 nm), and a similar short lifetime of 17 ± 5 fs was reported [16].
Therefore, the peak 1 can be attributed to the shifting of population
from the (1,1) channel to the (1,2) channel of C4H+

x near t0.
Peak 3 with a long lifetime of 1001 ± 204 fs can be attributed

to the formation of the (1,1,1) channel. Formation of the
(1,1,1) channel initiated by the Vis pulse involves
production of three fragment ions, which can be produced
at any time after the Vis pulse interaction. This leads to their
production in a longer time span resulting in longer lifetime.
The corresponding increase in the (1,1,1) channel can not be
shown since this channel will have a large momentum
distribution that could not be disentangled through the
momentum maps. To summarize, the relaxation lifetime of
FLU2+* is determined via three pathways (4), (5), and (6),
which result in transient depletion in the (1,1) channel
resolvable for conversion into two dissociation channels,
namely the (1,2) channel with a lifetime of 30 ± 14 fs and
the (1,1,1) channel with a lifetime of 1001 ± 204 fs.

In addition to the FLU2+* lifetimes obtained through the
carbon skeleton fragmentation channels, we also obtained the
relaxation lifetime of the FLU dication dissociating through the
H-loss channel, which was found to be 117 ± 6 fs. The H-loss
relaxation lifetimes of FLU2+* and FLU+* are similar and indicate
that hydrogen loss from the parent ion, which involves σ-bond
fission, is unaffected by the difference in the charge states that are
mostly localized in the conjugated-π system. The lifetimes
extracted from other fragments are tabulated in the
Supplementary Material.

The fragment ions with higher masses than C6H+
x were fitted

with a single transient increase peak. The absence of multiple
peaks in the (1,1) channels for these heavier mass fragments is
attributed to the following two reasons. Firstly, the conversion
from the (1,1) channel to the (1,2) channel for the higher masses
might be inaccessible since the small partner ions of these large
fragments are difficult to doubly ionize by the Vis pulse, due to
the higher ionization potential compared to the larger fragments
and even higher double ionization potential. Secondly, the (1,1,1)
channel is formed by the dissociation of the FLU trication into
smaller fragments, and hence this channel is likely to have a
significantly smaller branching ratio due to the fact that one of the
fragments is already large.

Relaxation lifetimes for near-ionization-threshold electronic
states of FLU2+* could also be extracted from the transient
increase in the FLU trication signal. As depicted in process (4)
in the schematic of Figure 6B, the Vis pulse absorption by FLU2+*
results in the formation of FLU trication, observed as a transient
increase in the FLU3+ ion yield. This transient peak corresponds
to a relaxation lifetime of 184 ± 44 fs, which was measured using
405 nm Vis photons as the probe pulse (~390 μJ pulse energy).
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The relaxation lifetime was also determined before using XUV-IR
(30.3 and 810 nm) [16] pump-probe studies to be 126 ± 16 fs,
which is somewhat lower compared to the XUV-Vis studies
reported here.

4 DISCUSSION

4.1 Effect of Fragment Size on the Observed
Relaxation Lifetimes
The relaxation of the electronically excited FLU monocation and
dication is probed via Vis pulses by inducing dissociation and/or
dissociative ionization. Various fragment ions thus produced
would show different relaxation lifetimes (τr) of FLU+ and
FLU2+. The effect of the fragment ion’s size on the τr can be
observed in Figures 7A,B, where we plot the identified relaxation
lifetimes as a function of the number of carbon atoms in the
fragment ion. The respective τr of FLU

+* determined through the
(1,0) channel and the (1,1) channel are depicted by the blue
curves in Figures 7A,B. The small fragments with number of
carbons atoms from two to eight indicate similar lifetimes (τr)
whereas the large fragments C9H+

x and C10H+
x except C11H+

x show
longer τr.

The longer and shorter relaxation lifetimes for the small and
large fragments, respectively, can be explained as follows: as can
be inferred from the covariance maps (Figure 4), the smaller
fragments have more possible dissociation partners, and hence
more fragmentation pathways are associated with them. The
relaxation of FLU+* into these multiple pathways, involving
the formation of a small fragment with various other partners,
is not completely resolvable. The resultant transient peaks thus
have contributions from all possible formation pathways, and
hence longer lifetimes are observed compared to the large
fragments having a relatively low number of formation
pathways resulting in shorter lifetimes.

The longer lifetime corresponding to the C11H+
x fragment ion

is an exception to the lifetimes extracted from other large
fragment ions. This exception is attributed to the fact that the

formation pathway of C11H+
x involves acetylene loss from the

parent species. This pathway is thought to progress via a
mechanism involving rearrangement of the rings to allow
C2H2 loss described in Ref. [67], which is not the case for the
C3Hx loss or C4Hx loss leading to the formation of other large
fragments. This low-energy dissociative pathway forming C11H+

x
is likely to be initiated by the Vis pulse from a wide range of
electronic states of FLU+, which results in longer relaxation
lifetimes. The relaxation lifetimes of FLU2+* were obtained
from the shift of population from the (1,1) channel to the
(1,2) and (1,1,1) channels of small fragment ions. The absence
of these features in the large fragments was explained in the
previous section. The observation of similar lifetimes for small
fragments is consistent here as depicted by the green and black
curve in Figure 7B.

4.2 Effect of Probe Pulse on the Observed
Relaxation Lifetimes
As reported in the results section, the relaxation lifetimes of
FLU2+* were found to be different when probed with IR and Vis
pulses. This difference in the recorded lifetime with the Vis pulse
is attributed to its higher probe energy, which is able to excite
lower-lying states of FLU2+* to FLU3+*, resulting in an increase in
the observed relaxation lifetimes.

5 SUMMARY AND CONCLUSION

We studied the interaction of FLUmolecules with XUV radiation,
which is present in the interstellar medium as He II emission line.
FLU was observed to undergo numerous processes, involving
single and double ionization, dominant single dehydrogenation
post single ionization, and fragmentation into various carbon loss
channels with acetylene loss being amajor process. The fragments
observed in the mass spectrum can be thought of as potential ions
that would be present in the ISM as a result of UV induced
photodissociation.

FIGURE 7 | Observed trends as a function of fragment size. (A) Relaxation lifetime of FLU+* plotted as a function of the number of carbon atoms of the fragment,
with which the relaxation lifetime is associated. This demonstrates the depletion of the (1,0) channel and the formation of the (1,1) channel. (B) Relaxation lifetime of FLU
monocation and dication plotted as a function of the number of carbon atoms of the fragment obtained from the (1,1) channel, depicting three processes. First,
conversion of the (1,0) channel to the (1,1) channel, which corresponds to the electronic relaxation lifetimes of the FLUmonocation (blue curve). Second, conversion
of the (1,1) channel to the (1,2) channel, which corresponds to the electronic relaxation lifetimes of the FLU dication (black curve). Third, conversion of the (1,1) channel to
the (1,1,1) channel, which also corresponds to the electronic relaxation lifetimes of the FLU dication (green curve). The fragment ion C2H

+
x with a lifetime of 2.987 ±

0.006 ps, which would be on the blue curve, has been omitted for better visibility of the other fragments with much shorter lifetimes.
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The recoil-frame covariance technique exhibited the primary,
secondary, and tertiary fragmentation of the parent dication that
have occurred from a high amount of residual energy given by the
high-energy photons. The ultrafast pump-probe measurements
with the 405 nm probe enabled us to investigate the ultrafast
decay of electronically excited and highly energetic parent ions
that are promoted to the next charge state dissociation and/or
non-dissociation channels.

Interaction with high energy photons opened the possibility
for parent ion dissociation through a large number of
fragmentation pathways. The momentum resolution provided
by the velocity map imaging made it possible to distinguish
between several channels for the fragments, which we label as
(1,0), (1,1) and (1,2) channels. A detailed analysis on the
fragments showed the transient depletion and enhancement of
the ion yields, as a result of the FLU+* and FLU2+* ions’ temporal
relaxation into different energy levels. It is interesting to observe
the time-resolved shift of the population from one channel to
another one of the observed fragments, revealing the lifetimes of
the species they are formed from. The results enabled us to
determine the dependence of the relaxation lifetimes on the
fragment size. These relaxation lifetimes were reported to be
in the range of 10 fs to a few ps. The range of the lifetimes is
similar to the lifetimes that were reported to be in the range of
10–100 fs using XUV-IR pump-probe spectroscopy [16, 18, 26].

In this work, we used and discussed different experimental and
analytical tools to investigate the fundamental photophysics and
chemical processes engaged after the interaction of fluorene with
XUV radiation. Through these processes, the relaxation lifetimes
of the fluorene parent ions were extracted, which are beneficial to
gaining a complete view of the timescales of small PAHs. All
dissociation products from fluorene were found to have reaction
pathways decaying on the sub-picosecond timescale, indicating
non-adiabatic relaxation mediated by a high number of conical
intersections. As PAHs typically have a high density of states,
similar to fluorene, ultrafast relaxation across all charge states
investigated might be expected amongst PAH molecules in
general. Overall, exploring the possible reaction pathways of
the fluorene cations in its non-radiative regime is
advantageous for the fundamental femtochemistry and
astrochemistry fields.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material, further inquiries can be
directed to the corresponding author.

AUTHOR CONTRIBUTIONS

BM and MS conceived and designed the experiments. JWLL, PC,
SM, AS, SG, FA, RB, XC, SD, BE, LH, DH, MJ, MK, HK, JL, AL,
DL, RM, EM, TM, PO, CP, JP, DRa, DRom, STr, JW, FZ, SB,
MBu, DRol, STe, PJ, BM, and MS performed the experiments.
DG, JWLL, DT, PC, SM, AS, SG, and EM analyzed the data. DG,

JWLL, DT, PC, AS, BE, FA, MBu, JK, AR, DRol, RB, PJ, MBr, CV,
BM, and MS performed detailed discussions of the results. DG,
JWLL, DT, and MS wrote the manuscript.

FUNDING

This work was supported by the ERC Starting Grant
ASTROROT, grant number 638027, and the project
CALIPSOplus under the grant agreement 730872 from the EU
Framework Programme for Research and Innovation HORIZON
2020. The experimental parts of this research were carried out at
beamline BL1 FLASH at DESY, a member of the Helmholtz
Association (HGF). Beamtime was allocated for proposal F-
20170540. We acknowledge the Max Planck Society for
funding the development and the initial operation of the
CAMP end-station within the Max Planck Advanced Study
Group at CFEL and for providing this equipment for CAMP@
FLASH. The installation of CAMP@FLASH was partially funded
by the BMBF grants 05K10KT2, 05K13KT2, 05K16KT3, and
05K10KTB from FSP-302. We acknowledge financial support by
the European Union’s Horizon 2020 research and innovation
program under the Marie Skłodowska-Curie Grant Agreement
641789 “Molecular Electron Dynamics investigated by Intense
Fields and Attosecond Pulses” (MEDEA), the Clusters of
Excellence “Center for Ultrafast Imaging” (CUI, EXC 1074, ID
194651731), the “Advanced Imaging of Matter” (AIM, EXC 2056,
ID 390715994) of the Deutsche Forschungsgemeinschaft (DFG),
the European Research Council under the European Union’s
Seventh Framework Programme (FP7/2007–2013) through the
Consolidator Grant COMOTION (614507), and the Helmholtz
Gemeinschaft through the “Impuls- und Vernetzungsfonds”. In
addition, the project was supported by The Netherlands
Organization for Scientific Research (NWO) and is part of the
Dutch Astrochemistry Network (DAN) II (Project No.
648.000.029). PE-J, SM, and JP acknowledge support from the
Swedish Research Council and the Swedish Foundation for
Strategic Research. The authors are additionally thankful for
the support from the following funding bodies: the UK EPSRC
(MBR and CV-EP/L005913/1 and EP/V026690/1; MBU-EP/
S028617/1), STFC (PNPAS award and mini-IPS Grant No. ST/
J002895/1), the Chemical Sciences, Geosciences, and Biosciences
Division, Office of Basic Energy Sciences, Office of Science, US
Department of Energy (FZ—DE-FG02-86ER13491); the National
Science Foundation (DR - PHYS-1753324); and the Helmholtz
Initiative and Networking Fund through the Young Investigators
Group Program (SB). We acknowledge the use of the Maxwell
computational resources operated at Deutsches Elektronen-
Synchrotron DESY, Hamburg, Germany.

SUPPLEMENTARY MATERIAL

The SupplementaryMaterial for this article can be found online at:
https://www.frontiersin.org/articles/10.3389/fphy.2022.880793/
full#supplementary-material

Frontiers in Physics | www.frontiersin.org May 2022 | Volume 10 | Article 88079310

Garg et al. Ultrafast Dynamics of Fluorene

93

https://www.frontiersin.org/articles/10.3389/fphy.2022.880793/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fphy.2022.880793/full#supplementary-material
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


REFERENCES

1. Ehrenfreund P, Sephton MA. Carbon Molecules in Space: from
Astrochemistry to Astrobiology. Faraday Discuss (2006) 133:277. doi:10.
1039/b517676j

2. Herbst E, van Dishoeck EF. Complex Organic Interstellar Molecules.Annu Rev
Astron Astrophys (2009) 47:427–80. doi:10.1146/annurev-astro-082708-
101654

3. Tielens AGGM. Interstellar Polycyclic Aromatic Hydrocarbon Molecules.
Annu Rev Astron Astrophys (2008) 46:289–337. doi:10.1146/annurev.astro.
46.060407.145211

4. Ziurys LM. The Chemistry in Circumstellar Envelopes of Evolved Stars:
Following the Origin of the Elements to the Origin of Life. Proc Natl Acad
Sci U.S.A (2006) 103:12274–9. doi:10.1073/pnas.0602277103

5. Tielens AGGM. The Aromatic Universe. In: Molecular Astrophysics.
Cambridge: Cambridge University Press (2021). p. 567–628. doi:10.1017/
9781316718490.013

6. Allamandola LJ, Tielens AGGM, Barker JR. Interstellar Polycyclic Aromatic
Hydrocarbons: The Infrared Emission Bands, the Excitation/Emission
Mechanism, and the Astrophysical Implications. Astrophysical J Suppl Ser
(1989) 71:733. doi:10.1086/191396

7. Berné O, Joblin C, Rapacioli M, Thomas J, Cuillandre J-C, Deville Y.
Extended Red Emission and the Evolution of Carbonaceous Nanograins
in NGC 7023. Astron Astrophysics (2008) 479:L41–L44. doi:10.1051/
0004-6361:20079158

8. Rapacioli M, Joblin C, Boissel P. Spectroscopy of Polycyclic Aromatic
Hydrocarbons and Very Small Grains in Photodissociation Regions. Astron
Astrophysics (2004) 429:193–204. doi:10.1051/0004-6361:20041247

9. Peeters E, Hony S, Van Kerckhoven C, Tielens AGGM, Allamandola LJ,
Hudgins DM, et al. The Rich 6 to 9 $\vec\µ$m Spectrum of Interstellar PAHs.
Astron Astrophysics (2002) 390:1089–113. doi:10.1051/0004-6361:20020773

10. Cernicharo J, Agúndez M, Cabezas C, Tercero B, Marcelino N, Pardo JR, et al.
Pure Hydrocarbon Cycles in TMC-1: Discovery of Ethynyl
Cyclopropenylidene, Cyclopentadiene, and Indene. Astron Astrophysics
(2021) 649:L15. doi:10.1051/0004-6361/202141156

11. Burkhardt AM, Long Kelvin Lee K, Bryan Changala P, Shingledecker CN,
Cooke IR, Loomis RA, et al. Discovery of the Pure Polycyclic Aromatic
Hydrocarbon Indene (c-C9H8) with GOTHAM Observations of TMC-1.
ApJL (2021) 913:L18. doi:10.3847/2041-8213/abfd3a

12. McGuire BA, Loomis RA, Burkhardt AM, Lee KLK, Shingledecker CN,
Charnley SB, et al. Detection of Two Interstellar Polycyclic Aromatic
Hydrocarbons via Spectral Matched Filtering. Science (2021) 371:1265–9.
doi:10.1126/science.abb7535

13. Doddipatla S, Galimova GR, Wei H, Thomas AM, He C, Yang Z, et al. Low-
temperature Gas-phase Formation of Indene in the Interstellar Medium. Sci
Adv (2021) 7:4044. doi:10.1126/sciadv.abd4044

14. Kaiser RI, Parker DSN, Mebel AM. Reaction Dynamics in Astrochemistry:
Low-Temperature Pathways to Polycyclic Aromatic Hydrocarbons in the
Interstellar Medium. Annu Rev Phys Chem (2015) 66:43–67. doi:10.1146/
annurev-physchem-040214-121502

15. Campbell EK, Holz M, Gerlich D, Maier JP. Laboratory Confirmation of C60
+

as the Carrier of Two Diffuse Interstellar Bands. Nature (2015) 523:322–3.
doi:10.1038/nature14566

16. Lee JWL, Tikhonov DS, Chopra P, Maclot S, Steber AL, Gruet S, et al. Time-
resolved Relaxation and Fragmentation of Polycyclic Aromatic Hydrocarbons
Investigated in the Ultrafast XUV-IR Regime. Nat Commun (2021) 12:6107.
doi:10.1038/s41467-021-26193-z

17. Robson L, Tasker AD, Ledingham KWD, McKenna P, McCanny T, Kosmidis
C, et al. Ionisation and Fragmentation Dynamics of Laser Desorbed Polycyclic
Aromatic Hydrocarbons Using Femtosecond and Nanosecond post-
ionisation. Int J Mass Spectrom (2002) 220:69–85. doi:10.1016/s1387-
3806(02)00823-0

18. Marciniak A, Despré V, Barillot T, Rouzée A, GalbraithMCE, Klei J, et al. XUV
Excitation Followed by Ultrafast Non-adiabatic Relaxation in PAH Molecules
as a Femto-Astrochemistry experiment. Nat Commun (2015) 6:8909. doi:10.
1038/ncomms8909

19. Bagdia C, Biswas S, Mandal A, Bhattacharjee S, Tribedi LC. Ionization and
Fragmentation of Fluorene upon 250 keV Proton Impact. Eur Phys J D (2021)
75:37. doi:10.1140/epjd/s10053-020-00001-7

20. Zhen J, Castillo SR, Joblin C, Mulas G, Sabbah H, Giuliani A, et al. Vuv Photo-
Processing of PAH Cations: Quantitative Study on the Ionization versus
Fragmentation Processes. Astrophysical J (2016) 822:113. doi:10.3847/0004-
637x/822/2/113

21. Bazzi S, Welsch R, Vendrell O, Santra R. Challenges in XUV Photochemistry
Simulations: A Case Study on Ultrafast Fragmentation Dynamics of the
Benzene Radical Cation. J Phys Chem A (2018) 122:1004–10. doi:10.1021/
acs.jpca.7b11543

22. Reddy VS, Ghanta S, Mahapatra S. First Principles Quantum Dynamical
Investigation Provides Evidence for the Role of Polycyclic Aromatic
Hydrocarbon Radical Cations in Interstellar Physics. Phys Rev Lett (2010)
104:111102. doi:10.1103/physrevlett.104.111102

23. Domcke W, Yarkony DR. Role of Conical Intersections in Molecular
Spectroscopy and Photoinduced Chemical Dynamics. Annu Rev Phys Chem
(2012) 63:325–52. doi:10.1146/annurev-physchem-032210-103522

24. Galbraith MCE, Scheit S, Golubev NV, Reitsma G, Zhavoronkov N, Despré V,
et al. Few-femtosecond Passage of Conical Intersections in the Benzene Cation.
Nat Commun (2017) 8:1018. doi:10.1038/s41467-017-01133-y

25. Curchod BFE, Martínez TJ. Ab Initio nonadiabatic Quantum Molecular
Dynamics. Chem Rev (2018) 118:3305–36. doi:10.1021/acs.chemrev.7b00423

26. Hervé M, Despré V, Castellanos Nash P, Loriot V, Boyer A, Scognamiglio A,
et al. Ultrafast Dynamics of Correlation Bands Following XUV Molecular
Photoionization.Nat Phys (2020) 17:327–31. doi:10.1038/s41567-020-01073-3

27. Bernstein MP, Sandford SA, Allamandola LJ, Gillette JS, Clemett SJ, Zare RN.
UV Irradiation of Polycyclic Aromatic Hydrocarbons in Ices: Production of
Alcohols, Quinones, and Ethers. Science (1999) 283:1135–8. doi:10.1126/
science.283.5405.1135

28. Boyer A, Hervé M, Despré V, Castellanos Nash P, Loriot V, Marciniak A, et al.
Ultrafast Vibrational Relaxation Dynamics in XUV-Excited Polycyclic
Aromatic Hydrocarbon Molecules. Phys Rev X (2021) 11:041012. doi:10.
1103/physrevx.11.041012

29. Bouwman J, Cuppen HM, Steglich M, Allamandola LJ, Linnartz H.
Photochemistry of Polycyclic Aromatic Hydrocarbons in Cosmic Water
Ice. Astron Astrophysics (2011) 529:A46. doi:10.1051/0004-6361/201015762

30. Ruehl E, Price SD, Leach S. Single and Double Photoionization Processes in
Naphthalene between 8 and 35 eV. J Phys Chem (1989) 93:6312–21. doi:10.
1021/j100354a011

31. Leach S, Eland JHD, Price SD. Formation and Dissociation of Dications of
Naphthalene-D8. J Phys Chem (1989) 93:7583–93. doi:10.1021/j100359a014

32. Lu J, Ren X, Cao L. Studies on Characteristics and Formation of Soot
Nanoparticles in an Ethylene/air Inverse Diffusion Flame. J Energ Eng.
(2016) 142:04015041. doi:10.1061/(asce)ey.1943-7897.0000305

33. Petrignani A, Vala M, Eyler JR, Tielens AGGM, Berden G, van der Meer AFG,
et al. Breakdown Products of Gaseous Polycyclic Aromatic Hydrocarbons
Investigated with Infrared Ion Spectroscopy. Astrophysical J (2016) 826:33.
doi:10.3847/0004-637x/826/1/33

34. Güsten H, Klasinc L, Marsel J, MilivojevićD. A Comparative Study of theMass
Spectra of Stilbene and Fluorene. Org Mass Spectrom (1972) 6:175–8. doi:10.
1002/oms.1210060207

35. Bowie JH, Bradshaw TK. Electron Impact Studies. LVI. The Fluorenyl and
Phenalenyl Cations. the Application of Metastable Characteristics. Aust
J Chem (1970) 23:1431. doi:10.1071/ch9701431

36. Zhang W, Si Y, Zhen J, Chen T, Linnartz H, Tielens AGGM. Laboratory
Photochemistry of Covalently Bonded Fluorene Clusters: Observation of an
Interesting PAH Bowl-Forming Mechanism. Astrophysical J (2019) 872:38.
doi:10.3847/1538-4357/aafe10

37. Andrews H, Boersma C, Werner MW, Livingston J, Allamandola LJ, Tielens
AGGM. PAH Emission at the Bright Locations of PDRs: The grandPAH
Hypothesis. Astrophysical J (2015) 807:99. doi:10.1088/0004-637x/807/1/99

38. Ackermann W, Asova G, Ayvazyan V, Azima A, Baboi N, Bähr J, et al.
Operation of a Free-Electron Laser from the Extreme Ultraviolet to the Water
Window. Nat Photon (2007) 1:336–42. doi:10.1038/nphoton.2007.76

39. Erk B, Müller JP, Bomme C, Boll R, Brenner G, Chapman HN, et al. CAMP@
FLASH: an End-Station for Imaging, Electron- and Ion-Spectroscopy, and

Frontiers in Physics | www.frontiersin.org May 2022 | Volume 10 | Article 88079311

Garg et al. Ultrafast Dynamics of Fluorene

94

https://doi.org/10.1039/b517676j
https://doi.org/10.1039/b517676j
https://doi.org/10.1146/annurev-astro-082708-101654
https://doi.org/10.1146/annurev-astro-082708-101654
https://doi.org/10.1146/annurev.astro.46.060407.145211
https://doi.org/10.1146/annurev.astro.46.060407.145211
https://doi.org/10.1073/pnas.0602277103
https://doi.org/10.1017/9781316718490.013
https://doi.org/10.1017/9781316718490.013
https://doi.org/10.1086/191396
https://doi.org/10.1051/0004-6361:20079158
https://doi.org/10.1051/0004-6361:20079158
https://doi.org/10.1051/0004-6361:20041247
https://doi.org/10.1051/0004-6361:20020773
https://doi.org/10.1051/0004-6361/202141156
https://doi.org/10.3847/2041-8213/abfd3a
https://doi.org/10.1126/science.abb7535
https://doi.org/10.1126/sciadv.abd4044
https://doi.org/10.1146/annurev-physchem-040214-121502
https://doi.org/10.1146/annurev-physchem-040214-121502
https://doi.org/10.1038/nature14566
https://doi.org/10.1038/s41467-021-26193-z
https://doi.org/10.1016/s1387-3806(02)00823-0
https://doi.org/10.1016/s1387-3806(02)00823-0
https://doi.org/10.1038/ncomms8909
https://doi.org/10.1038/ncomms8909
https://doi.org/10.1140/epjd/s10053-020-00001-7
https://doi.org/10.3847/0004-637x/822/2/113
https://doi.org/10.3847/0004-637x/822/2/113
https://doi.org/10.1021/acs.jpca.7b11543
https://doi.org/10.1021/acs.jpca.7b11543
https://doi.org/10.1103/physrevlett.104.111102
https://doi.org/10.1146/annurev-physchem-032210-103522
https://doi.org/10.1038/s41467-017-01133-y
https://doi.org/10.1021/acs.chemrev.7b00423
https://doi.org/10.1038/s41567-020-01073-3
https://doi.org/10.1126/science.283.5405.1135
https://doi.org/10.1126/science.283.5405.1135
https://doi.org/10.1103/physrevx.11.041012
https://doi.org/10.1103/physrevx.11.041012
https://doi.org/10.1051/0004-6361/201015762
https://doi.org/10.1021/j100354a011
https://doi.org/10.1021/j100354a011
https://doi.org/10.1021/j100359a014
https://doi.org/10.1061/(asce)ey.1943-7897.0000305
https://doi.org/10.3847/0004-637x/826/1/33
https://doi.org/10.1002/oms.1210060207
https://doi.org/10.1002/oms.1210060207
https://doi.org/10.1071/ch9701431
https://doi.org/10.3847/1538-4357/aafe10
https://doi.org/10.1088/0004-637x/807/1/99
https://doi.org/10.1038/nphoton.2007.76
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Pump-Probe Experiments at the FLASH Free-Electron Laser. J Synchrotron
Radiat (2018) 25:1529–40. doi:10.1107/s1600577518008585

40. Düsterer S, Rehders M, Al-Shemmary A, Behrens C, Brenner G, Brovko O,
et al. Development of Experimental Techniques for the Characterization of
Ultrashort Photon Pulses of Extreme Ultraviolet Free-Electron Lasers. Phys
Rev ST Accel Beams (2014) 17:120702. doi:10.1103/physrevstab.17.120702

41. Behrens C, Gerasimova N, Gerth C, Schmidt B, Schneidmiller EA, Serkez S,
et al. Constraints on Photon Pulse Duration from Longitudinal Electron Beam
Diagnostics at a Soft X-ray Free-Electron Laser. Phys Rev ST Accel Beams
(2012) 15:030707. doi:10.1103/physrevstab.15.030707

42. Redlin H, Al-Shemmary A, Azima A, Stojanovic N, Tavella F, Will I, et al. The
FLASHPump-Probe Laser System: Setup, Characterization andOptical Beamlines.
Nucl Instr Methods Phys Res Section A: Acc Spectrometers, Detectors Associated
Equipment (2011) 635:S88–S93. doi:10.1016/j.nima.2010.09.159

43. Eppink ATJB, Parker DH. Velocity Map Imaging of Ions and Electrons Using
Electrostatic Lenses: Application in Photoelectron and Photofragment Ion
Imaging of Molecular Oxygen. Rev Scientific Instr (1997) 68:3477–84. doi:10.
1063/1.1148310

44. Parker DH, Eppink ATJB. Photoelectron and Photofragment Velocity Map
Imaging of State-Selected Molecular Oxygen Dissociation/ionization
Dynamics. J Chem Phys (1997) 107:2357–62. doi:10.1063/1.474624

45. Even U. “The Even-Lavie Valve as a Source for High Intensity Supersonic
Beam”. EPJ Techn Instrum (2015) 2:17. doi:10.1140/epjti/s40485-015-0027-5

46. Clark AT, Crooks JP, Sedgwick I, Turchetta R, Lee JWL, John JJ, et al.
Multimass Velocity-Map Imaging with the Pixel Imaging Mass
Spectrometry (PImMS) Sensor: An Ultra-fast Event-Triggered Camera for
Particle Imaging. J Phys Chem A (2012) 116:10897–903. doi:10.1021/jp309860t

47. Amini K, Blake S, Brouard M, Burt MB, Halford E, Lauer A, et al. Three-
dimensional Imaging of Carbonyl Sulfide and Ethyl Iodide Photodissociation
Using the Pixel ImagingMass Spectrometry Camera. Rev Scientific Instr (2015)
86:103113. doi:10.1063/1.4934544

48. Jaycen A. Open-source Software Compares Abel Transforms for Easy Use.
Scilight (2019) 2019:260003. doi:10.1063/1.5111853

49. Van Rossum G, Drake FL, Jr. Python Reference Manual. Amsterdam,
Netherlands: Centrum voor Wiskunde en Informatica Amsterdam (1995).

50. Dahl DA, Delmore JE, Appelhans AD. SIMION PC/PS2 Electrostatic Lens
Design Program. Rev Scientific Instr (1990) 61:607–9. doi:10.1063/1.1141932

51. [Dataset] Tikhonov DS. MCMCMCFitting (2019). Available from: https://
stash.desy.de/projects/cfa/repos/mcmcmcfitting/browse (Accessed February 1,
2022).

52. [Dataset] Steber A, Müller E. PAH (2016). Available from: https://stash.desy.
de/projects/cs/repos/pah/browse (Accessed February 1, 2022).

53. [Dataset] Tikhonov DS. Campfancyanalysis (2019). Available from: https://
stash.desy.de/projects/cfa/repos/campfancyanalysis/browse (Accessed
February 1, 2022).

54. Pedersen S, Zewail A. Femtosecond Real-Time Probing of Reactions XXII.
Kinetic Description of Probe Absorption, Fluorescence, Depletion and Mass
Spectrometry. Mol Phys (1996) 89:1455–502. doi:10.1080/002689796173291

55. Tikhonov DS. CAMPFancyAnalyis Home (2019). Available from: https://
confluence.desy.de/display/CFA/CAMPFancyAnalyis+Home (Accessed
February 1, 2022).

56. Savelyev E, Boll R, Bomme C, Schirmel N, Redlin H, Erk B, et al. Jitter-
correction for IR/UV-XUV Pump-Probe Experiments at the FLASH Free-
Electron Laser. New J Phys (2017) 19:043009. doi:10.1088/1367-2630/aa652d

57. Schulz S, Grguraš I, Behrens C, Bromberger H, Costello JT, Czwalinna MK,
et al. Femtosecond All-Optical Synchronization of an X-ray Free-Electron
Laser. Nat Commun (2015) 6:6938. doi:10.1038/ncomms6938

58. Frasinski LJ, Codling K, Hatherly PA. Covariance Mapping: A Correlation
Method Applied to Multiphoton Multiple Ionization. Science (1989) 246:
1029–31. doi:10.1126/science.246.4933.1029

59. Tikhonov DS. TOF-TOF Covariance Analysis (2019). Available from: https://
confluence.desy.de/display/CFA/TOF-TOF+covariance+analysis (Accessed
February 1, 2022).

60. Dabestani R, Ivanov IN. A Compilation of Physical, Spectroscopic and
Photophysical Properties of Polycyclic Aromatic Hydrocarbons. Photochem
Photobiol (1999) 70:10–34. doi:10.1111/j.1751-1097.1999.tb01945.x

61. Holm AIS, Johansson HAB, Cederquist H, Zettergren H. Dissociation and
Multiple Ionization Energies for Five Polycyclic Aromatic Hydrocarbon
Molecules. J Chem Phys (2011) 134:044301. doi:10.1063/1.3541252

62. Vinitha MV, Nair AM, Ramanathan K, Kadhane UR. Understanding
Dehydrogenation Sequence in Fluorene+ by Multiphoton Ionisation-
Excitation Processes. Int J Mass Spectrom (2022) 471:116704. doi:10.1016/j.
ijms.2021.116704

63. Frasinski LJ. Covariance Mapping Techniques. J Phys B: Mol Opt Phys (2016)
49:152004. doi:10.1088/0953-4075/49/15/152004

64. Slater CS, Blake S, Brouard M, Lauer A, Vallance C, John JJ, et al. Covariance
Imaging Experiments Using a Pixel-Imaging Mass-Spectrometry Camera.
Phys Rev A (2014) 89:011401. doi:10.1103/physreva.89.011401

65. Slater CS, Blake S, Brouard M, Lauer A, Vallance C, Bohun CS, et al. Coulomb-
explosion Imaging Using a Pixel-Imaging Mass-Spectrometry Camera. Phys
Rev A (2015) 91:053424. doi:10.1103/physreva.91.053424

66. Vallance C, Heathcote D, Lee JWL. Covariance-map Imaging: A Powerful Tool
for Chemical Dynamics Studies. J Phys Chem A (2021) 125:1117–33. doi:10.
1021/acs.jpca.0c10038

67. West BJ, Lesniak L, Mayer PM. Why Do Large Ionized Polycyclic Aromatic
Hydrocarbons Not Lose C2H2? J Phys Chem A (2019) 123:3569–74. doi:10.
1021/acs.jpca.9b01879

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Garg, Lee, Tikhonov, Chopra, Steber, Lemmens, Erk, Allum, Boll,
Cheng, Düsterer, Gruet, He, Heathcote, Johny, Kazemi, Köckert, Lahl, Loru, Maclot,
Mason, Müller, Mullins, Olshin, Passow, Peschel, Ramm, Rompotis, Trippel, Wiese,
Ziaee, Bari, Burt, Küpper, Rijs, Rolles, Techert, Eng-Johnsson, Brouard, Vallance,
Manschwetus and Schnell. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (CC BY). The use, distribution or
reproduction in other forums is permitted, provided the original author(s) and the
copyright owner(s) are credited and that the original publication in this journal is
cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

Frontiers in Physics | www.frontiersin.org May 2022 | Volume 10 | Article 88079312

Garg et al. Ultrafast Dynamics of Fluorene

95

https://doi.org/10.1107/s1600577518008585
https://doi.org/10.1103/physrevstab.17.120702
https://doi.org/10.1103/physrevstab.15.030707
https://doi.org/10.1016/j.nima.2010.09.159
https://doi.org/10.1063/1.1148310
https://doi.org/10.1063/1.1148310
https://doi.org/10.1063/1.474624
https://doi.org/10.1140/epjti/s40485-015-0027-5
https://doi.org/10.1021/jp309860t
https://doi.org/10.1063/1.4934544
https://doi.org/10.1063/1.5111853
https://doi.org/10.1063/1.1141932
https://stash.desy.de/projects/cfa/repos/mcmcmcfitting/browse
https://stash.desy.de/projects/cfa/repos/mcmcmcfitting/browse
https://stash.desy.de/projects/cs/repos/pah/browse
https://stash.desy.de/projects/cs/repos/pah/browse
https://stash.desy.de/projects/cfa/repos/campfancyanalysis/browse
https://stash.desy.de/projects/cfa/repos/campfancyanalysis/browse
https://doi.org/10.1080/002689796173291
https://confluence.desy.de/display/CFA/CAMPFancyAnalyis+Home
https://confluence.desy.de/display/CFA/CAMPFancyAnalyis+Home
https://doi.org/10.1088/1367-2630/aa652d
https://doi.org/10.1038/ncomms6938
https://doi.org/10.1126/science.246.4933.1029
https://confluence.desy.de/display/CFA/TOF-TOF+covariance+analysis
https://confluence.desy.de/display/CFA/TOF-TOF+covariance+analysis
https://doi.org/10.1111/j.1751-1097.1999.tb01945.x
https://doi.org/10.1063/1.3541252
https://doi.org/10.1016/j.ijms.2021.116704
https://doi.org/10.1016/j.ijms.2021.116704
https://doi.org/10.1088/0953-4075/49/15/152004
https://doi.org/10.1103/physreva.89.011401
https://doi.org/10.1103/physreva.91.053424
https://doi.org/10.1021/acs.jpca.0c10038
https://doi.org/10.1021/acs.jpca.0c10038
https://doi.org/10.1021/acs.jpca.9b01879
https://doi.org/10.1021/acs.jpca.9b01879
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Molecular Free Electron Vortices in
Photoionization by
Polarization-Tailored Ultrashort Laser
Pulses
Tim Bayer and Matthias Wollenhaupt*

Ultrafast Dynamics Group, Institut für Physik, Carl von Ossietzky Universität Oldenburg, Oldenburg, Germany

Atomic and molecular free electron vortices (FEVs), characterized by their spiral-shaped
momentum distribution, have recently attracted a great deal of attention due to their varied
shapes and their unusual topological properties. Shortly after their theoretical prediction by
the single-photon ionization (SPI) of He atoms using pairs of counterrotating circularly
polarized attosecond pulses, FEVs have been demonstrated experimentally by the
multiphoton ionization (MPI) of alkali atoms using single-color and bichromatic circularly
polarized femtosecond pulse sequences. Recently, we reported on the analysis of the
experimental results employing a numerical model based on the ab initio solution of the
time-dependent Schrödinger equation (TDSE) for a two-dimensional (2D) atom interacting
with a polarization-shaped ultrashort laser field. Here, we apply the 2D TDSE model to
study molecular FEVs created by SPI and MPI of a diatomic molecule using polarization-
tailored single-color and bichromatic femtosecond pulse sequences. We investigate the
influence of the coupled electron-nuclear dynamics on the vortex formation dynamics and
discuss the effect of CEP- and rotational averaging on the photoelectron momentum
distribution. By analyzing how the molecular structure and dynamics is imprinted in the
photoelectron spirals, we explore the potential of molecular FEVs for ultrafast
spectroscopy.

Keywords: free electron vortices, polarization-tailored femtosecond laser pulses, diatomic molecules, multiphoton
ionization, coupled electron-nuclear dynamics, polarization-shaped bichromatic fields, photoelectron momentum
distribution

1 INTRODUCTION

Vortex beams, such as optical vortices (Babiker et al., 2002; Shen et al., 2019; Eickhoff et al. 2020b)
and electron vortex beams (Verbeeck et al., 2010; Lloyd et al., 2017), which are characterized by their
helical wave fronts, are currently attracting much attention both theoretically and experimentally.
Recently, the analogies between free electron vortices (FEVs) in transmission electron microscopy
andmultiphoton ionization (MPI) have been pointed out (Eickhoff et al., 2020c). In photoionization,
FEVs are created by ionizing a quantum system with tailored ultrashort circularly polarized laser
pulse sequences. Introducing a time-delay τ between two counterrotating circularly polarized
subpulses results in an “unusual kind of Ramsey interference” Ngoko Djiokap et al. (2015),
which gives rise to an azimuthal interference pattern in the photoelectron momentum
distribution (PMD) forming a multi-armed Archimedean spiral. Atomic FEVs have been studied
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theoretically employing different numerical methods, including
the ab initio solution of the time-dependent Schrödinger equation
(TDSE) (Ngoko Djiokap et al. 2015; Ngoko Djiokap et al., 2016;
Djiokap and Starace., 2017; Ngoko Djiokap et al., 2017; Ivanov
et al., 2017; Jia et al., 2019; Xiao et al., 2019; Bayer et al., 2020; Qin
et al., 2020; Wang et al., 2020; Zhen et al., 2020; Geng et al., 2020;
Maxwell et al., 2020; Djiokap et al., 2021; Geng et al., 2021),
calculations based on the strong-field approximation (Hasović
et al., 2016; Ivanov et al., 2017; Li M. et al., 2017; Li et al., 2018a; Li
et al., 2018b; Gazibegović-Busuladžić et al., 2018; Kong et al.,
2018; Li et al., 2019b; Xiao et al., 2019; Geng et al., 2020; Maxwell
et al. 2020; Qin et al., 2020; Geng et al., 2021; Becker and
Milošević, 2022), perturbative analytical approaches (Ngoko
Djiokap et al., 2015; Ngoko Djiokap et al., 2016; Djiokap and
Starace, 2017; Ngoko Djiokap et al., 2017; Djiokap et al., 2021),
emerging techniques such as theR-matrix with time-dependence
theory (Clarke et al., 2018; Armstrong et al., 2019; Maxwell et al.,
2020) and semi-classical Monte-Carlo methods (Ben et al., 2020).
Current research topics comprise the creation of FEVs with odd
rotational symmetry using bichromatic pulse sequences (Ngoko
Djiokap et al., 2016), the study of electron-electron correlations in
atomic double-ionization (Djiokap and Starace, 2017; Ngoko
Djiokap et al, 2017), the influence of the AC-Stark effect on
FEVs from strong-field ionization (Kong et al., 2018; Li et al.,
2019a), the application of FEVs to probe electron displacement in
strong-field ionization (Xiao et al., 2019), the detection of ring
currents (Wang et al., 2020), the interferometric use of FEVs for
quantum phase retrieval Qin et al. (2020) and unusual subjects
such as multiphoton pair-production in single-color (Li Z. L.
et al., 2017) and bichromatic (Li Z. L. et al., 2018) fields. A
comparison between FEVs characterized by their spiral-shaped
PMD and free electron vortex states (Bliokh et al., 2017) [also
termed twisted electrons (Maxwell et al., 2020)] derived from the
fluid-dynamical formulation of quantum mechanics (Madelung,
1927) is given in (Geng et al., 2020; Geng et al. 2021; Kerbstadt
et al., 2020).

The first experimental demonstration of atomic FEVs was
reported in (Pengel et al., 2017b). By MPI of potassium atoms
with single-color time-delayed counterrotating circularly polarized
pulse sequences, we observed FEVs with four-, six and eight-fold
rotational symmetry (Pengel et al., 2017a; Pengel et al., 2017b).
Subsequently, we demonstrated the creation of seven-fold
rotationally symmetric FEVs by MPI of sodium atoms (Kerbstadt
et al., 2019b) using time-delayed bichromatic sequences. In the same
work, FEVs with odd rotational symmetry have been created using
bichromatic fields in the limit τ → 0. In addition, we reported on
crescent-shaped FEVs (Kerbstadt et al., 2019b; Eickhoff et al., 2020a;
Eickhoff et al., 2021c) and a five-fold symmetric FEV (Eickhoff et al.,
2021c) created by bichromatic MPI. In the strong-field ionization
regime, Mancuso et al. observed crescent-shaped and three-fold
symmetric FEVs using co- and counterrotating bichromatic fields,
respectively (Mancuso et al., 2015, Mancuso et al., 2016). Similarly,
Eckart et al. created three-fold symmetric FEVs (Eckart et al., 2016;
Eckart et al., 2018) and measured the PMD using cold target recoil-
ion momentum spectroscopy (Dörner et al., 2000; Ullrich et al.,
2003). In our experiments, we applied photoelectron tomography
(Wollenhaupt et al., 2009b; Wollenhaupt et al., 2013) to reconstruct

the 3D PMD of the atomic FEVs (Pengel et al., 2017a; Pengel et al.,
2017b; Kerbstadt et al., 2019b; Eickhoff et al., 2021c). Recently, this
method has been developed further into a holographic scheme to
reconstruct the photoelectron wave function by measuring
interferograms in the PMD (Eickhoff et al., 2020a; Eickhoff et al.,
2021b; Eickhoff et al., 2021c).

Meanwhile, the theoretical research focus has evolved from
atomic FEVs towards the investigation of FEVs created on
molecular systems. Bandrauk and coworkers were the first to
recognize the potential of molecular FEVs as spectroscopic tools
sensitive to the molecular geometry and ultrafast electron
dynamics by investigating the MPI of H+

2 (Yuan et al., 2016)
and H2+

3 (Yuan et al., 2017) in co- and counterrotating circularly
polarized bichromatic fields. Subsequently, Ngoko-Djiokap et al.
reported on molecular FEVs in the double-ionization of H2

created by single-photon ionization (SPI) (Djiokap et al., 2018)
and resonance-mediated two-photon ionization (Djiokap and
Starace, 2021). In an initial study of molecular FEVs in the
tunneling regime, created by counterrotating circularly
polarized bichromatic fields, Ke et al. reported on highly
structured photoelectron holograms—commonly recorded
using linearly polarized pulses (Huismans et al., 2011; Bian
and Bandrauk, 2012)—which yielded rich information about
the molecular structure and laser-driven electron dynamics
(Ke et al., 2019). Spiral-shaped nuclear momentum
distribution analogous to those of FEVs have been obtained
for the fragments of the H+

2 molecular ion after dissociation
along different interfering pathways induced by a single circularly
polarized laser pulse (Chen et al,. 2020; Chen and He, 2020).
Using co- and counterrotating circularly polarized pulses
sequences, Shu et al. recently exerted control on the
interference of degenerate Zeeman states in the H+

2 molecular
ion, mapped into the PMD by an ionizing third pulse (Shu et al.,
2020). Very recently, Guo et al. presented a numerical study on
N2 based on the ab initio solution of the two-dimensional (2D)
TDSE, in which they studied the sensitivity of molecular FEVs to
the laser parameters (Guo et al., 2021).

Building on our recent numerical study on atomic FEVs
(Bayer et al., 2020), here we apply our 2D TDSE model to
numerically investigate molecular FEVs created by
photoionization of a diatomic molecular ion with polarization-
tailored laser pulses. Using polarization-shaped pulses, at least 2D
numerical simulations are required to describe the generally
asymmetric polarization profiles. In many cases, the 2D
approach is sufficient to capture the essential features of the
PMD. Compared to a full 3D calculation, 2D simulations benefit
from a greatly reduced computational cost. Recently, we
employed the 2D TDSE model to accurately reproduce atomic
FEVs created experimentally by MPI of alkali atoms (Bayer et al.,
2020) to validate our numerical approach. Considering a
molecule aligned in the laser polarization plane, the 2D model
is expected to yield similarly realistic results for molecular FEVs.
The central inset to Figure 1A illustrates the 2D laser-molecule
interaction by showing a counterrotating circularly polarized
pulse sequence impinging on a diatomic molecule aligned in
the laser polarization-plane along with the created 2D PMD.
Compared to a full 3D calculation, the polar information of the
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PMD is lost. However, in the case of FEVs, this information is
generally less relevant, since the characteristic spiral pattern is an
azimuthal feature of the PMDwhich is fully contained in a central
section parallel to the polarization plane. We note that, although
the description in 2D “flatland” is considered an approximation
of real space, 2D approaches are relevant for confined condensed
matter systems such as surfaces, interfaces or monolayers of e.g.,
graphene (Novoselov et al., 2012) or transition-metal
dichalcogenides (Li et al., 2022). In this contribution, we focus
on three aspects of molecular FEVs which are relevant for the
design of future experiments and provide insights into the rich
variety of physical mechanisms behind the generation of
molecular FEVs by polarization-shaped pulses. First, we
compare the PMD from different ionization regimes, i.e., SPI
vs. MPI, at a range of fixed internuclear separations. Besides the
influence of the increased angular momentum transfer in MPI,
we investigate to which extend intermediate resonances are
involved in the formation of the FEVs. Second, we identify the
fingerprints of the coupled electron-nuclear dynamics in the
interference structures of the FEVs. To this end, we compare
the PMDs from photoionization of a rigid and a vibrating
molecule and study the interaction between nuclear motion
and electronic ionization dynamics. Specifically, we discuss the
role of transient electronic resonances arising during the
vibration for FEVs created by MPI and examine signatures of
non-adiabatic bound state dynamics in the PMD. Third, we

investigate molecular FEVs in the molecular frame vs.
laboratory frame by considering molecular rotation and optical
phase averaging. We analyze the sensitivity of the PMD to the
experimental parameters and define optimal conditions to
observe the molecular FEVs in the experiment.

The paper is organized as follows. After the introduction of the
numerical model and the characterization of the molecular
system in Section 2, we start in Section 3.1 by investigating a
rigid molecule interacting with laser pulses of different
polarization in the SPI and MPI regime. In Section 3.2, we
consider a vibrating molecule and focus on the creation of
molecular FEVs via SPI and MPI in the presence of coupled
electron-nuclear dynamics. Section 3.3 addresses different
experimental averaging mechanisms which we discuss on a
molecular FEV from bichromatic two- vs. three-photon
ionization. In Section 4, we conclude the paper and give a
brief outlook.

2 PHYSICAL SYSTEM

In this section, we provide the theoretical background to describe
the interaction of a diatomic molecule with a polarization-shaped
laser field in two dimensions, and present the numerical methods
used to solve the 2D TDSE. The 2D TDSE model is based on
established numerical techniques (Tannor, 2007; Bauer, 2017)

FIGURE 1 | (Color online.) Characterization of the bound molecular system. (A) BO potential energy curves Vn(R). The equilibrium distance in the electronic ground
state is found at R0 = 4.48 Å. Among the eight lowest states, only V1(R) (red), V2(R) (yellow), V6(R) (green) and V7(R) (blue) are dipole-coupled to the ground state. These
states are relevant for the investigated MPI schemes. Especially state V6(R) plays a prominent role in the dynamic three-photon ionization scenario (see Section 3.2.2),
because it becomes near-resonant with a pulse of central wavelength λ0 = 395 nm at the outer turning point Rout = 6.0 Å of the vibration (see inset). (B)Molecular
potential V(r;R) and first eight electronic eigenfunctions ψn (r; R) for R = R0. The eigenfunctions are used to determine the transition dipole moments μn0, coupling the
states ψn (n ≥ 1) to the ground state ψ0, and to calculate the bound state population dynamics in the MPI scenarios.
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and has been described in more detail in Bayer et al. (2020) for the
generation of atomic FEVs. Here we focus on the extension of the
model from an atomic to a molecular system. In particular, we
describe our semi-classical approach to incorporate the
vibrational nuclear dynamics into the 2D TDSE model, in
order to investigate the interplay between the nuclear motion
and the electronic excitation, i.e., the coupled electron-nuclear
dynamics.

2.1 Theoretical Description
We consider the interaction of a diatomic molecular ion with a
polarization-shaped ultrashort laser pulse propagating in the z-
direction. The two atoms are arranged in the x-y-plane which
coincides with the laser polarization plane. Their nuclei are
separated by R = R eR, with eR being a unit vector parallel to
the internuclear axis. Throughout this paper, we consider a
homonuclear molecule. The x-y-coordinate frame is chosen
such that eR � (ex + ey)/

�
2

√
is aligned along the positive

diagonal and the nuclei are situated at ± R/2. Furthermore, we
assume a single active valence electron. The molecular system is
described by the screened Coulomb potential introduced by Sprik
and Klein (1988), Shin and Metiu (1995), Shin and Metiu (1996),
Erdmann et al. (2004).

V r;R( ) � − e2

4πε0

z erf |r + R/2|/a( )
|r + R/2| + z erf |r − R/2|/a( )

|r − R/2| − z2

R
[ ],

(1)
with r = (x, y) and erf denoting the error function. Motivated by
our recent experiments on potassium atoms (Pengel et al., 2017b)
and dimers (Bayer et al., 2013), we choose an effective nuclear
charge of z = 0.9085 and a softcore parameter of a = 2.3065 Å
(Eickhoff et al., 2021c) to mimic the singly charged potassium
dimer K+

2 for the study of molecular FEVs. Figure 1A shows the
first 15 Born-Oppenheimer (BO) potential energy curves Vn(R)
obtained by solving the time-independent Schrödinger equation

− Z2

2me
Δ + V r;R( )[ ]ψn r;R( ) � Vn R( )ψn r;R( ), (2)

with me being the mass of the electron, for different values of R.
The higher-lying Rydberg states are mainly characterized by
Coulomb repulsion between the two nuclei and converge to
the repulsive double-ionization potential Vi(R) (thin black
line). The BO potentials aid us in the design of specific
excitation scenarios and, in particular, serve to identify
intermediate resonances encountered along the MPI pathways.
The color coding among the lowest eight states ψn indicates their
dipole-coupling to the electronic ground state ψ0. States plotted as
gray dotted lines are not coupled to the ground state. The
transition dipole moments μn0 = −e〈ψn|r|ψ0〉, with the
electron charge −e, are determined using the electronic
eigenfunctions ψn (r; R). The eigenfunctions ψn (r; R0) at the
equilibrium distance R0 = 4.48 Å are shown in Figure 1B, along
with the molecular potential V(r;R0). The insets depict the non-
vanishing transition dipole moments; their R-dependence is
shown in Figure 6C and addressed in Section 3.2.1. In
addition to the determination of dipole-couplings, the

eigenfunctions are used to calculate the bound state
population dynamics pn(t) = |〈ψn|ψ(t)〉|2 (see Figure 4) in
order to unravel the ionization dynamics in the various MPI
scenarios.

The temporal laser electric field is described in the spherical
basis (Wollenhaupt et al., 2009a; Bayer et al., 2019; Kerbstadt
et al., 2019b). We consider a bichromatic double pulse sequence
of the general form (Eickhoff et al., 2021a; Eickhoff et al., 2021c).

E+ t( ) � E1 g t − τ1( ) ei ω1t+φ1+φce( ) eq1
+ E2 g t − τ2( ) ei ω2t+φ2+φce( ) eq2. (3)

Each subpulse n = 1, 2 is characterized by an individual peak
amplitude En, time-delay τn, central frequency ωn, relative phase
φn and polarization state eqn (qn = ±1). The latter can either be
left-handed circularly polarized (LCP), described by
e1 � −(ex + iey)/

�
2

√
, or right-handed circularly polarized

(RCP), described by e−1 � −(ex − iey)/
�
2

√
. Common to both

subpulses is the carrier-envelope phase (CEP) φce and the
Gaussian-shaped envelope g(t) with unit amplitude and a
duration of Δt (full width at half maximum of the intensity).
In the single-color schemes discussed in Sections 3.1, 3.2, we use
ω0 ≔ ω1 = ω2 as central frequency and λ0 = 2πc/ω0 as the
corresponding central wavelength. The real-valued field is
given by E(t) � R[E+(t)].

The laser-molecule interaction is described in the dipole
approximation. Initially, we consider a rigid molecule with
fixed internuclear separation R. As a consequence, the nuclear
kinetic energy vanishes. The corresponding TDSE for the wave
function ψ(r;R, t) of the valence electron in the length gauge reads

iZ
z

zt
ψ r;R, t( ) � − Z2

2me
Δ + V r;R( ) + e r · E t( )[ ]ψ r;R, t( ). (4)

The TDSE is solved numerically using established methods
described in Section 2.2. The ab initio TDSE calculation
inherently includes all intermediate states, which are relevant
for the MPI schemes discussed in Sections 3.2.2, 3.3. Therefore,
no further approximations concerning the electronic structure of
the molecule are required, as confirmed in Bayer et al. (2020). In
our model, the electron dynamics is treated quantum
mechanically, whereas the slower dynamics of the nuclei is
treated classically, which is an established strategy to reduce
the dimensionality of the calculation (Carrasco et al., 2022).
Specifically, we model the vibrational nuclear dynamics by
inserting a time-dependent function R = R(t) into the
electronic potential V[r;R(t)], which periodically modulates
the potential along the internuclear axis. The function R(t) is
obtained by solving the Newtonian equation of motion μ€R �
−dV0/dR for the ground state BO potential V0(R). The reduced
mass μ of the nuclear system serves us as a parameter to design
specific vibration scenarios for our studies of coupled electron-
nuclear dynamics in Section 3.2. In particular, μ is adapted such
that the vibrational period Tv is compatible with the employed
laser pulses, i.e., in the order of several times the pulse duration
Δt. In the experiment, the duration and timing of the pulses need
to be adapted to the molecular dynamics (Bayer et al. 2013). The

Frontiers in Chemistry | www.frontiersin.org June 2022 | Volume 10 | Article 8994614

Bayer and Wollenhaupt Molecular Free Electron Vortices

99

https://www.frontiersin.org/journals/chemistry
www.frontiersin.org
https://www.frontiersin.org/journals/chemistry#articles


vibrational energy is set to εv = 180 meV. As depicted in the inset
to Figure 1A, this vibrational excitation corresponds to a mildly
anharmonic nuclear oscillation between Rin = 3.45 Å (inner
turning point) and Rout = 6.0 Å (outer turning point). The
choice of the vibrational energy is a trade-off between the
amplitude and the period of the oscillation. The vibration
amplitude should be sufficiently large to energetically
disentangle the photoelectron signals generated at the inner
and outer turning point (cf. Section 3.2.1). This condition sets
a lower limit on εv. On the other hand, the vibration period should
not be too large, otherwise the radial interference pattern of the
FEVs created by a sequence of two time-delayed laser pulses
locked to different turning points (cf. Section 3.2.2) becomes too
dense to be resolved energetically. This condition sets an upper
limit on εv. The chosen value of εv = 180 meV was found to be
suitable for all vibration scenarios discussed in Sections 3.2, 3.3.

2.2 Numerical Methods
The TDSE in Eq. 4 is solved numerically on a discrete 2D spatial
grid. The wave function of the active electron is propagated in
time according to

ψ r;R, t + δt( ) � e−i
δt
Z H r;R,t( )ψ r;R, t( ), (5)

where H(r;R, t) is the Hamiltonian, written in square brackets
on the right-hand side of Eq. 4. The propagator is calculated using
a Fourier-based split-operator technique (Feit et al., 1982;
Bandrauk and Shen, 1993; Rice and Zhao, 2000; Wollenhaupt
et al., 2005; Tannor, 2007; Bauer, 2017; Grossmann, 2018). The
time propagation is performed in two consecutive stages. The first
stage, starting at the initial time ti < 0 and ranging up to T = −ti, is
the interaction with the laser pulse centered around t = 0. In this
stage, the photoelectron wave packets are created. The second
stage ranging up to the final time tf is the field-free propagation of
the wave packets under the influence of the long-ranged
Coulomb-type molecular potential. Throughout both stages,
we use the same temporal step size of δt = 10 as. The wave
function is propagated on a square spatial grid with boundaries
(xmax, ymax) = −(xmin, ymin) = (500, 500) Å. The spatial resolution
is chosen to be δx = δy = 1 Å. The molecule is initiated in the
electronic ground state ψ(r; R, ti) = ψ0 (r; R). Starting from the
solution of the time-independent Schrödinger equation Eq. 2,
obtained on a smaller spatial grid using the Fourier grid
Hamiltonian method (Marston and Balint-Kurti, 1989), the
ground state wave function is refined by imaginary-time
propagation (Tal-Ezer and Kosloff, 1986). In order to
minimize unphysical reflections of the wave function at the
spatial boundaries, we use absorbing boundary conditions
(Kosloff and Kosloff, 1986; Santra, 2006) implemented by
adding an artificial spherically symmetric imaginary potential
U(r)∝ − i r16 to the molecular potential V(r;R) in Eq. 1. After
the interaction with the laser pulse, the wave function is
propagated until the free photoelectron wave packets have
detached from the bound part, which remains localized at the
two nuclei, but not yet reached the absorbing boundaries. Then
the free part of the electron wave function is separated from the
bound part by application of a spherically symmetric splitting

filter of the form f(r) � 1 − e−ln(2)( r
Δr)4 , similar to Heather and

Metiu (1987). The PMD P(k) is proportional to the modulus
square of the momentum space wave function ~ψf(k) of the free
part,

P k( )∝ ~ψf k( )
∣∣∣∣∣ ∣∣∣∣∣2 � F f r( )ψ r;R, tf( )[ ] k( )|

∣∣∣∣∣ 2
, (6)

whereF denotes the Fourier transform. For tf > T, the right-hand
side of Eq. 6 rapidly converges towards the final (far field) PMD
(Wollenhaupt et al., 2002; Bayer et al., 2020).

3 RESULTS

Motivated by recent attosecond studies on molecular FEVs (Yuan
et al., 2016; Djiokap et al., 2018; Guo et al., 2021), we start in
Section 3.1 by considering a rigid diatomic molecule interacting
with various standard pulse shapes, including simple linearly and
circularly polarized pulses as well as counterrotating circularly
polarized double pulse sequences (Pengel et al., 2017b). For a
selection of fixed internuclear separations, we analyze the PMD
resulting from SPI and MPI to identify the basic physical
mechanisms in the creation of molecular FEVs. Molecular
vibration is introduced in Section 3.2, where we study the
influence of the nuclear motion on the electronic excitation
for SPI and MPI. In Section 3.3, we address different types of
spatial averaging in view of the experimental implementation of
molecular FEV scenarios. For this purpose, we consider a CEP-
sensitive bichromatic two- vs. three-photon ionization scenario to
compare the calculated molecular frame PMD with the PMD
measured in the laboratory frame. In particular, we investigate the
influence of molecular rotation averaging and CEP-averaging,
both of which play a crucial role in molecular photoionization
experiments.

3.1 Rigid Molecule
To get a first idea of the ionization dynamics of diatomic
molecules, especially when ionized with polarization shaped
pulses, we start with a rigid diatomic molecule whose nuclei
are fixed in space. This so-called static nuclear frame represents a
particularly good approximation for the interaction of molecules
with attosecond pulses (Yuan et al., 2016; Djiokap et al., 2018;
Guo et al., 2021), because the nuclei are virtually frozen on the
attosecond timescale. For our purpose, freezing the nuclei serves
as a simplification to provide a clear physical picture of the
various interference mechanisms involved in molecular
photoionization. The influence of the nuclear motion is
investigated next in Section 3.2. In the following, two types of
perturbative ionization processes are compared. First, we study
SPI by XUV/UV pulses with central wavelengths in the range of
λ0 = 113−210 nm and a fixed pulse duration of Δt = 2 fs. Second,
we study MPI by UV/VIS pulses with central wavelengths of λ0 =
353−680 nm and a duration of Δt = 5 fs. The pulse duration in the
MPI scheme is chosen slightly larger than in the SPI scheme,
because the photoelectron signal from (non-resonant)
perturbative N-photon ionization is determined by the N-th
order optical spectrum (Meshulach and Silberberg, 1999). For

Frontiers in Chemistry | www.frontiersin.org June 2022 | Volume 10 | Article 8994615

Bayer and Wollenhaupt Molecular Free Electron Vortices

100

https://www.frontiersin.org/journals/chemistry
www.frontiersin.org
https://www.frontiersin.org/journals/chemistry#articles


FIGURE 2 | (Color online.) Gallery of calculated and energy-calibrated PMDs created by photoionization of the rigid molecule at different internuclear separations
(columns) with different types of laser pulses (rows). The corresponding molecular potentials are shown in the top row. The laser pulses are illustrated on the left-hand
side. The upper part (magenta frame) shows the PMDs resulting from one-photon ionization, the PMDs in the lower part (blue frame) result from three-photon ionization.
The green frames (second to fourth column) indicate the vibration window.
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a Gaussian-shaped pulse, the signal is spectrally broadened by a
factor of

��
N

√
. The effective pulse duration of the 5 fs pulse in the

three-photon ionization scheme discussed in Sections 3.1.2, 3.2.2
is hence Δteff � Δt/

�
3

√ � 2.9 fs, which is close to the pulse
duration in the SPI scheme. Also, with this choice, the XUV
and the VIS pulses have approximately the same number of
optical cycles. In general, the results from SPI are conceptually
more transparent and easier to interpret than the MPI results,
because SPI is not influenced by intermediate bound state
resonances and dipole selection rules for the absorption of
multiple photons. On the other hand, MPI schemes are more
amenable to the experimental implementation, since
polarization-shaped ultrafast VIS and UV laser sources are
readily available in the lab. We investigate the PMD created
by photoionization of the potassium molecular ion (cf. Section
2.1) by standard types of polarization-shaped laser pulses at
different internuclear separations R. Figure 2 shows a gallery
of the numerical results in kinetic energy representation.
Different rows correspond to the results obtained for different
pulse shapes, including linearly polarized (LP) single pulses with
their polarization vector aligned either parallel or orthogonal to
the internuclear axis, left-handed circularly polarized (LCP)
single pulses and double pulse sequences consisting of an LCP
first pulse and a right-handed circularly polarized (RCP) second
pulse (LRCP sequence) separated by τ = τ2 − τ1 = 2Δt. The results
obtained for different R are organized in columns, with the related
molecular potentials V(r;R) shown in the top frames. Three
distinct R-regions are selected. The first column corresponds to
the atomic limit, R ≪ R0, where the potential resembles that of a
single atom. The second to fourth column (green frame)
corresponds to the vibration window Rin ≤ R ≤ Rout discussed
in the following sections, including the equilibrium distance R =
R0 (third column). The fifth column represents the transition to
the dissociation limit, R≫ R0, which is covered in the last column.
Because the ionization potential depends on R, the central
wavelength λ0 is adapted in each column such that the PMD
is centered in the same kinetic energy window, i.e., [0, 2.6] eV in
the SPI scheme (magenta frame) and [0, 1.8] eV in the MPI
scheme (blue frame).

3.1.1 Static One-Photon Ionization
We start by inspecting the results from the SPI scheme. In the
limit R → 0 (first column of Figure 2), the PMDs are
straightforwardly described in an atomic picture. The
potential becomes approximately spherically symmetric
entailing an |s, m = 0〉-type ground state wave function. In
accordance with the dipole selection rules, SPI by an LP laser
pulse therefore creates a |p, 0〉-type, dumbbell-shaped
photoelectron wave packet aligned along the polarization
direction. Similarly, an LCP pulse produces a |p, 1〉-type,
torus-shaped wave packet. In general, the superposition
principle applies to perturbative SPI, i.e., the free electron
wave packet from photoionization with a superposition of
laser fields is given by the coherent superposition of the
partial waves from the individual fields (Wollenhaupt et al.,
2002). For example, the photoelectron wave packets created by
an LCP pulse are a coherent superposition of the wave packets

created by the corresponding LP pulses parallel and orthogonal
to the internuclear axis. SPI by a time-delayed LRCP sequence
yields an FEV in the shape of a two-armed Archimedean spiral
with a counterclockwise sense of rotation (Ngoko Djiokap et al.,
2015). This spiral-shaped PMD is understood in the framework
of the perturbative ionization model presented in Pengel et al.
(2017a), Pengel et al. (2017b) applied to one-photon ionization.
According to the model, the two-armed FEV arises from the
superposition of the ~ψp,1(k)- and ~ψp,−1(k)-type partial waves
created by the LCP and RCP pulse, respectively. Due to the free
time evolution during the time τ between both pulses, the initial
wave packet acquires an energy-dependent phase of −ε(k)τ/Z,
where ε(k) = Z2k2/(2me) is the photoelectron kinetic energy. The
PMD of the two-armed FEV thus reads
P(k) � |~ψp,1(k)e−iε(k)τ/Z + ~ψp,−1(k)|2. The number of spiral
arms is determined by the difference between the magnetic
quantum numbers of the involved partial waves. The rotational
sense depends on the pulse ordering and is inverted for an RLCP
sequence.

Next, we consider the PMD from SPI in the dissociation limit
R ≫ R0. The PMDs shown in the last column of Figure 2 exhibit
the same coarse (average) structure as in the atomic limit but are
modulated by an intricate interference pattern. Some of the
PMDs resemble the trilobite states currently discussed in the
context of long-range Rydberg molecules (Shaffer et al., 2018;
Eiles, 2019) and initially reported in (Greene et al., 2000). The
observed pattern results from the interplay between two
interference mechanisms already discussed by Cohen and
Fano (1966) and reviewed recently in Yuan and Bandrauk
(2015). The first mechanism is two-center interference, i.e., the
superposition of partial waves emitted from the individual
nuclei—hence both being of similar shape as in the atomic
limit—spatially displaced by R. The second mechanism is
Coulomb diffraction of each partial wave at the potential of
the neighboring nucleus. Both mechanisms are illustrated in
Figure 3 on the example of the two-armed FEV from
ionization with an LRCP sequence. Panel (a) shows the spiral-
shaped PMD |~ψ(k)|2 in the atomic limit, R = 0.1 Å, in energy and
momentum representation (inset). Panel (b) shows the result of a
simple two-center interference model based on the superposition
of two replica of the atomic wave function from (a) with spatial
origins displaced by Rd = 75 Å. According to the Fourier shift
theorem, the spatial displacement gives rise to a relative linear
phase in momentum space − Rd ·k between the two partial waves
in the direction of the internuclear axis. The resulting PMD
|~ψ(k) + ~ψ(k)e−iRd ·k|2 � 2|~ψ(k)|2[1 + cos(Rd · k)], shown in the
inset of (b), exhibits a cosine modulation along the positive
grid-diagonal. The nodal lines are aligned parallel to the
negative diagonal (grey dotted line in the inset). The energy
calibration k↦ε(k) of the PMD bends the linear nodal lines and
focuses them towards the center, as indicated by the grey dotted
curves in the energy representation. The full calculation result for
R = 75 Å is shown in panel (c). In the second (II) and fourth (IV)
quadrant of the grid, i.e., lateral to the internuclear axis, the
fringe-type interference pattern indeed resembles that of the two-
center interference model. However, in axial direction, i.e., in the
first (I) and third (III) quadrant, the full calculation exhibits a
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speckle-type interference pattern. This speckle pattern is a
superposition of the two-center interference pattern emanating
laterally from the internuclear axis, and a second pattern
emanating in axial direction. The latter arises from the
diffraction of the partial waves emitted from either nucleus at
the Coulomb potential of the neighboring nucleus. Panel (d)
illustrates the Coulomb diffraction process by a time series of the
coordinate space density |ψ(r; R, t)|2 (note the different grid
ranges). The series begins with the creation of the |p, 1〉-type
partial waves by the initial LCP pulse centered at τ1 = −2 fs (frame
(i)). Both partial waves evolve rapidly into torus shapes which
overlap and interfere in between the two nuclei (frame (ii)). By
the time the |p, − 1〉-type partial waves are created by the time-
delayed RCP pulse (frame (iii)), the initial waves have already
arrived at the neighboring nuclei. Frames (iii)–(v) capture their
diffraction at the attractive Coulomb potentials which focus them
towards the internuclear axis. The time-delayed partial waves
undergo the same diffraction process in frame (vi). Eventually, all
partial waves have passed the two nuclei and depart from the
molecule [frame (vii)], dispersing asymptotically into their own
PMD (Winter et al., 2006; Bayer et al., 2020). To highlight the
different contributions of two-center interference and Coulomb
diffraction to the PMD, panel (e) compares full calculation and
two-center interference model for the LP scenarios parallel and
orthogonal to the internuclear axis (see first and second frame of
last column in Figure 2). In the orthogonal case (top), where the
PMD is aligned lateral to the molecular axis, the agreement of the

model and calculation is quite convincing. In the parallel case
(bottom), however, where the PMD is aligned along the
molecular axis, the deviations are substantial, emphasizing the
strong influence of Coulomb diffraction on the interference
pattern in this direction. In summary, besides Coulomb
diffraction, the seemingly complicated molecular FEV in
Figure 3C can be understood as a result an interplay of three
types of interference: (1) The interference of the two atomic wave
packets ~ψp,±1 ∝ e±imϕ, created by the two counterrotating
circularly polarized subpulses, determines the azimuthal
structure of the PMD, (2) by virtue of the time delay τ, the
two pulses act as a temporal double slit due to the free time-
evolution phase factor e−iετ/Z, which results in the radial fringe
pattern in the PMD (Wollenhaupt et al., 2002), and (3) the spatial
displacement R of the two atoms along the molecular axis,
associated with the phase factor e−ik·R, causes a lateral fringe
pattern in the PMD, reminiscent of a spatial double slit. We note,
that this physical picture allows us to extract the internuclear
separation directly from the lateral fringe pattern in the PMD.

While the interpretation of the PMDs in the atomic and the
dissociation limit is quite transparent, the analysis of the PMDs in
the intermediate regime, presented in the central columns of
Figure 2, is more demanding. The penultimate column, with R =
25 Å, represents the transition between the two limits. Here the
PMDs are already characterized by the two interference
mechanisms, the main difference being the lower modulation
frequency of the two-center interference fringes in comparison to

FIGURE 3 | (Color online.) Discussion of interference mechanisms on the example of the two-armed FEV created by one-photon ionization with an LRCP pulse
sequence (cf. Panel 2). The two pulses are centered at τ1 = −τ2 = −2 fs. (A) Energy-calibrated PMD of the FEV in the atomic limit R = 0.1 Å. The inset shows the actual
PMD in momentum representation. (B) Two-center interference model based on the superposition of two atomic partial wave packets with origins displaced by Rd =
75 Å. (C) Full calculation of the two-armed FEV in the dissociation limit R = 75 Å. (D) Time series of the electron density |ψ(r; R, t)|2 illustrating the diffraction of the
partial wave packets emitted from one nucleus at the Coulomb potential of the neighboring nucleus. (E) Comparison between two-center interference model and full
calculation for the LP single-pulse scenarios orthogonal and parallel to the internuclear axis.
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the last column. Around the equilibrium distance R0 = 4.48 Å
(third column; see also Figure 1A) of the molecule, however, the
two mechanisms are less meaningful for the interpretation of the
PMDs. In this regime, the internuclear separation is difficult to
extract directly from the PMD but could be retrieved by
comparison to an analytical model of the photoelectron wave
function (Fernández et al., 2009) or by application of a machine
learning procedure (Shvetsov-Shilovski and Lein, 2022). Some
general features of the PMDs, which we confirmed numerically,
can be identified. For example, the PMDs created by LCP and
RCP pulses (the latter are not shown) are mirror images of one
another, when reflected at the internuclear axis or orthogonal to
this axis. Mirroring the field at one of these axes inverts its
rotational sense and transforms an LCP into an RCP pulse and
vice versa. Currently, the mirror symmetry of LCP and RCP
pulses is also referred to when discussing chiro-optical effects,
such as photoelectron circular dichroism (Hergenhahn et al.,
2004; Powis, 2008; Lux et al., 2012). Altogether, the second (R =
3.45 Å), third and fourth (R = 6.0 Å) column correspond to the
nuclear vibration window which will be investigated in the
following Section 3.2. The PMDs shown here build the basis
for the discussion of the vibrational dynamics.

3.1.2 Static Three-Photon Ionization
Unlike SPI, MPI depends not only on the initial state and the
final state in the continuum, but is also highly sensitive to
intermediate resonances. Moreover, the absorption of multiple
photons opens up numerous ionization pathways leading to
target continuum states characterized by superpositions of
angular momenta that are generally larger than in SPI. As a
consequence, PMDs created by MPI have a richer structure than
those created by SPI. The simulation results shown in the
bottom part of Figure 2 (blue frame) are based on three-
photon ionization of the potassium molecular ion, motivated
by recent experimental studies on potassium atoms
(Wollenhaupt et al., 2009a; Pengel et al., 2017a; Pengel et al.,
2017b) and molecules (Bayer et al., 2013; Braun et al., 2014). The
PMDs in the first column are again well understood in an atomic
picture invoking the dipole selection rules. Accordingly, three-
photon ionization of the |s, 0〉-type ground state by an LP pulse
creates an |f, 0〉-type photoelectron wave packet aligned in laser
polarization direction (Wollenhaupt et al., 2009a). Analogously,
the LCP pulse creates an |f, 3〉-type, torus-shaped wave packet,
slightly more confined in radial direction compared to the SPI
scheme. The radial width of the PMD in the MPI scheme is
determined by the bandwidth of the third-order spectrum of the
5 fs pulse, which is actually smaller than the fundamental
bandwidth of the 2 fs pulse. The LRCP sequence creates a
six-armed FEV with counterclockwise sense of rotation, as
observed and discussed in detail in Pengel et al. (2017a),
Pengel et al. (2017b).

In the dissociation limit (last column), we recognize the same
interference mechanisms at play as in the SPI scheme (cf. Section
3.1.1). Again, the average structure of the PMDs is the same as in
the atomic limit (first column). Along the internuclear axis,
however, the PMDs are modulated by speckle-shaped
interference patterns due to the combined effect of Coulomb

diffraction and two-center interference, whereas in lateral
direction, we observe the fringe-type patterns characteristic for
almost pure two-center interference.

The interpretation of the intermediate R-regime is more
involved. The PMDs shown in the central columns depend
strongly on the central wavelength λ0, which indicates the
presence of intermediate resonances. Also, a comparison of
the different PMDs within each row shows that the shape of
the PMDs changes drastically with the internuclear separation. In
contrast, in the SPI scheme, where resonances of the bound
system play no role, the PMDs in the vibration window (green
frame) are qualitatively similar and change smoothly with R.
Another indication of intermediate resonances is the rotation of
the PMDs in the circularly polarized scenarios, discernible e.g., by
the angular alignment of the main lobes in the 2D plane.
Resonances introduce additional ionization phases in the
photoelectron wave packet (Eickhoff et al., 2022) which, in the
circularly polarized case, translate into an azimuthal rotation of
the PMD (Eickhoff et al., 2020a). The observed rotation is
particularly pronounced in the PMDs from LCP and LRCP
ionization in the fourth column, i.e., for R = Rout = 6.0 Å. The
excitation scheme in Figure 1A suggests that at this internuclear
separation the transition from the ground state to state ψ6 (green
line in Figure 1A) becomes near-resonant with a pulse of central
wavelength λ0 = 463 nm (see also Figure 6B).

The quantitative analysis of the bound state population
dynamics pn(t) for the lowest eight electronic states is shown
in Figure 4. At the equilibrium distance R0 and λ0 = 420 nm
(third column), shown in panel (a), we see the transient
population of states ψ1 and ψ2 by a few percent, followed by a
population return to the ground state. This result confirms the
non-resonant character of the interaction and verifies the
perturbative interaction conditions. Panel (b) shows the
dynamics at Rout and the same central wavelength. In this
case, we observe an efficient population transfer to state ψ6 of
about 10%. The induced electronic coherence results in a
pronounced charge oscillation in the bound molecular system
along the internuclear axis. This dynamics is illustrated in the
insets to (b) which show the time-dependent electron density
|ψ(r; R, t)|2 over one half-cycle of the charge oscillation after the
interaction. These findings confirm the above assumption of a
resonance-enhanced multiphoton ionization (REMPI) process at
Rout via state ψ6. Our simulations show that the exact resonance at
Rout is found around λ0 = 413 nm. At λ0 = 463 nm, as in the fourth
column, we still register about 1% population transfer due to the
broad bandwidth of the pulses. Additional high-lying resonances
are expected at the two-photon level, due to the high density of
Rydberg states, but their analysis is beyond the scope of this
paper. The resonance ψ0 → ψ6 at Rout, however, will also be
relevant in the discussion of coupled vibrational and electronic
(vibronic) MPI dynamics in Sections 3.2.2, 3.3.

3.2 Vibrating Molecule
The coupled electron-nuclear dynamics in molecules has been
studied extensively on the femtosecond timescale, as reviewed for
example in Gatti (2014), Bircher et al. (2017), and very recently on
the attosecond timescale (Nisoli et al., 2017; Cattaneo et al., 2018).
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Experimentally, the coupled electron-nuclear dynamics of
potassium dimers has been investigated in Bayer et al. (2013),
Braun et al. (2014). In this section, we account for the vibration of
the nuclei along the internuclear axis and study the coupling
between the nuclear motion and the electronic ionization
dynamics. To this end, we initialize the molecule in a
vibrationally excited state of the electronic ground state
potential V0(R), which we can think of as being prepared, e.g.,
by stimulated Raman excitation.We use LRCP sequences to study
the creation of FEVs by ionization of the vibrating molecule.
Femtosecond double pulse sequences are well-established in
femtochemistry and the time-resolved investigation of
molecular dynamics (Zewail, 1995), being the basis of pump-
probe techniques (Zewail, 2000). Here, however, the focus is not
primarily on time-resolved imaging of the dynamics, but on
exploring their signatures imprinted in the photoelectron
spirals. In the following, we design specific vibration-scenarios
via the timing of the pulse sequence. Specifically, we lock the two
pulses to distinct stages of the nuclear oscillation, i.e., the inner
and the outer turning point. The resulting PMD is analyzed for
both the SPI and the MPI scheme (cf. Section 3.1).

3.2.1 Dynamic One-Photon Ionization
The timescale of the vibrational dynamics depends, amongst
others, on the reduced mass μ of the nuclear system. For the
purpose of this study, μ is chosen such that the nuclear timescale
is adapted to the laser pulses employed in Section 3.1.1, which
yields the most transparent results. Specifically, μ is adapted such
that the period of the vibration (cf. top inset to Figure 1) is Tv =
13.7 fs. This value is compatible with the laser pulse duration of
Δt = 2 fs. The laser central wavelength is fixed to λ0 = 125 nm as in
the second column of Figure 2 (magenta frame). The variation
parameter is the time-delay τ between the two subpulses of the
LRCP sequence.

Two distinct scenarios are investigated. First, the pulses are
separated by half a vibrational cycle, τ = Tv/2 = 6.84 fs, and locked
to different turning points. Second, the pulses are separated by τ =
Tv and locked to the same turning point of two consecutive

vibration cycles. The numerical results are presented in Figure 5.
The top frames show the nuclear motion R(t) (green curve)
together with the x-component of the circularly polarized laser
field E(t) (magenta curve). During the most intense part of the
pulses, i.e. within Δt, the nuclei move by about 0.2 Å at the inner
and 0.1 Å at the outer turning point. The calculated photoelectron
spectra are shown below in different representations, including
the 2D PMD P(ε, ϕ) in a Cartesian and a spherical coordinate
frame, the energy-integrated angular distribution A(ϕ) (blue
polar plot) and the angle-integrated energy spectrum S(ε)
(bottom right frame). We notice that the photoelectron signal
is spread out over a much larger energy region than in the rigid
case (cf. Section 3.1.1). This spreading, which is best discernible
in the energy spectra S(ε), is particularly apparent in panels (a)
and (c). In these scenarios, the ionizing field probes the nuclear
dynamics over a full vibrational cycle. In the static molecular
frame, the photoelectrons are created in a fixed kinetic energy
window, the width of which is essentially determined by the
spectral bandwidth of the laser pulses. In the dynamic case,
however, the ionization maps the nuclear motion into
different energy windows via the R-dependent ionization
potential ΔV(R) = Vi(R) − V0(R). According to Mulliken’s
difference potential analysis (Mulliken, 1971), a photoelectron
created at the internuclear separation R by absorption of a photon
with frequency ω0 receives a kinetic energy of ε1ω(R) = Zω0 −
ΔV(R). Thus, the different stages of the vibrational dynamics are
energetically disentangled in the energy spectrum, which is the
basis for the time-resolved mapping of ultrafast vibrational wave
packets by femtosecond photoelectron spectroscopy (Baumert
et al., 1991; Assion et al., 1996; Wollenhaupt et al., 2003; Bayer
et al., 2013; Braun et al., 2014). In a full quantum mechanical
treatment of the vibrational dynamics, the photoelectron energy
spectrum is additionally broadened due to the finite width of the
vibrational wave packet. The latter describes a distribution of
internuclear separations at which the ionization takes place. To
estimate this additional broadening, the entire vibrational wave
packet needs to be mapped onto the photoelectron energy axis via
the difference potential. The result of the difference potential

FIGURE 4 | (Color online.) Bound state population dynamics of the rigid molecule excited by the LRCP sequences (shaded background) from the MPI scheme.
Shown are the time-dependent populations of the eight lowest electronic states ψn (cf. Panel 1B). (A) Non-resonant excitation at the equilibrium distance R0 = 4.48 Å
using a central wavelength of λ0 = 420 nm. Only states ψ1 and ψ2 are transiently populated, mediating the MPI process. Finally, almost the entire population returns to the
ground state. (B) Resonant excitation of state ψ6 at the outer turning point Rout = 6.0 Å, using the same central wavelength λ0 = 420 nm as in (A). The coherent
superposition of states ψ0 and ψ6 corresponds to an efficient ultrafast charge oscillation in the bound molecular system, illustrated in the inset by a time series of the
electron density |ψ(r; R, t)|2.
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analysis applied to the SPI scheme is shown as magenta curve in
Figure 6A. Taking into account the laser bandwidth in addition,
depicted in the left frame, the kinetic energy range of the released
photoelectrons is ε ∈ [0; 4.2 eV].

Specifically, the inner turning point is mapped to an energy of
ε1ω(Rin) = 1.4 eV, while the outer turning point is mapped to
ε1ω(Rout) = 2.9 eV. This mapping gives rise to the localized rings
observed in Figures 5B,D. In these SPI scenarios, the laser pulses
probe the nuclear dynamics at two consecutive inner and outer
turning points, respectively. The enhancement of the
photoelectron amplitude in these regions indicates the
increased probability of finding the nuclei at one of the two
turning points, in analogy to a classical oscillator. The
corresponding angular distributions A(ϕ) are almost identical
to the result obtained in the rigid case. For comparison, the PMDs
created by SPI of the rigid molecule using a single LCP pulse is
shown in the respective insets. Note that, in the single pulse
scenarios, the side lobes of the angular distribution are not
symmetric. This asymmetry is compensated in the LRCP
scenarios by the contribution of the time-delayed RCP pulse,
which is mirrored at the internuclear axis (see also discussion in
Section 3.1.1). The delicate radial fringe patterns observed in the
LRCP scenarios results from the interference of the two partial
wave packets created by the LCP and the RCP subpulse, enabled
by their energetic overlap. The fringe spacing is determined by the
time-delay as Δε = h/τ (Wollenhaupt et al., 2002; Pengel et al.,
2017b). In the polar representation of the 2D PMD (bottom left
frames), we recognize that the fringes are slightly sloped,
suggesting a spiral-shaped interference pattern analogous to
that of atomic FEVs (Ngoko Djiokap et al,. 2015; Pengel et al.,
2017b). In contrast to the atomic case, however, the spiral arms of
these molecular FEVs evolve non-linearly in the polar plane. This
non-linear ϕ-dependence of the interference pattern, which is
neither fully resolved in the energy spectrum S(ε) nor visible in

the angular distribution A(ϕ), encodes spectroscopic
information about the structure and the dynamics of the
molecule.

In panels (a) and (c) of Figure 5, we observe no such regular
interference pattern as in (b) and (d). Here, the two partial wave
packets are mapped into different energy windows and interfere
only in a narrow overlap region around ε = 2.1 eV (see left frame
of Figure 6A), where indeed some interference fringes are
observed. The energetic disentanglement of the free electron
wave packets is also indicated by the slight asymmetry of the
side lobes in the angular distribution A(ϕ). These side lobes
reflect mainly the side lobes of the low-energy wave packet
created at the inner turning point, i.e., by the LCP subpulse in
panel (a) and the RCP subpulse in panel (c). A more striking
difference between the PMDs in panel (a) and (c) is the weak
fringe pattern which is observed in the low-energy region ε
≲2.1 eV in (c) and absent in (a). This difference is seemingly
counterintuitive, since the underlying physical scenarios are—at
first glance—very similar. A closer numerical investigation
revealed that the fringe pattern arises due to non-adiabatic
dynamics of the electronic ground state wave function induced
by the vibrating nuclei. While the ground state electron density
|ψ(r; R, t)|2 adapts almost adiabatically to the nuclear motion, the
corresponding wave function acquires a saddle-shaped phase
aligned along the internuclear axis. Signatures of this phase
emerge as the radial fringe pattern in the PMD in (c). To
confirm this analysis, we examined the PMD created by the
time-delayed RCP pulse only, i.e., without the initial LCP
subpulse. The resulting PMD, shown in the inset to (c)
exhibits the same fringe pattern as the full calculation. The
same procedure applied to the scenario in (a) yields the PMD
shown in the inset to (a). Evidently, the wave packet created by
the RCP pulse at the outer turning point also exhibits a fringe
structure reflecting the vibrational history of the molecule, albeit

FIGURE 5 | One-photon ionization of the vibrating molecule by single-color LRCP sequences locked to the two turning points of the nuclear vibration R(t). The 2D
PMD in energy representation P(ε, ϕ) is shown in Cartesian (central frames) and spherical representation (bottom frames). In addition, the energy-integrated angular
distributionsA(ϕ) are shown as polar plots (blue curves) and the angle-integrated energy spectra S(ε) are shown in the bottom right frames. In (A,C), the two subpulses
are locked to different turning points, while in (B), both pulses ionize the molecule at the inner and in (D) at the outer turning point.
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less pronounced as in (c) and therefore less visible in the full
calculation. In both cases, we find for the fringe spacing Δε =
334 meV. This value corresponds to a time constant of τ = h/Δε =
12.4 fs, approximately matching the time interval from the
initiation of the vibration at ti = −11.5 fs to the arrival of the
RCP pulse at t = 0. These findings demonstrate that the
interference structures in the photoelectron spectrum are
highly sensitive to non-adiabatic electron-nuclear dynamics in
molecules. The results once again underscore that differential
detection of photoelectron wave packets is essential to reveal the
subtle changes in the bound electronic wave function, which are
otherwise not detected.

3.2.2 Dynamic Three-Photon Ionization
The results obtained in the dynamic MPI scheme are especially
rich in information. Not only is MPI sensitive to intermediate
resonances, but unlike the static case, in the presence of nuclear
dynamics, electronic resonances may occur at certain
internuclear distances and be absent in others. To study the
signatures of such transient resonances in the PMD, we again lock
two pulses, which are short compared to the vibrational period of
the molecule, to different stages of the nuclear dynamics. The
vibrational dynamics are adapted to the longer pulse duration of
Δt = 5 fs used in Section 3.1.2 by choosing the reduced mass of
the nuclei such that the vibration period is increased to Tv = 30.6
fs. We employed the LRCP sequences from Section 3.1.2 with a
central wavelength of λ0 = 395 nm (second column of Figure 2).
This central wavelength is very close to the one-photon resonance
ψ0 → ψ6 at the outer turning point Rout of the vibration, as
illustrated in the excitation scheme shown in Figure 6B (see also
Section 3.1.2). At the inner turning point Rin and at the
equilibrium distance R0, however, the field is far detuned from
any one-photon resonance, since the states ψ3, ψ4 and ψ5 (gray
dashed curves) are not dipole-coupled to the ground state.
Consequently, we expect the transient resonance ψ0 → ψ6 to
play a prominent role in the scenarios involving MPI at the outer
turning point. The R-dependent transition dipole moments
plotted in Figure 6C show that the coupling between the

ground state and the ψ6-state (green curve) at the outer
turning point is one order of magnitude larger than at the
equilibrium distance (cf. Figure 1B). In general, the variation
of a transition dipole moment along a nuclear coordinate can be
indicative of a change of the electronic structure in this direction
(Wollenhaupt et al., 2003). However, in this case, the variation of
the dipole coupling is attributed to the R-dependent
contributions of the inner and outer lobes of ψ6 to the matrix
element (cf. Figure 1B). In the vicinity of R0, at R ≈ 4.2 Å, these
contributions cancel each other and the matrix element vanishes.
The numerical results are presented in Figure 7, with the same
organization as in Figure 5 to facilitate the comparison. We start
with the discussion of panel (b), where both pulses ionize the
vibrating molecule at the inner turning point. This is the only
scenario, where the above-mentioned resonance is not crucial.
According to the difference potential analysis in Figure 6A (blue
curve), the inner turning point is mapped to an energy of ε3ω(Rin)
= 3Zω0 −ΔV (Rin) = 0.9 eV. This energy is marked by a blue arrow
in the bottom right frame of Figure 7B. In fact, the calculated
PMD is red-shifted towards a kinetic energy of ε = 0.6 eV, best
seen in the energy spectrum S(ε). An examination of the bound
state population dynamics (not shown) confirmed that the
excitation is fully perturbative, ruling out the AC Stark effect
to explain the observed energy shift, and non-resonant at the one-
photon level. The angular distribution A(ϕ) is similar but not
identical to that of the static LRCP scenario shown in the inset.
The slight rotation between both, indicating the acquisition of an
additional phase in the REMPI process (Eickhoff et al., 2022),
hints towards the influence of another resonance encountered
during the vibration on the two-photon level. The analysis of the
population dynamics yields that the high-lying state ψ11, plotted
as cyan dashed-dotted line in Figure 1A, 1is excited near-
resonantly by both subpulses—albeit with a population
transfer of less than 1%. However, the population stored in
ψ11 by the first subpulse is efficiently mapped by one photon
of the second subpulse into an energy window around ε = 0.5 eV,
consistent with the observed energy shift. A closer inspection of
the 2D PMD reveals an intricate interference pattern. The pattern

FIGURE 6 | (Color online.) Derived quantities to characterize the interdependence of electronic and nuclear dynamics. (A) Difference potential analysis for the SPI
scheme (magenta curve) and the MPI scheme (blue curve). The left frame depicts the power spectral density (PSD) of the 125 nm, 2 fs pulse mapped at the inner and
outer turning point of the vibration. The right frame shows the PSD of the third order spectrum of the 395 nm, 5 fs pulse. (B) Excitation scheme of the vibrating molecule
interacting with the 395 nm pulse employed in the MPI scheme. At the outer turning point, state ψ6 is excited resonantly from the ground state. (C) R-dependent
transition dipole moments μn0(R) = |e〈ψn|r|ψ0〉| for ground state transitions to the seven lowest bound electronic states (vanishing dipole couplings are not shown). At the
outer turning point Rout, the coupling of the ground state to the resonant state ψ6 is one order of magnitude larger than at the equilibrium distance R0.
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starts out as a six-arm spiral, as expected for three-photon
ionization with LRCP pulses (Pengel et al., 2017b). With
increasing energy, however, the pattern becomes more and
more intertwined, indicating a beating of the six-armed FEV
with a another contribution. Because this beating pattern is not
observed in the rigid case (see inset), we conclude that the second
contribution arises from an interplay of the non-adiabatic (but
near-diabatic) dynamics of the ground state wave function (see
discussion in Section 3.2.1) and the time-delayed mapping of the
two-photon resonance ψ11 by the second subpulse.

A similar beating pattern is observed in Figure 7D, where both
pulses ionize the molecule at the outer turning point. The created
photoelectron wave packets are localized energetically around
ε3ω(Rout) = 2.4 eV, in accordance with the difference potential
analysis in Figure 6A. Both pulses excite the ψ6-state near-
resonantly driving a (1 + 2) REMPI process, which we verified
numerically by evaluation of the population dynamics (not
shown) similar to Figure 4. Our results show that the first
subpulse transfers about 5% of population from the ground
state to the resonant ψ6-state. Hence, the second pulse finds
the molecule in a coherent superposition of states ψ0 and ψ6 and
maps both into the continuum, the former by three- and the latter
by two-photon ionization. One might suspect that the additional
photoelectron contribution from state ψ6 is responsible for the
observed beating pattern in the PMD. However, since the
beating—unlike the ψ0 → ψ6 resonance—is absent in the static
LRCP scenario shown in the inset, we conclude that the beating is
indeed a signature of the non-adiabatic ground state dynamics.
The same alignment of the angular distributions in the static and
the dynamic LRCP scenario confirms the absence of additional
resonances in the course of the nuclear vibration.

In the scenarios of panels (a) and (c), we expect again a
broader energy distribution of the photoelectrons, because the
laser field ionizes the molecule at both turning points. In fact, the
PMD in panel (c) displays a bimodal energy spectrum S(ε) with

significant contributions around ε3ω(Rin) and ε3ω(Rout). The first
subpulse is locked to the outer turning point and hence induces (1
+ 2) REMPI via the ψ6-state. The created photoelectron wave
packet is centered energetically in the high-energy window
around 2.4 eV. The second subpulse, locked to the inner
turning point, creates a wave packet in the low-energy window
around ε = 0.7 eV by direct (2 + 1) REMPI from the ground state
via state ψ11. Again, the subtle radial fringe pattern superimposed
on this contribution reveals the non-adiabatic phase dynamics of
the bound state wave function. Due to our classical
implementation of the nuclear dynamics, the high-energy
contribution exhibits an additional spiral pattern. This pattern
reflects the interference of the initial wave packet, created by the
first subpulse directly, with another contribution created by time-
delayed two-photon ionization of the ψ6-state by the second
subpulse. However, in a quantum mechanical description of the
vibrational dynamics, the ψ6-population excited by the first
subpulse would follow the repulsive BO potential V6(R). Here,
the second subpulse maps the ψ6-state coincidentally into the
high-energy window around ε = 2.4 eV, such that the created
wave packet overlaps with the first wave packet. This observation
shows that, in order to account for the full dynamics of multiple
vibrational wave packets in electronic superposition states, our
numerical model needs to be refined towards a full quantum
mechanical treatment of the coupled electron-nuclear dynamics.

Eventually, in panel (a), the role of the two subpulses is
exchanged. The first subpulse ionizes the molecule at the inner
turning point via direct (2 + 1) REMPI, creating a low-energy
wave packet around ε = 0.9 eV and transferring some population
to ψ11. At the outer turning point, the second subpulse therefore
ionizes the molecule by direct (1 + 2) REMPI via the resonant ψ6-
state, creating a high-energy wave packet around ε = 2.4 eV and,
in addition, maps the ψ11-state into the continuum, creating
another wave packet centered around ε = 0.5 eV. The interference
of the two low-energy wave packets gives rise to the pronounced

FIGURE 7 | (Color online.) Three-photon ionization of the vibrating molecule by single-color LRCP sequences locked to the two turning points of the nuclear
vibration R(t). The organization of panels (A–D) is analogous to Figure 5. Striking differences to the SPI scheme are observed, especially in panels (A,C), which are
attributed to the occurrence of transient intermediate resonances.
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vortex structure observed in the low-energy region. We note that,
although the different intensities of slow and fast electrons in
Figures 7A,C suggest a ground state depletion by the first pulse of
each scenario, the ionization is indeed perturbative. In both cases,
the first pulse depopulates the ground state only by several %,
comparable to Figure 4B.

The results presented in this section demonstrate that the
coupled electron-nuclear dynamics leaves distinct fingerprints in
the spiral-shaped PMDs of molecular FEVs. For example, the
striking difference between Figures 7A,C, as well as the
comparison between the PMD from the vibrating and the
rigid molecule, clearly reveal that, in molecular MPI, the
interplay between nuclear dynamics and electronic resonances
is of great importance. Therefore, model calculations that predict
the fully differential PMDs are invaluable tools to decipher the
sophisticated structures of the PMD and identify the multiple
interference phenomena underlying the creation of molecular
FEVs. However, the results also show, that more refined models
including the quantum mechanical description of nuclear
dynamics are needed to accurately predict the fine details of
the coupled electron-nuclear dynamics. Given the high degree of
complexity of the interference patterns, further processing and
analysis of the PMDs will in practice be necessary to extract
detailed information on the underlying molecular dynamics.
Experimentally, the creation and differential detection of
molecular FEVs promises to be a highly-sensitive
spectroscopic technique to probe molecular structure and
dynamics, provided the delicate interference patterns are not
averaged out by the experimental conditions—an issue which we
will address in the following section.

3.3 Molecular Rotation and CEP-Averaging
So far, we have considered the laser-molecule interaction in the
molecular frame, i.e., for a fixed alignment of the molecule in
space. In addition, we have assumed a phase-stable wave form
and polarization profile of the laser field with a fixed orientation
relative to the molecular axis in the experiment. Any deviation
from these idealizations will, in general, wash out the intricate
interference patterns observed in the molecular frame PMD. For
example, measurements are typically performed on isotropic
ensembles of molecules. The PMD measured in the laboratory
frame is then a rotational average of all molecular alignments
relative to the laser propagation direction. In addition, the
measured PMD is typically accumulated over multiple laser
shots and locations within the laser focus introducing wave
form averaging via phase fluctuations of the laser and the
Gouy phase (Hoff et al., 2017; Bayer et al., 2020). While these
phase fluctuations might be less significant in the case of a single
multi-cycle pulse, they become crucial in the case of few-cycle
pulses, multi-pulse sequences and combinations thereof.
Specifically, a variation of the relative phase between the
subpulses in the LRCP sequences used here for the creation of
molecular FEVs rotates the spiral-shaped interference pattern in
the molecular frame PMD (Pengel et al., 2017a). As a result,
fluctuating relative phases blur the interference pattern in the
angular direction. Since bichromatic LRCP sequences, consisting
of two subpulses with commensurable central frequencies,

control the rotation of the PMD via the relative phase and the
CEP (Kerbstadt et al., 2019b; Eickhoff et al., 2020a), even CEP
fluctuations wash out the observable interference pattern in the
bichromatic case.

In this section, we investigate the influence of the different
averaging mechanisms on the PMD in a single test scenario.
Besides the averaging over the molecular alignment, we examine
CEP-averaging. Unlike the relative optical phase, which can be
controlled experimentally with zeptosecond precision (Köhler
et al., 2011), the CEP is generally more difficult to stabilize and
inherently varies over the laser focus due to the Gouy-phase (Hoff
et al., 2017). Under perturbative conditions, however, FEVs
created by single-color pulses are CEP-insensitive (Pengel et al.,
2017b). Therefore, we consider a molecular FEV created by
dynamic two- vs. three-photon ionization using a bichromatic
(2ω: 3ω) LRCP pulse sequence, which is highly sensitive to the
CEP (Kerbstadt et al., 2019b; Eickhoff et al., 2021c). The pulses
are separated by a full vibrational cycle, τ = Tv, and locked to
consecutive instants of the nuclei traversing the equilibrium
distance R0, heading outwards. Thus, both pulses probe the
same vibrational stage and a maximum range of internuclear
separations. Maintaining a pulse duration of Δt = 5 fs as in
Sections 3.1.2, 3.2.2, we adapted the reduced mass such that the
vibrational period is Tv = 18.0 fs to fully separate both pulses in
time and minimize photoelectron contributions due to frequency
mixing between the two colors (Kerbstadt et al., 2017a; Eickhoff
et al., 2021c). The initial LCP subpulse has a central wavelength of
λ1 = 395 nm as in the MPI scheme discussed in the previous
sections. The time-delayed RCP subpulse has a central
wavelength of λ2 = 2λ1/3 = 263 nm to ensure the energetic
overlap of two- and three-photon ionization pathways at 2Zω2

= 3Zω1. The amplitude ratio of the two subpulses is chosen such
that in a static MPI scenario with R = R0 both produce the same
photoelectron yield. This procedure, which is also followed in the
experiments (Kerbstadt et al., 2019b; Eickhoff et al., 2020a),
generally optimizes the interference contrast between the two
partial wave packets in the full LRCP scenario.

The numerical results are presented in Figure 8. Panel (a)
shows the PMD in the molecular frame for a fully stabilized pulse.
We observe a structured five-armed FEV consistent with the
perturbative ionization model applied to two- vs. three-photon
ionization. The FEV is localized in the low-energy region around
ε = 0.75 eV. The reason for the enhancement of the photoelectron
signal near the ionization threshold is the resonant excitation of
the ψ6-state by the first subpulse (cf. discussion in Section 3.2.2),
which is then mapped into the continuum around ε = 0.75 eV by
absorption of another photon from the second subpulse. The
inset shows the PMD obtained in the atomic limit (rigid molecule
with R = 0.1 Å). Compared to the dynamic case, it displays a more
regularly shaped five-armed Archimedean spiral, similar to the
result obtained recently for the 2D model of a single potassium
atom (Eickhoff et al., 2021c). Figures 8B–D show three types of
rotational averaging procedures. In panel (b), both the molecule
and the laser field are rotated by 360°, in 16 steps of δϕ = 22.5°,
keeping their relative orientation locked. In an experiment, this
procedure corresponds to a rotation of the detector around an
aligned molecule interacting with a phase-stable field. As
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expected, the average result is an isotropic, torus-shaped PMD
which serves as a reference for the other two—experimentally
more relevant—averaging studies.

Panel (c) shows the effect of molecular rotation averaging on
the PMD. This type of averaging is relevant when measuring on
an ensemble of unaligned molecules. In contrast to the real 3D
space, where the molecule has two angular degrees of freedom
(polar and azimuthal), in 2D we consider the rotation about the
azimuthal angle ϕ. Due to the reflection symmetry of the
homonuclear dimer, only rotations up to an angle of ϕa = 180°

need to be considered. The alignment angle ϕa is taken relative to
the positive grid-diagonal in counterclockwise direction. Keeping
the laser field fixed, we calculated 16 molecular frame PMDs in
which we successively rotated the molecule in steps of δϕa =
11.25°. A subset of these calculations is shown in panel (e).
Surprisingly, the five-armed spiral pattern is not completely
washed out by the molecular rotation, but evolves into a
three-armed Archimedean spiral. To rationalize the formation
of the three-armed spiral in the lab frame PMD, the series of
images in panel (e) illustrates how the maxima of the five-armed
spiral shift along a contour of the three-armed spiral of the
averaged PMD under the molecular rotation. So far, the exact
mechanism behind the counterintuitive transformation of the
five-armed spiral into a three-armed spiral upon averaging has
not been fully analyzed. Clearly, in order to obtain averaged
PMDs that can be compared with experimental results, rotation

averaging needs to be performed in 3D. It is quite possible that 3D
averaging also blurs other features of the PMD. The results from
the 2D model presented here are a natural first step in this
direction and serve to compare rotational vs. CEP averaging.

Panel (d) shows the influence of CEP-averaging on the PMD.
This type of averaging is especially relevant in bichromatic MPI
schemes based on the interference of photoelectron wave packets
of different parity (Kerbstadt et al., 2018; Kerbstadt et al., 2019b).
In the case of MPI with a bichromatic LRCP sequence, the CEP
controls the rotation of the field in the polarization plane and
therefore determines the relative orientation between field and
molecule. Here, we considered an aligned molecule (ϕa = 0) and
varied the CEP from φce = 0 to 2π in 16 steps of δφce = π/8. As a
result, the fine five-armed spiral pattern observed in the phase-
stable scenario (a) is averaged out. The main lobes of the angular
distribution A(ϕ), however, are maintained because the lobe
structure is governed by the molecular structure and alignment
rather than the phase of the circularly polarized pulses.

The above results show, that both themolecular alignment and
the stability of the optical phase are required for the observation
of the fine details characterizing the molecular FEVs. Hence, the
retrieval of the rich structural and dynamical information
encoded in the PMD from laboratory measurements requires
optimal experimental conditions including molecular alignment
and phase stability. An alternative to the alignment of molecules
is the use of coincidence detection techniques (Ullrich et al., 2003)

FIGURE 8 | (Color online.) Influence of experimental conditions on amolecular FEV created by dynamic two- vs. three-photon ionization using an LRCP bichromatic
(2ω: 3ω) pulse sequence. All frames show energy-calibrated 2D PMDs. (A) Themolecular frame PMD created by a phase-stable field exhibits an intricate five-armed spiral
pattern. (B) Rotating both the molecule and the field about the laser propagation direction washes out the interference pattern completely and yields an isotropic, torus-
shaped PMD in the lab frame. (C) Lab frame PMD obtained for an isotropic molecular ensemble and a phase-stable pulse sequence. Surprisingly, the highly
structured five-armed FEV transforms into a regularly shaped three-armed Archimedean spiral. (D) Lab frame PMD obtained for an ensemble of aligned molecules and a
fluctuating CEP. The CEP controls the rotation of the bichromatic field. (E,F) show selected subsets of molecular frame PMDs underlying themolecular rotation averaging
and the CEP-averaging procedure, respectively.
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and post-selection of ionization events corresponding to a specific
molecular alignment.

4 SUMMARY AND CONCLUSION

Free electron vortices (FEVs) created by photoionization of atoms
with ultrashort polarization-tailored laser pulse sequences already
exhibit a great variety of shapes, as recently reviewed in (Kerbstadt
et al., 2019a; Kerbstadt et al., 2020, Eickhoff et al., 2021c). The
photoelectron momentum distribution (PMD) of atomic FEVs is
characterized by a regularly shaped multi-armed Archimedean
spiral (in energy representation) (Pengel et al., 2017b), with
controllable symmetry, rotational sense and spiral arm pitch
(Kerbstadt et al., 2019b). However, molecular FEVs, studied in
this contribution, display an even richer structure than their atomic
counterparts, resulting from the interplay of three key features. The
basic characteristic is the spiral-shaped interference pattern, fully
analogous to that of atomic FEVs. This vortex shape is
superimposed by a structural feature, due to the broken
spherical symmetry of the molecule as opposed to an atom.
Finally, a dynamical feature arises due to the nuclear degrees of
freedom and the coupling between the electron and nuclear
dynamics. The interplay of all these features results in a wide
variety of details in the PMD and opens the door to the emerging
field of molecular FEVs.

In this numerical study, we have explored the rich structures
in the molecular FEVs and studied multiple interference
phenomena underlying the ionization dynamics. Our strategy
was based on the ab initio solution of the 2D time-dependent
Schrödinger equation (TDSE) for a diatomic molecular ion with
a single active electron, aligned in the polarization plane of a
polarization-shaped ultrashort laser pulse. The molecular
system was thoroughly characterized by the calculation of the
Born-Oppenheimer potentials, eigenfunctions and transition
dipole moments. The 2D TDSE model for the light-induced
coupled electron-nuclear dynamics was employed to study the
PMD created by a number of established laser pulse shapes
(Eickhoff et al., 2021a), focusing on the creation of molecular
FEVs by counterrotating circularly polarized double pulse
sequences. We compared the results from single-photon
ionization (SPI) and multiphoton ionization (MPI). The SPI
findings were easier to interpret than the MPI results because
the latter give rise to multiple ionization pathways (Eickhoff
et al., 2021c) and are highly sensitive to intermediate resonances
in the bound system. The physical properties of the molecular
FEVs were analyzed taking into account various observables,
including the fully differential 2D PMD, the (angle-integrated)
energy spectrum and the (energy-integrated) angular
distribution. In addition, we followed the time evolution of
the electron density |ψ|2 in coordinate space, to reveal the
ionization dynamics in the bound molecular system and
rationalize the vortex formation dynamics in the continuum.
In the investigated MPI schemes, the evaluation of the bound
state population dynamics allowed us to unambiguously
identify intermediate resonances and unravel their signatures
imprinted in the PMD.

Specifically, we presented three interrelated studies. In the first
study, we explored the influence of the nuclear configuration on
the molecular FEVs. For this purpose, we considered the
interaction of a rigid molecule with different standard pulse
shapes, already used for experiments on MPI of atoms, and
analyzed the created PMDs for different internuclear
separations R. In the limit R → 0, the findings reproduced the
experimental atomic FEV results and were well-understood in an
atomic picture. In the limit R→∞, complex interference patterns
were observed in the PMD, which were created by an interplay of
two-center interference and Coulomb diffraction. In the
intermediate R-regime, around the equilibrium distance R0,
the structure of the PMDs was found to be more intricate and
more difficult to explain in a simple picture. This regime was
relevant for the second study, in which we considered the
interaction of a vibrating molecule with specifically designed
counterrotating circularly polarized pulse sequences. By
synchronization of the two subpulses to the molecular
vibration, we investigated the interplay between the nuclear
motion and the electronic excitation dynamics and identified
signatures of the coupled electron-nuclear dynamics in the PMD
of the molecular FEVs. First, we found that the nuclear dynamics
result in a bimodal photoelectron kinetic energy spectrum,
rationalized by Mullikan’s difference potential analysis.
Second, we observed the fingerprint of non-adiabatic phase
dynamics of the ground state wave function, which manifested
in a subtle but clearly visible radial modulation of the PMD. The
latter finding demonstrates the high sensitivity of the PMD to
non-adiabatic electron-nuclear dynamics in molecules and
underscores the power of highly differential photoelectron
detection techniques to reveal even subtle changes in the
bound electronic wave function. Further characteristic features
of the FEVs created by MPI could be attributed to the influence of
two intermediate resonances, which were excited during different
stages of the molecular vibration. All these results highlight the
great importance of the interplay between the nuclear dynamics
and electronic resonances in molecular MPI. The third study was
relevant in view of the experimental implementation of molecular
FEV scenarios. On the example of bichromatic two- vs. three-
photon ionization, we compared the PMD obtained in the
molecular frame to the PMD measured in the laboratory
which is, in general, subject to different types of averaging.
Specifically, we studied the influence of molecular rotation
averaging and CEP-averaging. We found that in both cases,
some of the fine details of the molecular FEVs were washed
out. In order to retrieve the rich structural and dynamical
information encoded in the PMD, it is essential to align the
molecules prior to photoionization, or detect the momentum of
the photoions in coincidence and post-select the events
corresponding to a specific molecular alignment, and to
stabilize the phase of the laser pulses.

In perspective, our 2D TDSEmodel will be refined towards the
inclusion of quantum mechanical nuclear wave packet dynamics,
i.e., a full quantum treatment of the coupled electron-nuclear
dynamics. The refined model will allow more accurate simulation
of the molecular FEVs generated by MPI in the presence of
intermediate resonances. The numerical study presented here
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provides first insights into the rich variety of relevant physical
mechanisms involved in the generation of molecular FEVs with
shaped laser pulses and serves as preparatory work for the
experimental implementation in the laboratory. The
combination of white-light polarization pulse shaping (Pengel
et al., 2017a; Kerbstadt et al., 2017b) with photoelectron
tomography (Wollenhaupt et al., 2009b; Kerbstadt et al.,
2019a) will enable the use of molecular FEVs as powerful
spectroscopic tools to probe molecular structure and dynamics.
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Nuclear–Electron Correlation Effects
and Their Photoelectron Imprint in
Molecular XUV Ionisation
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The ionisation of molecules by attosecond XUV pulses is accompanied by complex
correlated dynamics, such as the creation of coherent electron wave packets in the
parent ion, their interplay with nuclear wave packets, and a correlated photoelectron
moving in a multi-centred potential. Additionally, these processes are influenced by the
dynamics prior to and during the ionisation. To fully understand and subsequently control
the ionisation process on different time scales, a profound understanding of electron and
nuclear correlation is needed. Here, we investigate the effect of nuclear–electron
correlation in a correlated two-electron and one-nucleus quantum model system.
Solving the time-dependent Schrödinger equation allows to monitor the correlation
impact pre, during, and post-XUV ionisation. We show how an initial nuclear wave
packet displaced from equilibrium influences the post-ionisation dynamics by means of
momentum conservation between the target and parent ion, whilst the attosecond
electron population remains largely unaffected. We calculate time-resolved
photoelectron spectra and their asymmetries and demonstrate how the coupled
electron–nuclear dynamics are imprinted on top of electron–electron correlation on the
photoelectron properties. Finally, our findings give guidelines towards when correlation
resulting effects have to be incorporated and in which instances the exact correlation
treatment can be neglected.

Keywords: ultrafast phenomena, XUV, attosecond dynamics, photoionisation, TDSE, correlation effects,
entanglement, photoelectron spectrum

1 INTRODUCTION

The fact that, if formerly non-interacting particles have interacted at some time, their wave function
can no longer be expressed in a simple product form (Blum, 2012), has far-reaching consequences in
many particle systems. For example, this situation appears in electronic structure calculations and
there is termed electron–electron correlation (Kutzelnigg, 1994). The latter determines—to a great
deal—the structure and behaviour of matter. In the field of quantum information, this correlation
effect is associated with the entanglement of particles (Nielson and Chuang, 2000; Horodecki et al.,
2009). As for molecules, not only electron–electron but also electron–nuclear and nuclear–nuclear
interactions are of importance. Here, nuclear geometry deformations, in general, lead to the
modification of the electronic density, which is responsible for chemical bonding.
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The interaction of molecules with strong and ultrashort laser
pulses leads, besides many other strong-field phenomena (Wolter
et al., 2015; Pukhov, 2002; Krausz and Ivanov, 2009; Corkum and
Krausz, 2007; Joachain et al., 2012), to single or multiple ionisation.
A single XUV pulse is able to directly produce photoelectrons with
different kinetic energies. With respect to the particle correlations
mentioned previously, several questions arise where some of these
are:What does a coupled electronic–nuclear motion look like during
and after the ionisation process? Can features appearing in
photoelectron spectra be related to electron–electron and
electron–nuclear correlation? What characteristics appear in the
post-ionisation dynamics of the charged particles?

Such fundamental issues will be taken up in the present work.
Naturally, regarding the complexity of a molecule possessing many
electronic and nuclear degrees of freedom, a complete quantum
description of a field-triggered ionisation is simply out of reach
today. One may then search for physically reasonable models to
address the questions posed. It should be clear that they have to go
beyond single active electron approximations and include the
motion of the nuclei, most desirably on the same level as the
electrons. In an early study, Lein et al. (2002) studied the single
and double ionisation of the hydrogen molecule involving the
motion of all particles in a single dimension and Sukiasyan et al.
(2012) described the one-electron photoionisation for a 1D-Helium
atom with two active electrons. To understand the impact of
ionisation on the parent ion dynamics in real molecules,
approximated quantum chemical methods neglecting the explicit
ionisation pump can be applied and are powerful tools to unravel
electron dynamics post ionisation (Ayuso et al., 2017; Nisoli et al.,
2017) and study the nuclear decoherence effect on electronic wave
packets (Vacher et al., 2015, 2017).

A useful model to study electron–nuclear correlation effects is the
so-called Shin–Metiu model (Shin andMetiu, 1995, 1996). It consists
of an electron and a nucleus that move in one dimension in an
additional field of two positive charges. Originally devised to describe
charge-transfer processes, it was later used to illustrate features of, e.g.,
coupled electronic–nuclear quantum (Hader et al., 2017; Albert et al.,
2017; Schaupp and Engel, 2019b, 2022) and classical dynamics
(Schaupp and Engel, 2019a) or two-dimensional coherent
femtosecond spectroscopy (Albert et al., 2015). The model was
also used to study photoionisation (Falge et al., 2011, 2012a, 2017).

The simple Shin–Metiu model was later extended to include the
motion of a second electron, which made it possible to introduce
time-dependent electron localisation functions (ELF) and
characterise the influence of nuclear motion on these (Erdmann
et al., 2004). Also, the wave-packet dynamics in spin-coupled
electronic states could be described (Falge et al., 2012b).

Here, we extend ourwork onXUV ionisation in amolecularmodel
system comprised of fully correlated two electrons and one nucleus
(Fröbel et al., 2020). We study the impact of electron–nuclear
correlation upon electron–electron correlation on the complete
XUV ionisation process monitoring the influence pre, during, and
post ionisation. Consequently, we dissect the effects on the parent
ion, as well as on the photoelectron. Finally, we report on an imprint
of the two-electron correlated bound dynamics on the photoelectron
spectrum’s asymmetry, thus yielding an observable to measure the

electrons’ density behaviour caused by nuclear correlation. This is a
natural extension of our former work limited to a single active
electron system (Falge et al., 2012a, 2017) and shows that the concept
also holds for more complex systems. Moreover, by thoroughly
dissecting the different effects present in a full quantum dynamical
study with correlated particles, we provide guidance for future
investigations resting on more approximated methods.

This study is organised as follows: In Section 2, we briefly introduce
the model system, its potential energy surface, the numerical details for
solving the time-dependent Schrödinger equation (TDSE), and
different analysis tools. In presenting our results, we start by
introducing the laser-free non-equilibrium dynamics and,
subsequently, report on the impact of correlation effects on 1) the
attosecond electron dynamics during ionisation, 2) the post-ionisation
dynamics in the parent ions, and 3) the photoelectron. In the last
section, we discuss how the asymmetry of the integrated photoelectron
spectra shows imprints of resonance dependencies into the continuum
and the coupled electron–nuclear dynamics.

2 THEORETICAL BACKGROUND

In the following, we briefly describe the model system and
numerical procedure. For more details, we refer to our recent
work (Fröbel et al., 2020), where we introduce the model in the
context of ionisation. Atomic units are used throughout the study.

2.1 Molecular Model System
2.1.1 Full Three-Dimensional Model
To capture electron–nuclear and electron–electron correlation in
molecular XUV ionisation, we use the one-dimensional extended
Shin–Metiu model system, which includes two electrons (x, y) and a
central nucleus with coordinate R (Shin and Metiu, 1995, 1996;
Erdmann et al., 2004). Furthermore, two fixed nuclear point
charges (Z1, Z2) at ± L/2 define the outer potential barriers. The
particle configuration is sketched in Figure 1A. The molecular
Hamiltonian reads:

H0 � P̂
2

2M
+ P̂

2

x

2
+ P̂

2

y

2
+ V̂

2e
x, y, R( ), (1)

whereM is the nuclear mass, P̂ the nuclear momentum operator,
and p̂x, p̂y the electron momentum operators. The potential is
defined as:

V̂
2e

x, y, R( ) � Z1Z

|L/2 − R| +
Z2Z

|L/2 + R| −
Z erf |R − y|/Rc( )

|R − y|
−Z1 erf |L/2 − y|/Rf( )

|L/2 − y| − Z2 erf |L/2 + y|/Rf( )
|L/2 + y|

−Z erf |R − x|/Rc( )
|R − x| − Z1 erf |L/2 − x|/Rf( )

|L/2 − x|
−Z2 erf |L/2 + x|/Rf( )

|L/2 + x| + erf |x − y|/Re( )
|x − y| .

(2)
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Here, we set the charges Z1 = Z2 = Z = 1,M to the proton mass,
the screening parameters Rc = Rf = Re = 1.5 Å and L = 10 Å for the
outer point charges. The potential contains soft Coulomb
interactions between the moving particles, parameterised by
error functions (erf). The model mimics a generic molecular
system leading to a qualitative description of processes. It does
not represent a specific class of molecules, such as linear
molecules, especially since the central moving nucleus has
unscreened interactions with the outer fixed nuclei preventing
dissociation. Such effect would be essential for strong-field
interactions with seemingly similar linear triatomic systems,
but they are not in the scope of this work. Moreover, we are
restricted to one nuclear degree of freedom, thus, not
investigating nuclear–nuclear correlation. Since the model is
one-dimensional, effects of the orbital angular momentum of
the electrons are not regarded. We note that the system is already
of ionic type. Nevertheless, in what follows, we will refer to the
removal of an electron by the external field as an ionisation
process.

While the reduced dimensionality of the model allows for
solving the dynamics of all three particles, for interpretation, it is
useful to obtain the electronic eigenstates and the potential energy
curves (PECs) of the two-electron (2e) system. Therefore, we
solve the time-independent electronic Schrödinger equation:

P̂
2

x

2
+ P̂

2

y

2
+ V̂

2e
x, y, R( )⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦φ2e

n x, y;R( ) � V2e
n R( ) φ2e

n x, y;R( ).
(3)

where p̂x and p̂y are the electronic momentum operators. This
yields the adiabatic electronic eigenstates φ2e

n (x, y;R) and the
potentials V2e

n (R). All our calculations are restricted to the singlet
case, i.e., the appearing wave functions are symmetric upon
exchanging x and y. Upon removal of an electron through the
XUV interaction, the remaining one-electron (1e) parent ion
system has the potential:

V̂
1e

y, R( ) � Z1Z

|L/2 − R| +
Z2Z

|L/2 + R| −
Z erf |R − y|/Rc( )

|R − y|
−Z1 erf |L/2 − y|/Rf( )

|L/2 − y| − Z2 erf |L/2 + y|/Rf( )
|L/2 + y| .

(4)
The respective electronic eigenstates (φ1e

n (y;R)) and the PECs
(V1e

n (R)) are determined by the time-independent electronic
Schrödinger equation

p̂2
y

2
+ V̂

1e
y, R( )⎡⎣ ⎤⎦φ1e

n y;R( ) � V1e
n R( ) φ1e

n y;R( ). (5)

The PECs of both the 2e and 1e systems are shown in
Figure 1B for the lowest four electronic eigenstates. It is
important to point out that for the 1e system (parent ion),
and R < 0 (which is the case throughout this work), the
electron resides either left, at negative y values (stronger

FIGURE 1 | (A) Extended Shin–Metiu model system: two electrons (x, y)
and one nucleus I move in one dimension in the field of the two outer fixed
(point charge) nuclei (R). For R < 0 as in the focus of investigation here, the left
electron (here: y) is stronger bound, while the right electron (here: x) is
weaker bound. The electrons are indistinguishable and are just given defined
labels here for visualisation purposes. (B) PECs of the 2e system, V2e

n (R), and
the 1e parent ion,V1e

n (R). The vertical line indicates one-photon ionisation and
the population of the parent ion states. As an example, the nuclear wave
packet in the n = 1 ion state is shown together with the gradient exerted by the
PEC on it (grey shaded Gaussian). In the 2e system ground state (n = 0), the
three different initial nuclear wave packets investigated in this work are shown.
The nuclear wave packet near the equilibrium position of R0,m = −2.05 Å (blue
shaded Gaussian), and the two non-equilibrium starting wave packets starting
at the isopotential turning points left, R0,l = −2.79 Å (green shaded Gaussian),
and right, R0,r = −0.90 Å (red shaded Gaussian), of the equilibrium. (C) The
absolute square of the first three 1e parent ion wave functions shows that n = 2
(blue dotted) is located at y > 0 (weaker bound).
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bound), or right, at positive y values (weaker bound), of the
central nucleus depending on its electronic state. For the n = 2 1e
state, the electronic eigenfunction’s probability density,
|φ1e

2 (y;R)|2, is located at the weaker bound site. The other 1e
states shown in Figure 1C are located left of the central nucleus
(stronger bound site).

We define the initial wave function as the product of the 2e
adiabatic ground state (n = 0) and a Gaussian-shaped vibrational
wave packet, χ(R):

χ R( ) � N0 e
−βR R−R0,l/m/r( )2 , (6)

Ψ x, y, R, t0( ) � φ2e
0 x, y;R( ) χ R( ), (7)

with the normalisation constant N0 and βR = 7.14 Å−2. As shown
in Figure 1B, we regard three different initial vibrational wave
packets, which differ with respect to the centre of the Gaussian in
Eq. 6. In particular, we use the equilibrium configuration
R0,m = −2.05 Å (blue shaded Gaussian), and two non-
equilibrium configurations, where one is placed to the left
R0,l = −2.79 Å (green shaded Gaussian) and the other to the
right R0,r = −0.90 Å (red shaded Gaussian) of R0,m. The two non-
equilibrium positions were chosen isopotentially.

The system interacts with a linearly polarised XUV pulse
defined via its vector potential, A(t), with polarisation aligned
along with the molecular axis of the model:

A t( ) � E0

ω
g t + t0( ) sin ω t + t0( )( ). (8)

We use an electric field strength of E0 = 0.169 a.u.
(corresponding to an intensity of I = 1015 W/cm2), an angular
frequency ofω = 0.570 a.u. (λ = 80 nm = 15.5 eV), and a full-width
at half-maximum (FWHM) of τ = 5 fs for the Gaussian pulse
envelope function g(t). The comparatively long FWHM was
chosen to avoid possible few-cycle effects leading to pulse-
dependent intrinsic asymmetries in the photoelectron
spectrum (PES). For the parameters chosen here, the light
pulse does not influence the asymmetry of the PES, and
despite the high field strength, the simple one-photon picture
of energy conservation between light pulse, parent ion, and
photoelectron holds. The different pulse interaction times t0,
for different simulation setups are discussed and introduced as
follows: the propagation starts at t = t0 − 2τ. The full time-
dependent Hamiltonian in velocity gauge and dipole
approximation reads:

H t( ) � P̂
2

2M
+ p̂2

x

2
+ p̂2

y

2
+ V̂

2e
x, y, R( ) + eA t( ) − P̂

M
+ p̂x + p̂y( ),

(9)

2.1.2 Approximations: Frozen and Single Point Charge
Nucleus
In order to understand the role of the nuclear degree-of-freedom
in the quantum dynamical simulations, we compare the complete
electron–nuclear dynamics to the case of 1) a frozen nuclear wave
packet and 2) a single point charge calculation. In the frozen
nuclear wave packet approximation, 1), the nuclear dimension

becomes parametric and is only used to sample the nuclear wave
packet on the grid by several 2D simulations of the electronic
degrees of freedom. Hence, the Hamiltonian, Eq. 9, is missing the
nuclear kinetic energy and XUV interaction term. The R-
dimension in the potential and the wave function becomes
parametric. The single point calculation, 2), completely
neglects the wave packet nature of the central nucleus and
treats the central nucleus as a point charge at a fixed position
leading to a single 2D simulation of the electronic degrees of
freedom. This leaves the Hamiltonian of Eq. 9 without any
explicit or parametric R dependence, yielding a two-
dimensional wave function depending on x, y.

2.2 Numerical Details
The time-dependent Schrödinger equation is as follows:

i
z

zt
Ψ x, y, R, t( ) � H t( )Ψ x, y, R, t( ), (10)

with theHamiltonian defined in Eq. 9 is solved numerically on a grid
of dimensions [ − 240, 240]Å with 1,024 grid points for x and y
(electronic dimensions) and [ − 4.99, 4.99]Å with 128 grid points for
R (nuclear dimension). The integration is performedwith a time step
of 5as using the split-operator technique (Feit et al., 1982) and the
FFTW three libraries (Frigo and Johnson, 1998) for Fourier
transforms. This setup is used for all calculations unless stated
otherwise. The time-independent 2e and 1e Schrödinger
equations defined in Eqs. (3) and (5), respectively, are
numerically solved with the relaxation method, solving the TDSE
in imaginary time (Kosloff and Tal-Ezer, 1986).

To avoid grid reflection, cut-off functions are applied each
time step to the full wave function in the asymptotic region of the
molecular potential

f x, y( ) � 1 + eζ1 |x|−ζ2( )[ ]−1 1 + eζ1 |y|−ζ2( )[ ]−1 (11)
with the parameters ζ1 = 0.085 a.u. and ζ2 = 492 a.u. (Heather
and Metiu, 1987).

In the following, we introduce three analysis tools of the full-wave
function,Ψ(x, y, R, t), in order to arrive at a deeper understanding of
the ionisation dynamics. The exact ionised wave function comprised
of having one electron in the continuum, whilst the other electron is
still bound in the parent ion is unknown for such molecular, many-
particle, and multi-centred systems. The following approaches
circumvent this problem by using grid-based functions and
projection operators.

2.2.1 Outer Wave Functions, Ψfwd/bwd
out (px, y, R, t), Long-

Time Limit
To obtain the part of the wave function representing the ionised
system at long times, the outgoing parts of the wave function in x
direction are collected. Since the wave function is fully mirror
symmetric in x and y, we arbitrarily choose x as a dimension of
ionisation, while y characterises the bound electron in the parent
ion. To this end, we define a mask function in forward (fwd),
x > 0, and backward (bwd), x < 0, direction using the same values
of ζ1, ζ2 as mentioned previously.
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~f
fwd

x, y( ) � 1 − 1 + eζ1 x−ζ2( )[ ]−1( )Θ 25�A − |y|( ), (12)
~f
bwd

x, y( ) � 1 − 1 + eζ1 −x−ζ2( )[ ]−1( )Θ 25�A − |y|( ), (13)

where the Heaviside function restricts the outer wave function to
grid values of −25 Å <y< 25Å, thus, neglecting double

ionisation. At each time step, ~f
fwd/bwd(x, y) is applied to the

total wave function, Fourier-transformed (FT) with respect to the
electronic coordinate x and added coherently to the parts already
localised in the outer regions in order to yield the outer wave
functions:

Ψfwd/bwd
out px, y, R, t( ) � Ψfwd/bwd

out px, y, R, t − Δt( )
+ FT x

~f
fwd/bwd

x, y( )Ψ x, y, R, t( )[ ].
(14)

Consequently, Ψfwd/bwd
out (px, y, R, t) is only propagated in

momentum space in x dimension. The outer wave functions
are used to calculate the PESs, state resolved to particular 1e states
in the parent ion, σfwd/bwdn (px), and to obtain the total integrated
asymmetry A. The former is obtained by projection on the
adiabatic 1e states at the end of the time propagation, in the
limit t → ∞

σ fwd/bwd
n px( ) � ∫ ∫φ1e

n y;R( )Ψfwd/bwd
out px, y, R, t → ∞( ) dy

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

dR.

(15)
The total integrated asymmetry of the PES is calculated as

A � ∑
n

∫ σ fwdn px( ) − σbwd
n px( )

σ fwdn px( ) + σbwd
n px( ) dpx. (16)

2.2.2 Channel Wave Functions, Ψfwd/bwd
ch (x, y, R, t),

Intermediate Times
In order to investigate the ionised system at intermediate times in
fwd and bwd directions, we define the channel wave functions.

Ψfwd
ch x, y, R, t( ) � Θ −25�A + x( )Θ 25�A − |y|( )Ψ x, y, R, t( ),

(17)
Ψbwd

ch x, y, R, t( ) � Θ −25�A − x( )Θ 25�A − |y|( )Ψ x, y, R, t( ).
(18)

Again, these wave functions represent the ionised system and
monitor the parent ion electron (y) located in the grid range
−25 Å <y< 25 Å, while the photoelectron (x) is at larger position
values on the grid, |x| > 25 Å.

2.2.3 Bound/ContinuumWave Function, Ψ1b/1c (x, y, R,
t), Early Times
Additionally, to understand the attosecond electron dynamics
at early times during XUV pulse interaction, the exact 1e-
bound/1e-continuum (1b/1c) wave function is needed. For
this, we define a bound/continuum wave function, i.e., 1e-

bound/1e-continuum, by projecting out the 2e bound states at
each time step

Ψ1b/1c x, y, R, t( ) � Ψ x, y, R, t( )
−∑19

n�0
∫∫φ2e

n x′, y′;R( )Ψ x′, y′, R, t( )dx′ dy′( )φ2e
n x, y;R( ).

(19)
This procedure is computationally very demanding and,

therefore, limited to the early few femtoseconds. A maximum
of 20 2e bound states has shown to be sufficient to obtain
convergence. The as such calculated wave function can be
used to identify trends in the integrated asymmetry of the PES
without having to propagate the full wave function for long times.
This is achieved by integrating the bound/continuum wave
function once over positive (fwd) and once over negative
(bwd) x direction, yielding the asymmetry as:

nfwd t( ) � ∫120 �A

0
dx∫∫Θ 25�A − |y|( ) Ψ1b/1c x, y, R, t( )∣∣∣∣ ∣∣∣∣2dy dR,

(20)
nbwd t( ) � ∫0

−120 �A
dx∫∫Θ 25�A − |y|( ) Ψ1b/1c x, y, R, t( )∣∣∣∣ ∣∣∣∣2dy dR,

(21)
~A t( ) � nfwd t( ) − nbwd t( )

nfwd t( ) + nbwd t( ). (22)

Hereby, the grid boundaries and grid points of the
electronic grid where halved to reduce the computational
costs. Because this procedure is only performed to
investigate the very early attosecond dynamics, the shorter
grid is sufficient to get an insight into the early ionisation
dynamics. As will be seen, the asymmetry defined by Eq. 22
produces quantitatively similar results to the asymmetry given
by Eq. 16.

3 RESULTS

3.1 Laser-Free Dynamics
In Figures 2A,B, we show the nuclear coordinate and
momentum expectation values obtained for the three
different initial nuclear wave packet starting positions R0,l/m/r. In
3), the corresponding mean electron momentum is displayed.
Starting with the nuclear case, we see that for Rr an oscillating
dynamics within the left potential well takes place (recall Figure 1B)
with the nuclear momentum behaving accordingly. For Rl, there is
partial nuclear density transfer to the right potential well after
approximately t > 25 fs, destroying the simple oscillatory motion
of the nucleus. This is due to higher momenta being present in the
nuclear wave packet that originate from the steep gradient left of the
centre of R0,l. The electron response, i.e., the electron density’s
momentum 〈Ψ(t)|px|Ψ(t)〉, follows qualitatively the nuclear
momentum, 〈Ψ(t)|P|Ψ(t)〉, however, with small discrepancies.
For both non-equilibrium starting positions, the maximum
nuclear and electron momentum expectation value is reached
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when the nucleus passes the minimum of the potential well, as
indicated with the vertical, dashed lines in Figure 2.

3.2 Attosecond Dynamics
We aim at investigating the impact of nuclear motion and
nuclear–electron correlation on the ultrafast ionisation
dynamics. For this, we compare the ionisation process of the
nuclear equilibrium configuration (R0,m) with ionisation of the
initial non-equilibrium nuclear configuration (R0,l/r) with the
pulse centred around the time of equilibrium passage,
i.e., when 〈Rl/r(t0)〉 = R0,m. These times are indicated
previously in Figure 2 with the dashed vertical lines and
correspond to a maximum positive (negative) nuclear and
electron momentum for Rl(Rr). The times are t0 = 12.30 fs for

Rl(t0) = R0,m and t0 = 24.405 fs for Rr(t0) = R0,m. From now on,
referring to Rl and Rr implicates this procedure, while R0,l/r/m
refers to the initial nuclear positions.

First, we analyse the attosecond dynamics during the XUV
pulse interaction leading to the population of the parent ion
states, φ1e

n (y;R). Thus, we project the 1e states on the bound/
continuum wave function

a1en t( ) � ∫∫ ∫φ1e
n y;R( )Ψ1b/1c x, y, R, t( )dy

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

dx dR. (23)

Figure 3A shows the population of the first three electronic
parent ion states for the equilibrium and non-equilibrium
cases (Rl, Rr). It can be seen that the previously discussed

FIGURE 3 | Population, a1en (t), of the first three parent ion states,
φ1e
n (y;R) (n = 0 (violet), n = 1 (green), n = 2 (blue)), during the XUV ionisation,

Eq. 23. Panel (A) shows the comparison of equilibrium (solid lines), i.e., zero
nuclear and electron momentum at time of ionisation, and non-
equilibrium configuration (dashed/dotted lines), i.e., Rl/Rr: positive/negative
nuclear and electron momentum at time of ionisation. (B) comparison of Rr

and frozen nucleus Rr, i.e., no quantum mechanical nuclear degree-of-
freedom but sampled nuclear wave packet (see Subsection 2.1.2). (C)
comparison of Rm, frozen nucleus Rm, and a single 2D purely electronic
calculation with a point charge central nucleus at R0,m.

FIGURE 2 | Laser-free dynamics in the 2e ground state for different initial
wave functions (see Eq. 7): Rm for starting in equilibrium position
R0,m = −2.05 Å (blue), Rl and Rr for starting in non-equilibrium positions
R0,l = −2.79 Å (green) and R0,r = −0.90 Å (red), respectively. (A) Nuclear
coordinate expectation values, (B) nuclear momentum expectation values,
and (C) electron momentum expectation values. The vertical dashed lines
indicate the time when the nuclear wave packets reach the equilibrium
position. This corresponds to the time of maximum nuclear and electron
momentum, and the times around which the XUV pulse is centred in
Subsection 3.2 and following.
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dynamics prior to ionisation, which leads to non-zero electron
momentum at the time of ionisation, have almost no impact on
the attosecond electronic population dynamics. The only small
difference is visible for the n = 2 state in the case of Rr (blue
dotted line). However, this difference does not originate from
the nuclear–electron correlation but is rather due to the
deformation of the nuclear wave packet prior to ionisation,
see Figure 4, depicting the nuclear wave packet at the time of
ionisation for Rm(t0), Rl(t0), and Rr(t0). The deformation of the
Rr nuclear wave packet, caused by the anharmonic PEC, leads
to a small change in resonance conditions into the 1e-bound/
1e-continuum and, consequently, to a slight change in the 1e
state population. This becomes also evident by comparing the
attosecond dynamics of Rr with a frozen nucleus calculation
using the nuclear wave packet obtained at the time of
ionisation from the 3D Rr simulation (recall Subsection
2.1.2, see Figure 3B). Although in the frozen nuclear wave
packet simulation no nuclear or electron momentum is
present, it shows identical attosecond dynamics. The frozen
nuclear wave packet calculation without intrinsic quantum
mechanical nuclear dimension reproduces the attosecond
dynamics also for the other two investigated cases (Rm, Rr).
More so, Figure 3C shows that for Rm, a single 2D calculation
with the classical point charge nucleus centred at −2.05 Å (the
centre of the Rm wave packet) is sufficient to reproduce the
attosecond dynamics and population of ionic states.

In other words, to describe the correct attosecond dynamics of
the parent ion population upon ionisation, the quantum
mechanical description of the nuclear degree of freedom can
be neglected—a frozen nucleus approach of sampling the nuclear
wave packet is sufficient. Moreover, if the nuclear dynamics prior
to ionisation only proceeded on a harmonic PEC, leading to a
compact Gaussian-like nuclear wave packet, a purely electronic
TDSE simulation is able to reproduce the correct behaviour. This
is an important finding for future approximations in the field of
attosecond ionisation dynamics.

3.3 Momentum Conservation in Parent Ion
Dynamics
As seen in the previous section, within the first 4 fs upon XUV
pulse interaction, the population in the parent ion is created and

reaches stable values. Subsequently, in the parent ion, the nuclear
wave packet moves on the corresponding PECs contained in the
electronic wave packet acquiring momenta determined by the
PEC’s gradients. In particular, the nuclear wave packet
propagating on n = 2 and moving towards R = 0 undergoes a
pronounced non-adiabatic transition with n = 1. Passing through
R = 0 will lead to a change in the population of the parent ion
states in the electronic wave packet. If ionisation into n = 2 and
the subsequent nuclear relaxation would be independent of the
initial nuclear momentum at t0, P2e(t0), gained during
propagation in the 2e electronic ground state (cf. Figure 2),
the crossing at R = 0 would always be reached approximately 17fs
after ionisation. However, if this initial nuclear momentum is
retained upon ionisation, this will become visible through the
timing of the non-adiabatic transition. Thus, the time at which
the non-adiabatic crossing occurs is a direct measurement for
pre-ionisation momentum dynamics. Figure 5 shows the parent
ion state-resolved population obtained in bwd direction using the
channel wave function

b1en t( ) � ∫∫ ∫φ1e
n y;R( )Ψbwd

ch x, y, R, t( )dy
∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
2

dx dR (24)

for Rm, Rl, and Rr. The non-adiabatic transition leading to
depopulation of n = 2 and population of n = 1 is clearly
visible for all three cases. Moreover, the time of the transition
is shifted to earlier (later) times for Rl (Rr) demonstrating that the
pre-ionisation momentum acquired by the nuclear wave packet
propagating in the electronic ground state is retained upon
ionisation. This is even more evident in Table 1 where the
nuclear momentum expectation value of the individual nuclear

FIGURE 4 | Nuclear wave packet at the time of ionisation, t0, for Rm(t0),
Rl(t0), Rr(t0), see text.

FIGURE 5 | Population of parent ion 1e states using the bwd channel
wave function (Eq. 24) to visualise the timing of the non-adiabatic transition
between the n = 2 (blue) and n = 1 (green) state for Rm (solid lines), Rl (dashed
lines), and Rr (dotted lines). The n = 0 population (violet) decreases as the
channel wave function for this ion ground state with corresponding highest
photoelectron momenta reaches the absorber after 15 fs. The difference in
population of the n = 2 state for Rr compared to Rm is based on the nuclear
wave packet deformation as discussed in the text for the bound/continuum
wave function.
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wave packet propagating on one of the first three parent ion states
is shown at t = t0 + 2.5 fs for the three initial starting positions.
This is calculated by projecting bwd channel wave function on the
corresponding ionic state and calculating the momentum
expectation value:

Ψbwd, 1e
ch, n x, R, t( ) � ∫φ1e

n y;R( )Ψbwd
ch x, y, R, t( )dy, (25)

P1e
n t( ) � ∫∫Ψbwd, 1e p

ch, n x, R, t( )PΨbwd, 1e
ch, n x, R, t( )dR dx.

(26)
It can be gathered from Table 1 that the nuclear momentum is

different depending on the PEC the nuclear wave packet evolves
on, e.g., for Rm (first row) the momentum is negative for n = 0,
while it is positive for n = 1 and further increased for n = 2 as
expected from the PEC gradients (Figure 1). Second, the
momenta for the non-equilibrium cases Rl (Rr) (second and
third row) are uniformly shifted to higher (lower) momentum
values. The lower rows, Rl–Rm and Rr–Rm, quantify the difference
to the equilibrium case (no initial momentum). These concur
with the momentum in the bound 2e system at time of ionisation,
which is for Rl: P

2e(t0) = 7.6 a.u. and for Rr: P
2e(t0) = −6.4 a.u (seen

vertical dashed lines in Figure 2B). Therefore, we have
unambiguously shown that the nuclear momentum in the
bound 2e system is conserved upon ionisation manifesting
itself in a change in timing for the non-adiabatic transition.

3.4 Photoelectron Spectra and Asymmetry
We now investigate to which extent these nuclear–electron
correlation dynamics impact the PES. It has been reported
that for simple one active electron systems, the coupled
nuclear–electron dynamics are imprinted in the integrated
photoelectron asymmetry (Falge et al., 2012a, 2017). So far, it
is an open question, whether this also holds for multi-electron
systems.

3.4.1 Resonance Condition
The major difference to our previous work using single active
electron systems is that upon ionisation, there is no ionisation
into a single continuum state but rather complex transitions into
several 1e-bound/1e-continuum states depending on the XUV
pulse’s central frequency. Moreover, ionisation into these
different states features varying resonance conditions for the

various ion states. The resonance conditions are visualised in
Figure 6A as a function of the parametric nuclear position

IPn R( ) � V2e
0 R( ) − V1e

n R( ). (27)
For the three initial nuclear positions (R0,m, R0,l, R0,r),

respectively, 3, 2, or 4 parent ion states are energetically
accessible for the XUV pulse used in this work (Zω = 15.5 eV).
Figures 6D–F show the respective PES with exactly those 3, 2, or
4 peaks. Additionally, ionisation in these ionic states comes
together with static and dynamic electron–electron correlation
effects on top of any electron–nuclear correlation due to
coupled dynamics. Therefore, depending on the position of the
nuclear wave packet at the time of ionisation, there is a state-
intrinsic inherent fwd/bwd asymmetry independent of any
nuclear–electron coupling, originating from electron–electron
interaction. Thus, each peak in the PES has a unique fwd/bwd
asymmetry (see Figures 6D–F) leading to the overall
photoelectron integrated asymmetry. The origin of the
asymmetry for each peak is rooted in the different ionisation
processes that lead to its population and are purely based on
electron-electron interaction as reported in Fröbel et al. (2020) (see
scheme in Figure 6C): n = 0 is predominantly populated via direct
ionisation of the weaker bound electron (right of the central
nucleus), which is favourable in fwd direction since it does not
have to pass the other electron. n = 2 is the respective direct
ionisation of the stronger bound electron (left of nucleus), which
proceeds predominantly into bwd direction. n = 1 is in a bwd
direction dominated knock-up ionisation process with smaller
parts as knock-down process in fwd direction. As for
different (parametric) R values, a different number of ionic
states is accessible, with each of them featuring this intrinsic
preference in the emission direction of the photoelectron, this
leads to the overall parametric R-dependent asymmetry
behaviour shown in Figure 6B. These results have been
obtained by frozen nucleus calculations using Eq. 16 to
calculate the asymmetry, thus, showing that it is a purely
electron-electron correlation driven inherent asymmetry. Its
R-dependency can be easily understood: starting from R0,m,
the asymmetry rises for more negative R positions since the
bwd-dominated n = 2 state becomes energetically inaccessible
(Eq. 27). Equally, the overall asymmetry rises for larger R as the
fwd/bwd neutral n = 3 state becomes energetically accessible.
For a nuclear wave packet rather than a point-like R-value (see
Figure 1) these two effects are smeared.

3.4.2 Nuclear–Electron Correlation Imprint
The procedure to visualise the imprint of pre-ionisation
nuclear–electron correlation dynamics on the photoelectron is
the following: we start at R0,r and probe the integrated asymmetry
by scanning the time delay of the XUV pulse interaction from
T = [7, 100]fs in 1 fs interval steps. We start the integrated
asymmetry calculation earliest at 7 fs to ensure sufficient time
for the 5 fs broad XUV pulse. R0,r was chosen as a starting point
since the nuclear dynamics are constricted to the left potential
well exhibiting a more distinct dynamics with larger imprinted
momenta (see Figure 2). During the propagation, the nuclear

TABLE 1 | Nuclear momentum expectation value of the different nuclear wave
packets on different parent ion states, see Eq. 26, for the three different initial
nuclear positions (first to third row). The fourth and fifth rows show the difference of
non-equilibrium to equilibrium momentum, emphasising momentum conservation
upon ionisation.

Starting position P0
1e(t0 + 2.5 fs) P1

1e(t0 + 2.5 fs) P2
1e(t0 + 2.5 fs)

Rm −0.24 2.92 5.42
Rl 6.95 10.23 12.87
Rr −6.38 −3.57 −1.28

Rl—Rm 7.18 7.30 7.45
Rr–Rm −6.15 −6.49 −6.70
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wave packet propagates on the 2e electronic ground state PEC from
the inner turning point R0,r (right) to the outer turning point R0,l
(left) and back to R0,r, corresponding to the time-delay intervals of
T = [7, 37]fs and T = [37, 74]fs, respectively (see Figures 1, 2). To
save computational cost, we calculate the asymmetry from the
bound/continuum wave function using Eq. 22, since it allows us
to obtain converged asymmetries with fewer time steps and compare
with some selected calculations using Eq. 16 that require
propagation for long times. As is seen in Figure 6B, due to the
changing resonance conditions, the inherent electron–electron
correlation-based asymmetry varies for different parametric
nuclear positions. The nuclear–electron correlation-based
asymmetry is, thus, imprinted on top of the inherent
electron–electron correlation-based asymmetry. Consequently, to
extract the nuclear–electron correlation-based asymmetry, a
“baseline” of the electron–electron correlation-based asymmetry
during the nuclear propagation is required. This is carried out
here in two approaches whose merits and shortcomings we will

discuss shortly: 1) a mean baseline is obtained from relating the
asymmetry from forth and back movement of the nucleus (right to
left vs left to right, Figure 7A). 2) A baseline is calculated for each
interval step using frozen nuclear wave packet calculations with the
nucleus set to its position at the time of ionisation. Approach 1)
resembles more an experimental setup where a nuclear wave packet
could be propagated forth and back in a potential, whereas a baseline
by frozen nucleus calculations (approach 2) cannot be obtained in
the experimental setup, however, is not restricted to a forth and back
movement of the nucleus in the same potential.

Figure 7A shows how the nuclear–electron correlation-based
asymmetry is imprinted on top of the purely electron–electron
correlation-based inherent asymmetry baseline that shows the same
behaviour as shown in Figure 6B. The right to left (blue) and left to
right (orange) curves are obtained by relating the corresponding time
intervals T = [7, 37]fs and T = [37, 74]fs to the R value at the time of
ionisation. In Figure 7B, the difference of the asymmetry to the two
baselines 1) mean (dashed) and 2) frozen (dotted) is shown with

FIGURE 6 | (A) Ionisation potential (Eq. 27) for different parent ion states and XUV pulse energy Zω =15.5 eV (horizontal dashed line) with FWHM in light red. Vertical
green, blue and red lines indicate the three initial nuclear positions,R0,m,R0,l, andR0,r, respectively. (B) Asymmetry is calculated with frozen nucleus simulation at different
parametric R values (Eq. 16). (C) Scheme of the relevant ionisation pathways and the resulting ion state: direct ionisation of the weaker (stronger) bound electron
dominant in fwd (bwd) direction leads to population of n = 0 (violet) (n = 2 (blue)) parent ion state; n = 1 parent ion state is populated via knock-up of weaker bound
electron in bwd direction or via knock-down of stronger bound electron in fwd direction. Panels (D), (E), and (F) show the PES (solid lines: fwd, dashed lines: bwd)
for frozen nucleus calculations at R0,m, R0,l, and R0,r, respectively. The dashed vertical lines indicate the expected peak position based on the resonance condition
E = Zω − IPn(R0,l/m/r).
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respect to the time-delay T. Comparison with the electron density’s
momentum in the 2e bound system (solid blue line) shows very good
agreement.

Thismeans that starting the nucleus in a non-equilibriumposition,
which experimentally could be realised, e.g., by a first pump pulse,
leads to coupled nuclear–electron bound dynamics that are imprinted
on the electron density’s momentum. That, in turn, is imprinted on
the photoelectron spectrum. Thus, we have demonstrated here that
imprints of both, nuclear–electron and electron–electron correlated
dynamics, are visible in the photoelectron spectra and the asymmetry
of the photoelectron emission direction.We have generalised previous
work and analysis on single-electron systems for the here investigated
correlated system involving two electrons.

4 SUMMARY

We set out to answer questions of particle correlation in
molecular XUV ionisation and shed light on how these
effects manifest in observables. To this end, we have

employed a fully correlated molecular quantum model
system comprised of two active electrons and one active
nucleus that mimics a generic molecular system and allows
us to report qualitative effects.

First, we examine what a coupled electronic–nuclear motion
looks like in the bound system and showed the adiabatic imprint
of the nuclear motion on the electronic momentum. Next, we
focused on the implication of these coupled dynamics on the
molecular XUV ionisation process, in particular to answer the
question regarding characteristics in the attosecond population
dynamics and post-ionisation dynamics. We report that the
nuclear momentum is conserved during the XUV ionisation
from the target to the parent ion and impacts the post-ionisation
dynamics. On the other hand, the attosecond electron
population dynamics are largely unaffected by the coupled
nuclear–electron dynamics in the bound system. Finally, we
turned towards features appearing in the photoelectron spectra
and their relation to electron–electron and electron–nuclear
correlation. The results drastically show how all particles are
strongly correlated and imprint each other’s properties. Each
photoelectron peak has an inherent asymmetry rooted in its
electron–electron correlation-based ionisation pathways with
its bound counterpart. The underlying complex bound/
continuum resonances change when the nucleus is displaced
leading to a change in electron–electron correlation-based
photoelectron properties. On top of this, the initial coupled
nuclear–electron momentum in the bound system is imprinted
on the entangled photoelectron via its spectrum’s asymmetry
and could be used as an experimental observable. While we have
seen that correlation impacts pre, during, and post ionisation in
various ways, well-designed approximations can be introduced
at different stages depending on the intended outcome of the
simulation. For example, the attosecond population dynamics
are only influenced by a deformation of the nuclear wave
packet pre-ionisation, which is not based on
nuclear–electron correlation and can be reproduced by a
sampling approach to the nuclear wave packet. In the case
of harmonic PECs yielding a compact Gaussian-like nuclear
wave packet, the nuclear degree of freedom can be safely
ignored and a purely electronic description of the system
with single-point nuclei reproduces the correct electronic
parent ion wave packet population. Moreover, the
momentum conservation in the nuclei between target and
parent ion can be incorporated into classical
approximations. Combining these ideas will be the subject
of future research. The photoelectron asymmetries are purely
based on the correlation effects of all particles and, thus, can
only be observed when treating all particles quantum
dynamically and with the corresponding exact correlation.
However, approximated methods could be used to calculate
the effect that is imprinted in the photoelectron asymmetry
rather than the full correlated XUV ionisation process. For
example, approximate theories can calculate the change in
continuum resonances that lead to a change in the
electron–electron correlation-based asymmetry, or the
nuclear dynamics in the bound state that are imprinted on
the spectrum via nuclear–electron correlation.

FIGURE 7 | Imprint of nuclear–electron correlation in the asymmetry of
the PES for a non-equilibrium starting position of R0,r probed by a XUV pulse at
different time-delays T: (A) Asymmetry calculated according to Eq. 22 at time
of ionisation in dependence of the nuclear position R at time of ionisation,
t0. Right to left and left to right refer to the time-delay intervals of T = [7,37]fs
and T = [37,74]fs, respectively. The baseline is calculated using approach 1)
explained in the text as mean between left to right and right to left. (B) The
nuclear–electron correlation-based asymmetry, Δ~A, as a function of the time
delay T obtained with the mean baseline (1, dashed) and the calculated frozen
nucleus baseline (2, dotted). As explained in the text, the mean basline can
only be obtained if forth and back propagation in the same potential is
available (T = [7,37]fs and T = [37,74]fs), whereas the frozen nucleus baseline
is available for all time delay points. The red dots stem from the asymmetry
calculated with the more computationally demanding Eq. 16. The electron
mean momentum is also shown, for comparison (solid blue line).
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We are confident that our findings not only widen our
understanding of fundamental correlation-driven processes in
XUV ionisation but will also guide future experiments and
approximated theory towards which effects have to be taken
into account to properly describe correlation in molecular
ionisation.
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We report the formulation of a new, cost-effective approximation method in

the time-dependent optimized coupled-cluster (TD-OCC) framework [T. Sato

et al., J. Chem. Phys. 148, 051101 (2018)] for first-principles simulations of

multielectron dynamics in an intense laser field. Themethod, designated as TD-

OCCD(T), is a time-dependent, orbital-optimized extension of the “gold-

standard” CCSD(T) method in the ground-state electronic structure theory.

The equations of motion for the orbital functions and the coupled-cluster

amplitudes are derived based on the real-valued time-dependent variational

principle using the fourth-order Lagrangian. The TD-OCCD(T) is size extensive

and gauge invariant, and scales as O(N7) with respect to the number of active

orbitals N. The pilot application of the TD-OCCD(T) method to the strong-field

ionization and high-order harmonic generation from a Kr atom is reported in

comparison with the results of the previously developed methods, such as the

time-dependent complete-active-space self-consistent field (TD-CASSCF),

TD-OCC with double and triple excitations (TD-OCCDT), TD-OCC with

double excitations (TD-OCCD), and the time-dependent Hartree-Fock

(TDHF) methods.

KEYWORDS

multielectron dynamics, time-dependent optimized coupled-cluster, high harmonic
generation, strong laser field, strong field ionization

1 Introduction

Recent years witnessed unprecedented progress in laser technologies, which made it

possible to observe the motions of electrons at the attosecond time scale (Itatani et al.

(2004); Corkum and Krausz (2007); Krausz and Ivanov (2009); Baker et al. (2006)). On

the other hand, various theoretical and numerical methods have been developed for

interpreting, understanding, and predicting the experiments.
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The multi-configuration time-dependent Hartree-Fock

(MCTDHF) method (Caillat et al. (2005); Kato and Kono

(2004); Nest et al. (2005); Haxton et al. (2011); Hochstuhl and

Bonitz (2011)), and the time-dependent complete-active-space

self-consistent-field (TD-CASSCF) method (Sato and Ishikawa

(2013); Sato et al. (2016); Sato et al. (2018a)) are the most

rigorous approaches to solve time-dependent Schrödinger

equation (TDSE) of many-electron systems, where the

wavefunction is given by the full configuration interaction

(FCI) expansion,

Ψ t( ) � ∑
I

CI t( )ΦI t( ), (1)

with both CI coefficients {CI(t)} and orbital functions {ψp(t)}

constituting Slater determinants {ΦI(t)} are propagated in time

according to the time-dependent variational principle (TDVP).

The TD-CASSCF method broadens the applicability of the

MCTDHF method by flexibly classifying the orbital subspace

into frozen-core, dynamical-core, and active. Unfortunately, the

factorial computational scaling impedes large-scale applications.

There are reports of various affordable size-inextensive methods

(Miyagi and Madsen (2013, 2014); Haxton and McCurdy (2015);

Sato and Ishikawa (2015)) developed by limiting the CI

expansion of the wavefunction. Alternatively, the size-

extensive coupled-cluster method, which relies on an

exponential wavefunction, is a superior choice to address

these problems with a polynomial cost-scaling (Kümmel

(2003); Shavitt and Bartlett (2009)). We have developed an

explicitly time-dependent coupled-cluster method considering

optimized orthonormal orbitals within the flexibly chosen active

space, called the time-dependent optimized coupled-cluster (TD-

OCC) method, (Sato et al. (2018b)) including double (TD-OCCD)

and double and triple excitation amplitudes (TD-OCCDT). Our

method is a time-dependent formulation of the stationary

optimized coupled-cluster method (Scuseria and Schaefer (1987);

Sherrill et al. (1998); Krylov et al. (1998)). Kvaal (Kvaal (2012))

also developed an orbital adaptive time-dependent coupled-cluster

(OATDCC) method using biorthogonal orbitals. We take note of a

few reports on the time-dependent coupled-cluster methods (Huber

and Klamroth (2011); Pigg et al. (2012); Nascimento and DePrince

(2016)), using time-independent orbitals, and their interpretation

(Pedersen and Kvaal (2019); Pedersen et al. (2021)), including the

very initial attempts (Schonhammer (1978); Hoodbhoy and Negele

(1978, 1979)).

The TD-OCCDT scales as O(N8) (N= the number of active

orbitals), not ideally suited for applications to larger chemical

systems. Therefore, we have developed a few lower costmethods in

the TD-OCC framework (Pathak et al. (2020b,c,a, 2021)). We find

triple excitations are necessary, including perfect optimization of

the orbitals. Therefore, we are interested in developing affordable

TD-OCCmethods retaining a part of the triples. Themost popular

coupled-cluster method that treats the triple excitation amplitudes

approximately is called CCSD(T) (Raghavachari et al. (1989);

Watts et al. (1993)). Bozkaya et al, (Bozkaya and Schaefer

(2012)) included various symmetric and asymmetric triple

excitation corrections to their optimized double (OD) method.

In this communication, we report the formulation and

implementation of the CCSD(T) method in the time-dependent

optimized coupled-cluster framework, TD-OCCD(T). Following

our previous works (Sato et al. (2018b); Pathak et al. (2020b,c,

2021)), we exclude single excitation amplitudes but optimize the

orbitals according to time-dependent variational principle (TDVP).

As the first application of this method, we study electron dynamics in

Kr using intense near-infrared laser fields.

2 Methods

The second quantization representation of the Hamiltonian,

including the laser field, is as follows,

Ĥ � hμ] t( )ĉ†μĉ] +
1
2
uμγ
]λ ĉ

†
μĉ

†
γ ĉλ ĉ] (2)

where ĉ†μ (ĉμ) represents a creation (annihilation) operator in a

complete, orthonormal set of 2nbas time-dependent spin-orbitals

{ψμ(t)}. nbas is the number of basis functions used for expanding

the spatial part of ψμ, which, in the present real-space

implementation, corresponds to the number of grid points, and

hμ] t( ) � ∫ dx1ψ
p
μ x1( ) h0 + Vext[ ]ψ] x1( ), (3)

uμγ
]λ � ∫∫ dx1dx2

ψp
μ x1( )ψp

γ x2( )ψ] x1( )ψλ x2( )
|r1 − r2| , (4)

where xi = (ri, σi) represents a composite spatial-spin coordinate.

h0 is the field free one-electronic Hamiltonian and Vext = A(t)pz

FIGURE 1
Time evolution of dipole moment of Kr irradiated by a laser
pulse with a wavelength of 800 nm and a peak intensity of 2 ×
1014 W/cm2 calculated with TDHF, TD-OCCD, TD-OCCD(T), and
TD-CASSCF methods.
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in the velocity gauge, A(t) = −∫tE(t′)dt′ is the vector potential,

with E(t) being the laser electric field linearly polarized along the

z axis.

The complete set of 2nbas spin-orbitals (labeled with μ, ], γ, λ)
is divided into nocc occupied (o, p, q, r, s) and 2nbas − nocc virtual

spin-orbitals. The coupled-cluster (or CI) wavefunction is

constructed only with occupied spin-orbitals, which are time-

dependent in general, and virtual spin-orbitals form the

orthogonal complement of the occupied spin-orbital space.

The occupied spin-orbitals are classified into ncore core spin-

orbitals, which are occupied in the reference Φ and kept

uncorrelated, and N = nocc − ncore active spin-orbitals (t, u, v,

w) among which the active electrons are correlated. The active

spin-orbitals are further split into those in the hole space (i, j, k, l)

and the particle space (a, b, c, d), which are defined as those

occupied and unoccupied, respectively, in the reference Φ. The

core spin-orbitals can further be split into frozen-core space (i′′,
j′′), fixed in time and the dynamical-core space (i′, j′), propagated
in time (Sato and Ishikawa (2013)) (See. Figure 1 in Sato et al.

(2018b) for a pictorial illustration).

The real action formulation of the TDVP with orthonormal

orbitals is our guiding principle, (Sato et al. (2018b))

S � Re∫t1

t0

Ldt � 1
2
∫t1

t0

L + Lp( )dt, (5)

L � 〈Φ| 1 + Λ̂( )e−T̂ Ĥ − i
z

zt
( )eT̂|Φ〉, (6)

T̂ � T̂2 + T̂3/ � τabij Ê
ab

ij + τabcijk Ê
abc

ijk/ , (7)
Λ̂ � Λ̂2 + Λ̂3/ � λijabÊ

ij

ab + λijkabcÊ
ijk

abc/ , (8)

where τab/ij/ (λij/ab/) are (de-)excitation amplitudes, and

Ê
ab/
ij/ � ĉ†ab̂

†

b/ĉjĉi. The stationary conditions, δS = 0, with

respect to the variation of the parameters of the wavefunction

(δτab/ij/ , δλij/ab/, and δψμ) gives us the corresponding equations of

motions (EOMs), δψμ is orthonormality-conserving orbital

variation.

For deriving the TD-OCCD(T) method, we first construct a

fourth-order Lagrangian defined in Pathak et al. (2021). We

make a further approximation to the Lagrangian and write

separating it into two parts,

L 4( )
CCD T( ) � L0 + 〈Φ| 1 + Λ̂2( ) �f + v̂( )eT̂2[ ]

c
|Φ〉 − iλijab _τ

ab
ij (9a)

+〈Φ|Λ̂2
�f + v̂( )T̂3[ ]

c
|Φ〉 + 〈Φ|Λ̂3

�fT̂3( )
c
|Φ〉

+〈Φ|Λ̂3 v̂T̂2( )
c
|Φ〉 − iλijkabc _τ

abc
ijk , (9b)

where �f � f̂ − iX̂, f̂ � (hpq + vpjqj ){Êp
q }, v̂ � vprqs {Êpr

qs }/4, and

vprqs � uprqs − uprsq , X̂ � Xμ
] Ê

μ
] , and Xμ

] � 〈ψμ| _ψ]〉 is anti-

Hermitian. The double amplitudes are obtained by making

L(4)CCD(T) of Eq. 9a stationary with respect to δS/δλijab(t) � 0,

δS/δτabij (t) � 0, the triples by making Eq. 9b stationary with

respect to δS/δλijkabc(t) � 0, and δS/δτabcijk (t) � 0,

i _τabij � vabij − p ij( )�fk

jτ
ab
ik + p ab( )�fa

cτ
cb
ij

+ 1
2
vabcdτ

cd
ij + 1

2
vklijτ

ab
kl + p ij( )p ab( )vakic τcbkj

− 1
2
p ij( )τabik τcdjl vklcd + 1

2
p ab( )τbcij τadkl vklcd

+ 1
4
τabkl τ

cd
ij v

kl
cd +

1
2
p ij( )p ab( )τbcil τadjk vklcd

(10)

−i _λijab � vijab − p ij( )�fi

kλ
kj
ab + p ab( )�fc

aλ
ij
cb

+ 1
2
vcdabλ

ij
cd +

1
2
vijklλ

kl
ab + p ij( )p ab( )vcjkbλikac

− 1
2
p ij( )λikcdτcdkl vjlab + 1

2
p ab( )λklbcτcdkl vijad

+ 1
4
λklabτ

cd
kl v

ij
cd +

1
2
p ij( )p ab( )λjkacτcdkl vilbd

− 1
2
p ij( )λikabτcdkl vjlcd

+ 1
2
p ab( )λijbcτcdkl vklad +

1
4
λijcdτ

cd
kl v

kl
ab

(11)

i _τabcijk � p k/ij( )p a/bc( )vbcdktadij − p i/jk( )p c/ab( )vlcjktabil
− p k/ij( )�fl

kτ
abc
ijl + p c/ab( )�fc

dτ
abd
ijk ,

(12)

−i _λijkabc � p k/ij( )p a/bc( )vdkbc λijad − p c/ab( )p i/jk( )vjklc λijab
+ p c/ab( )�fd

c λ
ijk
abd − p k/ij( )�fk

l λ
ijl
abc

+ p i/jk( )p a/bc( )�fi

aλ
jk
bc ,

(13)

where p(μ]) and p(μ|]γ) are the permutation operators; p(μ])
Aμ] = Aμ] − A]μ, and p(μ/]γ) = 1 − p(μ]) − p(μγ).

The EOM for the orbitals can be written down in the

following form Sato et al. (2016),

i| _ψp〉 � 1̂ − P̂( )F̂|ψp〉 + i|ψq〉Xq
p, (14)

where 1̂ � ∑μ|ψμ〉〈ψμ| is the identity operator within the space

spanned by the given basis, P̂ � ∑q|ψq〉〈ψq| is the projector onto
the occupied spin-orbital space, and

F̂|ψp〉 � ĥ|ψp〉 + Ŵ
r

s |ψq〉Pqs
or D−1( )op, (15)

where D and P are Hermitialized one- (1RDM) and two-

(2RDM) particle reduced density matrices defined in Sato

et al. (2018b), and Wr
s is the mean-field operator (Sato and

Ishikawa (2013)). The matrix element Xq
p includes

orbital rotations among various subspaces. Non-redundant

orbital rotations are determined by i(δabDj
i−

Da
bδ

j
i )Xb

j � Fa
pD

p
i −Da

pF
ip
p − i

8 _τ
abc
ijk λ

jk
bc − i

8τ
abc
ijk

_λ
jk

bc . Redundant

orbital rotations {Xi′
j′}, {Xi

j}, and {Xa
b} can be arbitrary

antiHermitian matrix elements. The general expressions for

the RDMs are the same as in the TD-OCCDT(4) method

(Pathak et al. (2021)).

3 Numerical results and discussion

Our numerical implementation has an interface with the

Gaussian09 program (Frisch et al. (2009)) for checking ground

state energy with the standard Gaussian basis results. We study

BH molecule with double-ζ plus polarization (DZP). We have
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reported ground state energy computed by propagating in the

imaginary time for OCCD and OCCD(T) methods in Table 1

and compared those with the optimized double and asymmetric

triple excitation corrections for the orbital-optimized doubles

method of Bozkaya et al., Bozkaya and Schaefer (2012). We also

compare our OCCD ground state energy result with Krylov

et al.,Krylov et al. (1998) within the chosen active space of six

electrons correlated among the six optimized active orbitals. We

obtained a perfect agreement for all available values.

We have used a spherical-finite-element-discrete-variable

representation (FEDVR) basis for representing orbital

functions, Sato et al. (2016); Orimo et al. (2018) χklm(r, θ,ψ) �
1
rfk(r)Ylm(θ,ϕ) where Ylm and fk(r) are spherical harmonics and

the normalized radial-FEDVR basis function, respectively. The

expansion of the spherical harmonics continued up to the

maximum angular momentum Lmax, and the radial FEDVR

basis supports the range of radial coordinate 0 ≤ r ≤ Rmax,

with cos1/4 mask function used as an absorbing boundary for

avoiding unphysical reflection from the wall of the simulation

box. We have used lmax = 72, and the FEDVR basis supporting

the radial coordinate 0 < r < 300 using 78 finite elements each

containing 25 DVR functions. The absorbing boundary is

switched on at r = 180 in all our simulations. The Fourth-

order exponential Runge-Kutta method (Hochbruck and

Ostermann (2010)) is used to propagate the EOMs with

20000 time steps for each optical cycle. We run the

simulations for a further 6,000 time steps after the end of the

pulse. In all correlation calculations, eight electrons of 4s4p

orbitals are considered as active and correlated among

thirteen active orbitals. We report simulation results

computed using a three-cycle laser pulse with a central

wavelength of 800 nm having intensity 2 × 1014 W/cm2 and a

period of T = 2π/ω0 ~ 2.67 fs.

We report the time evolution of dipole moment of Kr in

Figure 1 and in Figure 2 single electron ionization probability.

Time-dependent dipole moment is evaluated as a trace

〈ψp|ẑ|ψq〉D
q
p using 1RDMs. For the single electron ionization

probability, we computed the probability of finding an electron

outside a sphere of a radius of 20 a.u. using RDMs defined in Refs.

19; 20; 37. We compare the results of TD-CASSCF, TD-

OCCD(T), TD-OCCD, and TDHF methods.

We observe a substantial underestimation (both in Figure 1,

and Figure 2) by the TDHF method due to the lack of correlation

treatment. All correlation methods perform according to their

ability to treat electron correlation. We also computed results

using the TD-OCCDT method but not reported here since those

results are not identifiable from the TD-CASSCF results within

the graphical resolution.

Next, we report high-harmonic generation in Figure 3. It is

calculated by squaring the modulus I(ω) = |a(ω)|2 of the Fourier

transform of the expectation value of the dipole acceleration with

a modified Ehrenfest expression (Sato et al. (2016)). In panel (c)

of Figure 3, we plot the absolute relative deviation (δ(ω), of the

spectral amplitude a(ω) from the TD-CASSCF value for each

method. All methods qualitatively predict similar HHG spectra

with TDHF underestimates the spectral intensity. The relative

deviation of results from TD-CASSCF ones follows the general

trend TDHF>TD-OCCD>TD-OCCD(T)>TD-OCCDT, the

same as what we observe for the time-dependent dipole

moment and single ionization probability. We also simulated

results with lower and higher intensity. However, the trend

remains the same.

Finally, we make a tally of computational costs for all the

methods considered in this article. All simulations performed

using an Intel(R) Xeon(R) Gold 6,230 central processing unit

(CPU) with 40 processors with a clock speed of 2.10 GHz, and

report total simulations time in Table 2. Further, we report a

reduction in the computational cost for various TD-OCC

methods relative to the TD-CASSCF. We see a massive 63%

cost reduction for the TD-OCCD(T) method, which is larger

TABLE 1 Comparison of the ground state energy of BH (re=2.4 bohr)
molecule in DZP basisa.

Method This work References

OCCDb − 25.225 591 67 − 25.225 592 Bozkaya and Schaefer (2012)

OCCD(T)b − 25.226 913 29 − 25.226 913 Bozkaya and Schaefer (2012)

OCCDc − 25.178 285 70 − 25.178 286 Krylov et al. (1998)

OCCD(T)c − 25.178 301 00

aGaussian09 program (Frisch et al. (2009)) is used to generate the required one-electron,

two-electron, and overlap integrals, required for the imaginary time propagation of

EOMs in the orthonormalized Gaussian basis. A convergence cut-off of 10–15 Hartree of

energy difference is chosen in subsequent time steps.
bSix electrons correlated within the full basis set.
cSix electrons correlated within the six optimized active orbitals.

FIGURE 2
Time evolution of single ionization probability of Kr irradiated
by a laser pulse with a wavelength of 800 nm and a peak intensity
of 2 × 1014 W/cm2 calculatedwith TDHF, TD-OCCD, TD-OCCD(T),
and TD-CASSCF methods.
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than for the TD-OCCDT method (58%), and a minimal increase

from the TD-OCCD method.

4 Concluding remarks

We have reported the formulation and implementation of

the TD-OCCD(T) method. As the first application, we

employed this method to study laser-driven dynamics in

Kr exposed to an intense near-infrared laser pulse. We

observe a 63% cost reduction in comparison to the TD-

CASSCF method without losing much accuracy.

Therefore, we conclude that TD-OCCD(T) method will

certainly be beneficial in exploring highly accurate ab

initio simulations of electron dynamics in larger

chemical systems.
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FIGURE 3
The HHG spectra (A,B) and the relative deviation (C) of the
spectral amplitude from the TD-CASSCF spectrum from Kr
irradiated by a laser pulse with a wavelength of 800 nm and a peak
intensity of 2 × 1014 W/cm2 with various methods.

TABLE 2 Comparison of the total simulation timea (in min) spent for
TD-CASSCF, TD-OCCDT, TDCCD(T), and TD-OCCD methods.

Method Time (min) Cost reduction (%)

TD-CASSCF 47303 . . .

TD-OCCDT 19697 58

TD-OCCD(T) 17504 63

TD-OCCD 17494 63

aTime spent for the simulation of Kr atom for 66000 time steps (0 ≤ t ≤ 3.3T) of a real-

time simulation (I0 = 2 × 1014 W/cm2 and λ = 800 nm), using an Intel(R) Xeon(R) Gold

6230 CPU with 40 processors having a clock speed of 2.10 GHz.
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Monitoring the photochemistry
of a formazan over 15 orders of
magnitude in time

Svenja Wortmann, Roger Jan Kutta and Patrick Nuernberger*

Institut für Physikalische und Theoretische Chemie, Universität Regensburg, Regensburg, Germany

2,3,5-triphenyltetrazolium chloride (TTC) may convert into phenyl-benzo[c]

tetrazolocinnolium chloride (PTC) and 1,3,5-triphenylformazan (TPF) under

irradiation with light. The latter reaction, albeit enzymatically rather than

photochemically, is used in so-called TTC assays indicating cellular

respiration and cell growth. In this paper, we address the photochemistry of

TPF with time-resolved spectroscopy on various time scales. TPF is stabilized by

an intramolecular hydrogen bond and switches photochemically via an E-Z

isomerization around an N=N double bond into another TPF-stereoisomer,

from which further isomerizations around the C=N double bond of the

phenylhydrazone group are possible. We investigate the underlying

processes by time-resolved spectroscopy in dependence on excitation

wavelength and solvent environment, resolving several intermediates over a

temporal range spanning 15 orders of magnitude (hundreds of femtoseconds to

hundreds of seconds) along the reaction path. In a quantum-chemical analysis,

we identify 16 stable ground-state isomers and discuss which ones are

identified in the experimental data. We derive a detailed scheme how these

species are thermally and photochemically interconnected and conclude that

proton transfer processes are involved.

KEYWORDS

formazan, photoisomerization, transient absorption, femtochemistry, streak camera,
excited-state dynamics, proton transfer, ground-state dynamics

1 Introduction

Formazans comprise an azo group (–N=N–) and a hydrazone group (–C=N–N–),

with both being capable to isomerize at the double bond upon excitation with visible light.

The most investigated representative is 1,3,5-triphenylformazan (TPF, Figure 1). TPF can

be generated by a photochemical conversion of 2,3,5-triphenyltetrazolium chloride

(TTC), accompanied by a color change of the solution from colorless to red (Hausser

et al., 1949a; Grummt and Langbein, 1981). TPF exhibits a unique photochromism which

depends on the excitation conditions and the solvent environment. We investigated in an

earlier study to which extent the thermal back relaxation around the C=N double bond is

sensitive to the polarity and the hydrogen-bond donating ability of the solvent

(Wortmann et al., 2022). While polar solvents with a higher polarity result in a

decrease of the activation barrier of the anti-syn isomerization around the C=N bond,
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hydrogen bonding has an oppositely directed effect and can

stabilize the trans-anti isomer under certain conditions. Due to

its distinct photochromism and this high sensitivity toward

external influences, but mostly because of its enzymatic

formation from TTC, TPF is found in a wide field of

applications. These are found in biological assays to indicate

cellular respiration and cell growth (Ziegler, 1953; Mosmann,

1983; Berridge et al., 2005), in agriculture to verify the

germinability of seeds (Lakon, 1942; Smith, 1951), in

medicine, especially in cancer research (Carmichael et al.,

1987; Alley et al., 1988; Scudiere et al., 1988), but also in areas

like dosimetry (Kovács et al., 1996), chemical synthesis

(Neugebauer and Russell, 1968; Lipunova et al., 2019), or as

chelating agents in organometallic chemistry (Lipunova et al.,

2019; Gilroy and Otten, 2020). In general, most of these

applications rely on the reduction of the colorless tetrazolium

salt TTC to TPF, so that a colorless solution turns red (Hausser

et al., 1949a). The photochemistry of the precursor TTC has

already been explored in detail with various techniques

(Pechmann and Runge, 1894; Hausser et al., 1949b; Nineham,

1955; Neugebauer and Russell, 1968; Umemoto, 1985; Gonzalez

and San Roman, 1989; Kovács et al., 1996; Kanal et al., 2015;

Bolze et al., 2018). Despite several studies with a focus on

quantum-chemical calculations (Buemi et al., 1998; Buemi and

Zuccarello, 2002; King and Murrin, 2004; Tezcan and Tokay,

2010; Sherif, 2015), luminescence (Turkoglu et al., 2015),

solvatochromism (Sherif, 1997; Kumar et al., 2014; Wortmann

et al., 2022), Raman and infrared studies (Schiele, 1965; Otting

and Neugebauer, 1968; Otting and Neugebauer, 1969; Lewis and

Sandorfy, 1983; Hiura and Takahashi, 1989a; Hiura and

Takahashi, 1989b; Tezcan and Ozkan, 2003), or

electrochemical properties (Gökçe et al., 2005; Sherif, 2015;

Turkoglu et al., 2015) of formazans, also investigated under

temperature (Kuhn and Weitz, 1953; Langbein, 1979; Grummt

and Langbein, 1981; Sueishi and Nishimura, 1983) or pressure

variation (Sueishi and Nishimura, 1983), the interplay of light-

induced processes which set in on an ultrafast time scale and

extend tominutes has not been comprehensively studied for TPF.

With regard to the involved intermediate species of TPF, several

photoisomerization mechanisms of TPF are discussed in

literature, with the one proposed by Grummt and Langbein

which was derived from laser flash photolysis experiments

(Grummt and Langbein, 1981) being in closest accordance to

the one inferred in our recent study (Wortmann et al., 2022).

Note that also the orientation of the single bonds adjacent to the

double bonds are sometimes drawn differently (Lewis and

Sandorfy, 1983; Veas-Arancibia, 1986) and lead to further

stable isomers, as we will discuss in detail in Section 4. The

energetically most-stable isomer is the trans-syn form (also called

“red I”, Figure 1), which is stabilized by an intramolecular

hydrogen bond, forming a quasi-aromatic heterocycle.

Illumination with visible light leads to an isomerization

around the N=N double bond, yielding a cis-syn isomer

(“red II”, Figure 1). For this species, an intramolecular

hydrogen bonding can occur as well. Afterwards, thermal

isomerization around both N=N and C=N leads to the trans-

anti analogue (“yellow I”, Figure 1), which is accompanied by a

color change of the solution from red to yellow. Spectroscopically,

a hypsochromic shift from around 490 nm to 405 nm is observable

in toluene solutions (Kuhn and Weitz, 1953; Langbein, 1979;

Grummt and Langbein, 1981; Atabekyan et al., 2011;

Wortmann et al., 2022). Under dark conditions, the trans-anti

isomer relaxes back into the energetically-favored trans-syn form

via an anti-syn isomerization around the C=N double bond.

However, when absorbing visible light, the trans-anti isomer

may follow another pathway, yielding a second yellow species,

the cis-anti analogue (“yellow II”, Figure 1). Both yellow forms can

be characterized by absorption spectra with different extinction

coefficients (Hausser et al., 1949a; Langbein, 1979; Grummt and

Langbein, 1981) and a broader absorption band for yellow II.

Here, we address three aspects of the light-induced reactions of

TPF. First, we want to monitor all relevant time scales, from the

primary steps occurring in sub-ps to the slowest thermal

equilibrations occurring within minutes. Several different pump-

probe setups were used to monitor this extended time window, that

is fs to ns transient absorption (TA) based on femtosecond lasers, ns

to ms TA with ns excitation pulses, and ms up to minutes with

pulsed light-emitting diodes (LEDs) as pump source. Second, we

reassess the assignment of the involved isomers by DFT and TD-

DFT calculations. Third, we discuss the role of proton transfer to the

thermal interconversion of the isomers.

2 Materials and methods

TPF was purchased from Sigma-Aldrich, used without further

purification, and dissolved in anhydrous acetonitrile (Sigma-

Aldrich) or methanol (Uvasol, Merck) of spectroscopic grade.

UV-Vis absorption spectra were recorded on a

spectrophotometer (Cary60, Agilent) which could be combined

with LED excitation in a perpendicular arrangement in order to

record ms to min TA data with a time increment of 12.5 ms. For

some of the employed LEDs, a different spectrophotometer (UV

1800, Shimadzu) was employed for the same purpose, with a time

increment of 480 ms. The LED temporal rectangular pulse width

was also set to 12.5 or 480 ms, respectively. The sample (250 μL) was

inside a rectangular quartz cuvette (Starna, 10 mm× 2mm) and the

absorption wasmonitored over the 10 mmoptical path length, while

the LEDwas adjusted to illuminate the entire sample, thus aiming at

a homogeneous illumination over the 2 mm path length.

For ns to ms TA, a Nd:YAG laser (Surelite II, Continuum) in

combination with an optical parametric oscillator (Surelite OPO

Plus, Continuum) generated the pump pulses, while the broadband

probe light originated from a Xenon flash lamp (MSP-05, Müller

Elektronik-Optik). A streak camera (C7700, Hamamatsu Photonics)

with spectrograph and CCD camera (ORCA-CR, Hamamatsu
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Photonics) was employed for detection [see (Kutta et al., 2013; Dick

et al., 2019) for further details on the experimental implementation].

The sample was circulated through the 2 mm (excitation path) ×

10 mm (probe path) quartz cuvette from an external reservoir

of 4 mL.

For fs to ns TA, a Ti:Sa amplifier system (Libra, Coherent)

generated laser pulses at a repetition rate of 1 kHz centered at 800 nm

that were used to pump an optical parametric amplifier (TOPAS-C,

Light Conversion), yielding pulses at 530 nm or (after a further

nonlinear process) 330 nm used for excitation of the sample. For the

probe beam, parts of the 800 nm were used to pump a home-built

noncollinear optical parametric amplifier adjusted to ca. 500 nm that

then was focused into a moving calcium fluoride plate generating a

white-light supercontinuum (Dobryakov et al., 2010). This was split

into a reference bypassing the sample and a probe beam traversing

the sample. These two beams were independently imaged onto two

home-built grating spectrographs, and their spectra were recorded

with photodiode arrays (S3901-512Q, Hamamatsu, 512 pixels) at

1.5 nm resolution. The polarizations of pump and probe beams were

set to the magic angle (Megerle et al., 2009; Schott et al., 2014) before

reaching the 2 mm× 10mm quartz cuvette. The temporal resolution

was around 100 fs, and the temporal delay was introduced by a

cornercube retroreflector on a delay stage (M-531.2S, Physik

Instrumente) placed in the pump beam. More details on the

employed setup are given in (Brandl et al., 2020).

Quantum-mechanical calculations on all stable TPF

conformers were performed using the Orca package (Neese,

2012; Neese, 2018). All ground-state structures were optimized

on the level of restricted closed shell density functional theory

(RHF-DFT) using the B3LYP functional and the def2-TZVP

basis set with D4 dispersion correction. Potential barriers

connecting the individual conformers were roughly estimated

(as DFT is not able to correctly describe the bond rotation around

double bonds) from the crossing points for the relaxed potential

energy surfaces along the rotational motion around a

corresponding bond starting from each stable conformer using

B3LYP/def2-TZVP level of theory.

3 Experimental results and discussion

The steady-state UV-Vis absorption spectra of TPF detected in

methanol and acetonitrile solution are nearly identical, with twomain

absorption bands peaking around 300 and 480 nm, of which the latter

comprises a weak shoulder on its red edge (see Figure 2). In

unsubstituted formazan, the lowest electronic transition is of n −
πp character (Buemi et al., 1998). The same is found for TPF, albeit

with a negligible oscillator strength, so that themajor absorption band

in the visible is dominated by a π − πp transition (Avramenko and

Stepanov, 1974;Nădejde et al., 2009) to the second excited state S2 (see

also Supplementary Figure S6 with corresponding DFT calculations).

For the TPF absorption spectrum in toluene solution, a small spectral

shift of the low-frequency π − πp transition band by ~10 nm is

observed. Under irradiation with visible light, the formation of the

yellow isomeric species was reported to occur in acetonitrile (Wilhite,

1991) as well as in toluene/benzene solutions (Kuhn andWeitz, 1953;

Langbein, 1979; Grummt and Langbein, 1981; Atabekyan et al., 2011)

and is manifested by an increased absorption around 400 nm.

Constantly illuminating TPF in methanol solution with 520 nm

light also leads to the formation of the yellow species (Figure 2).

In comparison to toluene, where the equilibrium is nearly fully shifted

under these conditions, in acetonitrile and methanol a distinct

amount of TPF molecules is observed in its initial conformation,

indicated by both the lower absorption around 400 nm (yellow I) and

the remaining contribution at 500 nm (compare black/red dashed

curves in Figure 2 with the blue dashed curve).

3.1 fs-ns transient absorption of 1,3,5-
triphenylformazan

The initial photodynamics of TPF were followed by recording

the TA on a fs to ns time scale after excitation either at 530 or

330 nm. Transient absorption spectra of TPF are shown in

FIGURE 1
The two most prominent photoisomerization schemes of
TPF after excitation, as introduced by Kuhn and Weitz (Kuhn and
Weitz, 1953) and by Grummt and Langbein (Grummt and Langbein,
1981). Black arrows and symbols indicate pathways present in
both models, while gray elements are only found in the Kuhn-
Weitz scheme and red elements only in the Grummt-Langbein
scheme, respectively. The nomenclature, e.g., trans-syn,
corresponds to the N=N double bond (blue) and the C=N double
bond (green). The orientation of the adjacent C–N and N–N single
bonds will be discussed in Section 4.
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Figures 3A,C for methanol solution. In both cases, two regions of

increased absorption around 400 and 600 nm are observed, together

with the ground-state bleach (GSB) in the spectral region around

500 nm. Whereas the overall signal intensity decreases with time, a

contribution persists beyond the experimental time window of

2 ns (Kanal et al., 2015). The decay-associated difference spectra

(DADS), resulting from a global multiexponential fit to the data

matrices with four time constants, are displayed in Figures 3B,D,

respectively [contributions for modelling the coherent artefact

(Megerle et al., 2009) are not shown for clarity].

The fastest process, with decay time τ1 being 0.3 and 0.2 ps,

respectively, for the two excitation wavelengths, may be assigned to

isomerization dynamics connected to the azo group. For trans-

azobenzene, the excited-state dynamics directly towards a conical

intersection exhibit a decay time around 0.3 ps (Nägele et al., 1997; Lu

et al., 2002; Satzger et al., 2003; Satzger et al., 2004; Pancur et al., 2005;

Quick et al., 2014; Nenov et al., 2018), with similar values reported for

related compounds (Siewertsen et al., 2011; Slavov et al., 2016;

Grimmelsmann et al., 2017). However, there is also a further

excited-state motion in trans-azobenzene on a time scale of

1–3 ps, assigned to diffusion-type motion (Nägele et al., 1997) or

the passage of a barrier in the excited state (Quick et al., 2014). Along

these lines, the positive signals around 400 and 600 nm (redDADS in

Figure 3B,D)may indicate absorption features of molecules still in an

excited state that depopulates with decay time τ2 mainly into the

ground state configuration that was present prior to excitation, as can

be seen by the negative contribution in the red DADS. We link the

more pronounced excited state absorption (ESA) for excitation at

330 nm compared to 530 nm to the excess energy introduced by the

higher photon energy. The DADS with τ3 (green DADS)may reflect

relaxation dynamics accompanied by vibrational cooling of

molecules either in the excited state or already in the ground state

all ending in the most stable conformer that was initially excited.

Although the dominant fraction of excited molecules returns to the

initial ground state configuration, a GSB at 480 nm and a product

absorption around 330 nm remains on a time scale > 2 ns (see also

blue DADS) substantiating the formation of another stable

photoisomer. Note that TPF is in an equilibrium of two ground

state conformers with predominantly red I but also a few red II

conformers, so that the TA data observed after excitation at 330 nm

resemble the superposed dynamics of both isomers which explains

the small differences in the absorption strength and dynamics

compared to the situation when exciting at 530 nm. This aspect

will become more evident on a longer time scale (vide infra).

The TA data in the fs-ns time range of TPF in the solvent

acetonitrile are very similar and can be analyzed and interpreted

accordingly (see Supplementary Figure S1). Only time constant τ3
assigned to vibrational cooling is by a factor of two larger compared

to the situation in methanol. The more rapid vibrational cooling in

methanol compared to acetonitrile was reported for other systems

and is related to intermolecular hydrogen-bonding in protic

environments aggravating energy transfer from the solute to the

solvent (Middleton et al., 2007; Ghosh et al., 2019).

There is an alternative rationale for the dynamics on the ps time

scale. From resonance Raman studies it was concluded that the

initial photoinduced process is an excited-state intramolecular

proton transfer (ESIPT) (Lewis and Sandorfy, 1983). Since the

isomer red I that predominates in solution is a hydrogen-bonded

quasi-aromatic heterocycle, there is a striking congruence with

intramolecularly H-bonded ß-diketones which have been studied

with laser flash photolysis (Veierov et al., 1977; Kobayashi et al.,

2013) and ultrafast spectroscopy approaches (Xu et al., 2004; Poisson

et al., 2008; Verma et al., 2014; Verma et al., 2015; Verma et al.,

2016). The latter revealed that ESIPT occurs within less than 0.1 ps,

followed by relaxation to the lowest excited state in a few ps, and

subsequent depopulation of the excited state on a time scale of 10 ps

both by relaxation to the hydrogen-bonded ground-state isomer and

the formation of other isomers by rotation around a single or double

bond. Given the similarity of the molecular system and of the

detected time scales, an analogous assignment of processes to the

observed dynamics is plausible as well.

A quantitative analysis of our data assuming a fully branched

model, in which each transient species is partially converting into

each other and partially converting back into the ground-state

species, gave a value of 7% for the quantum yield of product

formation [see (Kutta et al., 2013), also containing detailed

discussion on the general analysis of global fit data]. This is

significantly lower than both isomer formation after ESIPT in ß-

ketones [e.g., 36% for acetylacetone in acetonitrile (Verma et al.,

2014)] and N=N isomerization in trans-azobenzene [31% for

n − πp and 15% for π − πp excitation in acetonitrile, slightly

different yields in other solvents (Quick et al., 2014)], so that an

FIGURE 2
Steady-state absorption spectra of TPF dissolved in methanol
(black), acetonitrile (red), and toluene (blue). The solid curves
display the ground-state absorption spectra (normalized to the
maximum around 500 nm), while the dashed spectra
correspond to the photostationary state under illumination with
520 nm light.
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identification of the initial reaction step is not unambiguous

from the TA data but will be further analyzed in Section 4.

The rather low quantum yield could be related to the significant

π − πp character (delocalized over the entire molecular framework)

of the initially excited S2 in TPF (see Supplementary Figure S6), but

might also originate from the intramolecular hydrogen bond

stabilizing the planar configuration of the six-membered chelated

ring, thereby disfavoring an out-of-plane motion required for

photoisomerization. Nonetheless, our TA data corroborates

that although the vast majority of excited red I molecules

returns to the red I configuration, the decision along

which reaction pathway the system evolves involving several

thermal isomerizations (vide infra) is already made within the

first few ps.

3.2 ns-ms transient absorption of 1,3,5-
triphenylformazan

In order to follow the reaction dynamics further on a ns to ms

time scale, the TA of TPF after exciting at 532 or 355 nm was

recorded with a pump-flashlamp-probe spectrometer using a

streak camera as detection unit. The TA data recorded for TPF in

methanol after excitation at 532 nm consist of one absorption

band around 340 nm and the GSB at 480 nm. Both features rise

faster than the temporal resolution of the used setup, which

agrees with the formation of these two TA features within a few

ps as determined in Section 3.1, and persist beyond the time

window of 1 ms. Hence, a global monoexponential model

yielding one DADS (magenta curve in Figure 4A) is sufficient

to fully describe the data, and this DADS matches the one for τ4
of the fs-ns TA measurements (blue-dotted curve in Figure 4A).

When exciting at 355 nm, the same absorption band at 340 nm

is observed as after 532 nm excitation. However, the GSB is broader

in this case, ranging from 350 nm up to 600 nm. Comparing the

DADS with the absorption spectrum of TPF under 520 nm

illumination (black-dashed line in Figure 2) reveals the origin for

this behavior. The intense Xe-flashlamp of ms duration used as

probe source in the ns-ms TA experiment is sufficient to prepare a

mixture of red I and yellow I isomers prior to the excitation of the

system by the intense pump pulse so that exciting at 532 nm leaves

the yellow isomers unaffected, whereas exciting at 355 nm allows the

excitation of both isomers, causing a GSB signal comprising the

spectral signature of both. To note, in the fs-ns TA experiment (blue-

dashed line in Figure 4B) no accumulation of a probe-light induced

photostationary equilibrium between forms red I and yellow I is

observed due to significantly shorter and less intense probe pulses.

Again, the ns-ms TA data obtained for TPF in acetonitrile

(Supplementary Figure S2) are very similar to the ones recorded

in methanol.

FIGURE 3
Transient absorption of TPF in methanol after excitation at 530 nm (A) and 330 nm (C) after defined delay times on a fs-ns time scale. The
corresponding DADS from a global exponential fit to the data are given in (B,D). The scaled and inverted absorption spectrum of the initial sample is
given by a gray-dashed line for comparison.
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3.3 ms–min transient absorption of 1,3,5-
triphenylformazan

The preceding two TA measurement series have shown

that the species absorbing around 340 nm is formed on an

ultrafast time scale and persists well beyond 1 ms. Hence, ms

to min TA measurements were performed exciting TPF

either at 390, 405, 455, or 530 nm. The maximal time

window of all four measurements was set to 1 min,

sufficient for detecting the full recovering process to the

initial ground state situation of TPF in methanol. All data

matrices were analyzed by a global biexponential fit, yielding

the DADS shown in Figure 5.

The cyan DADS corresponding to τ4 exhibits a positive

absorption peaking around 340 nm for all excitation

wavelengths. Comparison to the DADS from the ns-ms

TA measurements (pink curve in Figures 5A,D) confirms

that the same dynamics that were monitored up to 1 ms can

now be followed completely. This absorption band was

already identified in toluene solution (Wortmann et al.,

2022) and assigned to the red II form of TPF, in

accordance with the isomerization scheme of Figure 1.

The DADS furthermore comprises negative contributions

around 500 nm and around 405 nm. These negative

amplitudes resemble spectral features of red I and yellow I,

respectively, and thus give evidence that photochemically

formed red II thermally relaxes back to red I and to yellow I

with a decay time of a few hundred milliseconds. The typical

absorption feature of formed yellow I is seen at 405 nm in the

orange DADS corresponding to τ5. Thus, the slowest dynamics

observed after 530 nm excitation are described by the orange

DADS, which shows the spectral features of red I as a negative

amplitude (compare the gray-dashed inverted ground-state

absorption spectrum) and the absorption feature of yellow I as

a positive amplitude, demonstrating the thermally activated back

relaxation to red I on a time scale of 10 s (Figure 5A).

Figure 5B shows a similar experiment, but with 455 nm

excitation. As red I and red II both absorb at 455 nm, here

contributions of both isomers show up in the data. The

observed dynamics can nonetheless be interpreted on the

lines of the 530 nm excitation experiment in Figure 5A, as

the additional contribution of excited red II are

rather low.

The situation changes when exciting TPF at 405 nm

(Figure 5C). Now, only a small amount of red I is excited,

again giving rise to the dynamics described by the cyan DADS

that is very similar to the two situations with 530 or 455 nm

excitation, respectively. However, since in the dark also

yellow I contributes to a small amount to the ground state

equilibrium (see Figure 1) it is excited by 405 nm light giving

rise to yellow II formation. This is substantiated by the second

DADS (orange) that shows a positive absorption feature of

yellow II at around 500 nm that decays with a lifetime of ca. 7 s

(Figure 5C) back into yellow I identified by the characteristic

negative amplitude at 405 nm. The data recorded with 390 nm

excitation (Figure 5D) agrees with this interpretation, because

at this wavelength, red I can be excited even worse, whereas

yellow I still has a high extinction coefficient, so that the cyan

DADS (mostly representing relaxation after generation of red

II from red I) becomes smaller whereas the orange DADS

(comprising yellow II photogenerated from yellow I) gains in

relative intensity.

In comparison to the kinetics in methanol, the ground-

state processes of TPF on a ms to min time scale are slower in

acetonitrile (see Supplementary Figure S3), but much faster

than in toluene solution (Wortmann et al., 2022). There, it

was shown that the solvent’s ability to participate in

hydrogen bonds is decisive for how fast the equilibration

proceeds.

In the following, we try to develop a line of reasoning with the

help of quantum-chemical calculations for how the isomers are

interconnected, explaining the slow processes observed for TPF

after photoexcitation.

FIGURE 4
DADS of TPF in methanol after excitation at 532 nm (A) and
355 nm (B). ThemagentaDADS result froma globalmonoexponential
fit to the data on a 1 ms timewindow. The blue dashed curves are the
DADS corresponding to τ4 of the fs-ns TA experiments (blue
curves in Figures 3B,D) scaled to match the negative contribution at
around 500 nm. The inverted absorption spectrum of the initial
sample also scaled to the negative contribution at around 500 nm is
given by a gray-dashed line for comparison.
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4 Analysis of reaction pathways

4.1 Simulation of ground-state
conformers

Most of the previous experimental studies on the

photochemical processes of TPF do not differentiate possible

rotamers beyond the four isomers obtained from the cis-trans

isomerizations around the N=N and the C=N double bond,

resulting in the trans-syn nomenclature also displayed in

Figure 1. Theoretical studies [e.g., (Buemi et al., 1998; King

and Murrin, 2004)] have addressed further rotamers, as we

will also do in the following. For our discussion of the

reaction pathways, we further take into account the rotations

around the two adjacent single bonds, so that each of the four

isomers labelled in Figure 1 may lead to four distinguishable

conformers. Our calculations at the B3LYP/def2-TZVP/D4 level

of theory indeed result in 16 corresponding ground-state

minima, i.e., 16 potentially stable conformers, which however

strongly differ in energy and the height of the barriers

connecting them.

The optimized structures of the 16 conformers are plotted

in Figure 6, together with the absorption spectra obtained

from the calculations. For a systematic description, we use the

E/Z nomenclature and start from the N=N double bond. Thus,

the most stable isomer (red I, trans-syn) with the

intramolecular hydrogen bond is the EZZE conformer,

reflecting the E (trans) configuration with regard to the

N=N double bond, Z with regard to N–C, Z (syn) for C=N,

and E for the N–N single bond, respectively. Each row of

panels in Figure 6 represents a variation of a single bond, as

indicated on the left, whereas each column represents an

isomerization of a double bond.

The absorption spectra, even within one column and hence

only due to rotation around single bonds, vary substantially (for a

comparison with calculations using the CAM-B3LYP functional

and including a conductor-like polarizable continuummodel, see

Supplementary Figures S4, S5). To allow a comparison to

experiment, the lowest row of panels in Figure 6 gives

experimental absorption spectra, where always one isomeric

species is dominating. Starting on the left with the absorption

spectrum of the solution in the dark (corresponding to red I),

followed by the spectrum of red II derived from spectra of

intermediates in time-resolved experiments, additionally to the

spectrum of yellow I measured directly after illumination and the

spectrum of yellow II obtained in the photostationary state. In the

visible spectral range, the simulated spectra of EZZE and EEZE

are very similar and match best with the experimental spectrum

corresponding to red I, although the experimental data is red-

shifted and exhibits a shoulder at longer wavelengths not

reproduced in the simulations. Both aspects might be related

to a significant stabilization effect caused by the intramolecular

hydrogen bond, which the calculations might underestimate. The

spectrum of the intermediate red II matches best with ZZZE or

FIGURE 5
DADS of TPF dissolved in methanol, obtained by a global biexponential fit to the data matrices detected after excitation at 530 nm (A), 455 nm
(B), 405 nm (C) and 390 nm (D). The gray-dashed line represents the absorption spectrum of the solution, while the pink DADS are taken from
Figure 4 for comparison.
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ZEZE, substantiating that the initial process after

photoexcitation involves a trans-cis isomerization around

the N=N double bond. Comparing the experimental and

theoretical spectra, also the assignment of EZEE as the

yellow I species is confirmed. Furthermore, a comparison

of the experimental spectrum of yellow II with the

calculated spectra in the right-hand column yields the best

agreement for the ZZEE conformer, whose absorption peaks

around 400 and 490 nm might not be identifiable as separate

peaks in the experimental spectrum.

FIGURE 6
Top 16 panels: Results from DFT calculations for the 16 isomers considered in this study. The optimized ground-state geometries are displayed
together with the calculated absorption spectra (the oscillator strengths at the corresponding transition energies are given as stick spectrum
convoluted each with a Gaussian of a 40 nmwidth at half maximum). The orientations with respect to the N=N and C=N double bonds are identical
within each column, whereas the ones with respect to the C–N and N–N single bond are the same for each row. Bottom 4 panels:
Experimentally determined spectra of the four isomers corresponding to the double-bond orientations given at the top of each column. The red I
spectrum is the ground-state absorption spectrum of a toluene solution, yellow I was measured directly after illumination with 455 nm of a toluene
solution, yellow II corresponds to the photostationary state in toluene induced by 455 nm light (Wortmann et al., 2022), and red II is estimated by
subtracting the GSB from the pink DADS in Figure 4A.
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While the juxtaposition of the theoretical with the

experimental spectra from time-resolved measurements

confirms the involvement of the four species initially included

in the Kuhn-Weitz and Grummt-Langbein reaction schemes (see

Figure 1), the actual sequence of transformations cannot be

deduced. Especially, the thermal process from red II (ZEZE)

to yellow I (EZEE) in the Grummt-Langbein scheme (diagonal

arrow in Figure 1) formally necessitates isomerization around

both the N=N and the C=N double bond. Experiments indicated

that this might be a bimolecular process and that two TPF

molecules are required (Grummt and Langbein, 1981). In the

following section, we provide an analysis for identifying which

conformers are involved.

4.2 Interconnection among isomers

For merocyanine systems in which eight cis/trans isomers can

occur, it is illustrative to represent them as the corners of a cube, so

that each edge of the cube corresponds to a change of one

orientation from cis to trans or vice versa (Ernsting et al., 1990).

For an analogous treatment of TPF and the 16 structures shown in

Figure 6, a four-dimensional hypercube, often called tesseract, would

be required, which has 16 corners (i.e., isomers) and 32 edges

(i.e., reaction pathways involving one rotation). In order to plot it in

two dimensions, the tesseract can be represented for instance by its

Schlegel diagram (a perspective 3D view, with the fourth dimension

pointing inwards, Figure 7A) or by an orthogonal projection

(Coxeter, 1948), from which the hypercube graph Q4 is obtained

(Maehara, 2016; Hammack and Kainen, 2021). Transferred to the

TPF isomer manifold (Figure 7B), each of the 16 isomers is thus

connected to four other isomers by a line. As follows from the

properties of hypercube graphs (Hammack and Kainen, 2021), the

lines can be separated into 4 groups, which correspond to the

4 possible rotational degrees of freedom in TPF as indicated by the

color in Figure 7B. Note that each isomer is connected to one line of

each color (as there are four possible rotations), and lines of identical

color are parallel in this representation.

We have further calculated the energy of the 16 isomers (given

in the circles together with the abbreviation of the isomer) as well as

the 32 barriers (values given above the lines representing the

rotation) to go from one isomer to another. In this way, one can

visualize nicely how the reaction might proceed.

The EZZE (red I) isomer is the energetically most favorable

one, and all four possible rotations to reach another isomer are

energetically uphill, exhibit a significant barrier, or both. As

inferred from the experiments, EZZE performs a trans/cis

isomerization around the N=N bond (i.e., it follows the blue

line in Figure 7B) upon photoexcitation, reaching ZZZE. Looking

at the possible pathways of ZZZE, one can deduce that an almost

barrierless and slightly downhill pathway is possible by rotation

around the N–C bond (orange line), yielding ZEZE (isomer red

II). From there, no further rotation is plausible, because of too

high barriers and energetically disfavored isomers.

So how is it possible that a thermal process leads from ZEZE

(red II) to EZEE (yellow I) without any detectable intermediates? In

chelated formazan isomers exhibiting an intramolecular hydrogen

bond, intramolecular proton transfer was reported to occur in the

ground state (Fischer et al., 1968; Hutton and Irving, 1980; Hutton

and Irving, 1982; Grummt et al., 1984), and also IR spectra in

solution and in the solid state point towards this pathway (Otting

FIGURE 7
Reaction pathways illustrated as Schlegel diagram (A) or
hypercube graph (B). The isomers’ calculated energies, referenced
to the energetically most stable geometry EZZE, are written in the
circles, barrier heights are shown above the reaction
pathway; all values are in eV. The final single point energies of the
individual isomers were optimized by DFT calculations on the
B3LYP/def2-TZVP level of theory. The energy barriers between
two adjacent isomeric species of TPF are roughly estimated by
relaxed surface scans along a fixed torsional angle. The stated
values along the possible pathways always describe the amount of
energy to overcome the energy barrier from the energetically
higher lying isomer to the energetically more favored species. The
performed calculations are summarized in Supplementary Figure
S8. Note that in case of one barrier height the calculation did not
converge (n.c.). (C) exemplarily displays that a proton transfer from
the phenylhydrazone to the azo group is associated with the
formation of an isomer with reversed nomenclature.
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and Neugebauer, 1968; Otting and Neugebauer, 1969). A combined

IR and resonance Raman study, also of unsymmetrical derivates of

TPF, found evidence for this tautomerism even in the

photochemical generation of non-chelated isomers and

interpreted the transfer step to occur in the excited state (Lewis

and Sandorfy, 1983). Owing to the symmetry of the TPF molecule,

transferring a proton from the phenylhydrazone to the azo group

reverts the order of single and double bonds. Thus, the

nomenclature is reverted, as exemplarily shown in Figure 7C. In

the hypercube graph of Figure 7B, this means that such a proton

transfer eventually is equivalent to a reflection on the central vertical

line (dashed in gray).

Hence, for chelated isomer ZEZE (red II), the next stepmight be

a proton transfer, resulting in the formation of EZEZ, which will

immediately relax to the energetically lower-lying EZEE (yellow I).

Therefore, we infer that for the thermal process from red II to

yellow I in Figure 1, it is not necessary to isomerize around both

double bonds, but only to transfer a proton.

The same rationale can also explain how the reaction proceeds

further. From EZEE (yellow I), a return to the most stable isomer

EZZE (red I) formally necessitates a thermal rotation around the

C=N double bond. If the proton is transferred, EEZE is obtained,

from where it is much easier to reach EZZE because only a rotation

around the N–C single bond is required.

While for chelated isomers, the proton transfer may

proceed directly, for other isomers the distance between the

donating and the accepting nitrogen atom is too far. In

principle, also an intermediate [as is of relevance in

formazan synthesis (Hegarty and Scott, 1966; Hegarty and

Scott, 1967; King and Murrin, 2004)] with two azo groups and

the H atom at the interjacent C atom is conceivable, but much

less stable than the formazan tautomers (Buemi et al., 1998)

(see also Supplementary Figure S7). However, the transfer

might occur via a proton wire mechanism, i.e., in a Grotthuss-

type fashion (Agmon, 1995; Miyake and Rolandi, 2015;

Adams et al., 2021) as was found in water but also

identified in other protic solvents (Stoyanov et al., 2008;

Fujii et al., 2018; Long et al., 2020). Hence, the

isomerization involving proton transfer should only be

possible in protic solvents or in aprotic solvents containing

at least traces of protic cosolvents. Indeed, the thermal

isomerization from EZEE (yellow I) to EZZE (red I) occurs

extremely slow in thoroughly dried toluene, and values up to

138.9 h (Kuhn and Weitz, 1953) are reported for the half-life

of EZEE. Addition of slight amounts of protic solvents

drastically accelerate the reaction (Kuhn and Weitz, 1953;

Sueishi and Nishimura, 1983), and in case of alcohols as a

cosolvent, a correlation with the H-bonding donating ability

of the alcohol was found (Wortmann et al., 2022). Hence,

while hydrogen bonding to nitrogen atoms being part of a

double bond may also facilitate a ground-state isomerization,

in the case of TPF an actual proton transfer might contribute

to a significant extent.

5 Summary and conclusion

The primary reaction step when exciting TPF with light is an

isomerization around the N=N double bond through which the

electronic ground state is reached on an ultrafast time scale. Our

combined experimental and theoretical study unveiled that the

initially excited conformer EZZE (red I) thus turns into ZZZE

and from there directly to ZEZE. The low barrier found for the latter

step might even imply that the excited-state isomerization and

rotation around the N–C single bond might proceed in a

concerted fashion. Following spectroscopically the evolution of

the newly formed ZEZE (red II), it was shown that the next

reaction step occurs on a time scale of hundreds of milliseconds,

yielding EZEE (yellow I). For this reaction step, we propose that an

intramolecular proton transfer significantly contributes, so that no

isomerization around a double bond is necessary. Along these lines,

the reaction step from EZEE back to EZZE might also include a

proton transfer and proceed via EEZE, so that again no rotation

around a double bond is required.

The above conclusion are supported by observations in different

solvents and interpreted in the context of a Grotthuss-type

mechanism, also explaining the remarkably high decay times

reported for the last step of the TPF photocycle in dried aprotic

solvents. It might be worthwhile to investigate whether also in

molecules with a larger separation between the azo and the

hydrazone group, a similar acceleration of the ground-state

equilibration is found in protic solvent environments. These

aspects could also be of interest in the field of organocatalysis,

where hydrazone compounds find increased attention (Müller and

List, 2009; Landge et al., 2011; Müller et al., 2011; de Gracia

Retamosa et al., 2016; Aprahamian, 2017; Cvrtila et al., 2017;

Mader et al., 2022; Žabka and Gschwind, 2022).
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Intense femtosecond optical pulse
shaping approaches to
spatiotemporal control

Debabrata Goswami1,2*
1Department of Chemistry, Indian Institute of Technology Kanpur, Kanpur, India, 2Center for Lasers and
Photonics, Indian Institute of Technology Kanpur, Kanpur, India

For studying any event, measurement can never be enough; “control” is required.
This means mere passive tracking of the event is insufficient and being able to
manipulate it is necessary. To maximize this capability to exert control and
manipulate, both spatial and temporal domains need to be jointly accounted for,
which has remained an intractable problem at microscopic scales. Simultaneous
control of dynamics and position of an observable event requires a holistic
combination of spatial and temporal control principles, which gives rise to the
field of spatiotemporal control. For this, we present a novel femtosecond pulse-
shaping approach. We explain how to achieve spatiotemporal control by spatially
manipulating the system through trapping and subsequently or simultaneously
exerting temporal control using shaped femtosecond pulses. By leveraging
ultrafast femtosecond lasers, the prospect of having temporal control of
molecular dynamics increases, and it becomes possible to circumvent the
relaxation processes at microscopic timescales. Optical trapping is an exemplary
demonstration of spatial control that results in the immobilization of microscopic
objects with radiation pressure from a tightly focused laser beam. Conventional
single-beam optical tweezers use continuous-wave (CW) lasers for achieving spatial
control through photon fluxes, but these lack temporal control knobs. We use a
femtosecond high repetition rate (HRR) pulsed laser to bypass this lack of dynamical
control in the time domain for optical trapping studies. From a technological
viewpoint, the high photon flux requirement of stable optical tweezers
necessitates femtosecond pulse shaping at HRR, which has been a barrier until
the recent Megahertz pulse shaping developments. Finally, recognizing the
theoretical distinction between tweezers with femtosecond pulses and CW lasers
is of paramount interest. Non-linear optical (NLO) interactions must be included
prima facie to understand pulsed laser tweezers in areas where they excel, like the
two-photon-fluorescence-based detection. We show that our theoretical model
can holistically address the common drawback of all tweezers. We are able to
mitigate the effects of laser-induced heating by balancing this with femtosecond
laser-induced NLO effects. An interesting side-product of HRR femtosecond-laser-
induced thermal lens is the development of femtosecond thermal lens spectroscopy
(FTLS) and its ability to provide sensitive molecular detection.

KEYWORDS

femtosecond pulse shaping, pulsed optical tweezers, coherent control, kerr effect, thermal
lens spectroscopy, convection, microheterogeneity, interface
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1 Introduction

For a spectroscopist, typical light-matter interactions are kept at
perturbative levels, with active attempts to minimize all possible
interactions with light so as to recover as much information as
possible about the system under study. The experimenter is a
passive observer in such studies. However, when one wants to
participate in and control light-matter processes, for example, out
of a desire to enhance chemical selectivity or reaction yields in
photochemical processes, the passive viewer approach of a
spectroscopist is not sufficient. The desire to selectively enhance
chemical processes gave rise to the dream of “controlling
chemistry” (Warren et al., 1993), way back in the 1960s, since the
first practical demonstration of lasers.

The most general investigation and manipulation of light-induced
processes require simultaneous control over temporal and spatial
properties of the electromagnetic radiation on femtosecond time
and nanometer length scales (Aeschlimann et al., 2010; Froula
et al., 2018; Schmidt et al., 2021). Most vibrational transitions
occur within a few femtoseconds, and these are responsible for
chemical transformations that make new bonds and break old
bonds. The coherent nature of an ultrafast pulsed laser is crucial
for manipulating electronic and nuclear motions, and this gave birth to
the concept of “coherent control” involving the manipulation of
molecular states coherently and, therefore, circumventing the limits
of the uncertainty principle for ultrashort laser pulses (Dantus and
Lozovoy, 2004). Though coherent control is an exciting principle, it
often involves exotic experimental and laboratory conditions with
limited success since practical implementations require that we have
control and execution within ultra-short timescales. Thus, the most
celebrated and successful aspects of control have been under highly
specialized circumstances (Hikosaka et al., 2019). For example, in the
gas phase, the system is mostly isolated under molecular beam
conditions, where a single isolated molecule undergoes the coveted
light-matter interaction for the controlled activity, often referred to as
the “active control”; or the “passive control” that can be performed in
some designer reactions with conditions based on the specific choice of
reactants where predictable pathways can be modulated through light
(de Vivie-Riedle et al., 2001). We have shown that more
generalizability can be achieved for the “active control”
methodology with the help of programmable ultrafast pulse
shaping approaches. However, under the abovementioned
conditions, the requirement of having a single isolated system
interacting with light remains important (Kumar and Goswami,
2014).

We propose, in this paper, the idea of a novel laser-directed
experimental environment that could work under standard
laboratory conditions. This would, therefore, be more of an open
laboratory situation where one does not need, e.g., a beam chamber
or other isolated environments with ultracold temperatures or
specialized conditions for the cold atoms. The idea of generating
such situations in a spatially and temporally controlled environment
is an interesting mix of the thermal and non-linear processes arising
from several aspects, including femtosecond laser interactions. We
want to create a programmable and reproducible environment that
will still work under relatively open conditions, which forms our
basic promise. Though possibilities of using directed and optimal
control can also exist (Rice and Zhao, 2000; Arnold, 2017), the
approach presented here is distinctly different. We present our

approach that uses a pulsed optical tweezers setup for
spatiotemporal control, which is different from the usual optical
tweezers with continuous-wave (CW) lasers. The inception of pulsed
optical tweezers was initiated to alleviate the fact that all CW
tweezers have thermal complications destabilizing the trap for
extended timescale operations. Currently, this development has
led to championing of spatiotemporal control (De and Goswami,
2011), which stems from the fact that it has only recently become a
close reality. These include the specific developments taking into
account the recent crucial developments in variegated fields of
pulsed optical tweezers (De et al., 2009), the understanding and
control of thermal aspects even with ultrashort pulses due to their
high repetition rates (Bandyopadhyay et al., 2021) as well as rapid
pulse shaping demonstration into megahertz timescales (Dinda et al.,
2019). These diverse developments have been essential as ultrafast
pulsed lasers with varying repetition rates have become critical for
light-matter interactions and their control.

As always, the practical limitations of generalized control
approaches have been that we have control over processes only
within the ultra-short coherent timescales of light-matter
interactions (Boyd, 2003). Unfortunately, whenever we go to ultra-
short timescales, non-linear interactions are unavoidable. When
isolated environments cannot be guaranteed, the additional spatial
control knob is crucial, though this begets a non-negligible thermal
effect at long timescales (Kumar et al., 2014).We will show howwe can
convert these vices of thermal effects and non-linearities into virtues.
At the very outset, however, for clarity and in keeping with the earlier
developments, we begin with the importance of temporal aspects from
a control perspective.

2 Temporal control

For practical implementations of temporal control, it is important
to use ultrafast laser pulses, preferably in the femtosecond time
domain, which pertains to the vibrational period of most
molecules. This ensures the photophysical event can occur before
the characteristic natural decay timescales. The ultrashort pulses,
however, contain large spectral bandwidths making it challenging
to generate selective excitations. For example, even a standard
commercial 20 fs laser centered at 800 nm has a large bandwidth of
~47 nm, and its second harmonic at 400 nm will have a bandwidth of
~23 nm. In fact, an excitation process with ultrashort pulses, though
devoid of relaxation complications, will generate a mixture of many
states and not a single state, which is often difficult to control. To
circumvent this limitation, we devised the approach of selective
excitation using linearly chirped pulses under adiabatic conditions.
The adiabatic rapid passage principle ensures a robust, smooth
selective excitation for isolated molecules (Melinger et al., 1994).
Figure 1 shows that even the femtosecond linear pulse shaping
scheme can show predictable control based on the sign of the chirp
in the fragmentation of dicyclopentadiene to cyclopentadiene under
molecular beam conditions (Goswami et al., 2013).

A noticeable improvement in the coherent control scenario
involves programmable pulse shaping with a feedback loop, which
ensures that control can be attained for isolated molecules (Bergt et al.,
2001). Since most individual molecular dynamics are completed
within microseconds, a millisecond repetition rate is often ideal.
Amplified laser pulse shaping at kHz repetition has thus flourished

Frontiers in Chemistry frontiersin.org02

Goswami 10.3389/fchem.2022.1006637

149

https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org
https://doi.org/10.3389/fchem.2022.1006637


(Fetterman et al., 1998), and individually shaped pulses at such
repetition rates have become routine (Figure 2).

This scenario changes for the case of control in the condensed
phase, where under experimental conditions, the principle of an

individual isolated molecule interacting with laser cannot be
applied. This is because, for condensed matter, unlike
molecular beam conditions or low temperature diluted doped
crystals, there is always a non-negligible statistical interaction

FIGURE 1
(A) Schematic diagram of control experiments with molecular beams with linearly shaped amplified laser pulses. In (B), the specific case of laser photo-
fragmentation control of dicyclopentadiene is shown. The data here show that the negatively chirped laser pulses (with negative chirp parameter, β) enhance
the fragmentation of dicyclopentadiene to cyclopentadiene.
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with surrounding molecules. The focus of single-beam optical
tweezers is appropriate for spatially controlling their degrees of
freedom or their center of mass motion. However, to ensure the
possible implementation of simultaneous temporal control, the
single-beam optical tweezer setup necessitated augmentations
using pulsed lasers resulting in the advancement of pulsed
optical tweezers. In this context, we discuss our ultrafast pulsed
laser optical tweezers developments.

3 Spatial control with ultrafast optical
tweezers

As Arthur Ashkin, (1970) proposed optical tweezers with CW
lasers are based on force balancing principles with the laser photon
flux, which can be modeled as a Simple Harmonic Oscillator
potential well, and calibrated for sensitive measurements
accordingly (Ashkin and Ebrary, 2006). The scattering force on

FIGURE 2
(A) Schematic of the Fourier Domain Pulse Shaping approach. For ultrashort pulses, the two lenses can be replaced with curved mirrors. (B) Low
repetition rate femtosecond pulse shaping in the Fourier domain involves the selection of the desired shaped pulse, which is achieved by the Pockels Cell
pulse picker in a 1 kHz amplified pulse shaping process. If needed, each pulse at 1 kHz can have a distinct shape. The control in the Fourier domain is possible
by controlling the microsecond radio-frequency (RF) driving the acousto-optic modulator (AOM).
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the particle can be balanced by the gradient force generated from the
photon flux. Such a balance is achieved for a sharply focused
Gaussian beam profile, which is the working principle behind
CW optical trapping. For a pulsed laser, however, the gradient
force will only be present during the pulse and not otherwise.
Nevertheless, pulsed laser optical tweezers have worked reliably
with high repetition rate (HRR) lasers operating at several MHz
frequencies (Figure 3). This is because even the fastest possible
naturally occurring process of scattering, the Brownian motion in
liquids, would require about a microsecond for the particle to move
away from the laser’s focal point. Thus, subsequent pulses from an
HRR laser would sample the same object, and the necessary force
balancing for optical tweezers remains viable. Optical tweezers are
very sensitive to their immediate environments and, in fact, once
calibrated, they are very effective in probing microenvironments and

any changes thereof with high sensitivity (Goswami, 2015; Mondal
and Goswami, 2015; Mondal et al., 2016).

An immediate advantage of using ultrashort pulses for optical
tweezers lies in the capability of inducing non-linear processes that can
enhance the detection of optically trapped particles through, say, the
TPF effect (De et al., 2011). Enhanced detection sensitivity with TPF
has also enabled the observation of smaller trapped particles because it
gives rise to resolution enhancement as it is much smaller than the
focusing wavelength (De and Goswami, 2011). As shown in Figure 4,
this high signal-to-noise ratio (SNR) with TPF has also enabled the
visualization of the optically induced aggregation effects (Mondal and
Goswami, 2016; Roy et al., 2016; Roy, Mondal, and Goswami, 2016) in
femtosecond optical tweezers (FOT). In fact, FOT is more optimized
for Rayleigh particles that behave as point dipoles, which would be the
limiting case for approaching the single-molecule domain.

FIGURE 3
(A) Schematic diagram of the Femtosecond pulsed optical tweezers (FOT) and (B) its enhanced detection scheme due to the Two-Photon Fluorescence
(TPF) detection.
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Another critical aspect of ultrafast pulsed optical tweezers lies in
their superior management of the thermal elements of optical tweezers
(Bandyopadhyay et al., 2021), which we will discuss in detail after
covering the spatiotemporal aspects of the ultrafast optical tweezers. In
fact, the background advancements discussed above have led us to a
discussion on the development of ultrafast pulse shaping at MHz
repetition rates which would be critical for implementing
simultaneous temporal control with the ultrafast single-beam
optical tweezer.

4 HRR femtosecond pulse shaping

Most of the programmable femtosecond pulse shaping approaches
are based on Fourier Transform (FT) techniques (Goswami, 2003), as
femtosecond timescales are too short for direct time-domain
modulations. At a kHz repetition rate, femtosecond arbitrary pulse
shaping has been successfully demonstrated by selecting and
amplifying the shaped pulses through an AOM (Figure 2), acting
as a traveling grating in the Fourier domain (Hillegas et al., 1994).
However, it is almost impossible for the HRR femtosecond lasers to
generate and select a single “correct” shape through the Fourier
approach alone due to the finite refresh rate and transit time of a
traveling wave grating through an AOM. Fortunately, since a phase

change in the Fourier domain translates to a time delay in the inverse
Fourier domain, we used this approach of complex pulse shaping
[both amplitude and phase modulation (Yang et al., 1998)] to
demonstrate HRR femtosecond pulse shaping at MHz repetition
rates. The specific demonstration is shown in Figure 5, where
individually shaped pulses at ~10-MHz repetition rates were
generated that were temporarily shifted from the 76-MHz incident
laser pulses from the Coherent MIRA 900F© femtosecond Ti:Sapphire
laser using the Fourier delay principle (Dinda et al., 2019).

Such MHz repetition rate pulse shaping, as shown in Figure 5,
would be suitable for pulsed optical tweezers applications, as
mentioned in the previous section. Given this possibility of using
shaped pulse FOT, let us now revisit the theoretical aspects of FOT
that arise when faced with NLO in addition to the thermal issues of
optical trapping.

5 FOT: Subtle balancing of thermal
effects with NLO effects

Thermal problems are omnipresent in optical tweezer experiments,
irrespective of whether CW or pulsed lasers are generating them. In
general, thermal effects for CW lasers are understood in terms of
“thermal lens” generation due to changes in the refractive index

FIGURE 4
Highlighting the characteristics of FOT: (A) Size-dependent TPF signal decay in FOT as shown for (i) 500 nm versus (ii) 1-micron fluorophore-coated-
bead through photo-multiplier tube (PMT) detection, which shows the importance of total versus partial illumination of the tweezed particle. (iii) Same study
for backscatter data acquisition does not show any characteristic decay. Given this distinction of FOT, it can be used for determining the orientation ofmultiply
trapped beads: (B)Use of linear versus circular polarization in the TPF data acquisition (i), (ii), and (iii) respectively, for determining the possible orientation
of the two co-trapped 500 nm beads.
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arising from the thermally induced heat load (Català et al., 2017). Most
systems expand on heating. As a consequence, a reduction of the
refractive index occurs. Thus, the thermal lens (TL) is primarily a

diverging lens. Due to the high disparity in timescales for a single
femtosecond laser pulse, the thermal effect is insignificant. However, for
HHR femtosecond lasers, which is the requirement for, say, an optical

FIGURE 5
Megahertz repetition rate femtosecond pulse shaping: (A) Schematic representation showing that spectral slicing is the key in this MHz pulse shaping
scheme in contrast to pulse picking for the low repetition method. (B) Since each pulse at 76 MHz cannot be shaped, there is a background of the original
pulses (incident from the laser) in this pulse shaping approach. (C) Application of the Fourier phase provides the requisite time delay to separate the shaped
pulses from the unshaped background. (D) Finally, distortion compensation by pre-compensating the RF by adding a third-order phase with the linear
frequency sweep, which generates the correct individually shaped square pulses at ~10 MHz.
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tweezer, cumulative thermal effects occur as well (Singh et al., 2021).
Additionally, the use of femtosecond pulses for optical trapping also
invokes NLO processes. Much of the NLO effect induced is a result of
the Kerr non-linearity. Interestingly, ultrafast-laser-induced non-
linearities can offset thermal effects in femtosecond optical tweezers
since the refractive index changes due to TL and the ones due to the Kerr
effect have opposite signs for many systems over varying conditions for
the laser parameters (Goswami, 2021). This result is of significant
benefit (Figure 6) as it is an important aspect of control that can be
achieved through the manipulation of several light-matter interactions
depending on the tweezing particle’s size and environment as well as the
tweezer laser’s characteristics like its beam size and shape, laser pulse
width, center wavelength, phase, etc., As shown in Figure 6, we define an
important parameter in this context, the “escape potential,” which can
effectively be used to quantify the stability of the optical trap.

Afurtherimportantaspectof thispragmaticdevelopmentalapproach
tocontrol is that itdoesnot ignoreoroversimplify thepracticalubiquityof
thermal effects, which also interfere with NLO measurements; this is
evident from the discussion above. There have beenmultiple attempts to
minimize or avoid thermal effects with varying levels of success (Singhal
et al., 2017;Maurya et al., 2019). Interestingly, FOTcan alsomeasurewith
high precision at micron resolution the impact of laser-induced thermal
effects that result in temperature andviscosity changes (Mondal,Mathur,
Goswami,2016).Forstudyingaperfectlyuniformsystem, it isbest tousea
sufficiently rapidmoving orflowing design to circumvent thermal effects
by effectively regenerating the sample. However, the most important
fallout of this recognitionof thermal effects, evenwith femtosecond lasers
at HRR, is perhaps the development of femtosecond thermal lens
spectroscopy (FTLS) (Bhattacharyya et al., 2010), which we will
discuss next.

6 The FTLS: Transforming vice to virtue

In general, thermal effects always interfere with the measurement
process. However, there are circumstances like the one presented in the
previous section where thermal effects may be beneficial to offset NLO
effects in femtosecond optical tweezers. Similarly, FTLS has been developed
and proven to be an incredibly versatile technique (Bhattacharyya et al.,
2010; Singhal and Goswami, 2019). Though each femtosecond laser pulse
provides an almost negligible energy load to the sample, the cumulative
effect of HRR femtosecond pulses results in a significant thermal load
(Kumar et al., 2014). Such an accumulative effect with minuscule heating
capability is even suitable for highly volatile systems and a smooth transition
into out-of-equilibrium conditions without other delirious effects under

FIGURE 6
A theoretical model of optical tweezers for both CW and pulsed
lasers: (A) Schematic of the force balancing used for the calculations. For
CW tweezers, as shown in (B), the calculated escape potentials scale
linearly with increasing laser powers, which also depends on the
trapped bead radius. However, as shown in (C), the trapped bead radius
dependence on the calculated escape potentials is not linear. A more
useful approach is to use the difference in the escape potentials for (D)
thermal effects only and (E) both thermal and Kerr effects, compared to
the case with neither effect present. Note that (D) and (E) is essentially
the same since the Kerr effect is not induced with CW lasers. For pulsed
tweezers, (F) the calculated escape potentials are about 5-orders in

(Continued )

FIGURE 6 (Continued)
magnitude higher due to high peak powers and still scale linearly
with increasing laser powers. (G) For the simplest case without any
thermal or Kerr effect, the bead radius dependence on the calculated
escape potentials is also like that of the CW laser case except for the
higher magnitude. However, the dependence of trapping bead radius on
the difference in the escape potentials looks much more complicated
with (H) only the Kerr effect and with (I) only the thermal effect
compared to the cases when neither effect is incorporated. (J) We also
have the distinct case where both thermal and Kerr effects are present,
which is the most realistic case for femtosecond pulsed laser optical
tweezers. (K) Finally, since the thermal and Kerr effects often impact in
opposite ways on non-linear refractive index, they can balance each
other as a function of trapping bead radius.
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reasonable experimental conditions (Kumar et al., 2014). The heat load
generated is maximum at the center of the beam resulting in a temperature
gradient leading to the creation of a refractive index gradient and results in
the “thermal lens,” a lens-like optical element in the sample (Leite et al.,
1964; Roess, 1966; Osterink and Foster, 1968; Foster and Osterink, 1970).
Subsequently, various heat dissipation dynamics arise, viz., thermal
conduction, convection, and radiative relaxation, all of which work
together to equilibrate the heat generated in the sample. Amongst these,
thermal convection plays a significant role for fluids primarily associated
with molecular movement and is, thus, found to be strongly correlated to
molecular properties. Previous studies involving continuous irradiation
focused on thermal effects of small magnitudes, where it sufficed only

to consider the conductive dissipation effects (Shen et al., 1992; Shen et al.,
1995; Marcano et al., 2002; Marcano et al., 2006) to be able to derive
exhibited phenomenological and bulk characteristics. The inclusion of
thermal convection for ultrafast laser thermal processes, which correlates

FIGURE 7
Femtosecond thermal lens (TL) spectroscopy with dual laser
beams: (A) Experimental setup for both stationary as well as time-
resolved TL measurements with high-repetition-rate lasers in a dual-
beam experimental configuration. (B) Typical steady-state TL
signals for dual-beam experiments for two different samples were
collected as a function of sample position across the focal point of the
TL-inducing laser. Drastic molecular dependence of TL is evident
between methanol and octanol. (C) The corresponding time-resolved
TL signal shows the molecular distinction in femtosecond TL. The
inflection point indicates the importance of convection effects in
addition to the conduction models that are molecule insensitive.

FIGURE 8
Femtosecond thermal lens (TL) spectroscopy with single laser
beam: (A) Experimental setup for both stationary as well as time-
resolved single beam femtosecond TL studies. (B) Typical steady-state
TL signals for single-beam experiments as a function of sample
position across the focal point of the TL-inducing laser for various
samples showing zero-crossing at the focal point. For time-resolved TL
collection, a position other than the focal point indicated by the arrow is
chosen. (C) Time-resolved TL signals for Single beam femtosecond TL
studies for the same shutter opening window. The early-time
diagnostics of the shutter open part shows the importance of early time
versus steady state. Note that for alkane samples, where the thermal
effect is low, I2 was added to keep the extent of TL generation steady
across different samples. Fitting of the data is possible with Eq. 2, as
discussed in the text.
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with molecular properties, has driven the development of ultrafast laser-
induced thermal processes for sensitive spectroscopy (Figure 7, 8). Figure 7
represents the dual beam high repetition rate experimental setup where
both the steady-state and time-resolved experiments can be carried out.

The experimental data collected can be effectively modeled and
fitted by understanding the temperature distribution in space and time
created as a result of the excitation laser heat deposition and
dissipation. The uniqueness of the FTLS lies in the cumulative
nature of the heat deposition process, as discussed.

A single laser beam high repetition rate experimental setup with
high sensitivity has, in fact, also been established (Figure 8), where
both the steady-state and time-resolved experiments can be carried out
(Singhal and Goswami, 2020). The crucial aspect in the experimental
design of the single beam technique (Figure 8A) lies in realizing that
the stationary sample position for time-resolvedmeasurements cannot
be the focal point of the TL-generating laser. This is because there is no
TL signal at the focus, so we choose the stationary sample position for
time-resolved measurements as indicated by an arrow in Figure 8B,
which is quite unlike the dual beam setup.

The TL model that includes both the conduction and convection
terms involves a coupled differential equation that can be solved using
the dimensionless parameter known as the Peclet number, PE, which
is the ratio of convective to conductive heat transfer rates (Bergman,
2019), where the laser beam size, ωe, itself imposes the characteristic
TL length. Mathematically,

Peclet Number PE( ) � Rate of convection
Rate of conduction

� ωevx
4D

(1)

where, D is the thermal diffusivity and vx is the convection velocity
through the region of investigation. This can result in the TL fittingmodel
that uses both conduction and convection (Singhal and Goswami, 2020):

TLSignal

� 1− jθ

4

− 1+ P2
E
2

1+jV+2m( )2
2m 1+jV( )( ) 2jtan−1 2mV

1+2m( )2+V2[ ] tc/2t( )+1+2m+V2{ }(
+ln 1+2m/ 1+2t/tc( )[ ]2+V2

1+2m( )2+V2{ })
−P2

E
2m
1+jV( ) ln 1+ 2t

tc
( )+ 2t/tc

1+2t/tc( )[ ]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

2

(2)
The real nature of the TL signal arises from the mod square as shown

in the above complex expression involving: j � ���−1√
. The absorbance

coefficient, α, and the beam divergence angles are small for the
propagating laser with wavevector, k, and wavelength, λp. This allows
us to consider the exciting laser beam power and beam radius, ωe, to be
taken as constant within the cell of path length l. The phase change of the
collimated probe laser beam, which could be the same as the exciting laser
beam, results in the generation of the TL due to a variation in the refractive
index (dn/dt) of the medium (Sheldon et al., 1982; Shen et al., 1992).
Thus, Eq. 2 has fitted the experimental data well for the experimental
results as shown in Figure 8C. If the exiting and probe beams are not the
same, the probe beam is collimated and overfills the exciting beam. We
define the parameter,m, to be related to the ratio of the two beam waists
as: m � (ω2

1p/ω
2
e). Consequently, the terms:

θ � −Peαldn/dt/kλpand tc � ω2
e /4D, relate to different physical

properties of the sample responsible for the formation of a thermal
lens in the laser interaction volume V in such a way that its magnitude is
directly related to the strength of the thermal lens.

When PE � 0, Eq. 2 reduces to the Shen et al., (1992) equation,
which corresponds to situations arising from considering only the
conductive mode of heat transfer as below:

TLSignal� 1− θ
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(3)
Most literature involving the Shen model has a very low heat load.

Therefore, the first term of Eq. 3 suffices, which can then be reduced to
the popular mathematical expression for the Shen model (Shen et al.,
1992; Shen et al., 1995) given by:

TLSignal� 1− θ

2
tan−1 2mV

1+2m( )2 +V2[ ] tc/2t( )+ 1+2m+V2( )( )[ ]
2

(4)
Thus, FTLS can distinguish between molecules within fluids based on

both size and shape (Kumar et al., 2014; Kumar et al., 2014). Similarly, the
differentiation of isomers and isotopes in fluids is also effectively possible with
FTLS (Bhattacharyya et al., 2014; Kumar et al., 2014). Additionally, FTLS is
also sensitive to changes in intermolecular interactions, which would lead to
phase separations (Goswami et al., 2019), interfaces (Singhal and Goswami,
2020), and several other physical interactions (Maurya et al., 2016;Rawat et al.,
2021). Cumulative thermal processes fall in the domain of weak perturbations
that do not require strong absorption or any exact resonant excitation
conditions. Consequently, they work over a broad range of wavelengths as
well as laser pulse widths. Thus, FTLS is an astoundingly versatile technique
(Goswami et al., 2021), which is continuously being unveiled to date.

7 Conclusion

We have presented the pragmatic aspect of intense laser-induced light-
matter control that can circumvent practical experimental constraints. The
concept of spatiotemporal control that simultaneously manipulates the
position and time dynamics has been discussed in the context of
femtosecond optical trapping and is further enabled through the
Megahertz repetition rate femtosecond pulse shaping. While the
presence of non-linear interactions with femtosecond lasers has been
shown to offset the omnipresent thermal effects in optical tweezers, it
has also been shown to attain a better signal-to-noise ratio through two-
photon fluorescence detection of trapping. As an additional outcome, we
have demonstrated how the omnipresent thermal effects can be turned
around for cumulatively accumulating minuscule femtosecond induced
heat load into an interesting femtosecond laser thermal lens setup for
Megahertz repetition rate femtosecond lasers and provide sensitive
molecular detection. Such developments in spatiotemporal control with
intense femtosecond optical pulse shaping approaches thus promise
myriad applications with continuous advancements.
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