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Hybrid Renewable Energy Systems
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Editorial on the Research Topic

Planning and Operation of Hybrid Renewable Energy Systems

Renewable energy sources such as wind and solar power have attracted worldwide attention as ways
of addressing energy shortages and carbon emission issues, meaning they have become largely
integrated into power systems. However, the utilization of renewable energy brings great challenges
in terms of the planning and operation of the power system due to its uncertainty and intermittency.
Hybrid renewable energy systems (HRESs), which combine different kinds of renewable energy
sources, make the systemmore complex to plan and operate. On the other hand, the characteristics of
several renewable energy provide an opportunity to take advantage of and achieve better planning
and operations.

This Frontiers Research Topic aims to present state-of-the-art studies on the planning and
operation of HRESs. A total of 22 papers were accepted to this collection after careful peer-to-peer
review, covering the following three categories.

PLANNING OF HYBRID RENEWABLE ENERGY SYSTEMS

To minimize the curtailment of renewable energy, power to hydrogen (P2H) plays an important role
in improving renewable energy integration. Wang et al. propose a two-stage stochastic mixed-integer
nonlinear planning framework to decide on P2H sizing and siting to reduce the total capital and
operational costs. In deciding the locations of pumped storage plants, photovoltaic and wind power,
Qing et al. introduce a bi-layer planning optimization model to reduce the cable cost and the
distribution network operation cost. Wang et al. studied both the energy generation benefits and
investment costs of a large-scale photovoltaic plant in undertaking its economic evaluation. Batteries
also play an important role in the utilization of renewable energy, andWang et al. provide reasonable
investment suggestions for the stepwise utilization of retired power batteries based on economic
boundary value models. To enable optimal crop growth and maintain low operation costs, Tian et al.
optimize the capacity of the combined cooling, heating and power supply, energy storage, and air
source heat pump.

SCHEDULING OF HYBRID RENEWABLE ENERGY SYSTEMS

To better undertake the energy scheduling of HRESs, the characteristics of renewable energy
should be taken into account. One way to do this is to improve the prediction accuracy, as outlined
in the work by Li et al., and another is to consider its uncertainty. With the consideration of the
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uncertainty of renewable energy sources, the energy of the data
center microgrid is scheduled in the contribution by Zhu et al. to
minimize the operation cost and maintain system stability.
Since multiple energy sources make the system more
complex and hard to obtain the optimal schedule, Tian et al.
and Wang et al. design solving algorithms for scheduling
optimization and these algorithms improve the computation
efficiency. In addition, the HRESs should be scheduled in the
normal condition and Wang et al. and Xiong et al. achieve fault
detection based on a neural network.

CONTROL OF HYBRID RENEWABLE
ENERGY SYSTEMS

With the increasing penetration of renewable energy
generation, the frequency stability of a power grid is
significantly threatened, Yang et al. and Xu et al. boost the
frequency nadir and guarantee rapid frequency stabilization.
Liu et al. contribute to the transient stability of the HRESs. For
the voltage challenge, Wang et al. investigate the dual-loop
voltage–current control to manage voltage sags and Shang et al.
enhance grid voltage dynamics. As new energies are integrated
into the grid, the harmonics become more serious, Suo et al.
introduce a multi-time-scale harmonic mitigation method
based on model predictive control and Li et al. adopt the
neutral-point potential control of interleaved parallel three-
level inverters. Li et al. improve the converter design method to
reduce the current total harmonic distortion of the grid side. In
addition, to obtain a stable wind turbine output, a pitch control
strategy is proposed in the work by Shao et al. Li et al. control

the charging and discharge of batteries to improve the
operation stability and economy of a DC microgrid. Zhao
et al. designed an active impedance to suppress the
resonance of the multi-inverter parallel system to improve
power quality.

Overall, recent years have seen great progress in the
planning and operation of HRESs. However, there are still
many challenges and opportunities related to the further
integration of renewable energy sources, and the theory
and technology of HRESs need to be further investigated.
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Torque Limit-Based Inertial Control of
a DFIG for Rapid Frequency
Stabilization
Yien Xu and Hongmei Wang*

Department of Electrical Engineering, Nantong University, Nantong, China

With the increasing penetration of renewable energy generation, the frequency stability
of a power grid can be significantly threatened. A doubly-fed induction generator (DFIG)
participates in the frequency support of a power grid by releasing kinetic energy (KE) to
boost the frequency nadir (FN). However, during rotor speed restoration, it is difficult to
counterbalance the size of a second frequency drop (SFD) and the rotor speed
recovery duration. This paper proposes an improved torque limit-based inertial
control (TLBIC) to raise the FN by releasing less kinetic energy while guaranteeing
rapid frequency stabilization with reduced SFD. To this end, when detecting a
disturbance, the DFIG enhances the active reference power to the torque limit, and
then the active power reduces smoothly based on an exponential function until the
maximum power point tracking (MPPT) curve is met, and the rotor speed reverts to the
initialization operating condition along the MPPT curve. A simulation system model with
various wind power penetrations is established in EMTP-RV. Results show that the
proposed scheme boosts the FN at a high level with less KE and guarantees rapid
frequency stabilization.

Keywords: frequency stability, torque limit-based inertial control, frequency nadir, second frequency drop, rotor
speed recovery

INTRODUCTION

Recently, wind power generation has developed rapidly due to the shortage of fossil fuel and
worsening environmental situations. Doubly-fed induction generators (DFIGs) are widely applied in
the field of wind power because of the relatively low price, decoupling control operation of the active
power and reactive power, maximum power point tracking (MPPT) control, deloading operation,
and other advanced control strategies (Bao et al., 2020; Xiong et al., 2020). In addition, DFIGs are
connected to the grid by power electronic converters, which decouple the rotor speed of the wind
turbine from the system frequency. Consequently, DFIGs are unable to sustain the system frequency
(Yang et al., 2022; Yang et al., 2021; Xiong et al., 2021a).With the increasing penetration level of wind
power, the power system will face significant challenges in system frequency stability. Therefore,
more and more attention has been paid to DFIG active frequency support (Wang and Tomsovic,
2018; Xiong et al., 2021b).

DFIGs supply inertial control using additional control strategies. In Kheshti et al. (2019), the
most characteristic inertial control can be roughly divided into two types: virtual inertial control
(PD control) (Morren et al., 2006; Fernandez et al., 2008; Lee et al., 2016; Van de Vyver et al.,
2016; Li et al., 2017; Hu and Wu, 2019; Peng et al., 2020) and stepwise inertial control (Ullah
et al., 2008; Lao, 2021). PD control emulates the inertia response and primary frequency
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response of synchronous generations (SGs) to provide a
frequency response. Compared with PD control, stepwise
inertial control can supply a rapid frequency response due
to the operating characteristics of a DFIG (Kheshti et al., 2019).
However, after DFIGs participate in frequency regulation by
releasing rotor kinetic energy, the rotor speed will deviate from
the optimal state corresponding to MPPT operation.
Therefore, the rotor speed needs to regain the optimal state
considering the economic benefits of the wind farm, but the
speed recovery is accompanied by power mutation, which
trend to cause a significant SFD (Xiong et al., 2021c).

In Hafiz and Abdennour (2015), the active power is
designed as a slope function. Even though this scheme
lessens the SFD to a certain extent, but it delays the rotor
speed recovery. Furthermore, the parameters of this function
in different scenarios need to be reset. In order to recover the
rotor speed, a constant power reference is addressed (Kang
et al., 2016a; Kang et al., 2016b). However, the tradeoff
between the depth of an SFD and the rotor speed
restoration is difficult to achieve. The study of Xu and Xu
(2017) suggests a constant accelerating power reference based
on the mechanical power curve, which realizes the smooth
recovery of the rotor speed. Nevertheless, the mechanical
power curve is difficult to acquire and SFD still exists due
to the sudden power drop. The authors of (Lao, 2021)
suggested a frequency regulation strategy based on logistic
regression function, which realizes smooth rotor speed
recovery. However, the function used in this strategy is too
complex, and too many parameters need to be defined, which
brings difficulties to engineering applications. To compensate
for the energy required for rotor speed recovery, a coordinated
frequency control strategy for the wind turbine and SG is
addressed (Xu et al., 2018). The rotor speed recovery can be
realized with reduced SFD by adjusting the primary frequency
modulation parameters of the SG. However, for a large-scale
power system with high wind power penetrations, this strategy
is not economical to regain the rotor speed. In Wu et al. (2017),
a frequency control strategy based on the energy storage
system is suggested, which realizes the rapid speed recovery
while eliminating the SFD. However, the overall operation and
maintenance cost of the power system increases due to the high
cost of the energy storage system.

To approach the above issues, this paper addresses an
improved torque limit-based inertial control (TLBIC) scheme
to raise the FN by releasing less rotational energy while
guaranteeing rapid frequency stabilization with reduced SFD.
To this end, when detecting a disturbance, the power reference
of the DFIG increases to the torque limit. Afterward, the power
reference decreases smoothly based on an exponential function
until it the maximum power point tracking (MPPT) curve is
met, and then the rotor speed reverts to the initialization
operating condition along the MPPT curve. In addition,
DFIGs are assumed to work in MPPT mode prior to
frequency disturbance. The benefits of the proposed TLBIC
scheme are verified under various wind power penetrations and
wind speed conditions based on an EMTP-RV simulator.

MODELING OF A DOUBLY-FED
INDUCTION GENERATOR

This section mainly introduces the typical structure of a DFIG, as
illustrated in Figure 1 which includes a wind turbine model, two-
mass shaft model, and DFIG controllers.

Wind Turbine Model
The mechanical input power captured by a wind turbine from
moving air is represented as:

Pm � 1
2
cP(λ, β)ρAv3w � 1

2
cP(λ, β)ρπR2v3w (1)

where cp represents the power coefficient; λ and β are the tip-
speed ratio and pitch angle, respectively; ρ is the air density; A
indicates the swept area by blade; Rmeans the blade length and vw
means the wind velocity.

As in (Kang et al., 2016a; Kang et al., 2016b), cp employed in
Eq. 1 can be represented as:

cP(λ, β) � 0.645{0.00912λ + −5 − 0.4(2.5 + β) + 116λi
e21λi

} (2)

where

λi � 1
λ + 0.08(2.5 + β) − 0.035

1 + (2.5 + β)3 (3)

and λ is given as:

λ � ωrR

vw
. (4)

where ωr represents the rotor speed of the generator.
For capturing more wind energy resources, the DFIG usually

works in MPPT operation. As in Fernandez et al. (2008), the
MPPT operation power reference, PMPPT, is expressed as:

PMPPT � 1
2
cP, maxρπR

2(ωrR

λopt
)3

� kω3
r (5)

where cp, max is a maximum value of cp when β � 0°, λ � λopt and
set to 0.5 in this paper; λopt is the optimal λ of the wind turbine to
capture the maximum wind energy and set to 9.95 in this paper; k
is a calculation of the characteristic parameters of the wind
turbine and set to 0.512 in this paper.

Two-Mass Shaft Model
This paper uses a two-mass shaft model to express the mechanical
dynamics between the wind turbine and induction generator, the
model can be represented as Eqs 6–9 in (Boukhezzar and
Siguerdidjane, 2011).

Jt
dωt

dt
� Tm − TL (6)

Jg
dωr

dt
� TH − Tem (7)

TL � Kθ +D(ωt − ωL) (8)
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N � TL

TH
� ωr

ωL
(9)

where Jt and Jg are the inertia constants of the wind turbine and
generator, respectively; Tm and Tem are the mechanical torque,
electrical torque of the wind turbine and generator, respectively;
ωt is the rotor speed of the wind turbine; TL and TH are the
torques of the low-speed and the high-speed shafts, respectively;
ωL is the rotor speed of the low-speed shaft; K is the spring
constant; D is the damping constant; θ is the torsional twist; N is
the gear ratio.

β: pitch angle ωr: rotor speed of the wind turbine.
Ir, Ic: currents at rotor circuit and GSC Vrref, Vcref: voltage

references at RSC and GSC.
Vg, Ig: voltage and current at terminal VDC: DC-link voltage.

Control System of a DFIG
The control system consists of a pitch angle controller, a rotor-
side controller (RSC) and grid-side controller (GSC). The pitch
angle controller adjusts the pitch angle according to the current
wind speed to ensure the maximum of DFIG output power on the
premise of the stable operation. An RSC realizes active and
reactive power decoupling control and MPPT control of the
DFIG. The GSC is mainly responsible for maintaining the
DC-link voltage.

When the wind turbine output power is abnormally excessive
or rapidly increased, the rapid change of the torque is inevitable.
Especially in severe cases, severer mechanical torsion may
damage the wind turbine. In order to protect the mechanical
structure of the wind turbine and ensure the safe operation, the
output power should meet Kang et al. (2016a)

Pem ≤PTlim � Tlimωr (10)

where Pem is the electromagnetic output power; PTlim is the
maximum reference power based on torque limit; Tlim
indicates the torque limit of the wind turbine and set to 0.88
p. u. in this paper.

Furthermore, the maximum power is 1.10 p. u., the minimum
rotor speed is 0.70 p. u., and the maximum rotor speed is 1.25 p. u.
as in Yang et al. (2018) (Figure 2).

ANALYSIS THE INERTIAL CONTROL OF A
DFIG ON THE DYNAMIC SYSTEM
FREQUENCY

When the DFIG implements the inertial control, the relationship
between the active power variation (ΔPIC) and the rotor speed of
the DFIG can be represented as:

ΔPIC � JDFIGωrdωr/dt (11)

where JDFIG means the moment of inertia of the DFIG.
According to the definition of the inertia constant of the SG,

the inertia constant of the DFIG (HDFIG) can be expressed as:

HDFIG � JDFIGω
2
n/2SDFIG

(12)

where ωn and SDFIG indicate the rated rotor speed and rated
capacity of the DFIG, respectively.

FIGURE 1 | Typical structure of a DFIG.

FIGURE 2 | Power characteristic curve of a DFIG.
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Rearranging Eq. 11 and converting it to a per unit (p.u.)
system, the expression of Eq. 11 can be modified as in Eq. 13

ΔPIC pu � 2HDFIGωpu
dωpu

dt
(13)

where ΔPIC_pu and ωpu are ΔPIC and the rotor speed of the DFIG
in p. u., respectively.

By integrating both sides of Eqs 13, 14 is obtained

ΔEpu � HDFIG[ω2
pu(t1) − ω2

pu(t0)] (14)

where ΔEpu is the released kinetic energy of the DFIG in p. u.
during the inertia response,ωpu(t1) andωpu(t0) are the rotor speed
of the DFIG at t1 and t0 in p. u., respectively.

As in Miao et al. (2015), since the system frequency in p. u. is
the same as ωpu, ωpu in Eq. 14 is replaced by the frequency in p. u.,
thus, the expression of Eq. 14 can be modified as:

fpu(t1) �
��������������
ΔEpu

HDFIG
+ f2

pu(t0)
√

(15)

where fpu(t1) and fpu(t0) are the system frequency at t1 and t0 in p.
u., respectively.

Therefore, the frequency deviation, Δfpu � fpu(t1)—fpu(t0), is
given by Eq. 16:

Δfpu � −fpu(t0) +
��������������
ΔEpu

HDFIG
+ f2

pu(t0)
√

(16)

As shown in Eq. 16, it is evidenced that the DFIG can support
the system frequency by inertia response. The large ΔEpu can
reduce the system frequency deviation so as to boost the FN.

TORQUE LIMIT-BASED INERTIAL
CONTROL OF A DFIG

After the KE stored in rotor is released to support the system
frequency, the rotor speed will deviate from the initial operation
state, and even cause the wind turbine stalling. Furthermore, the
rotor speed recovery trends to cause a significant SFD due to the
reduction on the output power. In order to effectively heighten
the FN without a stalling and recover the rotor speed with
reduced SFD, the inertial control strategy of the DFIG should
be carefully designed.

The following section briefly introduces the characteristics of
the conventional TLBIC scheme of (Kang et al., 2016a).

FIGURE 3 | Operational features of the conventional TLBIC scheme: (A) Power trajectory in the ωr domain; (B) Active power in the time domain.
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Thereafter, the proposed TLBIC scheme is described in detailed
in the second part of this section.

Conventional Torque Limit-based Inertial
Control Scheme of a DFIG.
To improve the FN without causing the wind turbine stalling, the
process of the TLBIC contains two periods: period of supporting
the system frequency (A-B-C trajectory) and period of recovering
rotor speed of the wind turbine (C-C’-D-A trajectory)
(Figure 3A).

Period of Supporting the System Frequency
As shown in A-B-C trajectory of Figure 3A, the DFIG operates at
MPPT mode prior to a disturbance, which corresponds to Point
A. Upon detecting a disturbance, the power reference of a DFIG
instantly increases to Point B (which is the torque limit) along
Line A-B so as to boost the FN effectively. To avoid the wind
turbine stalling, the reference power Pref decreases along Point B
to Point C. During the period of supporting the system frequency,
the reference power Pref, is given by:

Pref � PMPPT(ωmin) + PTlim(ω0) − PMPPT(ωmin)
ω0 − ωmin

(ωr − ωmin)
(17)

where ωmin is the minimum rotor speed; ω0 is the rotor speed
prior to a disturbance; PMPPT(ωmin) and PMPPT(ω0) are the value
of PMPPT at ωmin and ω0, respectively; PTlim(ω0) is the maximum
power corresponding to torque limit at ω0.

Since Pref is greater than the input mechanical power Pm, ωr

decreases continuously based on the swing equation. Besides, as
described in Eq. 17, the power reference Pref is a linear function of
ωr, the active power output will decrease along the Line B-C with
ωr (see B-C trajectory in Figure 3A). When Pref becomes equal to
Pm at Point C, the rotor speed converges to ωC. Accordingly, ωC is
higher than the minimum speed limit ωmin, so that this strategy
effectively avoids the stalling of the wind turbine.

Period of Recovering Rotor Speed of the Wind Turbine
As in (Kang et al., 2016a), if ωr satisfies the following condition,ωr

converges.

|ω(t + T) − ω(t)|≤ 3.45 × 10−7p.u. (18)

where T is the sampling interval of ωr.
At Point C, the active power Pref(ωC) instantly reduces ΔPs to

Point Cʹ so as to recover ωr, and keep the value until the MPPT
curve is met. At Point D, Pref is switched to PMPPT. Afterwards, ωr

returns from Point D to Point A by the action of the MPPT curve.
Pref for C-Cʹ-D stage can be expressed as in Eq. 19.

Pref � Pref(ωC) − ΔPs (19)

where ΔPs is a constant.
As displayed in Figure 3B, since the condition Eq. 18 is

difficult to achieve. Accordingly, this period of ωr convergence

FIGURE 4 | Operational features of the proposed TLBIC scheme: (A)
Flowchart of the proposed TLBIC scheme; (B) Block diagram of the proposed
TLBIC scheme; (C) Power trajectory in the ωr domain; (D) Active power in the
time domain.
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remains for a long time and leads to a waste of the KE which is
unnecessary. In addition, to accelerate ωr recovery, a large ΔPs is
desirable. However, too large ΔPs may result in a severe SFD
undoubtedly. Therefore, it is difficult to counterbalance the size of
an SFD and the rotor speed recovery duration.

Proposed Torque Limit-based Inertial
Control Scheme of a DFIG
To approach the above issues of the conventional TLBIC scheme,
a proposed TLBIC scheme is carried out in this study.

The proposed TLBIC scheme aims to 1) improve the FN at a
high level with less released kinetic energy and 2) ensure the

frequency stabilization with reduced SFD. To this end, Pref is
represented as in Eq. 20, as shown in Figure 4B.

Pref(t) � PTlim(ω0) × 1
exp[α(t−t0)]

t≥ t0 (20)

where α is the frequency control parameter; t0 is the moment of
disturbance occurrence.

The flowchart and the power operation features of the
proposed TLBIC scheme are presented in Figures 4A,C,
respectively. As the conventional TLBIC scheme, the
proposed reference power increases instantly from PMPPT(ω0)
to PTlim(ω0) at t0 (see A-B trajectory in Figure 4C), so as to
provide short-term frequency response. Different from the
conventional reference power (which is a function of ωr), the
proposed reference power is a function of the time. As time goes
on, Pref continues to decrease smoothly until the MPPT curve is
met (see B-C trajectory in Figure 4C). At Point C, Pref equals Pm
and ωr converges to ωC. Afterwards, Pref of the DFIG switches to
PMPPT, and the rotor speed returns to the initial state along the
PMPPT curve for optimum power production (see C-A trajectory
in Figure 4C).

Compared with the conventional TLBIC scheme, the
proposed TLBIC scheme is more manageable, which can
control the output active power at the initial period of the
frequency response by adjusting α. In addition, the proposed
TLBIC scheme starts the restoration of ωr earlier without the
period of ωr convergence and avoids the release of
unnecessary KE. As shown in Figure 4D; Eq. 20, with the
assistance of time-varying power function, Pref decreases
smoothly with time and switches to MPPT mode without
an active power mutation, which effectively ensures frequency
stabilization.

It is quite important to remark that the setting of α in Eq. 20:
a small α is instrumental in rapid ωr restoration. However, a
small α is not benefit to release the rotating KE and boost the
FN; On the contrary, a large α could rise the FN effectively, but
it delays ωr recovery and causes a severe SFD. Therefore, the

FIGURE 5 | Model system with an aggregated wind farm.

TABLE 1 | Parameters of the DFIG.

Units Values

Inertia constant s 5.0
Apparent power MVA 5.5
Active power MW 5.0
Stator voltage kV 2.3
Stator resistance p.u 0.023
Stator leakage reactance p.u. 0.18
Rotor resistance p.u. 0.016
Rotor leakage reactance p.u. 0.16

FIGURE 6 | IEEEG1 model (type B).
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setting of α is critically important. Besides, Pref should be
limited by an active power rate limiter and a maximum
power limiter.

MODELING OF SIMULATION SYSTEM

Simulations on various wind power penetrations and wind speed
conditions are conducted in EMTP-RV simulator to demonstrate
the effectiveness of the proposed TLBIC scheme. As displayed in
Figure 5, the model system consists of one aggregated DFIG-
based wind farm, six synchronous generators, a 350-MW
asynchronous motor, and a 240-MW static load. The main
parameters of the DFIG are shown in Table 1.

As in (Byerly et al., 1973), all synchronous generators use the
IEEEG1 governor and SEXS exciter. The classical configurations
of the IEEEG1 model (type B) and SEXS exciter are displayed in
Figure 6, 7, respectively. Note that the secondary frequency
response is not implemented in this study, thus the frequency
will not eventually return to the acceptable range.

CASE STUDIES

In this section, the performances of the proposed scheme under
the scenarios by varying the wind power penetration levels of 30
and 40% are verified. Moreover, the average wind speed is set to
8.0 m/s and a stochastic wind speed model is employed in this
study. As a disturbance, SG4 which generates 150 MW prior to a
disturbance is tripped at 40.0 s.

The following several subsections will compare the
performances of the proposed scheme with the conventional
scheme and MPPT operation in terms of the system frequency
nadir, second frequency drop, starting time of rotor speed
recovery, and released kinetic energy, respectively.

The released kinetic energy ΔErel in this paper is defined as:

ΔErel � HDFIG(ω2
0 − ω2

C) (21)

Case 1: Wind Power Penetration = 30% and
Wind Speed = 8m/s
Figure 8 shows the simulation results for case 1, in which the
wind power penetration level is 30% and wind speed condition is
8.0 m/s. In addition, ΔPs for the conventional scheme is set to
0.05 p. u., as suggested in (GB/T19963, 2011), and the KE
available from the wind turbine is 1.708 s.

Since SG4 is offline at t � 40 s, the system active power is out-off-
balanced so that the frequency drops. As shown in Figure 8A, the
frequency nadirs of the proposed TLBIC scheme, conventional
TLBIC scheme, and MPPT control are 59.043, 59.014, and 58.665
Hz, respectively. When the DFIG operates at MPPT mode, it does
not participate in system frequency response including inertia
response and governor response, thus, its active power output
and rotor speed remain unchanged. In addition, compared with the
conventional strategy, the FN of the proposed TLBIC strategy is
slightly boosted by 0.029 Hz. This is mainly because α is set to 0.1
so that the active power of the proposed TLBIC scheme is larger in
the initial period of the inertial response (Figure 8D).

Figure 8C displays the rotor speeds of case 1,ωr in the proposed
TLBIC strategy drops faster and decreases to 0.784 p. u. at 47.6 s,

FIGURE 7 | SEXS exciter.

FIGURE 8 | Simulation results for case 1. (A) System frequencies. (B)
Output powers in the time domain. (C) Rotor speeds. (D) Output powers in
the ωr domain.
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and then gradually returns to ω0. Due to the slow rotor speed
convergence, ωr in the conventional TLBIC scheme converges to
0.768 p. u. at 57.0 s. Consequently, the proposed TLBIC scheme
begins the restoration of the rotor speed earlier than the
conventional TLBIC scheme by 9.4 s. Moreover, the KE released
from the wind turbine during the inertial response in the proposed
TLBIC scheme is 1.085 s, while the released KE in the conventional
TLBIC scheme is 1.209 s (Table 2). The reason for this
phenomenon is that ωC is more in the proposed TLBIC scheme.

In order to recover ωr, the conventional scheme instantly reduces
the output power by 10MW at 57 s to accelerate the recovery of ωr,
which causes a severe SFD of 0.632Hz (Figures 8A,B). In contrast,
the proposed reference power Pref decreases smoothly with time by
Eq. 20, which effectively ensures the rapid rotor recovery and
frequency stabilization without a fluctuation, as shown in Figure 8A.

Case 2: Wind Power Penetration = 40% and
Wind Speed = 8m/s
Figure 9 shows the simulation results for case 2, in which the
wind power penetration level is more than it is in case 1 by 10%.

As illustrated in Figure 9A, the FN of the MPPT operation is
58.501 Hz, which is lower than that of case 1 by 0.164 Hz
obviously. This mainly suffers from the higher wind power
penetration. Furthermore, the frequency nadirs of the proposed
and conventional TLBIC strategy are 58.977 Hz, 58.953 Hz,
respectively. Compared with the conventional TLBIC scheme,
the FN of the proposed TLBIC scheme is improved by 0.024 Hz
due to the setting of α in Eq. 20. In addition, the system
frequencies for the proposed and conventional TLBIC strategy
reach the steady state at 68.0 and 85.0 s, respectively.

ωr in the proposed and conventional TLBIC scheme start the
restoration at 47.6 and 57.0 s, respectively. Moreover, a significant
SFD occurs at 60.3 s in the conventional TLBIC scheme while
there is no frequency fluctuation in the proposed TLBIC scheme
during the restoration of ωr. The size of the SFD for the
conventional TLBIC scheme is 0.735 Hz, which is larger than
that in case 1 by 0.103 Hz because of a bigger ΔPs.

Table 2 presents the simulation results for case 2, the released
KE in the proposed and conventional TLBIC scheme are 1.167
and 1.221 s, respectively. Obviously, the released KE of the
proposed TLBIC scheme is less.

Simulation results of the above two cases clearly illustrate that
the proposed TLBIC strategy can heighten the FN at a high level

TABLE 2 | Simulation results for all cases.

Case 1 Case 2 Case 3

Frequency nadir (Hz) MPPT 58.665 58.501 58.614
Conventional scheme 59.014 58.953 58.930
Proposed scheme 59.043 58.977 59.010

Second frequency nadir (Hz) Conventional scheme 59.368 59.265 59.330
Proposed scheme — — —

Starting time of rotor speed recovery (s) Conventional scheme 57.0 57.0 57.4
Proposed scheme 47.6 47.6 47.1

Released kinetic energy (s) Conventional scheme 1.209 1.221 1.350
Proposed scheme 1.085 1.167 1.203

FIGURE 9 | Simulation results for case 2. (A) System frequencies. (B)
Output powers in the time domain. (C) Rotor speeds. (D) Output powers in
the ωr domain.
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with less KE while guaranteeing the fast frequency stabilization
under high wind power penetrations.

The above two cases have demonstrated the benefits of the
proposed TLBIC strategy under constant wind speed. Whereas,
considering the wind velocities are variable in a realistic scenario,
the availability of the proposed TLBIC strategy will be investigated
on a stochastic wind speed model in the following section.

Case 3: Wind Power Penetration = 30% and
Random Wind Speed Condition
The stochastic wind speed model is presented in Figure 10A. As
displayed in Figure 10B, the frequency nadirs of the proposed TLBIC
scheme, conventional TLBIC scheme, andMPPT control occur at 44.2,
43.7 and 43.2 s and are 59.043, 59.014, and 58.665Hz, respectively, and
the frequency nadirs of three control schemes is all lower than those of
case 1 due to the influence of the wind speed drop (Figure 10A).

Moreover, the system frequencies for the proposed and conventional
TLBIC scheme reach the steady state at 62.0 and 72.0 s, respectively.

Since the DFIG output power is closely related to the wind
speed, the output power raise at 73 s with the increase of the wind
speed (Figures 10A,C). As displayed inTable 2,ωr of the proposed
TLBIC scheme starts the recovery at 47.1 s which is earlier than
that of the conventional TLBIC scheme by 10.3 s. Furthermore, the
released KE during the frequency response in the proposed and
conventional TLBIC scheme are 1.203 and 1.350 s, respectively.

Simulation results displayed in case 3 also demonstrate that
the advantages and effectiveness of the proposed TLBIC scheme.
Even though in a stochastic wind speed, the proposed TLBIC
scheme still heightens the FN at a high level with less KE while
guaranteeing the rapid frequency stabilization with reduced SFD.

CONCLUSION

This study suggests an optimized inertial control of a DFIG for
heightening the FN at a high level with less KE and guaranteeing the
fast frequency stabilization under high wind power penetrations
with reduced SFD. To this end, when detecting a disturbance, the
active power of the DFIG increases to the torque limit so that
enough rotor kinetic energy is released into the power grid, and then
the power reference smoothly reduces until the MPPT curve is met.
Afterwards, the rotor speed reverts to the initialization along the
MPPT curve without a frequency fluctuation.

Simulation results on various wind penetrations and wind
velocities significantly demonstrate that the proposed TLBIC
scheme shows better performances during the frequency response
over the conventional TLBIC scheme: 1) during the period of
supporting the system frequency, the proposed TLBIC strategy
heightens the FN at a high level with less released KE; 2) during
the period of recovering the rotor speed, the proposed TLBIC
scheme guarantees the rapid frequency stabilization with reduced
SFD effectively. Consequently, the optimized scheme can provide an
effective approach for reducing the waste of the KE and balancing
the depth of the SFD and the duration of rotor speed restoration.
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Two-Phase Short-Term Frequency
Response Scheme of a DFIG-Based
Wind Farm
Dejian Yang1, Shun Sang2,3 and Xinsong Zhang3*

1Key Laboratory of Modern Power System Simulation and Control and Renewable Energy Technology Ministry of Education
(Northeast Electric Power University), Jilin, China, 2Key Laboratory of Control of Power Transmission and Conversion (Shanghai
Jiao Tong University), Ministry of Education, Shanghai, China, 3Department of Electrical Engineering, Nantong University,
Nantong, China

The kinetic energy stored in the doubly-fed induction generators (DFIG)-based wind farm
can be utilized to sustain the dynamic system frequency. However, difficulties arise in
determining the control gain to effectively improve the frequency nadir and smoothly return
to the maximum power point tracking (MPPT) operation. This paper addresses a two-
phase short-term frequency response (STFR) scheme to boost the frequency nadir and
minimize the second drop in the system frequency based on a piecewise control gain. To
achieve the first goal, a constant control coefficient, which is determined according to the
initial operating conditions of the DFIG-based wind farm, is employed until the frequency
nadir produces. To achieve the second goal, the control coefficient, which changes with
time, facilitates to smoothly return to the MPPT operation. The effectiveness of the
proposed two-phase STFR scheme is verified under various wind power penetration
levels, wind speeds, and disturbances. The results reveal that the frequency nadir is
improved, and simultaneously, it smoothly returns to the MPPT operation and minimizes
the second drop in the system frequency.

Keywords: generation, power system control, short-term frequency response, two phase, second frequency drop

INTRODUCTION

During the past few years, the power grid with renewable power generations has been experiencing a
reduction of the primary frequency response capability and system inertia response capability (Xiong
et al., 2020)− (Xiong et al., 2021a; Xiong et al., 2021b). The reason is that conventional synchronous
generators (SGs) are replaced by electronic converter-based renewable power generations, which
cannot provide the system inertia response and primary response. This tendency continues to
increase in renewable power generation-dominated power systems (Yang et al., 2018). Hence,
renewable power generations are required to provide frequency response functions to boost the
system frequency nadir (National Grid UK, 2010; EirGrid Grid Code Version 6.0, 2015).

Electronic converter interfaced variable-speed wind turbine generators (VSWTGs), e.g., doubly-
fed induction generators (DFIGs), which are the most promising replacement for SGs, are able to
provide frequency response functions for sustaining the dynamic system frequency by designing the
control strategies (Dreidy and Mokhlis, 2017)− (Wu et al., 2019).

The frequency response functions include long-term frequency response (utilizing reserve power
of the VSWTGs implemented by over-speed control, pitch angle control, or both of them) (Ye et al.,
2019; Cai et al., 2020), and short-term frequency response (utilizing kinetic energy of the VSWTGs).
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When performing long-term frequency response, the
VSWTGs are forced to operate in deloading mode. Although
it ensures a secure reserve power for supporting the system
frequency, significant annual wind energy loss is inevitable.
Furthermore, the slow response of the pitch angle control and
increasing mechanical stress caused by frequent activations of
pitch angle are not beneficial to participate in frequency support
(Li et al., 2017; Yang et al., 2021a).

Short-term frequency response (STFR) sustains the
dynamic system frequency based on two additional control
loops: df/dt control loop and droop control loop. Vyver (2016)
shows that even though the df/dt loop can emulate the inertia
response of SG to boost the system frequency nadir, it creates a
power system instability due to the noise in the system
frequency. The droop control can emulate governor
response of SGs and is taken into account as an alternative
inertial control of VSWTGs (Li et al., 2017). The contribution
of droop control is analyzed and with various constant control
gains, it illustrates that the droop control with fixed gain is not
suitable for various wind speed conditions and may cause
stalling of the DFIG (Margaris et al., 2012; Hu and Wu, 2019).
The variable control gain is, thus, suggested for boosting the
frequency stability while preventing stalling of DFIGs (Lee
et al., 2016; Hu and Wu, 2019). However, the control gain of
Ref. (Lee et al., 2016) is a quadratic function of the rotor speed,
and it is not feasible to be implemented in the DFIG. To avoid
this, the linear control gain is suggested to provide
approximated performance of the quadratic droop control
gain (Hu and Wu, 2019).

After the frequency support phase, returning to the maximum
power point tracking (MPPT) operation and rotor speed recovery
may potentially create a second drop in the frequency
(Garmroodi et al., 2018). To mitigate it, the authors reset the
setting of the governor response to provide more output power
from SGs (Xu et al., 2018). Another strategy employs energy
storage systems to prevent the second drop in the frequency when
returning to the MPPT operation (Wu et al., 2017). However,
both strategies require additional investments for additional
reserve power of SGs and energy storage systems (Bao et al.,
2020). Furthermore, (Zhong et al., 2021; Kheshti et al., 2019)
mention that the strategy for regaining the rotor speed and
mitigating the second frequency drop should be considered
during the MPPT operation recovery phase. However, it
should be pointed out that the strategy to return to the MPPT
operation or quit the frequency support phase has not been paid
enough attention (Peng et al., 2020).

This paper presents a two-phase STFR scheme of a DFIG-
based wind farm that effectively sustains the system frequency
and smoothly returns to the MPPT operation while minimizing
the second drop in the system frequency. For these objectives, this
paper determines the control gain as a piecewise function, which
remains fixed prior to the frequency nadir to boost the frequency
nadir; the control gain then linearly decreases with time to
smoothly regain the rotor speed after the frequency nadir. The
performance of the two-phase STFR is investigated under three
scenarios with different wind speed conditions, wind power
penetration levels, and sizes of disturbance.

MODEL OF THE DOUBLY-FED INDUCTION
GENERATOR

The extracted mechanical power (Pm) by the wind turbine from
wind can be defined as a nonlinear function of air density (ρ),
power coefficient (cp), wind speed (vw), and rotor radius (R), as in:

Pmec � 1
2
ρAv3windcP (1)

where β and λ, respectively, represent pitch angle and tip-
speed ratio.

As in Boukhezzar and Siguerdidjane (2011), cp(λ, β) used in this
study is a function related to λ and β, which can be represented as:

cP(λ, β) � 0.645{0.00912λ + −5 − 0.4(2.5 + β) + 116λi
e21λi

} (2)

where

λi � 1
λ + 0.08(2.5 + β) − 0.035

1 + (2.5 + β)3 (3)

λ � ωrR

vw
. (4)

To illustrate the dynamics between the induction machine and
wind turbine, one two-mass model is implemented, as shown in
Eqs 5−7. Among them, Ht, ωt, Tt, and Dt are, respectively, the
inertia time constant, angular speed, torque, and damping
constant of the turbine of the DFIG; Hg, ωr, Tg, and Dg are,
respectively, the inertia time constant, angular speed, torque, and
damping constant of the induction generator; and Ds, Ks, ω, and
θs are, respectively, the damping constant, shaft stiffness, base
value of angular speed, and torsional twist (Ajjarapu et al., 2010).

2Ht
dωt

dt
� Tt − Ksθs −Ds(ωt − ωr) −Dtωt (5)

2Hg
dωr

dt
� Ksθs +Ds(ωt − ωr) −Dgωr − Tg (6)

dθs
dt

� ω(ωt − ωr) (7)

As shown in Figure 1, the DFIG control system receives the
measurements and determines the commands for a rotor-side
converter (RSC) and grid-side converter (GSC) controllers. The
top loop of the RSC controller focuses on maintaining the voltage
of stator. Its bottom loop focuses on controlling the output fed to
the power grid (see Figure 1). The top loop of the GSC controller
controls the DC-link voltage (Figure 1). Its bottom loop regulates
the requested reactive power (Fernandez et al., 2008).

FUNDAMENTAL FEATURES OF
SHORT-TERM FREQUENCY RESPONSE
STRATEGIES OF A DOUBLY FED
INDUCTION GENERATOR

When performing inertia control of the DFIG, the additional
power, ΔPin, can be expressed as:
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ΔPin � 2HDFIGfsys
dfsys

dt
(8)

where fsys means the system frequency. HDFIG is the inertia
constant of the DFIG and includes the inertia constants of
induction generator and turbine.

Integrating Eqs 8, 9 can be derived as:

ΔPin × Δt � HDFIG × [f2
sys(t + Δt) − f2

sys(t)] (9)

where fsys(t) and fsys(t+Δt), respectively, are the system
frequencies at t and t + Δt. Δt is the time interval.

Rearranging Eq. 9:

fsys(t + Δt) �
�����������������
(ΔPin × Δt)

HDFIG
+ f2

sys(t)
√

(10)

In Eq. 10, it is shown that with the larger additional injected
power, the system frequency deviation becomes less.

As in Lee et al. (2016), the available kinetic energy fromDFIGs
is represented as:

Eavail � HDFIGω
2
0 −HDFIGω

2
min (11)

where ω0 and ωmin, respectively, are the rotor speed before
disturbance and minimum rotor speed limit.

In addition, Eq. 11 can be utilized to calculate the released
energy by substituting the minimum rotor speed during STFR for

ωmin. STFR of DFIGs mainly relies on ω0, as shown in Figure 2.
Furthermore, if the rotor speed decreases to ωmin during droop
control, stalling of the wind turbine is caused by excessive release
of the kinetic energy.

Conventional Short-Term Frequency
Response of a Doubly Fed Induction
Generator
The characteristics of the STFR with droop control are similar to
that of the primary response of SGs. Unlike in the governor

FIGURE 1 | Simplified doubly fed induction generator (DFIG) control topology.

FIGURE 2 | Available kinetic energy of a DFIG.

Frontiers in Energy Research | www.frontiersin.org November 2021 | Volume 9 | Article 7819893

Yang et al. Two-Phase STFR Scheme of DFIG

19

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


response, the droop control from DFIGs releases the kinetic
energy from the rotating masses without reserve power.

When performing droop control, the power reference is
expressed as follows:

Pref � PMPPT + ΔPdroop � kgω
3
r + ΔPdroop (12)

ΔPdroop � −1
R
(fsys − fnom) � Kdr(fsys − fnom) (13)

where ΔPdroop indicates the output of droop control loop, Kdr

represents the control gain of the droop control, and fnom denotes
the nominal system frequency.

According to Eq. 13, the short power injected to the power
grid from the droop control loop strongly depends on Kdr, which
becomes large so as to improve the frequency nadir.

As illustrated in Figure 2, the retained kinetic energy of a DFIG
for various wind conditions is different, therefore, increasing the
difficulties of setting the control gain for various rotor speeds. To
mitigate this problem, Ref. (Hu and Wu, 2019) addresses a linear
variable droop gain, which is expressed as:

Kdr � C
ωr − ωmin

ωmax − ωmin
(14)

where C indicates a constant and determines the contribution of
the STFR of the DFIG.

As in Eq. 14 and Figure 3, there are two key features of the
linear variable control gain. The first is that the linear variable
droop gain is a monotonously linear function related to the rotor

speed. This implies that the STFR becomes better with the
increasing ωr. The second is that Kdr(ωr) is zero when ωr �
ωmin, so that it effectively avoids the stalling of DFIGs.
Nevertheless, in the initial stage of a disturbance, Kdr(ωr)
becomes small with the decreasing ωr until the system
frequency passes into the steady state (Figures 4A,B) so that
the injected power from the DFIG decreases; therefore, the DFIG
could not effectively improve the frequency nadir.

Another point to be considered is that after the frequency support
phase, the DFIG should return back to MPPT operation in order to
regain the kinetic energy. For the conventional STFR scheme, to quit
the frequency support phase and return to the MPPT operation,
ΔPdroop in Eq. 12 and Kdr(ωr) in Eq. 13 instantly decrease to zero.
This indicates that the power reference of the DFIG stepwise switches
back to the MPPT operation. According to the swing equation, if
ΔPdroop decreases to zero, the right hand side of Eq. 15 becomes
negative; as a result, the system frequency decreases and produces a
second frequency drop. The decreased shape of ΔPdroop judges the
size of the second frequency deviation. Furthermore, a large drift in
the rotor speed from its initial value consequently causes a
significantly deep second frequency drop (Garmroodi et al., 2018).
In some cases, the second drop in the system frequencymay be lower
than the first frequency nadir. This conclusion can be confirmed in
the simulation results of this study.

Jsysfsys
dfsys

dt
� PLoad − (PSG + PMPPT + ΔPdroop)

� PLoad − (PSG + PMPPT +Kdr × Δf) (15)

where Jsys is the moment inertia of the power system. Pload and
PSG, respectively, mean the system load and total output
power SGs.

Two-phase Short-Term Frequency
Response of a Doubly Fed Induction
Generator
This paper aims to 1) improve the frequency nadir during the
frequency support phase, and 2) minimize the size of a second
drop in the system frequency during the MPPT operation recovery

FIGURE 3 | Diagram of conventional control gain when C � 60.

FIGURE 4 | Diagram of the conventional droop control gain in the time
domain.

FIGURE 5 | Diagram of the proposed droop control gain in the time
domain.
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phase. For these objectives, this paper determines the control gain as a
piecewise function, which remains fixed prior to the frequency nadir
and linearly decreases with time after the frequency nadir.

Frequency Support Phase of a Doubly Fed Induction
Generator
Compared with the conventional STFR, to inject more output
before the frequency nadir appears, the control gain in this study
is defined as a constant prior to the frequency nadir, as in:

Kdr � C
ω0 − ωmin

ωmax − ωmin
, t0 < t< t0 + tFN (16)

where C is a constant the same as in Eq. 14; t0 and tFN, respectively,
represent the moment when starting up STFR and moment of the
frequency nadir occurrence after a disturbance.

As illustrated in Figure 5 and Eq. 16, the initial value of the
proposed control gain is proportional to the initial conditions of
DFIGs and maintained fixed until the frequency nadir appearance
(fromA to A′ in Figure 5). For the conventional STFR, at the instant
of detecting disturbance, the control gain is the same as in the two-
phase STFR; after that, the control gain decreases with reducing rotor
speed. Therefore, the proposed two-phase STFR is able to inject more
power from DFIGs to support the system frequency compared with
the conventional STFR.

Maximum Power Point Tracking Operation Recovery
Phase of a Doubly Fed Induction Generator
During the MPPT operation recovery phase, to compromise the
second drop in the system frequency and the time of the rotor
speed recovery, the ΔPdroop in Eq. 12 should gradually decrease to

zero instead of stepwise decreasing to zero. To this end, a weighting
factor of time shown in Eq. 17 is considered based on Eq. 16 to
determine the control gain during the MPPT operation recovery.
Thus, the control gain can be represented as in Eq. 18.

f(t) � t0 + tFN − t

Δt + 1 (17)

Kdr(ω0, t) � C
ω0 − ωmin

ωmax − ωmin
× f(t), t0 + tFN ≤ t (18)

After the frequency nadir appears, the control gain gradually
decreases to zero so that the output power of the DFIG smoothly
decreases to the MPPT curve (from A′ to B in Figure 5). This is
the reason why the proposed two-phase STFR can minimize the
secondary frequency drop while smoothly returning to the MPPT
operation. Furthermore, the proposed two-phase STFR initiates
the MPPT operation recovery significantly earlier compared with
the conventional strategy so that it can ensure a similar duration
of the restoration of ωr while minimizing the second drop in the
system frequency.

In this paper, the frequency nadir detector is used to switch the
control gain from Eq. 14–16 once the measured df/dt meets the
following condition: ∣∣∣∣∣∣∣dfdt ∣∣∣∣∣∣∣≤ 0.01 Hz/s (19)

For the robust df/dtmeasurement, two low-pass filters are used in
this study. When calculating the system frequency, a second-order
low-pass filter is used for a phase-locked loop (PLL) in a VSWTG
controller and its cutoff frequency is 1 Hz. In addition, when

FIGURE 6 | Flowchart of the proposed two-phase short-term frequency response.
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calculating df/dt, a first-order low-pass filter is used. If the calculated
meets Eq. 19, the waiting counter increases by one; otherwise, it
decreases by one. Once the counter equals five, the frequency nadir is
detected. This way of detecting the frequency nadir may detect the
frequency nadir earlier or later than the actual value. Therefore,
special attention should be paid on selecting countermeasures against
noise components to avoid the adverse impact on the performance of
the proposed scheme caused by earlier or later detection of the
frequency nadir.

Figure 6 shows the flowchart of the proposed two-phase STFR
strategy, which includes four parts: disturbance detecting part,
frequency support part, frequency nadir detecting part, and
MPPT operation recovery part.

Limitations of the Active Power Reference of a Doubly
Fed Induction Generator
To obtain the realistic results while protecting VSWTGs, the power
reference is limited by the limiter of maximum power (Plimit) and the
limiter of the rate of change in power (ωrTlimit). The former limiter is
set to 10% or 20%more than that of the nominal power of a VSWTG
(Margaris et al., 2012; Bao et al., 2020). In addition, the setting of the
latter limiter is 0.45 p.u./s (Hu andWu, 2019; Zhong et al., 2021). The
upper limit is the minimum value between Plimit and ωrTlimit.

MODEL SYSTEM

Figure 7 illustrates the model system to indicate the efficacy of
the two-stage STFR scheme in EMTP-RV. It comprises two

DFIG-based wind farms, static load, six SGs, and motor load.
Total load consumption is 529 MW.

Synchronous Generators
The model system includes two 200-MVA SGs, two 150-MVA
SGs, and two 100-MVA SGs, as shown in Figure 7. The inertia
constants of 100-MVA SG, 150-MVA SG, and 200-MVA SG are,
respectively, set to 4, 4.3, and 5 s (Hu andWu, 2019). In addition,
six SGs are assumed as steam turbine generators with the tandem-
compound, single-reheat IEEEG1 governor model (Byerly et al.,
1973). The configuration of the governor model and its
coefficients are, respectively, illustrated in Figure 8 and
Table 1. IEEE X1 is used for voltage control.

Doubly Fed Induction Generator
Two aggregated DFIG-based wind farms are modeled in this
paper. To deliver the power to the main grid, two 72-MVA
transformers and one 22 km 154-kV submarine cable are used
(see Figure 7).

As illustrated in Figure 9, the defined stable ωr operating range
of the DFIG ranges from 0.7 to 1.25 p.u. (Yang et al., 2021b);
therefore, once ωr reaches 0.7 p.u., the STFR schemes are disabled
to prevent the DFIG from stalling. The power limit of the DFIG is
1.1 p.u.

CASE STUDIES

The performance of the two-phase STFR strategy is investigated
by comparing it with the conventional STFR strategy and MPPT
operation under three scenarios with different wind conditions,
wind penetration levels, and sizes of disturbance. The input wind
speeds of first DFIG-based wind farm and second DFIG-based

FIGURE 7 | Model system.

FIGURE 8 | Tandem-compound, single-reheat governor model.

TABLE 1 | Parameters of the governor model.

T1 T2 T3 T4 T5 T6 K

0.1 1.0 0.25 0.3 10 0.4 20
K1 K2 K3 Pmax Pmin Uo Uc

0.3 0.4 0.3 1 0.4 0.1 −0.2
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wind farm, which are denoted as DFIG1 and DFIG2, are,
respectively, 7.5 and 9.5 m/s. At 40 s, SG4 supplying 90 MW
for Case 1 and Case 2, and 120 MW for Case 3, is tripped as
frequency disturbances. For the proposed and conventional STFR
scheme, C in Eqs 14, 16, 18 is set to 60. Once the system
frequency passes into the steady state, the conventional STFR
scheme decreases the output power for returning to the MPPT
operation. For the proposed two-phase frequency support
scheme, MPPT operation recovery starts up when Eq. 19 is
satisfied. Δt in Eq. 18 is set to 20 s so as to ensure a similar
duration of the rotor speed recovery while minimizing the second
drop in the system frequency.

Case 1: Wind Penetration of 19% and
90-MW Generator Trip
Figure 10 illustrates the results for Case 1. The frequency nadir
for the proposed two-phase STFR, conventional STFR, and
MPPT operation are 59.356, 59.344, and 59.095 Hz,
respectively. The two-phase STFR has the highest frequency
nadir because of the most power injection, as shown in
Figure 10B. For the conventional STFR, the severe second
drop in the system frequency occurs at 64 s because the MPPT
operation recovery begins and the output power instantly
decreases to the MPPT curve, as illustrated in Figures 10A,B.
However, in the proposed two-phase STFR, even if it has a similar
rotor speed recovery, no second drop in the system frequency is
produced since the output power smoothly decreases to the
MPPT operation curve. The nadir-based frequency response of
the proposed two-phase STFR is better compared with the
conventional STFR because of the less system frequency
deviation.

As illustrated in Figures 10C,F, in the conventional STFR, the
output peak value for the DFIG1 is 24.4 MW, which is less than
that of the proposed two-phase STFR by 0.7 MW due to the large
control gain of the two-phase STFR. The peak value of the output
power for the DFIG2 is the same as in the proposed two-phase
STFR since the output power is limited by the torque limit.

During the frequency support phase, the released kinetic
energies in the conventional STFR for the DFIG1 and DFIG2

are 0.633 and 1.577 s, respectively; the released kinetic energies in
the proposed two-phase STFR for the DFIG1 and DFIG2 are 0.818
and 1.814 s, respectively, which are more than those in the
conventional STFR, as illustrated in Figures 10D,G.

Figures 10E,I illustrate the locus of output power versus rotor
speed for DFIG1 and DFIG2. It can be observed that the output
power of the proposed two-phase STFR gradually decreases to the
MPPT operation curve, whereas the output power of the
conventional STFR instantly decreases to the MPPT operation
curve; as a result, the proposed STFR canminimize the second dip
in the frequency, but the conventional STFR results in a severe
second drop in the system frequency.

Case 2: Wind Penetration of 28% and
90-MW Generator Trip
Figure 11 illustrates the results for Case 2 with a higher wind
power penetration level of 28% compared with Case 1. To realize
this, SG6 is out of service, while the capacities of both the DFIG1

and DFIG2 increase from 50 to 75 MW, respectively. Thus, the
system inertia constant becomes less, and the primary frequency
response capability becomes worse.

The frequency nadir for the MPPT operation is 58.933 Hz,
which is less than that of low wind power penetration (Case 1);
this is because of the reduced inertia constant and primary
frequency response capability. In the conventional STFR, the
first frequency nadir is 59.357 Hz caused by the disturbance.
However, during the MPPT operation recovery phase, a severe
second drop in the system frequency is caused, which leads the
system frequency nadir decrease to 59.344 Hz. In the
proposed two-phase STFR, the frequency nadir is 59.392
Hz, which is much more compared with that of the
conventional STFR, as in Case 1. Furthermore, no second
frequency drop is created. The reasons are that more active
power is injected to the power grid, and the output power
smoothly decreases to the MPPT curve. Moreover, as in Case

FIGURE 9 | Power characteristics of the doubly-fed induction generator (DFIG) used in this study.
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FIGURE 10 | Results for case 1. (A) System frequency. (B) Active power of the wind farm. (C) Active power of DFIG1. (D) Rotor speed of DFIG1, Control gain of
DFIG1. (E) Locus of output versus rotor speed of DFIG1. (F) Active power of DFIG2. (G) Rotor speed of DFIG2. (H) Control gain of DFIG2. (I) Locus of output versus rotor
speed of DFIG2
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1, due to the higher-frequency nadir, the nadir-based
frequency response for the two-phase STFR is more than
the other schemes.

Case 3: Wind Penetration of 19% and
120-MW Generator Trip
Figure 12 shows the results for Case 3 with a severe disturbance
compared with Case 1. Thus, the system frequency deviation
becomes large, and more additional power should be
compensated for the larger disturbance.

The frequency nadir for the MPPT operation is 58.745 Hz,
which is less than that of small disturbance; this is because of the
large power deficiency. In the conventional STFR, the frequency
nadir is 59.028 Hz, which is less than that of the proposed two-
phase STFR by 0.027 Hz. Furthermore, as in previous two cases,
the nadir-based frequency response in the proposed two-phase
STFR is large compared with that of the conventional STFR. A
significant second frequency drop produces around 64 s;
however, the proposed two-phase STFR can minimize the
second frequency drop while ensuring the similar rotor speed
recovery to the conventional STFR, as in Case 1 and Case 2.

Figures 13, 14 show the comparison results of the proposed
two-phase STFR to the conventional STFR for the three cases.
Since the control gain is fixed prior to the frequency nadir, the
frequency nadir and nadir-based frequency response of the two-
phase STFR scheme are higher than those of the conventional
scheme under various wind power penetration levels and sizes of
disturbance. Furthermore, since the control gain linearly
decreases with time, the two-phase STFR scheme minimizes
the second drop in the system frequency and smoothly
recovers the DFIG to the MPPT operation.

FIGURE 11 | Results for case 2.

FIGURE 12 | Results for case 3.

FIGURE 13 | Frequency nadirs for all cases.

FIGURE 14 | Nadir-based frequency responses for all cases.
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CONCLUSION

This paper proposes a two-phase STFR scheme based on a
piecewise droop control gain for the DFIG-based wind farm.
During the frequency support phase (prior to the frequency
nadir), the droop control gain remains fixed to improve the
frequency nadir determined by the initial DFIG operating
conditions. During the MPPT operation recovery phase, the
droop control gain linearly decreases with time to minimize
the second drop in the system frequency and smoothly return
to the MPPT operation.

Although the concept is applicable to VSWTGs (DFIG and
full-scale VSWTGs), in this paper, we only use the DFIG to
illustrate the concept. Results clearly indicate that the two-phase
STFR scheme is beneficial in improving the frequency nadir and
minimizing the second drop in the system frequency under three
scenarios with different wind conditions, wind power penetration
levels, and sizes of disturbance. Thus, the proposed two-phase
STFR provides benefits to the system frequency stability.

A distributed model of the DFIG-based wind farm would have
been more realistic compared with using an aggregated model. In
the future, the coordinated control strategy between DFIGs in a
wind farm would be designed based on a distributed model.
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Fault Location with High Precision of
Flexible DC Distribution System Using
Wavelet Transform and Convolution
Neural Network
Dafei Wang, Baohua Wang*, Wenhui Zhang, Chi Zhang and Jiacheng Yu

School of Automation, Nanjing University of Science and Technology, Nanjing, China

Though flexible DC distribution system (FDCDS) is becoming a new hotspot in power
systems lately because of the rapid development of power electronic devices and massive
use of renewable energy, the failure to realize accurate fault location with high precision
restricts its further application. Thus, a novel precise pole-to-ground fault location method
of FDCDS based on wavelet transform (WT) and convolution neural network (CNN) is
proposed in this paper for the limitation on the number of measuring points and high
difficulty in extracting characteristics of FDCDS. The fault voltage signal is decomposed
with multi-resolution by discrete wavelet transform (DWT), and then the transient energy
function is constructed to select the frequency bands containing rich fault characteristics
for signal reconstruction. The reconstructed signal forms two-dimensional time-frequency
images through continuous wavelet transform (CWT), which are used as the input of CNN
classifier after image enhancement to form the mapping relation between the fault feature
and fault position using the powerful generalization ability of CNN, so as to complete fault
location with high precision. The sample data on PSCAD/EMTDC verifies the accuracy and
reliability of the proposed method, which can achieve fault location with positioning
precision of 30 m. The proposed method overcomes the influence of the control
strategy of the converter and the number of input capacitors of the bridge arm in the
time-domain analysis, and still has strong robustness in the case that FDCDS is connected
with many distributed generations (DGs) with output fluctuation. Furthermore, four other
methods for fault location as comparisons are given to reflect the validity and anti-
interference ability of proposed methods in various noises.

Keywords: fault location with high precision, signal decomposition and reconstruction, transient energy, feature
extraction, wt, CNN

INTRODUCTION

FLEXIBLE DC distribution system (FDCDS) is becoming a new developing direction of power system
due to its advantages of being suitable for DGs multi-point access and asynchronous interconnection
(Mohsenian-Rad and Davoudi, 2014). FDCDS based on Modular Multilevel Convertor (MMC) has
been widely applied in many demonstration projects. However, the characteristics of FDCDS are
different from traditional AC distribution networks in that the complex control strategies and dense
branches, which make it difficult to directly apply the protection principle and scheme of AC
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network to the fault detection and location of FDCDS, thus, its
large-scale engineering application is limited (Liu et al., 2020),
(Huang et al., 2011).When a short-circuit fault occurs, the voltage
drops rapidly and the current rises fast, seriously endangering the
safe and stable operation of the power system, so it is necessary to
quickly identify, locate the fault, and remove it.

Nowadays, the fault location method for FDCDS can be
roughly divided into two approaches, the first is that the fault
characteristics are analyzed and the fault distance equation is
solved to obtain the fault location. The second approach is to
utilize an intelligent algorithm to locate the fault.

Copied from the traditional line protection method of high
voltage direct current transmission (HVDC) (Zheng et al., 2021),
(Tang et al., 2019), three ways of line protection are introduced to
FDCDS, which are the travelling wave method, the active
injection method, and the fault analysis method (Dhar et al.,
2018). Lin et al. (2017) proposed extracting travelling waves by
using wavelet modulus maximum, which only needs to record the
first time of travelling waves arriving at each terminal and select
the nearest fault occurring time (FOT) to achieve location.
Though the method performs better than traditional travelling
wave method, it is restricted by the blind zone and the number of
the measuring points. Additional signals are injected by the
injection device and further detected to obtain additional
signals to calculate the fault distance in the active injection
method (Christopher et al., 2011), (Mohanty et al., 2016). But
this method is strict with the topological structure of the network
and is easily affected by noise. Apart from these two, most of the
current research on fault location of FDCDS is based on the
analysis of its fault characteristics and the corresponding
algorithm is introduced to construct the relationship of fault
location and transient component (Wang et al., 2019; Li et al.,
2020; Yan et al., 2020; Yuan et al., 2020). Except the basic fault
feature analysis, the fault’s modal parameters and time domain
characteristics are also utilized to the fault location. Tawfik
and Morcos (2005) use the Prony method to extract modal
information of fault current waveform which is strongly
relevant to the fault location. But the fundamental frequency
component’s damping coefficients will cause influence on the
accuracy of the location. On this basis, the linear relation
between fault location and damping coefficient is established
in the Prony method to locate the fault, which eliminates the
effect of load fluctuation and fault types. However, the influence
of transient resistance is not considered (Gou and Owusu,
2008). References (Jia et al., 2020) and (He et al., 2014)
analyze the relationship between the frequency feature of
fault voltage or current and fault distance, but it also means
that the selection of frequency range will have an impact on the
final positioning result.

The development of intelligent algorithm provides a novel
solution for fault location, such as expert system (Lee et al.,
2000), fuzzy algorithm (Huisheng Wang and Keerthipala,
1998), improved genetic algorithm (Li et al., 2012), and
deep learning (Guomin et al., 2018). Both bionic algorithm
and deep learning based on neural network have the
problems in convergence performance and easily falling into
local optimal when facing complex situations, hence, the

directions to increase the accuracy of methods are
divided into two categories: enhancing the characteristics
information of sample data and multiple algorithms fusion.
The time delay, characteristic frequency, energy attenuation,
and high-frequency energy via the Hilbert-Huang Transform
(HHT) are used as the input of support vector regression (SVR)
to get fault distance, then the parameters of the model is
optimized by the bat algorithm (BA) (Hao et al., 2018).
Based on the feature extraction ability of the convolution
neural network (CNN), reference (Liang et al., 2020) adopts
the improving pooling model and the result shows the method
improves the accuracy greatly.

In general, the current fault location problems of FDCDS are
mainly reflected in the difficulty to extract fault features.
Especially the location accuracy is easily affected by noise and
converter, which cause the low location precision. Therefore, the
main contribution of this paper is a novel pole-to-ground fault
location method of FDCDS, it can identity fault position with
high precision, even under the interference of transient resistance,
output fluctuation of DGs, and different noises. In addition, the
proposed method eliminates the influence of the converter
control strategy and the switching of sub-modules (SMs).
Compared with the existing methods, this paper adopts
wavelet transform to enhance the sample feature, magnify the
sample characteristics, and increase the number of the input data,
to solve the problem of difficulty in feature extraction and
insufficient feature quantity under the limited fault
information. Convolutional neural network is used to mine
the mapping relationship between fault features and fault
positions to solve the problem of insufficient accuracy of
existing algorithms.

FIGURE 1 | Fault analysis. (A) The discharging circuit of SM’s capacitor.
(B) Fault equivalent circuit.
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FAULT LOCATION METHOD

Fault Analysis
In FDCDS, pole-to-pole faults do great harm to the system and
have obvious fault characteristics, most of the current fault
location research is focused on pole-to-pole faults. While
single-pole faults do not have obvious fault features due to
transition resistance, there are few studies on its fault location.
In fact, pole-to-ground fault is the fault with the highest
frequency, so the fault location of the distribution line for
pole-to-ground is mainly studied in this paper. The transient
process after short-circuiting mainly can be divided into
two processes: SM’s capacitor discharging; the grid side
feeds the short-circuit current into the DC system through
the bridge-arm reactor and the anti-parallel diode when the
DC side’s voltage drops to less than the peak voltage of the
AC side. Considering that the fault current rises fast when
the fault occurs, which will cause a huge impact on
expensive converter equipment, so the SM’s capacitor
discharging stage of the transient process is taken to locate
the faults in this paper.

Figure 1A shows the discharging circuit of SMs, in which
FDCDS converter transformer valve side is grounded, and the
current direction has been marked. To analyze the pole-to-
ground fault from the fault equivalent loop in Figure 1B, the
quantity of the input capacitor and the value of transient
resistance need to be considered. But at the fault initial time,
the input capacitor of the upper and lower bridge arm is unknown
as the SMs are normally switched under the control strategy and
transient resistance is also changing, making it difficult to utilize
the fault loop to deduce the relationship between voltage (or
current) and fault location. But it is clear that the electric data
emerged at different fault locations on the line are different,
although the relationship between these two cannot be explicitly
given by an equation. Therefore, this paper decided to use deep
learning and wavelet transform to fit the relationship between
fault features and fault locations instead of manual formula
derivation.

Signal Analysis Based WT
Wavelet transform is a time-frequency analysis tool, which can
show the amplitude of a signal in a different frequency domain
over a period of time. WT mainly includes discrete wavelet
transform (DWT) and continuous wavelet transform (CWT).
DWT is used to decompose the fault voltage signal into multiple
frequency bands in this paper, and then the selected frequency

band signals are reconstructed to obtain the reconstructed signals
with rich fault features. CWT is applied to the processed signals to
generate two-dimensional grayscale images that serve as the
inputs of CNN to complete fault location.

Themulti-resolution analysis (MRA) is used to decompose the
signal in multiple frequency bands, it is applied to DWT to divide
signals to approximate component A (t) and detail component D
(t), which represent the low and high frequency bands,
respectively, and the decomposition tree of DWT-based MRA
is shown in Figure 2.

If the Fourier transform of function φ (t) satisfies the
admissibility condition shown in Equation (1), then φ (t) is
called a fundamental wavelet, also known as a mother wavelet
function.

Cφ � ∫ ∣∣∣∣φ̂(ω)∣∣∣∣2
|ω| dω<∞ (1)

The integral transforms of the following formulas are defined
as the CWT and DWT based on φ(t).

CWTx(a, b) � |a|12 ∫f(x)�φ(x − a

b
)dx, f(x) ∈ L2(R) (2)

DWTx(u, v) �
∣∣∣∣au0 ∣∣∣∣12 ∑

v

f(x)φ(x − vau0b0
au0

) (3)

where a is a scale parameter, b is a translation parameter in CWT.
For DWT, a0

uis a scale parameter and va0
ub0 is a translation

parameter.

FIGURE 2 | The decomposition tree of DWT-based MRA.

FIGURE 3 | The structure of CNN.
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The Structure and Principle of CNN
The typical structure of CNN is depicted in Figure 3. The 2D gray
image as input is expanded to the fully connected layer after
passing though the convolutional layer (Conv layer) and sub-
sampling layer (S layer) and outputs the results via softmax
classification. The Conv layer is composed of a 2D image
convolution, batch normalization (BN), and Rectified Linear
Unit (ReLU) (Gu et al., 2015). The 2D gray value matrix after
padding is mapped to the next layer through the convolution
kernel. BN is set to prevent gradient explosion. ReLU, as the
activation function, effectively solves the problem of gradient
dispersion. The two main methods of sub-sampling are
maximum pooling (max-pooling) and mean pooling (mean-
pooling) (Zhao et al., 2018), and they are mainly used to
extract the signal features more finely. Through multi-level
non-linear transformation, the neural network would
automatically extract and recognize the feature of input set
and classify mass data according to the labels.

A fully connected layer is a one-dimensional vector to store an
eigenvector after the Conv layers and S layers. The column
vectors are mapped to an output layer, and then the
classification results are generated via softmax function, which
calculation formula is denoted as Equation (4).

yi � φ(vi) � evi

ev1 + ev2 + ev3 +/evM
� evi∑

i∈M
evk

(4)

where M is the number of the output nodes. According to
Equation (4), the sum of the vectors output after the
classifier is 1.

CNN neural network training process involves the adjustment
of many weights. In order to speed up the training and improve
the stability, the concept of “momentum” in physics is introduced
(Kim, 2017). In physics, momentum is a concept similar to
inertia, which can prevent objects from rapidly changing the
motion state. The momentum term is used in weight adjustment
to push the weight to adjust to a certain direction to a certain
extent, instead of causing immediate changes.

Proposed Method
The proposed method is illustrated in Figure 4, and it is mainly
divided into two parts: signal processing based WT and
classification based CNN. The main problem to be solved in
this paper is fault location with high precision, so it is necessary to
extract rich and effective fault features in the signal processing
stage. First, DWT-based MRA is used to decompose the signal,
and then the transient energy of each frequency band is
constructed to select the frequency band where the useful
signal is and complete the signal reconstruction. Then, CWT
is applied to generate a two-dimensional time-frequency image
with rich characteristic information. Apart from signal
processing, fault location mainly relies on CNN to process a
grayscale image with characteristic information. After
initialization and a lot of trainings, the fault location task with
high precision can be accurately completed. The following part
will explain the feature extraction in signal processing in detail,
and the steps of CNN classification will be given in the third part
combined with experiments.

DWT-Based MRA
In wavelet transform, db4 wavelet with good regularity is used as
the wavelet basis function. According to Nyquist sampling
theorem, the frequency band of the high-filter of each
decomposition level is [FS/2

n+1, FS/2
n], then [0, FS/2

n+1] is for
low-filter of each level. The principle of signal decomposition is to
make the reconstructed signal contain the most unique features as
far as possible. If the decomposition level is too little, the feature

FIGURE 4 | The flowchart of the proposed method.

FIGURE 5 | Transient energy proportion of each level.
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information and irrelevant information will be overlapped
together, affecting the final location results. If the
decomposition level is too much, according to the MRA
principle, the frequency of decomposition has dropped below
39 Hz after level 8, and there is no need to continue
decomposition. So, the decomposition level is set to 8. In the
preliminary simulation test process, the sampling rate of 20 kHz
is found to be sufficient and brings the right balance between
accuracy and speed, guaranteeing high precision of fault location
and quick and timely response. So, the original signal is
decomposed into 8 frequency bands covering frequencies from
39.163 Hz to 10 kHz. Frequency band after multi-resolution
decomposition is shown in Figure 5.

Decomposition Level Selection
To extract effective fault feature information and select the
frequency bands where the useful signal is located, define the
voltage transient energy Eh as shown in Equation (5), which can
reflect the richness of fault characteristics in each frequency
band.

Eh � ∫T
0

dn(t)2dt (5)

where dn is a high-filter coefficient, T is integral time. Figure 5 is
the ratio of the transient energy of each frequency band to the
sum of the energy of the 8 frequency bands when pole-to-ground
fault occurs at a distribution line. As can be seen from Figure 5,
the energy in the transient process is mainly concentrated in Level
1, 2, and 3 (the frequency band covering from 1.25 to 10 kHz),

which indicates that this part of the frequency band contains most
of the characteristic information. Therefore, it is more accurate to
select the fault information within these three levels to complete
the fault location in the next step.

Signal Reconstruction
Signal reconstruction of the frequency band selected in the
previous step can effectively eliminate noise interference
caused by external factors such as sensors (noise occupies a
low proportion of energy). According to Mallat’s algorithm
(Mallat, 1989), in multi-resolution decomposition, signals are
decomposed via high-pass and low-pass filters, and
reconstruction is the convolution of decomposed signals, and
the mirror filter banks. Suppose that D−1 is the reconstructed
signal of detail coefficient D, the reconstructed signal is denoted
as S(t),

S(t) � D−1
1 (t) +D−1

2 (t) +D−1
3 (t) (6)

Figure 6 shows the process of signal reconstruction, in which
Figure 6A is the original signal. Figures 6B–E are part of the
signal (D1-D4) after decomposition, and it can be clearly seen
that the transient energy of signal is mainly concentrated in D1,
D2 and D3, D4, and the other bands contain only a small amount
of useful information. The decomposition levels D1, D2, and D3
are used to reconstruct a new signal (Figure 6F), which not only
can extract the effective feature information, but also can
eliminate the noise interference.

Grayscale Image and Image Preprocessing
CWT is applied to the reconstructed signal to generate a two-
dimensional time-frequency image (grayscale image) for CNN
classifier. In order to enhance the effect of image recognition, the
image is preprocessed before the CNN training. Figure 7 is the
grayscale image after image enhancement, and the fault features
are more obvious. Meanwhile, the noise influence of the
reconstructed signal of the selected frequency band is
eliminated in this step, and the accuracy of positioning is
further improved.

SIMULATION RESULTS

FDCDS Model
A typical FDCDS of 10 kV voltage class (adapted from the
demonstration project of flexible DC distribution system in

FIGURE 6 | Signal reconstruction. (A) original signal (B) detail coefficient
D1 (C) detail coefficient D2 (D) detail coefficient D3 (E) detail coefficient D4 (F)
reconstructed signal.

FIGURE 7 | Grayscale image and image preprocessing.
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Shenzhen) in Figure 8 is built in PSCAD/EMTDC to verify the
reliability and accuracy of the proposed method. The selected
topology in this paper is the loop structure, which has the
highest power supply reliability and the highest requirements
for protection. In addition, the adaptive feature extraction based
on transient energy method according to different topologies is
adopted in the paper, theoretically applicable to the relatively
simple radial structure and other topologies. Cable #1 connects
two AC grids (10 kV) through two MMCs (5MVA) that are
operated at the constant DC voltage mode and the constant
active/reactive power mode to carry out rectifier and inverter.
Generally, the length of the distribution line is no more than
2 km, so Cable #1 with 0.71Ω /km resistance and 8.9 mH/km
inductance is set as 1.5 km. In addition, Cable #2 and Cable #3
connect photovoltaic (PV) arrays, energy storge system, DC
loads (5 MW), and AC loads, respectively.

Considering the limitations of simulation time-step and
resolution for finding the fault location (Li et al., 2018), a
frequency dependent π cable model is adopted under small
time-step simulation speed (50 μs), which is a lumped π
model with frequency dependent resistance and inductance.

In Figure 8, Cable #1 is divided into 50 sections equally (each
section is 30 m), and Loc. #1 to Loc. #50 denote the end point of
each section, respectively. Segments between every two Loc. # are
marked as Sec. #1 to Sec. #50. Because the minimum distance is
30 m in each section, the resolution for fault location using the
proposed method is 30 m.

Sample Data
DC loads fluctuation has a pretty big impact on power flow of
FDCDS, so five types of DC loads are set to simulate the
fluctuation (the rated power of DC loads is SN, the actual
power is Sreal, and k represents the proportion of actual power
in rated power, i.e., k � Sreal/SN): k is 80, 90, 100, 105, 110%,
respectively. In order to make the fault location more accurate
and give full play to learning and generalization ability of CNN, it
is necessary to traverse the faults in various cases. In the training
process of CNN, the following factors that may affect the location

results need to be traversed: fault distance, fault pole, transient
resistance, DC loads fluctuation, and distributed capacitance
are considered during the training process of CNN. The
traversal table of sample parameters is shown in Table 1, it
can be worked out that the total sample number is 9000.The
sampling frequency is 20 kHz, and the fault data is the
fundamental frequency period after the fault is taken,
therefore, the number of sampling points is 400. To sum up,
the sample set from the measured voltage is 9000 × 400, and the
output set is a matrix with dimension of 9000 × 50 after CNN to
produce the results of the fault location.

Verification of the Proposed Method
Verification of Signal Analysis
The signal processing and CNN classification are all carried out
on MATLAB 2020b. The PC used in the test platform with RAM
of 12 GB has a CPUmodel of Inter (R) Core (TM) i7-10510U and
a GPU model of NVIDIA GeForce MX250.

The correctness of the signal analysis is verified first.
According to the signal processing procedure mentioned
above, the voltage signals at 50 positions of Cable #1 in
Figure 8 were extracted, respectively. After signal
decomposition and transient energy calculation, the transient
energy values of each signal decomposition frequency band as
shown in Figure 9 were obtained. Most of the energy in the fault
is concentrated in Level 1, 2, and 3, which is consistent with the
previous analysis. Moreover, from the perspective of the transient
energy of each frequency band from Loc. #1 to Loc. #50, the
transient energy trend of Level 1, 2, and 3 are obvious and regular.
Compared with other frequency bands, it is easier to form a
mapping relationship between fault features and fault positions to
complete high precision fault location.

Verification of CNN Classification
The structure, convolution kernel, and way of sub-sampling of
CNN will have a big impact on the learning effect. In order to get
the best parameters of CNN, many CNNs with different
structure, convolution kernel, way of sub-sampling, and batch
size are tested in this paper, and the most appropriate CNN
structure was selected by comparing the training speed and
accuracy. Finally, a typical structure of CNN is picked out
after numerous experiments, in which its topology structure is
8C-2S-16C-2 S. The sub-sampling layer adopts mean-pooling,
and the kernel size of convolution is 7 and 9, respectively. The
gradient calculation method is stochastic gradient descent with
momentum.

Figure 10 shows the changing trend of training accuracy and
learning rate with epochs. In the early stage of training, the
learning rate is relatively high, which ensures the training speed
and accuracy. In the middle and late part of learning, when the
training model tends to be stable, the learning rate is also
significantly reduced, which ensures the effectiveness of the
training model. The training process tends to be stable
roughly at 2000 epochs, which is consistent with the change of
learning rate. Finally, the accuracy of the fault location model
obtained by training can reach more than 99%, almost close
to 100%.

FIGURE 8 | The structure of FDCDS.
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The output of softmax function is 50 values with a sum of one
according to (1), and the category of the largest value is selected as
the output result. Hence, when the fault occurs at the Loc. #1 to

Loc. #50, the classification directly output the specific number of
Loc. #, which is shown in Figure 11A. In addition, when there is a
Sec. # fault, the output of the softmax function is two bigger
values, which signifies that the fault is between these two
locations, also known as Sec. # fault, just as shown in
Figure 11B. Therefore, no matter which point on the line
occurs the fault, the classifier will output the corresponding
results (Loc. # fault or Sec. # fault).

TABLE 1 | The traversal table of sample parameters

Parameter type Variables Number

Fault location Loc.#1 to Loc.#50 50
Fault pole Positive, negative 2
Transient resistance (Ω) 0.001, 0.01, 0.05 0.1, 0.2, 0.5 6
DC loads fluctuation (%) 80, 90, 100, 105, 110 5
Distributed capacitance (nF/km) (Jia et al., 2020) 0, 8.34, 20.34 3

FIGURE 9 | The transient energy of each signal decomposition level from Loc.#1 to Loc.#50.

FIGURE 10 | The curve changing of training accuracy and learning rate.

FIGURE 11 | The location results. (A) Loc.# fault. (B) Sec.# fault.
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To test the performance of trained CNN network in location
accuracy, two fault types, Loc. # fault and Sec. # fault, with
different transient resistances are tested, and the result is
illustrated in Table 2. The fault positions on the line are
random and do not always fall on the set fault points.
Therefore, most of the fault points in the test fall randomly
on the positions between the set fault points, i.e., Sec. # fault.
Although the training data required in the process of model
building is obtained by setting Loc. # fault, the test results
show that the CNN model trained has a very high accuracy for
Sec. # fault, which demonstrates the feasibility of softmax
classifier in solving the fault location. When the location
precision reaches 30 m, the final positioning can be carried
out through manual inspection or UAV. Compared with the
traditional line inspection method, the proposed method
greatly reduces the time of fault location and improves the
accuracy.

In the literature (Jia et al., 2020), the control strategy
of MMC converter has an impact on the location accuracy,
so the reliability of the proposed algorithm is tested by
changing the control strategy of the MMC converter at
both ends of Cable #1, when MMC1 is constant DC
voltage control mode, MMC2 is constant power control
mode and vice versa, and the test results are shown in
Table 3.

As MMC adopts the modulation mode of step wave
approaching the sinusoidal wave, the switching frequency
of MMC is low, usually around 150 Hz. In the procedure of
signal reconstruction, the frequency band range selected is
from 1.25 to 10 kHz, which exceeds the switching frequency
of the MMC converter. Therefore, the control strategy will
not affect the location results. The input capacitor of the
upper and lower bridge arm is unknown during the fault in
the aforementioned analysis, which may cause the difficulty
of the time-domain analysis. The frequency band range
selected in this paper is 1.5–2 kHz, which belongs to the
high frequency range. The SM’s capacitor impedance is -j/
ωC0, in which C0 is the SM’s capacitor and ω � 2πf. In a high
frequency domain, it is known that ωLarm >> j/ωC0.
Therefore, the effect of the number of SM’s capacitor can
be ignored at this stage.

Verification of the Fluctuation of PV’s Output Power
Most of the existing fault location methods in the flexible DC
distribution network have poor application effects in practical
projects, the main reason is that the location results are easily
influenced by fluctuation of PV’s output power. In addition, the
robustness of the proposed method is tested with the actual PV
output power in a day. The output power of PV is mainly affected
by illumination intensity. According to Equation (7), the per-unit
value of PV’s output power in a day (assuming the maximum
output power as the rated value) is calculated on the basis of the
change of illumination intensity in a day. The accuracy of locating
results is shown in Figure 12.

PPV �
⎧⎪⎪⎨⎪⎪⎩ Pr

pv

I

Ir
I≤ Ir

Pr
PV I> Ir

(7)

where I is illumination intensity and Ir is rated intensity; and PPV
r

represents the rated value of PV’s output power and PPV is the
true output power of PV.

TABLE 2 | The performance of the trained CNN

Fault type Sample number Location accuracy (%)

Loc. # fault 50 100
Sec. # fault 115 96.5217
Total 165 97.5758

D. verification of influence of control strategy.

TABLE 3 | Control strategy interference test results

MMC1 MMC2 Number Accuracy (%)

Constant voltage mode Constant power mode 120 100.00
Constant power mode Constant voltage mode 120 100.00

FIGURE 12 | The influence of PV’s output power fluctuation on location
accuracy.

FIGURE 13 | The classification accuracy of different methods under
different SNRs.
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The major influence of PV’s output fluctuation on the FDCDS
is the change of power flow distribution in the system, so the
changes of transient quantity in the fault are mainly concentrated
in the low frequency band. In this paper, the frequency bands are
selected by comparing the transient energy of each
decomposition level, and the low frequency bands are filtered
out because they contain only a small amount of feature
information, already analyzed in the section on Fault Location
Method. Therefore, PV’s output fluctuation has almost no effect
on the accuracy of location, as shown in Figure 12. Furthermore,
FDCDS has many branches connected to various types of loads
and DGs, affecting the magnitude and distribution of the fault
component. The boundary conditions of FDCDS at the line exit,
composed of DC reactor and parallel filter, absorb and block the
high frequency components of voltage and current, resulting in
high frequency component of branches entered into the studied
line being greatly reduced (Karmacharya and Gokaraju, 2018).
Because the data used in the paper is the high frequency band of
voltage, the influence of branches on positioning can be ignored.
So, the fault location method proposed has a high robustness in
the situation of massive branches access and is more valuable to
the engineering application.

COMPARISONS WITH EXISTING METHOD

There are a lot of intelligent algorithms being applied to fault
location of FDCDS, but few methods have solved the problems of
long distribution lines and short resolution for located distance.
In this paper, the resolution is set at 30 m, and the accurate
location of 50 faults distances is realized. To verify the superiority
of method in this paper, methods in literatures (Ye et al., 2020),
(Chen et al., 2017), (Li et al., 2018), (Guifeng et al., 2014) are
introduced to tested in FDCDS presented in article. Table 4.
illustrates the comparing result of different methods when the
noise’s SNR is 45dB. The evaluation criterions involve calculation
time and iterations in the training phase, mean absolute error
(MAE), root mean squared error (RMSE), and accuracy in the
testing phase. The equation of MAE, RMSE, and accuracy is in
(Equations 8–10):

MAE � 1
N

∑N
i

∣∣∣∣yi − ŷi

∣∣∣∣ (8)

RMSE �

������������
1
N

∑N
i

(yi − ŷi)2
√√

(9)

accuracy � n

N
× 100% (10)

here, N is the number of testing samples, yi is the output value, ŷi
is the true value, and n represents the number of samples whose
output value is consistent with the true value in the testing
process.

The literature (Ye et al., 2020) develops a single pole-to-
ground fault location method using wavelet decomposition
and deep belief network (DBN), in which the low-frequency
components and high-frequency components after three levels
wavelet decomposition are used to characterize the fault’s overall
trend. Although DBN with a stack of multiple RBMs is a strong
classification, the feature extraction in frequency-domain is not
sufficient to form a strong mapping relationship between fault
distance and signal, so its performance is inferior to the proposed
method in this paper.

Back-propagation (BP) optimized by genetic algorithm (GA)
presented in the literature (Chen et al., 2017) utilizes wavelet
packet decomposition to gather the signal energy of each
frequency band and construct an energy feature vector. The
test results show that the more detailed fault feature extracted,
the more accurate the fault location. Aimed at ungrounded
photovoltaic system, the literature (Li et al., 2018) proposes a
location method that the high-frequency signal of fault
information is extracted by DWT, and then the norm of
different frequency bands’ detail coefficients is used as the
input data vector for artificial neural network (ANN). Though
this method ranging accuracy is accurate enough, the required
sample frequency is quite high, which is up to 340 kHz. Therefore,
at the sample frequency of 20 kHz, the method is difficult to
identify 50 fault locations. To reflect the availability of signal
analysis, the literature (Guifeng et al., 2014), which directly
applies the radial basis function (RBF) neural network to use
fault information to find fault distance, is regarded as a
comparison to other smart algorithms with signal processing.
The results in Table 4 show that the location method via RBF has
the worst performance compared to the others though the
training time is the shortest, so the signal analysis is necessary
to extract fault characteristics when the location resolution
is short, and the distribution line is quite long in FDCDS. It
should be noted that the structures in the four classification
methods are all optimized models based on the methods in
the original literature under the environment created in this
paper after vast tests, to guarantee the fairness and reliability
of comparisons. From the comparison results, the MAE,
RMSE, and accuracy criterions of the proposed method are

TABLE 4 | Comparisons result of different methods when the SNR is 45 DB

Methods Calculation time (s) Iterations (s) MAE RMSE Accuracy (100%)

CNN-WT 773.21 1450 0.0599a 0.250a 99.130a

DBN-DWT (Ye et al., 2020) 685.66 2000 0.233 0.907 90.120
GA-BP-WPT (Chen et al., 2017) 1037 9013 0.304 1.103 88.400
ANN-DWT (Li et al., 2018) 9983 26a 0.417 1.682 77.700
RBF (Guifeng et al., 2014) 276.14a 50 0.759 2.324 60.800

aNote: indicates that this criterion is significantly better than other algorithms.
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significantly better than those of other methods under the same
conditions.

In signal analysis and fault location, noise will affect the result,
and Gaussian white noise following normal distribution is an
important factor affecting fault location in the power system
because of its strong randomness. In order to test the anti-
interference ability of different methods aforementioned to
noise, 9 groups of different signal-to-noise ratios (SNRs) from
5 dB to 45 dB are set for testing, and the SNRs reflect the ratio
between normal signal and noise, whichmeans that the higher the
SNR, the closer the signal is to the normal signal.

Figure 13 gives the classification accuracy of different
methods under different SNRs. When the signal
interference is not large (more than 25dB), CNN with WT
can have a better performance than other methods.
Furthermore, when the SNRs are less than 20dB, the signal
collected at this time contains a lot of interference, the
proposed method still be much more accurate. But when
the SNR comes to 5dB, the signal is already so distorted
that any algorithms will lose accuracy. Due to the effective
feature extracted in the signal processing and the elimination
of noise interference, the proposed algorithm can achieve high
precision fault location under noise interference comparing to
four other methods.

CONCLUSION

In this paper, a fault location method with high precision is
presented. DWT-based MRA is applied to decompose the voltage
signal into 8 levels, and the signal bands with a large proportion of
transient energy are selected for reconstruction. Then CWT is
used to produce the grayscale images, which serve as the input of

the CNN with the optimal structure and parameters under
various tests after image enhancement.

A large number of simulation data show that the proposed
method based on WT and CNN has a remarkable effect in the
fault location of FDCDS, and eliminates the influence of the
converter control strategy and the switching of SMs. Due to the
effectiveness of the signal feature extraction, the method
proposed in this paper still has high accuracy in the case of
large-scale access of DGs with output fluctuation. Verification
results of comparisons show that the proposed method has better
performance and is more accurate and efficient than four other
methods under various noises, thus it can be extended to complex
FDCDS with little measuring points, which is of great significance
to development of the DC system.
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Harmonic Analysis and Neutral-Point
Potential Control of Interleaved
Parallel Three-Level Inverters for
Flywheel Energy Storage System
Zhongrui Li, Ziling Nie, Jie Xu, Huayu Li and Sheng Ai*

National Key Laboratory of Science and Technology on Vessel Integrated Power System, Naval University of Engineering, Wuhan,
China

Flywheel energy storage system is a popular energy storage technology, in which inverters
are the center of electrical energy conversion, directly affecting the power capacity. Parallel
operation of three-level inverters is an effective approach to achieve larger motor drive
power and the interleaved operation can improve the harmonic characteristics. However,
harmonic analysis models of the interleaved parallel three-level inverters are rare in the
literature and how the neutral-point potential imbalance affects the harmonics
characteristics has not been discussed. This article establishes the harmonic
calculation for balanced and unbalanced neutral-point potential through the five-level
voltage capability of the interleaved parallel three-level inverters. Moreover, a neutral-point
potential control method based on zero-sequence voltage injection is proposed. The
implement process of the method is proposed, and how the operating frequency affect the
ability of the neutral-point potential balance is studied. Finally, the simulation and
experiment results verify the feasibility and practicability of the established harmonic
analysis models and the neutral-point potential control method.

Keywords: flywheel energy storage system, parallel operation, three-level inverter, interleaved, harmonic analysis,
neutral-point potential control, zero-sequence voltage injection

INTRODUCTION

Flywheel energy storage system (FESS) is a sustainable and environmentally friendly energy storage
system for the efficient and safe utilization of intermittent renewable energy (Mir and Senroy, 2018;
Rafi and Bauman, 2021). FESS completes the mutual conversion of electrical energy into mechanical
energy, stores energy as kinetic energy and generates no pollution, which mainly has the advantages
of high power density, short charging and discharging time, high energy conversion efficiency, low
maintenance cost, long service life (Zhang and Yang, 2017; Zhang and Yang, 2018; Ghanaatian and
Lotfifard, 2019; Ho et al., 2019). Benefiting from these advantages, FESS is currently an indispensable
energy storage method in modern power systems.

In the flywheel energy storage system, the power converters are the center of electrical energy
conversion. The electrical machine used in the system has large rotational mass, high speed, and low
loss (Gengji and Ping, 2016). However, traditional two-level inverters cannot meet the requirement
of voltage level and harmonic content. Compared with two-level inverters, three-level inverters
(TLIs) have the merits of low voltage stress, low harmonic content and high power rating (Nabae
et al., 1981; Gao et al., 2021; Zhang et al., 2021). Moreover, parallel operation of TLIs can achieve
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larger current capacity (Jiang et al., 2021). The parallel operation
can be classified into synchronous operation and interleaved
operation. The two inverters receive synchronous switching
signals in the synchronous operation while asynchronous
switching signals in the interleaved operation.

Pulse width modulation (PWM) inevitably produces
undesired harmonics. Industrial applications such as motor
drive require total harmonic distortion (THD) within the
specified range (generally less than 5%). When the
synchronous operation is used, the current capacity of parallel
TLIs can increase but the harmonic characteristics cannot be
improved. The interleaved operation can improve the current
distortion and increase the waveform quality. Identification of
harmonics for parallel TLIs in the interleaved operation is
essential to improve the harmonic characteristics of the motor
speed regulation system. Double Fourier integral can establish an
accurate analytical model of harmonics through strict
mathematical derivation, which is an intuitive and effective
method for harmonic analysis. The harmonics of TLIs for
carrier-based PWM have been calculated (Mazzucchelli et al.,
1981; Holmes and Lipo, 2003; Dolguntseva et al., 2015). Besides,
the harmonic analysis model of TLIs with popular space vector-
based PWM is discussed (Chen et al., 2020). For interleaved
parallel two-level inverters, the analysis of harmonics is illustrated
(Zhang et al., 2011). However, little literature is found on the
interleaved parallel three-level inverter harmonic analysis model.

In addition, the interleaved parallel three-level inverters have
both inherent problems of neutral-point potential control and
circulating current suppression. Undesirable characteristics of
capacitors and loads, as well as inherent defects of the control
algorithm, result in unbalanced capacitor voltages (Stala, 2013;
Liu et al., 2021; Dargahi et al., 2022). The imbalance increases the
harmonic contents, reduces the device life and affects the system
operation. Based on space vector PWM, the control of neutral-
point potential is realized by adjusting the vector action time, but
complex sector division and duty ratio calculation are inevitable
(Yamanaka et al., 2002; Jiang et al., 2020). Zero-sequence voltage
injection (ZSVI) is a commonly used neutral-point potential
control method for TLIs with carrier-based PWM, which
maintains the balance by injecting specific zero sequence
components into three-phase modulation waves and has the
merits of simplicity, utility and easy implement (Tallam et al.,
2005; Song et al., 2013; Xing et al., 2020). The neutral-point
potential control algorithms based on ZSVI for TLIs have been
proposed (Wang and Li, 2010; Chaturvedi et al., 2014; Chen et al.,
2018; Wan et al., 2021), but the interleaved operation of inverters
is not considered.

Moreover, the interleaved operation can improve current
distortion, but high-frequency circulating current unavoidably
occurs due to inconsistencies of two parallel inverters. Therefore,
different circulating current suppression methods for parallel
three-level inverters have been proposed in literature. From
the perspective of control (Liu et al., 2021; Xing and Chen,
2021) and modulation (Zhang et al., 2019; Tcai et al., 2021),
the circulating current is suppressed. In the flywheel energy
storage system, the parallel circuit series filter inductors, which
can effectively suppress circulating current but also decrease the

system power factor, especially when the system operates at a
higher frequency. The way of the ZSVI for high operating
frequency and low operating frequency is different.

This article is organized as follows. Parallel Three-Level
Inverters Model develops the basic model of parallel TLIs and
the mechanism of neutral-point potential imbalance. A novel
perspective of harmonic analysis for interleaved parallel TLIs
under balanced and unbalanced neutral-point potential is
discussed in Harmonic Analysis of the Interleaved Operation,
which considers the five-level capability of the output voltage. A
neutral-point potential control algorithm is analyzed in Neutral-
Point Potential Control. The model of average neutral current is
derived by using the equivalent duty ratio calculation thus the
calculation method of zero sequence voltage is introduced. The
implementation of the ZSVI method at low operating frequency
is analyzed, while the problem and improvement for high
operating frequency is proposed. Simulation and
Experimentation shows and compares the simulation and
experimental results, verified the validity of theoretical
analysis. Finally, the conclusion is summarized in Conclusion.

PARALLEL THREE-LEVEL INVERTERS
MODEL

Topology and Modulation Strategy
The topology of the parallel TLI system is shown in Figure 1A.
Two TLIs called TLI-1 and TLI-2, share the common neutral
point (O) of the capacitors (C1 and C2) and the DC bus (Udc �
2E). Each phase leg of two parallel TLIs is connected through a
filter inductance Lxk (x � a, b, c; k � 1, 2), while the output is
connected to a flywheel motor. The principle of interleaved
parallel PWM is shown in Figure 1B. Both TLI-1 and TLI-2
are modulated by carrier phase disposition PWM. The
modulation waves of two TLIs are the same while the carriers
are interleaved, and phase shifted by π. The carriers of TLI-1 are
vc1-1 and vc1-2, while the carriers of TLI-2 are vc2-1 and vc2-2. The
modulation wave vr is compared with the four carriers to generate
the switching signal of the parallel TLI system.

Considering O as the reference point, x phase voltage of TLI-k
can be expressed as

UxkO � Sxk · E (1)

where Sxk (x � a,b,c; k � 1,2) is x phase switching signal of TIL-k
inverter, and E is the voltage level. While Sxk has three possible
values (Sxk � -1, 0, 1), UxkO can have three voltage levels from (2),
and it is possible for UxO, the x phase voltage of the system, to
obtain five voltage levels. The waveforms of UxkO and UxO is
shown in Figure 1B.

Although parallel legs of the system use the same modulation
wave, the switching pulses is asynchronous because of the
different carriers, leading to unequal instantaneous values of
leg output voltages. Then, according to Kirchhoff’s law, the
voltage equation of the parallel circuit can be expressed as

UxkO � L
dixk
dt

+ UxO (2)
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where L is the inductance value of Lxk, and ixk is the x phase
current of TIL-k.

From (1) (2), owing to the asynchronous switching pulses, the
circulating current ihx of x phase inevitably emerges, which can be
expressed as

dihx
dt

� (Sx1 − Sx2)E
2L

(3)

In order to suppress circulating current, improving the stability
of the parallel TLI system, the parallel circuit series filter inductors.
Ignoring the magnetic saturation of the filter inductors, the
inductive resistance in the AC circuit is proportional to the
angular frequency of the current passing through the inductors.
Therefore, although filter inductors can effectively suppress
circulating current, the system inductive resistance increases,
reducing the power factor when operating at high frequency.

Mechanism of Neutral-Point Potential
Imbalance
The essential reason for the neutral-point potential imbalance is
that the flow of the neutral current causes the neutral voltage to
fluctuate. Assume that the reference direction of the neutral
current is positive when it flows out of the neutral point, as
shown in Figure 1A. According to Kirchhoff’s law, the
relationship between neutral current and capacitor currents
and the relationship between neutral voltage and capacitor
voltages can be expressed as

i0(t) � iC1(t) − iC2(t) (4)

u0(t) � uC2(t) − uC1(t)
2

(5)

From (4) (5), the relationship between the neutral voltage and
the neutral current can be expressed as

u0(t) � − 1
2C

∫t

0
i0(t)dτ + U0 (6)

where C is the capacitor value and U0 is the steady-state error of
the neutral-point potential.

Then, during a switching period Ts, (6) can be expressed as

u0 average � − 1
2C

i0 averageTs + U0 (7)

where u0_ average and i0_ average are the averages of u0(t) and i0(t)
during a switching period, respectively.

From (7), the neutral-point potential can be balanced by
eliminating the DC offset of the capacitor voltages and
controlling the average neutral current i0_ average to 0.

HARMONIC ANALYSIS OF THE
INTERLEAVED OPERATION

Harmonic Characteristic
In the flywheel energy storage system, the output harmonics of
the inverter generate the motor stator harmonics, which directly
affect the motor harmonic losses, and then affect the stable
operation of the system. Therefore, this paper regards the
parallel TLIs as an integrated system to analyze its harmonic
characteristic.

From Double Fourier Transform theory, the spectrum of the
system switched phase output voltage can be expressed as
(Holmes and Lipo, 2003)

f (t) � A00

2
+∑∞

n�1A0n cos(ny) +∑∞

m�1Am0 cos(mx)
+∑∞

m�1∑∞
n�−∞
(n ≠ 0)

Amn cos(mx + ny) (8)

Amn � 1
2π2

∫π

−π
∫π

−π
f (x, y) cos(mx + ny)dxdy, x � ωct, y � ωot

(9)

wherem and n are the index variables of carrier and baseband, ωr

and ωo are the carrier angular frequency and the fundamental
angular frequency, respectively.

The harmonic characteristic of the parallel TLI system in the
synchronous operation is the same as a single TLI, so it is
unnecessary to repeat it. Moreover, for harmonic analysis of
the interleaved operation, the per unit of the carrier frequency is
used to simplify the analysis. The carrier waves of TLI-1 and TLI-
2 in a switching period are shown in Figure 2A, while the

FIGURE 1 | Topology and modulation of the parallel system: (A) topology, (B) interleaved parallel PWM.
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modulation wave expression in the switching period is f(y) �
Mcosy, where M is the modulation ratio. A direct comparison
between the amplitudes of the carrier waves and the modulation
wave is used to determine the distribution region of the switching
function f(t), which is shown in the unit cell Figure 2B.

The distribution of the switching function is related to the
modulation ratio M, for instance, the value of M determines that
the regions of voltage level + E and -E exist or not in the unit cell. In
fact, the output voltage is able to obtain five levels when M > 0.5,
and the harmonic content is less because the non-zero levels of
TLI-1 and TLI-2 tend to be synchronous. In the switching period,
the moments when the leg output non-zero voltages of TLI-1 and
TLI-2 is the same increase with M, as well as the number of
synchronous switching pulses. However, whenM ≤ 0.5, the output
voltage can only obtain three levels and the non-zero levels of TLI-1
and TLI-2 are asynchronous, hence, the harmonic content is larger.
Actually, the number of synchronous switching pulses is zero in the
switching period, thus there is no moments when the leg output
non-zero voltages of TLI-1 and TLI-2 is the same.

When the integral limits are determined, the harmonic
characteristic of different modulation ratios in the interleaved
operation is calculated as follows

Uo � EM cosωot

+ 2E
π

∑∞

m�1
1
2m

∑∞

n�−∞J2n+1(2mπM) cos(nπ) cos[2mωct

+ (2n + 1)ωot]
(10)

where Jn (.) is the n-order Bessel function. A significant feature of
the phase voltage Uo in the interleaved operation is only
composed of the fundamental component and even carrier
frequency with odd fundamental frequency sideband harmonic
components. The fundamental component is identical to the
synchronous operation, while the harmonic components is
different. Also, the amplitude of the fundamental waveform is
related to the modulation ratio M and DC voltage, while the
amplitudes of harmonics are determined by Bessel functions

when certain modulation ratio M and DC voltage are chosen.
Further, the harmonics of the phase voltage Uo in interleaved
operation have following characteristics:

1) When m is an odd number, partial harmonic components of
TLI-1 and TLI-2 are offset, and there is no odd carrier
harmonic components or odd carrier frequency with even
fundamental frequency sideband harmonic components in
the parallel system output voltage, compared with the
synchronous operation.

2) When m is 0, the fundamental component of the parallel
system output voltage is the same as the synchronous
operation, and there is no DC component or baseband
harmonic components.

3) When m is a non-zero even number, the harmonic
components of the parallel system output voltage are in
common with synchronous operation, containing even
carrier frequency with odd fundamental frequency
sideband harmonics.

The interleaved operation does not affect the fundamental
waveform of the parallel system but can eliminate odd carrier
harmonics and odd carrier frequency with even fundamental
frequency sideband harmonics, compared with the synchronous
operation, therefore, the system output voltage harmonic content
is lower.

Harmonic Characteristic Under Unbalanced
Neutral-Point Potential.
For harmonic analysis of the interleaved parallel TLI systemwhen
DC offset inevitably emerges in neutral-point potential, the
distribution regions of the switching function are unchanged,
but the values in the regions, also called the leg output levels are
different in the unit cell.

In the interleaved operation, the possible values of the parallel
TLI system output levels are + E + E0 (+E + E0)/2, 0, (-E + E0)/2,
-E + E0, where E0 is the DC offset. Hence, the Fourier series

FIGURE 2 | Harmonic analysis of interleaved parallel PWM: (A) carrier waves, (B) the unit cell.
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expression of the output voltage for the parallel TLI system is
calculated as follows

Uo � 2ME0

π
+ EM cos(ωot)

+ 4ME0

π
∑∞

n�1
cos(nπ)

(1 − 2n)(1 + 2n) cos[2n(ω0t)]

+ 2E
π

∑∞

m�1
1
2m

∑∞

n�−∞J2n+1(2mπM) cos(nπ) cos[2mωct

+ (2n + 1)ωot]

+8E0

π2
∑∞

m�1
1
2m

∑∞

n�−∞ ∑∞

k�1
J2k−1[2mπM](2k − 1) cos(nπ)
(2k − 1 + 2n)(2k − 1 − 2n)

cos[2mωct + 2nω0t]
(11)

In the interleaved operation, the imbalance of neutral-point
potential leads to DC bias and harmonics of even baseband
component and even carrier frequency with even fundamental
frequency sideband component. Furthermore, the amplitude of

the DC bias is related to M and E0, as well as the amplitudes of
additional harmonics which is also related to Bessel functions.
An obvious merit of the interleaved operation is odd carrier
harmonics and odd carrier frequency sideband harmonics are
eliminated whether the neutral-point potential is balanced
or not.

NEUTRAL-POINT POTENTIAL CONTROL

Zero-Sequence Voltage Injection Method
Zero-sequence voltage injection method is an effective approach
to achieve the neutral-point potential balance of multilevel
inverters using carrier-based PWM. The method has been
widely used in TLIs, achieving excellent results. However,
applications on parallel TLIs, especially interleaving, have not
been discussed in the literature.

The steady-state expression of the three-phase positive
sequence modulation signal vrx in the parallel TLI system can
be written as

FIGURE 3 | Diagram of the equivalent duty ratio calculation.

FIGURE 4 | Implementation of ZSVI: (A) block diagram, (B) flowchart of NPPR.
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⎡⎢⎢⎢⎢⎢⎣ vravrb
vrc

⎤⎥⎥⎥⎥⎥⎦ � ⎡⎢⎢⎢⎢⎢⎣ M · cosωot
M · cos(ωot − 2π/3)
M · cos(ωot + 2π/3) ⎤⎥⎥⎥⎥⎥⎦ (12)

Define the x phase duty ratio of TIL-k inverter as dxk. Based
on the model analysis in Section 2.1, it can be seen that
carriers of the parallel legs for TLI-1 and TLI-2 in the
interleaved operation are different, therefore, the duty
ratios dx1 and dx2 are not equal, which causes the three-
phase positive sequence modulation signal vrx cannot be
directly equivalent to the duty ratio dx1 and dx2 using the
impulse equivalent principle. To this end, this paper proposes
an equivalent duty ratio calculation method. Based on
the carrier and modulation wave of TLI-1, TLI-2 is
equivalent to be modulated by carriers the same as the
TLI-1 carriers and two modulation waves phase shift by a
certain angle, as shown in Figure 3. The modulation wave
vrx21 phase shifts forward ω0Ts/2 while the modulation wave
vrx22 phase shifts backward ω0Ts/2, compared with vrx.
Consequently, the impulse equivalent principle can be
applied to calculate dx1 and dx2.

Hence, the duty ratio dx1 of TLI-1 is equivalent to vrx, while the
duty ratio dx2 of TLI-2 can be approximately calculated in the
following way

dx2 � vrx21 + vrx22
2

� cos(ωoTs

2
) · vrx (13)

When a certain phase leg is clamped at the neutral point,
this phase current flows through its corresponding clamp diode
into the neutral point. Considering the existence of circulating
current, the instantaneous neutral current i0(t) can be expressed
as

i0(t) � −∑
x�a,b,c(abs(Sx1) + abs(Sx2)) ix2 −∑

x�a,b,c(abs(Sx1)
− abs(Sx2))ihx

(14)

where abs (.) is the absolute value function, and ix is x-phase load
current of the parallel TLI system.

From (13) (14), the mathematical model of the average neutral
current during a switching period is given by

i0 average � −∑
x�a,b,c abs(vx)(ix2 (1 + cos(ωoTs

2
)) + ihx(1

− cos(ωoTs

2
))⎞⎠ (15)

where vx is the actual three-phase modulation signal. From
section 1.2, the balance control of the neutral-point potential
is to keep the average neutral current at 0 while eliminate the DC
offset of capacitor voltages. Based on the mathematical model of
the average neutral current, a control degree of freedom must be
introduced to ensure the average neutral current is 0. The control
degree of freedom is the zero-sequence voltage v0.

From (15), the mathematical expression of the zero-sequence
voltage v0 is calculated as

v0 � −∑x�a,b,csign(vx)vrx(ix2 (1 + cos(ωoTs
2 )) + ihx(1 − cos(ωoTs

2 )))∑x�a,b,csign(vx)(ix2 (1 + cos(ωoTs
2 )) + ihx(1 − cos(ωoTs

2 )))
(16)

where sign (.) is the symbol function.
Since it is not possible to determine the symbol of the three-phase

modulation signal vx, the three-phase positive sequence modulation

FIGURE 5 | Function surfaces and curves: (A) denominator, (B) v0st-2.
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signal vrx is generally used to estimate zero sequence voltage. The
estimated value of zero sequence voltage is calculated as (17), which is
used to control the neutral-point potential. (17) indicates that v0st can
be decoupled into two control objectives: voltage feedback control
v0st-1 and current feedback control v0st-2. Firstly, the elimination of the
DC offset between capacitor voltages is realized by voltage feedback
control v0st-1. Then, the variation of the average neutral current is
controlled to 0 by current feedback control v0st-2, maintaining the
neutral-point potential balanced.

v0st � −i′0∑x�a,b,csgn(vrx)(ix2 (1 + cos(ωoTs
2 )) + ihx(1 − cos(ωoTs

2 )))/v0st−1
− ∑x�a,b,csgn(vrx)vrx(ix2 (1 + cos(ωoTs

2 )) + ihx(1 − cos(ωoTs
2 )))∑x�a,b,csgn(vrx)vrx(ix2 (1 + cos(ωoTs

2 )) + ihx(1 − cos(ωoTs
2 )))/v0st−2

(17)

where i0′ is the capacitor voltage feedback controller output value.

Implementation and Problem
Figure 4A is the block diagram of the interleaved parallel TLI
system, the center of which is the Neutral Point Potential
Regulator (NPPR) based on the zero-sequence voltage

injection method. The flowchart of the NPPR algorithm is
shown in Figure 4B vmax, vmid and vmin are the maximum
value, the middle value and the minimum value of the three-
phase positive sequence modulation signal vrx, respectively.

The voltage feedback controller is a PI controller. Obviously,
v0st-1 is obtained by the voltage feedback controller, while v0st-2 is
obtained by the current feedback controller.

In fact, v0st is not necessarily the final injected zero sequence
voltage and needs to be verified. The v0st that cannot satisfy the
verification condition should be revised. There are three possible
correction values for v0st, calculated as follows:

1) vmid � vra

v0st′ � −i
p
0 − sgn(vra) · vra · ia + sgn(vrb) · vrb · ib + sgn(vrc) · vrc · ic

− sgn(vra) · ia + sgn(vrb) · ib + sgn(vrc) · ic
(18)

2) vmid � vrb

v0st″ � −i
p
0 + sgn(vra) · vra · ia − sgn(vrb) · vrb · ib + sgn(vrc) · vrc · ic

sgn(vra) · ia − sgn(vrb) · ib + sgn(vrc) · ic
(19)

FIGURE 6 | Function surfaces at different power factors: (A) denominator, (B) numerator, (C) v0st-2.

FIGURE 7 | Improved ZSVI: (A) improved voltage feedback controller, (B) improved NPPR algorithm.
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3) vmid � vrc

v0st′″ � −i
p
0 + sgn(vra) · vra · ia + sgn(vrb) · vrb · ib − sgn(vrc) · vrc · ic

sgn(vra) · ia + sgn(vrb) · ib − sgn(vrc) · ic
(20)

However, in order to suppress circulating current, parallel
circuit series filter inductors which causes the emergence of zero-
crossing and positive-negative jumping of v0st denominator.
Figure 5A shows the function surface of the variables f and t,
and the function curve when f is 400 Hz for v0st denominator. As
the operating frequency increases, the v0st denominator is going
to be 0 or even negative, and the function curves gradually change
from flat curves to sawtooth curves. Hence, the phenomenon of
zero-crossing and positive-negative jumping is further analyzed
by taking the function curve when f is 400 Hz as an example.

For voltage feedback control, i0
’ is only related to the

capacitor voltage difference and the controller internal
parameters. The polarity of i0

’ is constant while zero-crossing

and positive-negative jumping of v0st denominator inevitably
emerge, leading to a sudden change of the v0st-1 polarity.
Consequently, the charging and discharging ability of the parallel
TLI system to the neutral-point is unbalanced, and the neutral-point
potential can be completely out of control. For current feedback
control, theoretically, the polarity of v0st-2 is determined by its
numerator. However, zero-crossing and positive-negative jumping
of the denominator cause the polarity of v0st-2 to be uncontrolled by
its numerator, resulting in two extreme cases of v0st-2, as shown in
Figure 5B. It can be seen from the function surface of v0st-2 that
when the operating frequency is high, v0st-2 reaches extreme values.
Furthermore, the function curve of v0st-2 when f is 400 Hz shows that
extreme case 1 occurs when the denominator has a zero-crossing,
thus the value of v0st-2 is uncertain. Extreme case 2 occurs when the
denominator has a positive-negative jumping, the numerator
polarity remains unchanged while the v0st-2 polarity mutates.

For the existence of filter inductors, the inductance of the parallel
TLI system increases with the operating frequency, while the power
factor decreases. Hence, the phase difference between the phase
current and the modulation signal changes to ±π/2, which causes
zero-crossing and positive-negative jumping of v0st-2 denominator.
The function surfaces of v0st-2 denominator, v0st-2 numerator, and
v0st-2 at different power factors are shown as Figure 6.

Although the aforementioned method can verify and revise
v0st, it is not possible to correct case 1 and case 2 because of the
existence of filter inductors. In order to effectively control the
neutral-point potential balance of the interleaved parallel TLI
system, the aforementioned method must be improved.

Improvement
Figure 7A shows the voltage feedback controller of the improved
method, consisting of hysteresis controller, PI controller, etc.
Based on the DC offset between capacitor voltages caused by
interference or other factors, hysteresis controller chooses
whether to use the PI controller or not.

In order to solve the problemmentioned above, a variable called
Symbol Factor (SF) is introduced to the NPPR. SF is calculated as

SF �
⎧⎪⎪⎪⎨⎪⎪⎪⎩ 1 ∑

x�a,b,c sgn(vx)ix > 0
0 ∑

x�a,b,c sgn(vx)ix ≤ 0
(21)

According to SF, v0st is verified and revised, or just revised. The
improved NPPR algorithm is shown as Figure 7B.

FIGURE 8 | Experiment platform.

FIGURE 9 | Simulation results of phase voltage for various operation modes and conditions: (A) parallel, (B) interleaved, (C) unbalanced parallel, (D) unbalanced
interleaved.
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SIMULATION AND EXPERIMENTATION

In order to verify the feasibility of the developed harmonic
models and the proposed neutral-point potential control

method, a MATLAB/Simulink model of 200kW parallel TLI
system is constructed. Figure 8 shows the experimental
platform. The consistent parameters are used for the
simulation and the experiment, as listed in Table 1. In

FIGURE 11 | Harmonic spectrums of phase voltage for calculation, simulation and experimentation: (A) balanced, (B) unbalanced.

FIGURE 12 | Results of line-to-line voltage THD for different modulation ratios: (A) simulation, (B) experiment.

FIGURE 10 | Experiment results of phase voltage for various operation modes and conditions: (A) parallel, (B) interleaved, (C) unbalanced parallel, (D) unbalanced
interleaved.
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addition, TMS320F28346 (DSP) and EP3C80F484I7 (FPGA) are
used to implement the experiment.

Harmonic Characteristic Comparison
Figure 9 and Figure 10 show the simulation and experimental
waveforms of phase voltage for synchronous and interleaved
operation under balanced and unbalanced neutral-point
potential when the modulation ratio is 0.8 and the operating
frequency is 400 Hz. The phase voltage waveforms for various
operation modes and conditions have three and five clearly
separated levels, respectively. But, there is an obvious
asymmetry for the positive half wave and the negative half
wave of the phase voltage when the neutral-point potential is
unbalanced.

Figure 11 shows the calculated harmonic spectrum, the
simulated harmonic spectrum and the experimental
harmonic spectrum of phase voltage with the developed
model. The main components among calculation, simulation
and experimentation are compared clearly. Obviously, the
simulated and experimental results match well with the
calculated result. In fact, dead time will impact the
harmonics amplitude, but the dead time of the developed
system is small (3.5% of the switching period), thus its
impact on harmonics is very small and can be neglected.

Figure 12 shows the line-to-line voltage THD with modulation
ratios from 0.1 to 0.9 stepped by 0.1, when various parallel operations
and neutral-point conditions are applied. It can be seen from the
results that the harmonic contents of different operations and
conditions are smaller when the modulation ratio is larger. The
interleaved operation has remarkably reduced THD compared with
the synchronous operation at every modulation ratio, regardless of
whether the neutral-point potential is balanced. However, when the
neutral-point potential is unbalanced, the line-to-line voltage quality is
decreased while the harmonic content is increased at modulation
ratios in the range of 0.1–0.9. Therefore, it is necessary to control the
neutral-point potential to improve the harmonic characteristics. The
experimental results are consistent with the simulation analysis.

Neutral Point Balancing Process
The neutral-point potential balancing algorithm is developed to
the experiment platform to verify its feasibility and practicability.
Figures 13A,B show the simulation and experimental waveforms
of the capacitor voltage dynamic control, respectively. At the
beginning, the voltage offset of the upper capacitor and the lower
capacitor is 100V, and the neutral-point potential is uncontrolled
thus unbalanced. The initial operating frequency of the system is
100 Hz. Figure 13A shows that at t � 30 ms, the proposed ZSVI
method is enabled, the capacitor voltages are balanced quickly

FIGURE 13 | Waveforms of capacitor voltages: (A) simulation, (B) experimentation.
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and remain at 150 V. However, at t � 70 ms, the operating
frequency is suddenly changed to 400 Hz, the balance is
disrupted, and the voltage offset increases rapidly. To remain
the balance when the operating frequency is high, the improved
ZSVI method is used shortly after the frequency change, thus the
capacitor voltages are controlled effectively.

Figure 13B shows the same control process, and the dynamic
performance of capacitor voltages is consistent with the

simulation result. The slightly different is that at about 5.4s,
the capacitor voltages are out of control and the lower capacitor is
100 V higher than the upper for approximately 3s, while the
frequency changes from 100 to 400 Hz. But the capacitor voltages
can quickly eliminate the offset and maintain the balance because
of the enablement of the improved ZSVI. The results prove the
ZVI method has outstanding dynamic performance when the
operating frequency is low while the improved ZVI method
works more evidently when the operating frequency is high.

The simulation and experimental waveforms for a phase currents
of TLI-1 (ia1), TLI-2 (ia2), and the output current (ia) before and after
the balancing algorithm is enabledwith the corresponding process of
Figure 13 are shown in Figure 14. When the neutral-point potential
is unbalanced, the phase currents are distorted severely. The ZVI
method can restore balanced capacitor voltages and subsequently
reduce the phase current distortion when the frequency is 100 Hz,
while the improved ZVI method can achieve the same effect when
the frequency is 400 Hz.

FIGURE 14 | Waveforms of phase currents: (A) simulation, (B) experimentation.

TABLE 1 | Simulation and Experiments Parameters.

Symbol Quantity Value

Udc DC link voltage 300
C DC link capacitor 9.12mF
L Inverter inductor 90 μH
fc Switching frequency 10 kHz
f Fundamental frequency 400 Hz
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CONCLUSION

This article proposes the harmonic analytical model and neutral-
point potential control method for interleaved parallel TLIs. First,
the harmonic characteristic and calculation of interleaved parallel
TLIs under balanced and unbalanced neutral-point potential are
developed. The harmonic characteristics of interleaved operation
is significantly better than the synchronous operation. Besides,
the unbalance of the neutral-point potential can increase the
harmonic content.

Second, the ZSVI method is proposed, which can be directly
applied to balance the neutral-point potential at a lower operating
frequency. However, when the system operates at a higher
operating frequency, the ZSVI method is useless. The problem
that the ZSVI method cannot be directly applied when the
operating frequency is high is studied, and an improved
neutral-point potential control algorithm is proposed.
Simulation and experimental results demonstrate the validity
of proposed models and algorithms.
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Research on the Resonance
Suppression Method for Parallel
Grid-Connected Inverters Based on
Active Impedance
Tao Zhao*, Yunkai Cao, Mingzhou Zhang, Chunlin Wang and Quan Sun

Nanjing Institute of Technology, Nanjing, China

Under the condition of weak grid, the coupling between parallel inverters and grid
impedance is easy to cause harmonic resonance, which seriously affects the grid-
connected power quality. First, the equivalent circuit model of the multi-inverter parallel
system is established, and the mechanism of harmonic resonance is analyzed from the
perspective of impedance; through the resonance detection method based on a self-
tuning filter, the voltage resonance component of the parallel node is extracted; on that
basis, an active impedance is designed to suppress the resonance of the multi-inverter
parallel system, which can equivalently construct a virtual impedance branch to improve
the grid impedance characteristics at the resonance frequency, and its effectiveness is
verified using the impedance stability criterion. Finally, simulation experiments are carried
out. The results show that this method can effectively suppress the resonance of the multi-
inverter parallel system and can significantly improve the adaptability of inverters to
weak grid.

Keywords: resonance, parallel inverters, LCL filter, weak grid, active impedance

1 INTRODUCTION

With the continuous advancement of the global energy structure transformation process, the
proportion of renewable energy such as wind energy and solar energy connected to the utility
grid is gradually increasing. The research on the grid-connected inverter has attracted people’s
attention (Hong et al., 2019; Xiong et al., 2020; Akhavan et al., 2021). In the actual system,
considering the factors such as long-distance transmission lines and transformer leakage reactance,
the connection between the new energy power generation link and the utility grid becomes weaker,
which makes the utility grid to show the characteristics of weak grid. In the environment of weak
grid, there is interaction coupling between inverters and utility grid, which increases the risk of
harmonic resonance of the system, and may lead to global resonance instability of the system in
serious cases (Zhang et al., 2016; Lu et al., 2019; Fang et al., 2021; Xiong et al., 2021).

At present, the research on the resonance mechanism and resonance suppression method of the
multi-inverter parallel system is a research hot spot of new energy grid connection technology (Yu
et al., 2019). Different from the single inverter, the resonance mechanism of the multi-inverter
parallel system is more complex. Through calculation and analysis, it has been shown in Zhen-Ao
et al. (2014) that there are two resonance frequency points in the multi-inverter parallel system under
weak grid: one is the inherent resonance of the LCL-type inverter, and the other is the external
coupling resonance between grid impedance and parallel inverters. The equivalent circuit model of
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the multi-inverter parallel system is established in Agorreta et al.
(2011), when n inverters operate in parallel, the equivalent grid
impedance of the single grid-connected inverter can be equivalent
to n times of the actual grid impedance. Furthermore, it is
proposed that with the increase of the number of parallel
inverters, the natural resonance of LCL remains unchanged,
while the external coupling resonance shifts to low frequency
in Hu et al. (2015). In fact, the reason for resonance instability of
the multi-inverter parallel system under weak grid lies in the
existence of grid inductance, and grid resistance is conducive for
improving the stability of the grid-connected system (Pan et al.,
2014). Therefore, in the research process, the resistance can be
ignored and only the grid inductance is considered.

The resonance suppression methods of the multi-inverter
parallel system are mainly divided into single type and
centralized type. The former is to reshape the inverter output
impedance by adding the state variable feedback link to each
inverter control circuit (Yang et al., 2014; Gao et al., 2020;
Natori et al., 2020). However, when the number of inverters is
large, the single impedance remodeling method needs to modify
the control algorithm of each inverter, which is difficult to realize in
practical application. From the global point of view, the centralized
resonance suppression method can effectively suppress the
occurrence of harmonic resonance by reasonably designing the
damping circuit at the point of common coupling (PCC). To
suppress the resonance of the multi-inverter system, a method of
parallel RC branches at PCC is implemented in Wan et al. (2018).
That passive suppression circuit is simple in design, but the
problem of power loss is serious. Furthermore, Wang et al.
(2015) proposed to install an active damper at PCC to
effectively construct the resistance at the resonant frequency, so
as to improve the damping characteristics of the system at the
resonant frequency. This method effectively reduces the power loss
but has high requirements for resonant frequency extraction. In
view of the idea of the active damper, a global active inductor is
designed in Kang (2020), which can realize the approximate
parallel virtual inductance at PCC. However, adding virtual
inductance will cause the phase angle lag of 90° in the whole
frequency band of the system, so it is necessary to add an additional
phase angle compensation link. Most of the above resonance
suppression methods only deal with the harmonic resonance of
specific frequency. However, in the actual system, the grid
impedance will fluctuate due to environmental changes and the
working condition of inverter switching. The resonance frequency
in the system is often time-varying, and the resonance problem in
the grid-connected system is more complex.

Considering the complex grid-connected operation conditions
of weak grid, active impedance designed to suppress the
resonance of the multi-inverter parallel system is discussed in
this article. In Section 2, the equivalent model of the multi-
inverter parallel system under weak grid is established, and its
stability is analyzed by the impedance analysis method. Section 3
presents the main development of this article, which includes the
design method of active impedance and its extraction method
based on a self-tuning filter. Meanwhile, the influence of active
impedance on system stability is analyzed by the Nyquist stability
criterion. Finally, the effectiveness and accuracy of the proposed

resonance suppression method is verified by simulation in
Section 4.

2 RESONANCE MECHANISM ANALYSIS OF
THEMULTI-INVERTER PARALLEL SYSTEM
2.1 Model of the Multi-Inverter Parallel
System
The system structure of the T-type three-level inverter based
on an LCL filter shown in Figure 1 consists of neutral-point
(NP) switches and vertical half-bridge switches, followed by
an LCL filter, where Udc is the DC voltage, C1 and C2 are the
DC support capacitors with equal capacitance, Lline represents
the line impedance from the inverter to PCC, Lg is the
equivalent impedance of the grid, ig is the grid-connected
current and ug is the grid voltage, and θ is the voltage phase
angle. The voltage outer loop adopts PI control, and the
voltage outer loop provides the current reference value to
the current inner loop. The current inner loop is controlled by
QPR to generate the SVPWM modulation signal to drive the
inverter.

Figure 2 depicts the current feedback control block diagram of
the LCL-type grid-connected inverter. GC(s) is the QPR
controller, and H(s) is the feedback used to weaken the
inherent resonant peak of LCL and is taken as the
combination of quadratic differential link, primary differential
link, proportional link, and integral link. Specific design methods
are shown in reference (Chen et al., 2013; Xu 2019).

The expression of the grid-connected current can be
obtained as:

ig1(s) � G1(s)
1 + sLlineY1(s)i

p
g1(s) −

Y1(s)
1 + sLlineY1(s)upcc(s), (1)

where

G1(s) � KpwmGc(s)
s3L1L2C + s(L1 + L2) +Kpwm(Gc(s) +H(s)); (2)

Y1(s) � s2L1C + 1
s3L1L2C + s(L1 + L2) +Kpwm(Gc(s) +H(s)), (3)

According to the expression of the grid-connected current, the
Norton equivalent circuit can be established which includes the
controlled current source G1ig1 p and admittance Y1. When
multiple inverters operate in parallel in the system, it can be
equivalent to the Norton equivalent model of multiple inverters
in parallel as shown in Figure 3.

2.2 Resonance Mechanism Analysis
According to the superposition theorem, the expression of the
total grid-connected current ig can be deduced:

ig(s) � Zop(s)
Zop(s) + Zg(s) ·∑ni�1(Gi(s)ipi (s) −

ug(s)
Zouti

)

� 1

1 + Zg(s)/Zop(s)
·∑n
i�1
(Gi(s)ipi (s) −

ug(s)
Zouti

), (4)
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where Zouti represents the output impedance of the ith inverter,
Zouti � sLlinei+1/Yi, and Zop represents the total output impedance
of inverters in parallel. When the ratio Tm of grid impedance Zg to
output impedance Zop satisfies the Nyquist stability criterion, the
grid-connected system can be considered stable (Sun 2011).

When the parameters of parallel inverters are the same, Zout �
npZop, and the impedance ratio Tm can be written as Eq. 5.

Tm(s) � Zg(s)
Zop(s) �

nZg(s)
Zout(s), (5)

Utility grid impedance Zg � sLg draws the impedance ratio
Nyquist curve of single inverter and two inverters in parallel

FIGURE 1 | Typical structure of the grid-connected inverter.

FIGURE 2 | Grid-connected current feedback control block diagram.

FIGURE 3 | Norton equivalent model.

TABLE 1 | Parameters of the grid-connected inverter.

Parameter Value

DC voltage Udc 750 V
Capacitance on the DC side C1, C2 4700 μF
Grid voltage ug 220V/50 Hz
Grid impedance Lg 1 mH
Filter inductance L1 1.8 mH
Inductance on the grid side L2 0.2 mH
Filter capacitor C 15 μF
Line impedance Lline 0.1 mH
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according to Eq. 5, as shown in Figure 4. The parameters of the
grid-connected inverter are shown in Table 1.

It can be seen from Figure 4 that when there is only one
inverter, the Nyquist curve of Tm(s) does not surround (−1,
j0) point and satisfies the impedance stability criterion.
However, it should be noted that the curve of the single
inverter is close to (−1, j0) point, indicating that the stability
margin of the system is relatively low at this time. When the
number of inverters in the system increases, the range of the
Nyquist envelope becomes larger. When n takes 2, the
Nyquist curve of Tm(s) obviously surrounds (−1, j0) point.
It can be determined that resonance instability occurs in the
multi-inverter parallel system at this time. Therefore,
although the single inverter can operate stably, when
multiple inverters operate in parallel, the system still has a
resonance-hidden danger.

The frequency characteristic curves of inverter output
impedance Zout and grid equivalent impedance nZg are drawn,
as shown in Figure 5. It can be seen from the figure that there will
be an unstable region with a phase difference greater than or
equal to 180° between the inverter output impedance and grid
impedance in a certain frequency band under the weak grid.
When the intersection frequency of the two impedance is in this
frequency band, the system is easy to resonate with the
harmonics, which is consistent with the results of Nyquist plot
analysis.

3 RESEARCH ON THE RESONANCE
SUPPRESSION METHOD

In order to solve the resonance instability problem of the multi-
inverter parallel system, from the perspective of system global
resonance suppression, it is necessary to extract the resonance
signal in the system first and then use the resonance suppression
unit installed at PCC for centralized treatment.

3.1 Resonance Detection Method Based on
Self-Tuning Filter
The resonance information in the actual grid-connected system is
often uncertain and will change with the change of the system.
Although the traditional wavelet packet and discrete Fourier
transform methods can detect the resonant signal, the
extracted information is not accurate enough, the amount of
calculation is large, and the detection time is long (Zeng et al.,
2014). Therefore, this article adopts the resonance detection
method of the grid-connected inverter based on a self-tuning
filter (STF). The transfer function GSTF(s) of STF can be
expressed as:

GSTF(s) � Vxy(s)
Uxy(s) � K · s + K + jωc

(s + K)2 + ω2
c

, (6)

where Uxy is the input signal of STF, Vxy is the output signal, and
ωc is the fundamental angular frequency. As long as K takes a
positive value, STF can remain stable (Biricik et al., 2014). Based
on Eq. 6, the frequency response curve of STF can be obtained as
shown in Figure 6.

It can be seen from Figure 6 that STF has band-pass filtering
characteristics for the input signal, and the output signal is
unattenuated only at the angular frequency ωc. Hence, this
characteristic of STF can be used to extract the resonant
signal. The principle is shown in Figure 7, where the
subscript f represents the voltage fundamental component,
and the subscript r represents the voltage resonant
component.

First, by self-tuning filtering the voltage sampled at PCC, the
fundamental frequency component can be tracked without a
static difference, and then the resonance voltage can be
obtained by subtracting the fundamental frequency voltage
from the sampled voltage. Therefore, the resonant detection
method based on the self-tuning filter can quickly and
accurately filter the fundamental frequency component in the

FIGURE 4 | Nyquist curve of impedance ratio. FIGURE 5 | Bode diagram of inverter output impedance.
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voltage signal and extract the voltage resonant component as the
input signal for active impedance.

3.2 Resonance Suppression Strategy Based
on Active Impedance
The active impedance is usually installed at PCC, and its topology
is similar to APF, as shown in Figure 8. The active impedance
designed in this article adopts a T-type three-level DC/AC
converter, L1a, Ca, and L2a constitute LCL filter, Ra is damping
resistance, and subscript a represents the active impedance. I* is
the command current, and the resonance detection module
adopts the resonance detection method based on STF. The
extracted voltage resonance signal upccr passes through the
virtual impedance Rv + sLv to generate the reference value of
the current resonance signal iga*, and the sampled output current
iga is added to the QPR controller to simulate the parallel passive
impedance element at PCC, which increases the damping of the
system at the resonance frequency.

Figure 9 is the current loop feedback control block diagram of
the active impedance, and Gr(s) represents the STF resonance
extraction link. According to the method of deriving the inverter
equivalent circuit model in the previous section and combined

with Figure 9, the expression of the output current iga can be
derived, as shown in Eq. 7.

iga(s) � Ga(s)Iref − Ya(s)upcc(s) − Yv(s)upcc(s), (7)

The Norton equivalent model of active impedance can be
obtained, as shown in Figure 10. Ya and Yv represent the output
admittance and virtual admittance of the active impedance,
respectively.

In which, ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ga(s) � KpwmaGca(s)H1(s)
1 + KpwmaGca(s)H1(s)

Ya(s) � H2(s)
1 +KpwmaGca(s)H1(s)

Yv(s) � Ga(s)Gr(s) · 1
Rv + sLv

, (8)

whereH1(s) andH2(s) represent the admittance characteristics
at both ends of the LCL filter, and Gca(s) represent the transfer
function of the QPR current controller.

H1(s) � sCaRa + 1
s3L1aL2aCa + s2(L1a + L2a)CaRa + s(L1a + L2a); (9)

H2(s) � s2L1aCa + sCaRa + 1
s3L1aL2aCa + s2(L1a + L2a)CaRa + s(L1a + L2a); (10)

Gca(s) � Kp + 2Krωis

s2 + 2ωis + ω2
0

. (11)

Since the active impedance only works at the resonant
frequency, the transfer function of the current controller can
be approximated to include only the proportional link Kp.
When the system resonates, the transfer function Ga(s) of
the controlled source of the active impedance approaches 1,
and the equivalent output admittance Ya(s) approaches 0. If
the influence of the resonance detection link is
ignored, the virtual admittance Yv(s) can be
approximately written as:

FIGURE 6 | Amplitude frequency characteristic curve of STF.

FIGURE 7 | Schematic diagram of resonance detection based on STF.

FIGURE 8 | System circuit model with active impedance.
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Yv � 1
Rv + sLv

. (12)

Hence, adding an active impedance can be approximately
equivalent to parallel passive impedance at PCC, and the virtual
impedance of resonance control is consistent with the size of
passive impedance. The stability analysis of passive impedance
can be approximately used to judge the influence of the active
device on system stability and select the appropriate impedance.
The circuit model of the multi-inverter parallel system with active
impedance is drawn, as shown in Figure 11.

3.3 Stability Analysis
From the PCC point to the utility grid side, it is not difficult to
find that the virtual impedance branch and the grid impedance
nLg are in parallel. The total parallel impedance is defined as the
equivalent power grid impedance Zg

p. By reasonably designing
the parameters of Rv and Lv, so that Zg

p and Zout meet the Nyquist
stability criterion, the stable operation of the system can be
ensured.

Zp
g(s) �

(Rv + sLv) · n · sLg

(Rv + sLv) + n · sLg
, (13)

Taking Laplace transform for Eq. 13, the phase frequency
characteristic expression of Zg

p is calculated as follows:

ψ(ω) � 90+ + arctan(Lv

Rv
ω) − arctan(Lv + nLg

Rv
ω), (14)

Through calculation and analysis of Eq. 14, it is found that
the phase of Zg

p reaches the lowest value in the frequency band
near the angular frequency ωv. When it is higher or lower than
this frequency band, the phase approaches 90°. It is consistent
with the actual grid impedance. According to this
characteristic, the parameters of virtual impedance are
designed to make ωv in or close to the resonance instability
region of Figure 5 which can reduce the phase difference
between the grid impedance and the inverter output
impedance, so as to reduce the system resonance risk. The
expression of ωv is as follows:

ωv � Rv�����������
Lv(Lv + nLg)√ , (15)

The grid impedance Lg is 1 mH, Rv is 10Ω, and Lv is 0.5 mH.
Bode diagrams of inverter output impedance Zout and grid
equivalent impedance Zg* are drawn, as shown in Figure 12.

It can be seen from Figure 12 that the parallel active
impedance at PCC only changes the grid impedance
characteristics in the resonance unstable region, while the
grid impedance curves in the low-frequency band and high-
frequency band are almost unchanged. The phase angle
difference between the inverter output impedance Zout and
the grid impedance Zg

p at the intersection frequency is
obviously less than 180°, meeting the Nyquist stability
criterion. Therefore, the input of active impedance
improves the system stability and effectively suppresses the
resonance caused by the impedance coupling between the
multi-inverter parallel system and weak grid.

In the actual system, the grid impedance is not fixed but will
fluctuate under the influence of various factors. The impedance
ratio of the system containing active impedance is shown in Eq.
16. The Nyquist plot of Tm′ at different grid impedances is drawn,
as shown in Figure 13.

Tm′(s) �
Zp

g(s)
Zout(s), (16)

It can be seen from Figure 13 that after the resonance
suppression strategy based on active impedance is applied to
the grid-connected system, the Nyquist curve of Tm′ does not
surround (−1, j0) with the grid impedance increases from 1 mH
to 4 mH. Hence, it can be determined that the system is stable.
Therefore, the resonance suppression method proposed in this

FIGURE 9 | Control block diagram of active impedance.

FIGURE 10 | Norton equivalent model of active impedance.

TABLE 2 | Parameters of active impedance.

Parameter Value

Angular frequency of STF ωc 100 rad/s
Constant of STF K 80
Virtual resistance Rv 10 Ω
Virtual inductance Lv 0.5 mH
Filter inductance L1a 1 mH
Filter inductance L2a 0.6 mH
Filter capacitor Ca 20 μF
Damping resistance Ra 1 Ω
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article can effectively improve the adaptability of inverters to
weak grid and enhance the stability of the multi-inverter parallel
system.

4 SIMULATION RESULTS

In order to verify the effectiveness of the resonance
suppression strategy proposed in this article, the parallel
system simulation model of active impedance based on the
STF resonance extraction method and T-type three-level
inverter are carried out in Simulink. The parameters of
grid-connected inverter and active impedance are shown in
Table 1 and Table 2, respectively. The overall block diagram of
the system is shown in Figure 14.

Considering the environment of weak grid, the simulated
grid impedance Lg is 1mH, and the voltage at PCC of the multi-
inverter parallel system is shown in Figure 15. Due to the
coupling with weak grid, the system has harmonic resonance,
and PCC voltage distortion is serious. In the figure, upccf and
upccr are the fundamental voltage and resonance voltage

waveforms separated by the resonance detection method
based on STF, respectively. It can be seen from the figure
that the separated fundamental voltage waveform is good and
changes sinusoidally with an equal amplitude over time; the
envelope of the resonant voltage component is clear and
presents the divergent sinusoidal law. The simulation results
show that by applying the resonance detection method
proposed in this article to the sampled voltage, the
fundamental frequency component of the voltage can be
tracked without the static error, and the resonance
component can be completely extracted.

Figure 16 shows the waveform of the total grid-connected
current and PCC voltage. It can be seen from the figure that
before 0.1 s the resonance of the grid-connected system was
unstable, the voltage and current were harmonic resonance
amplified, and the grid-connected power quality decreased.
Put into the active impedance at 0.1 s. After about one-cycle
transition, the resonance in the system is eliminated, the
sinusoidal degree of the voltage and current waveform
becomes better, the grid-connected power quality is improved,
and the system is gradually stable. When the active impedance is

FIGURE 11 | System circuit model with active impedance.

FIGURE 12 | Bode diagram of system impedance with active
impedance.

FIGURE 13 | Nyquist plot of impedance ratio under different Lg.

FIGURE 14 | Overall system block diagram.
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cut off again at 0.2 s, the system has harmonic resonance, the
voltage and current waveform gradually oscillates and diverges,
and the power quality gradually deteriorates.

FFT harmonic analysis of the grid-connected current shall be
carried out before 0.1 s, as shown in Figure 17A. At this time, the
total harmonic distortion (THD) of the current reaches 53.50%,
of which the 26th harmonic reaches 43.64%, indicating that the
system has resonance at this frequency, which is the resonance
peak generated by coupling with the weak grid. Figure 17B shows
the harmonic analysis after the active impedance is put into
operation. It can be seen from the figure that the harmonic of each
order has been reduced below 1.2%, and the resonance has been
suppressed. At this time, the distortion rate of the grid-connected
current is 1.61%, which meets the grid-connected requirements.

TABLE 3 | THD value of voltage and current.

Lg/mH 1 2 3 4 5

THD of ig (%) 1.66 1.20 0.73 0.55 1.03
THD of upcc (%) 2.03 2.61 2.77 2.55 2.70

FIGURE 15 | Voltage signal detection waveform under resonance.

FIGURE 16 | Waveform of grid-connected current and PCC voltage.

FIGURE 17 | Harmonic analysis of grid-connected current.

FIGURE 18 | Simulation waveform of voltage and current.

Frontiers in Energy Research | www.frontiersin.org January 2022 | Volume 9 | Article 8237468

Zhao et al. Resonance Suppression Method for Inverters

59

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


As shown in Figure 18, before 0.15 s, the grid-connected
system resonated due to the coupling effect of grid impedance,
and the voltage and current waveform was seriously distorted.
When the active impedance is put at 0.15 s, the system gradually
recovers to a stable state. When one inverter is cut off at 0.28 s,
only the amplitude of the total grid-connected current in the
system decreases, the PCC voltage waveform remains normal, the
inverter can still maintain stable operation, and the system has
good robustness.

Conduct harmonic analysis on the voltage and current of
the multi-inverter parallel system under different grid
impedance, and calculate the THD of the grid-connected
current and PCC voltage after putting into the active
impedance, as shown in Table 3. After adopting the
resonance suppression method proposed in this article, the
voltage and current distortion rate is not more than 5%,
which meets the requirements of grid connection. The
adaptability of inverters to weak grid is enhanced, and the
simulation results are consistent with the theoretical
analysis.

The voltage and current waveform of the grid-connected
system with active impedance in the dynamic process is

shown in Figure 19. One inverter is cut off at 0.12 s, and the
grid impedance is increased form 1 mH–3 mH at 0.18 s. As
shown, the total grid-connected current fluctuates only slightly
during switching, and the current amplitude decreases rapidly to
two-thirds of the original, and the system can still realize stable
operation, and the grid-connected current will quickly return to a
stable state after 0.18 s. PCC voltage can remain stable in the
dynamic process of inverter switching and grid impedance
fluctuation.

5 CONCLUSION

Aiming at the issue that resonance instability is easy to occur in
parallel operation of multi-inverters under weak grid, active
impedance and its resonance detection method are designed.
The simulation results show that the resonance detection
method based on STF proposed in this article can
accurately extract the resonance voltage signal at PCC, and
the design of the resonance detection module is simple and
convenient for digital realization. The input of active
impedance can improve the impedance characteristics of
utility grid at resonance frequency, so as to reduce the
resonance instability risk of the multi-inverter parallel
system. Meanwhile, the resonance suppression method
proposed in this article increases the safe and stable
operation margin of the system, enhances the adaptability
of the multi-inverter parallel system to the actual working
conditions such as utility grid impedance fluctuation and
inverter switching, and improves the system stability.
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A Dynamic and Cooperative Control
Strategy for Multi-Hybrid Energy
Storage System of DC Microgrid
Based on SOC
Hao Li*, Lijun Fu, Yan Zhang and Yiyong Xiong

National Key Laboratory of Science and Technology on Vessel Integrated Power System, Naval University of Engineering, Wuhan,
China

With the increasingly serious crisis of fossil energy and environmental pollution, clean
renewable energy becomes the inevitable choice of energy structure adjustment. The
instability of output power of distributed renewable energy system greatly affects the
operation of DC microgrid. The hybrid energy storage system (HESS) composed of High-
Energy Battery (HEB) and High-Power Battery (HPB) can solve the above problems. Thus,
this paper proposes a dynamic and cooperative control strategy for multi-HESS based on
state of charge (SOC). Based on the traditional LPF method and droop control, this paper
proposes a control strategy that requires no communication amongmultiple hybrid energy
storage (HES) modules. This method can realize the stable control of HEB current, reduce
the change times of HEB charging-discharging mode, prevent HEB from overcharging and
overdischarging, prolong the service life of HEB and balance different energy storage SOC,
so as to improve the operation stability and economy of DC microgrid. In addition, the
method has certain robustness against sudden failures. Simulation and experiment results
show the effectiveness of the proposed method.

Keywords: DCmicrogrid, distributed access, multi-hybrid energy storage system (multi-HESS), dynamic balance of
SOC, renewable energy

INTRODUCTION

The increasing penetration rate of renewable energy such as photovoltaic and wind power promotes
the development of DC microgrid (Kathiresan et al., 2020; Zhou et al., 2020). Compared with AC
microgrid, DC microgrid has no problems such as synchronization, reactive power transmission,
harmonic current and converter loss, so it has attracted more and more attention (Rahimi and
Ghadiriyan, 2019; Song et al., 2019).

However, due to the intermittent impact of renewable energy distributed generation and the
short-term impact of some large loads, the stability of DC microgrid is severely challenged.
Therefore, the corresponding energy storage system should be equipped to enhance the anti-
interference ability of DC microgrid (Singh and Lather, 2021). On the one hand, combining High-
Energy Battery (Such as lithium battery, lead-acid battery, sodium sulfur battery) with High-Power
Battery (Such as supercapacitor, flywheel energy storage, super-magnetic energy storage) to form
HESS is an important way of energy storage configuration based on the existing energy storage
technology and satisfying the demand for DC microgrid (Kotra and Mishra, 2019; Mathews and
Rajeev, 2020). On the other hand, in order to improve the access flexibility of energy storage system,
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and avoid the cost increase of using large-capacity converters in
centralized energy storage system and the problems of
operational reliability, distributed multi-HESS should be used
(Su et al., 2018).

In terms of applying HESS to suppress grid-connected power
fluctuations of distributed power generation, many scholars have
studied various control strategies according to the characteristics of
different types of energy storage, such as LPF method (Manandhar
et al., 2015), fuzzy logic control (FLC) (Musilek et al., 2017; Mathews
and Rajeev, 2020), wavelet decomposition method (Chiang et al.,
2017), layered drooping control (Li et al., 2016; Zhang et al., 2018),
virtual inertial control (Ming et al., 2017;Wang et al., 2017), machine
learning (Chen et al., 2020) and so on. The above method mainly
focuses on centralized HESS, when extended to distributed multi-
HESS, they have some inapplicability. With the increase of using
time, the differences among HES modules become larger and larger.
If not restrained and controlled, the performance of HES modules
will be seriously affected.

The concept of a virtual power rating was introduced in Literature
(Hoang and Lee, 2019) to achieve accurate power sharing between
batteries. However, this control method requires communication,
and the scope of its application has certain limitations. In literature
(Zhou et al., 2018), multi-HEB SOC is divided into five regions, and
the whole system is divided into six working modes. However, this
method may switch modes frequently under the circumstance of
high-frequency fluctuation, leading to system instability. Most
importantly, the above literatures mainly focus on the cooperative
control of multiple energy storage units with the same medium and
the same property.

In view of the collaborative control problem of distributed multi-
HESS in DCmicrogrid, a power control strategy for multi-HESS was
proposed based on the consensus protocol in literature (Chen et al.,
2019). The communication was established among different energy
storage units, and the SOC of different energy storage units was
balanced by the consensus protocol, thus effectively solving the
problem of balanced power distribution among multi-HESS. In
literature (Wu et al., 2020), the control system automatically
switches the operating mode based on the DC bus voltage, the
supercapacitor voltage and the accumulator state. However, these
methods still depend on external communication and are not suitable
for situations requiring high reliability. To solve this problem,
literature (Chen et al., 2016) proposed voltage-current droop
control for HEB and voltage-change rate-current droop control
for HPB. When the system only relies on the local information of
the energy storage, it realizes the automatic power distribution
between the components of different types of energy storage.
However, this method is controlled by difference, and the
deviation of bus voltage is large.

In order to solve the problem of high dependence on external
communication in power distribution, this paper takes the island
operation of DC microgrid as the research object, based on the
traditional LPF method and droop control, proposes a SOC based
power secondary distribution method without communication
among HES modules. The control system automatically
redistributes power according to SOC of different energy
storage to achieve SOC balance. The smooth control of HEB
current can be realized by using the characteristic that HPB

voltage cannot change suddenly, so as to reduce the number of
charging-discharging mode changes of HEB and extend the
service life of HEB. The effectiveness of the proposed control
strategy for distributed multi-hybrid energy storage module
parallel system is verified by simulation and experiment.

SYSTEM MODEL

The schematic diagram of DC microgrid with multi-HESS is
shown in Figure 1, which mainly includes renewable energy
power generation unit, AC/DC load and energy storage unit. Each
part is a distributed structure, and each unit is connected to the
DC bus through the corresponding converter. The power
relationship of each part is as follows:

PGen + PHESS � PLoad (1)

PGen is the power generated by renewable energy, PHESS is the
total power of multi-HESS, and PLoad is the total load power,
including AC load and DC load.

In system analysis and calculation, the load of renewable
energy power generation and power electronic equipment
access can be equivalent to a controllable current source,
which can be positive or negative. When it is positive, the
renewable energy power generation is greater than the load;
when negative, the load is greater than the renewable energy
power generation.

HESS in Figure 1 consists of High-Energy Battery and High-
Power Battery. High-Energy Battery has high energy density and

FIGURE 1 | Schematic diagram of DC microgrid with multi-HESS.
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long storage time, but low power density and low cycle times.
High-Power Battery has high power density and high cycle times,
but low energy density and short energy storage time.

The single HES module topology adopted in this paper is
shown in Figure 2. Ue and Up, Re and Rp are the voltage and
resistance of High-Energy Battery and High-Power Battery
respectively. Udc is the DC bus voltage. The converter in the
Figure 2 is a bidirectional Buck-Boost converter. Ce and Cp, Le
and Lp are respectively the filter capacitance and inductance of the
converters. Rle and Rlp are the internal resistance of respective
inductors. S1-S4 are power tubes. Cdce and Cdcp are filter
capacitors of converters respectively. Co is the bus voltage
regulator capacitor. (Subscript “e” means High-Energy Battery,
and subscript “p” means High-Power Battery.)

COOPERATIVE CONTROL STRATEGY FOR
MULTI-HESS

The overall architecture of multi-HESS collaborative control
strategy is shown in Figure 3. The improved LPF control

structure is adopted to regulate the power distribution within
the single HESmodule. Based on the HPB SOC, the output power
of HEB and HPB inside the module is adjusted to maintain the
HPB SOC in a healthy range as far as possible. Among the
multiple HES modules, the output of the whole module is
regulated through the reference bus voltage adaptive regulator
based on HEB SOC, so as to maintain the overall available
capacity of each HES module relatively consistent. Since each
HES module adopts V-I droop control, the coordinated control
among HESmodules does not require communication, which has
high reliability and scalability, plug and play, and is convenient
for installation and deployment.

Basic Control Structure
In microgrid, there are many control methods for converters,
among which droop control is a widely used decentralized control
method. It does not need communication, and only uses local
information to realize the coordination control between
distributed power supplies. It is suitable for DC microgrid
with high reliability requirements, such as islands, reefs and
ships, etc. Therefore, in order to maximize the autonomous
control of each HES module, and enhance the system
reliability and “plug and play” capability, the converter of
HESS adopts droop control to stabilize the DC bus voltage.

V-I droop control (Li et al., 2016; Zhang et al., 2018) can be
expressed as:

Uop � Uref − RVio (2)

Uref is the value of DC bus voltage under no load, Uop is the
specified value of converter output voltage after correction, and
RV is the droop coefficient.

The value of RV is determined by Eq. 3:

RV � (Uref − Uomin)/Iomax (3)

FIGURE 2 | Single HES module topology.

FIGURE 3 | The overall architecture of multi-HESS collaborative control strategy.
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Uomin is the allowable minimum steady state value of DC bus
voltage, and Iomax is the maximum current value that DC/DC
converter can output/input.

Ignoring the line impedance, the output current relationship
of several DC/DC converters with V-I droop control is shown as
follows.

RV1io1 � . . . � RVkiok � . . . � RVnion (4)

The control structure of High-Power Battery consists of a
droop control outer loop and a voltage and current double closed-
loop, as shown in Figure 4. Uref, Ubus and Iref_p respectively
represent the reference voltage of the bus, the actual voltage of the
bus and the reference current of the High-Power Battery.

HEB is mainly used to follow the current instructions given by
the power distribution controller, as shown in Figure 5. Iref_e and
ie respectively represent the reference current and the actual
current of the High-Energy Battery.

HES Module Control Based on LPF
Figure 6 is the control structure diagram of LPF-based.
Reasonable power distribution method is the key to the
stability and reliability of HESS. The traditional LPF method
has less computation and parameters, and the control is simple. It
can realize the power distribution based on frequency without
any communication. Thus, this paper adopts LPF method for
power distribution. On the basis of the traditional LPF control,
the adaptive power redistribution module is added to regulate the
output of different energy storage units in real time and balance
the remaining electric quantity. The adaptive power
redistribution modules represented by the two blue squares are
described in detail in the next section.

iDCHESSi is the sum of the current at the bus end of the DC/DC
converter in the ith HES module, as shown in Eq. 5. iei and ipi are
the current of High-Energy Battery and High-Power Battery in
the ith HES module, while dei and dpi are the control signals of
DC/DC converter. The limiter prevents the reference current
from exceeding the converter maximum current.

iDCHESSi � iDCei + iDCpi (5)

iDCei and iDCpi are the current at the bus end of the DC/DC
converter connected with High-Energy Battery and the High-
Power Battery in the ith HES module.

Overall Idea of Adaptive SOC Layered
Control
During the use of the HESS, there are different initial SOC and
rated capacity of each energy storage unit connected by the
converter in a certain working condition. If SOC are not
considered, some energy storage units may overcharge or
overdischarge, affecting the stable operation of the whole
system. Therefore, the balanced control of energy storage SOC
is the key to the stable and economical operation of HESS.

FIGURE 4 | The control structure diagram of High-Power Battery.

FIGURE 5 | The control structure diagram of High-Energy Battery.

FIGURE 6 | The control structure diagram of LPF-based.
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In order to prevent energy storage units from overcharging/
overdischarging and frequent charging/discharging change, this
paper adopts adaptive SOC layered control strategy. According to
the SOC level of each energy storage unit, it is divided into
different operating range as shown in Figure 7.

(1) Free charging/discharging zone. When
SOClow≤SOC≤SOChigh, the energy storage unit can
conduct normal charge/discharge in accordance with the
droop relationship, without imposing other control
operations based on SOC.

(2) Charging limit zone. When SOChigh≤SOC≤SOCmax, the
energy storage charging will be limited, and as SOC gets
closer and closer to SOCmax, the charging limit becomes more
and more serious until no more charging is allowed.

(3) Discharging limit one. When SOCmin≤SOC≤SOClow, the
energy storage discharging will be limited, and as SOC
gets closer and closer to SOCmin, the discharging limit
becomes more and more serious until no more
discharging is allowed.

Adaptive SOC Control Method Inside the
HES Module
In HESS, power fluctuation is usually divided into low
frequency and high frequency, which are borne by High-
Energy Battery and High-Power Battery respectively. The
response speed of High-Power Battery is obviously faster
than that of High-Energy Battery. DC microgrid is
operating in island mode, the High-Power Battery will
quickly compensate the power shortage in case of sudden
change of load. When the High-Power Battery responds
quickly, its SOC fluctuates. Then, the High-Energy Battery
responds slowly to maintain the stability of the High-Power
Battery SOC, achieving a dynamic adaptive balance. Through
such a master-slave double structured with adaptive control,

the system will gradually transfer the power deficiency firstly
borne by the High-Power Battery to the High-Energy Battery,
which can make the High-Energy Battery charge/discharge
change relatively smooth, reduce the depth of the charge/
discharge, prolong the life of High-Energy Battery, and avoid
overcharge/overdischarge of High-Power Battery.

The ampere-hour integral method is used to calculate the SOC
of High-Power Battery (Manandhar et al., 2015).

SOCp � SOCp0 − 1
CNp

∫T

0
μpipzt (6)

SOCp is the real-time SOC of High-Power Battery, SOCp0 is the
initial SOC, T is the running time, μp is the charging/discharging
efficiency, ip is the charging/discharging current, CNp is the rated
capacity of the HPB.

According to the layered control principle introduced in
Figure 5, partial charging/discharging current of High-Power
Battery is transferred to the High-Energy Battery. This paper
designs ISOC_adj that is the current of the High-Power Battery
transferred to the High-Energy Battery based on the concept of
partition operation as shown in Figure 7. The specific expression
is shown in Eq. 7:

ISOC adj �

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

SOCp − SOCplow

SOCpmin − SOCplow
Iref p(SOCpmin ≤ SOCp ≤ SOCplow , Vdif f > 0)

SOCp − SOCphigh

SOCpmax − SOCphigh
Iref p(SOCphigh ≤ SOCp ≤ SOCpmax, Vdif f < 0)

0 (othor)
(7)

Iref_P refers to the initial reference current of the High-Power
Battery, and Vdiff refers to the difference between the reference
voltage and the actual voltage of the bus, which is used to
characterize the charging and discharging state of energy
storage unit at this time.

Vdif f � Uref − Ubus (8)

Vdiff > 0 means the energy storage unit is in charge, and Vdiff <
0 means it is in discharge.

Iref pp � Iref p − ISOC adj (9)

Iref ep � Iref e + ISOC adj (10)

Iref_p* and Iref_e* represent the regulated High-Power Battery and
High-Energy Battery reference current.

According to Eqs 7–10, when the High-Power Battery is in the
charging limit zone, a certain proportion of the charging current
is transferred to the High-Energy Battery according to the current
SOCp. The higher the SOCp is, the larger the proportion of the
transferred current will be. On the contrary, when the High-
Power Battery is in the discharging limit zone, situation is the
opposite. Finally, the High-Power Battery SOC is always in a
reasonable operating range.

Among the HES Modules
High-Power Battery has low energy density. The adaptive
regulating frequency of power among HES modules is much
lower than that in a single HES module, so the High-Energy

FIGURE 7 | SOC restriction classification of energy storage unit.
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Battery SOC can be used as an indicator of the whole HESmodule
available capacity.

The ampere-hour integral method is used to calculate the SOC
of High-Energy Battery (Manandhar et al., 2015).

SOCe � SOCe0 − 1
CNe

∫T

0
μeiezt (11)

SOCe is the real-time SOC of High-Energy Battery, SOCe0 is
the initial SOC, T is the running time, μe is the charging/
discharging efficiency, ie is the charging/discharging current,
CNe is the rated capacity of the HEB.

The proposed adaptive regulation strategy of reference voltage
based on SOC is used to regulate the reference voltage of droop
control model.

Ubus � Uref − VSOC adj − RVio (12)

VSOC_adj is the reference voltage regulation. In order to
improve the regulation performance of the strategy and avoid
system oscillation caused by re-regulation of critical SOC, the
layered regulation framework shown in Figure 7 is adopted. The
specific algorithm is as follows:

VSOC adj �

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
k

SOCe − SOCelow

SOCemin − SOCelow
(SOCemin ≤ SOCe ≤ SOCelow , Vdif f > 0)

k
SOCehigh − SOCe

SOCemax − SOCehigh
(SOCehigh ≤ SOCe ≤ SOCemax, Vdif f < 0)

0 (othor)
(13)

k is the proportional amplification gain, which is determined by
the maximum power of the converter and the requirement of the
system on the regulation ability.

According to Eqs 12, 13 when the SOC of an energy storage
unit is in the charging limit zone, the reference voltage value of
the DC/DC convert output should be increased to reduce the
charging current of the energy storage unit. On the contrary,
when the SOC is in the discharging limit zone, the situation is the
opposite. Finally, SOC of different energy storage units tends to
be relatively consistent. The specific process is shown in Figure 8,

where the X-axis is the SOC of energy storage unit and the Y-axis
is the regulator of the reference voltage value of the DC/DC
convert output. The model is simple and easy to implement, and
the switching between modes is relatively smooth.

STABILITY ANALYSIS AND CONTROL
PARAMETER SELECTION

Stability Analysis Model
Because the control strategy proposed in this paper presents a
coupling state inside a single HES module, it is difficult to adopt
impedance analysis method. Thus, this paper intends to adopt
small-signal analysis method to establish a mathematical analysis
model for a single HES module as a whole.

Since resistive load increases system damping, constant
power load (CPL) decreases system damping. So in the worst
case, assume that the load on the system contains only CPL.
Once the system is stable in the worst case, it is stable in all
cases. Thus, in the study, the load will select the CPL, which
can be expressed as:

iLoad � PCPL

udc
(14)

iLoad is load current, PCPL is load power, udc is bus voltage
transient value.

The small signal model can be obtained as follows:

ΔiLoad � PCPL

U2
dc

Δudc (15)

Udc is steady-state value of bus voltage at equilibrium point.
The state equation of the main circuit is shown in Eq. 16:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Lp
dip
dt

� up − Rpip − (1 − dp)udc

Le
die
dt

� ue − Reie − (1 − de)udc

Cdc
dudc

dt
� (1 − dp)ip + (1 − de)ie − PCPL

udc

(16)

de and dp are the duty cycle instantaneous value of HEB and HPB
control signal.

The small signal model can be obtained as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
LpΔîp � −RpΔip − (1 −Dp)Δudc + UdcΔdp

LeΔîe � −ReΔie − (1 −De)Δudc + UdcΔde

CdcΔûdc � (1 −Dp)Δip − IpΔdp + (1 −De)Δie − IeΔde − PCPL

U2
dc

Δudc

(17)

Eq. 17 is written in matrix form:

Δx̂1 � A1Δx1 + B1Δu1 (18)

Δx1 � [Δip Δie Δudc ]T Δu1 � [Δde Δdp ]T

FIGURE 8 | Piecewise linearization regulation model based on SOC.
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A1 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−Rp

Lp
0

Dp − 1
Lp

0 −Re

Le

De − 1
Le

1 −Dp

Cdc

1 −De

Cdc

PCPL

CdcU
2
dc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B1 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0

Udc

Lp

Udc

Le
0

−Ie
Cdc

−Ip
Cdc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The small-signal model of the HEB control loop in

Figure 6:

X̂v � Uref − Rv[(1 − de)ie + (1 − dp)ip] − udc − VSOC adj (19)

IDCref � kviXv + kvpX̂v (20)

Iref e � 1
1 + Tf s

IDCref (21)

X̂ie � (Iref e + Up

Udc
ISOC adj) Udc

Ue
− ie (22)

Xv and Xie are the steady-state values of the input of the
voltage loop and the current loop in the control loop of HEB.
IDCref is the total current reference value, Iref_e is the current
reference value of HEB, Tf is the filtering time constant of the
low-pass filter, kvp and kvi, kep and kei are the PI parameters of
the voltage loop and the current loop in the control loop
of HEB.

The deformation of Eq. 21 can be obtained as follows:

^Iref e � 1
Tf

IDCref − 1
Tf

Iref e (23)

The duty cycle of HEB converter can be expressed as:

de � keiXie + kepX̂ie (24)

The control loop of HPB can be expressed as:

Iref p � IDCref − Iref e (25)

X̂ip � Udc

Up
Iref p − ip − ISOC adj (26)

Xip is the steady-state input value of the current loop in the
HPB control loop, Iref_p is the current reference value of the HPB,
and kpp and kpi are the PI parameters of the current loop in the
HPB control loop.

dp � kpiXip + kppX̂ip (27)

In combination with Eqs 24, 27, the small-signal model can be
written as:

Δu1 � B11Δx1 + B12Δx2 + B13Δx3 + B2Δu1 (28)

Δx2 � [ ΔXv ΔXie ΔXip ΔIref e ]T
Δx3 � [ΔVSOC adj ΔISOC adj ]T

B11 �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 0 −kep 0

−kppkvpRv
Udc

Up
(1−Dp)− kpp −kppkvpRv

Udc

Up
(1−De) −kppkvpUdc

Up

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B12 �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 kei 0 kep
Udc

Ue

kppkvi
Udc

Up
0 kpi −kppUdc

Up

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B13 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 kep

Udc

Ue

−kppkvpUdc

Up
−kpp

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B2 � ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ 0 0

kppkvpRvIe
Udc

Up
kppkvpRvIp

Udc

Up

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
The state vector Δx2 of the controller variable can be

expressed as:

Δx̂2 � A21Δx1 + A22Δx2 + A23Δx3 + B3Δu1 (29)

According to Eqs 12–22 and 25, 26, we can get:

A21 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−Rv(1−Dp) −Rv(1−De) −1
0 −1 0

−kvpRv(1−Dp)Udc

Up
−1 −kvpRv(1−De)Udc

Up
−kvpUdc

Up

−kvpRv(1−Dp)
Tf

−kvpRv(1−De)
Tf

−kvp
Tf

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A22 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

0 0 0
Udc

Ue

kvi
Udc

Up
0 0 −Udc

Up

kvi
Tf

0 0
−1
Tf

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
A23 �

−1 0

0
Up

Ue

−kvpUdc

Up
−1

−kvp
Tf

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B3 �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

RvIe RvIp

0 0

kvpRvIe
Udc

Up
kvpRvIp

Udc

Up

kvpRvIe
Tf

kvpRvIp
Tf

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The upper control input vector Δx3 can be expressed as:

Δx̂3 � A31Δx1 + A32Δx2 + A33Δx3 + B4Δu1 (30)

The energy storage unit has an integral relation between
SOC and time. Despite the existence of such an integral
relationship, the present state value of the SOC is
calculated and output by sampling, so the changes of the
output current and voltage are difficult to reflect the changes
of the SOC in very short time. Therefore, the SOC is only
treated as an input signal in small signal modeling. At the
same time, considering that the change of SOC is not as rapid
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as the change of voltage and current, delay sampling strategy
is generally adopted, and LPF can be used to replace
short delay.

As VSOC_adj and ISOC_adj are both piecewise functions in the
optimization of upper power allocation considering SOC. In the
stability analysis, only the case with the worst stability is
considered, that is, they are all in the discharge limit region:

VSOC adj � w

w + s
k

SOCe − SOCelow

SOCemin − SOCelow
(SOCemin ≤ SOCe

≤ SOCelow, Vdif f > 0) (31)

ISOC adj � w

w + s

SOCp − SOCplow

SOCpmin − SOCplow
Ipref(SOCpmin

≤ SOCp ≤ SOCplow, Vdif f > 0) (32)

Small signal transformation is performed for Eqs 31, 32:

Δ ^VSOC adj � −wΔVSOC adj(SOCemin ≤ SOCe ≤ SOCelow, Vdif f > 0)
(33)

Δ ^ISOC adj �
⎧⎪⎪⎨⎪⎪⎩ w

SOCp − SOCplow

SOCpmin − SOCplow
ΔIpref − wΔISOC adj

(SOCpmin ≤ SOCp ≤ SOCplow, Vdif f > 0) (34)

w is the cutoff frequency of LPF.
In summary, the following formula can be obtained by

combining Eqs 19, 20 and 25:

A31 � [ 0 0 0
−wMkvpRv(1 −Dp) −wMkvpRv(1 −De) −wMkvp

]
A32 � [ 0 0 0 0

wMkvi 0 0 −wM ] A33 � [ −w 0
−wMkvp −w]

FIGURE 9 | Closed-loop pole distribution of voltage outer loop PI parameters: (A) The scale parameter kvp increases from 0.1 to 20; (B) The integral parameter kvi
increases from 0.1 to 50).

TABLE 1 | The simulation parameters.

Parameters Value

Bus voltage rating/V 400
Energy storage terminal filter capacitance Ce, Cp/μF 20
Bus terminal filter capacitance Cdce, Cdcp, Co/μF 940
Filter inductance Le, Lp/H 0.001
Filter inductance internal resistance Re, Rp, Rle, Rlp/Ω 0.01
Bus voltage regulator capacity Ce, Cp/μF 4000
Filtering time constant/Tf 1
NO.1,2,3 High-Energy Battery rated capacity/Ah 15, 13, 12
NO.1,2,3 High-Power Battery rated capacity/Ah 5, 5, 4

TABLE 2 | PI parameter.

Parameter name Value Parameter name Value

kvp 5 kvi 35
kep 0.003 kei 0.4
kpp 0.003 kpi 1

FIGURE 10 | The overall simulation model.

Frontiers in Energy Research | www.frontiersin.org January 2022 | Volume 9 | Article 7955138

Li et al. Multi-Hybrid Energy Storage System

69

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


B4 � [ 0 0
wMkvpRvIe wMkvpRvIp

] M � SOCp − SOCplow

SOCpmin − SOCplow

By comprehensively consideringEqs 18, 29, 30, it can be obtained:

⎡⎢⎢⎢⎢⎢⎣Δx1
.
.

Δx2
.
.

Δx3
.
.

⎤⎥⎥⎥⎥⎥⎦ � ⎡⎢⎢⎢⎢⎢⎣X11 X12 X13

X21 X22 X23

X31 X32 X33

⎤⎥⎥⎥⎥⎥⎦

× ⎡⎢⎢⎢⎢⎢⎣Δx1

Δx2

Δx3

⎤⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

X11 � A1 + B1(1 − B2)−1B11

X12 � B1(1 − B2)−1B12

X13 � B1(1 − B2)−1B13

X21 � A21 + B3(1 − B2)−1B11

X22 � A22 + B3(1 − B2)−1B12

X23 � A23 + B3(1 − B2)−1B13

X31 � A31 + B4(1 − B2)−1B11

X32 � A32 + B4(1 − B2)−1B12

X33 � A33 + B4(1 − B2)−1B13

(35)

Stability Analysis and Control Parameter
Selection
Figure 9 is the closed-loop pole distribution diagram of Eq. 35
when different PI parameters are selected (the black arrow
indicates the increasing direction of the parameters taken).
SOC limited boundaries of High-Energy Batteries and High-
Power Batteries SOCmin, SOCmax, SOClow, SOChigh respectively
are 50, 70, 56, 63, and 40, 80, 55, 65%. Other specific simulation
parameters are shown in Table 1.

It can be seen from Figure 9 that when kvi and kvp change in
the specified range, the system pole is always on the left of the
Y-axis, so the system is always stable. As shown in Figure 9A, the
poles close to the imaginary axis are conjugate poles when the
voltage outer loop proportionality parameter kvp is less than 6,
and it is an underdamped system. At the same time, with the
increase of kvp, the damping ratio of the system gradually
increases, and the overshoot decreases. Therefore, when kvp =
5, the overshoot of the system is small and the response speed is
fast. As shown in Figure 9B, when kvi is greater than 30, the
closed loop dominates the pole conjugate. At this time, the system
has good dynamic response characteristics. As kvi continues to
increase, the peak value of the system decreases, but the response
time increases. Therefore, the trade-off is kvi = 35.

The same method is adopted for other control parameters and
their stability analysis. The PI parameters of the proposed method
are obtained and summarized as shown in Table 2.

SIMULATION AND EXPERIMENT

In this paper, PSCAD/EMTDC software will be used for simulation.
In order to fully verify the performance of the proposedHESS control
strategy, three groups of HESS will be set up. HESS1 is
overdischarged, HESS2 is in the free charging/discharging zone,
and HESS3 is overcharged. The structure of each group is shown
in Figure 2. The overall simulation model is shown in Figure 10. In

this simulation, lithium battery is used for HEB and supercapacitor is
used for HPB. Simulation parameters are shown in Tables 1, 2.

Step Load Change
In this case, the response of the system to consecutive step load
changes is simulated to observe the net power decomposition
between High-Energy Battery and High-Power Battery. The
specific waveform is shown in Figure 11A. At 10 s, the load
current increases from 50 to 125 A, then drops back to 50 A at
25 s, and finally jumps to 150 A at 50 s. The initial SOC of three
High-Energy Batteries and High-Power Batteries are 55, 62, 67,
60, 70%. To verify the effectiveness of the proposed strategy, it will
be compared with the LPF-based HESS control method without
SOC regulation, that is, the control method shown in Figure 5
removes the SOC regulation module represented by the blue
square. The results are shown in Figures 11B–K.

It can be seen from Figures 11B,C that both methods can
effectively cope with the step change of load andmake the deviation
of bus voltage stable within 2.5%. However, the voltage deviation
rate of the proposed method is reduced by about 50%.

Figures 11D–G shows that SOC of each energy storage unit
cannot be balanced without SOC regulation. Considering the
practical differences of energy storage units, SOC difference will
become larger and larger, eventually leading to the overcharge or
overdischarge of some energy storage units. However, under the
SOC coordinated control method proposed in this paper, SOC
can tend to be consistent which can effectively prevent some
energy storage units from overcharging/overdischarging, and
improve the stability and reliability of the system.

According to the comparison among Figures 11H–K, it can be
seen that under the SOC regulation, the energy storage unit with
SOC higher than the limit increases its output power when
discharging. The energy storage unit with SOC lower than the
limit decreases output power when discharging. Under this
regulation, SOC of each energy storage unit will gradually
tend to be consistent. At the same time, High-Power Battery
quickly responds to sudden load change, then gradually falls back,
and gradually transfers the power shortage to the High-Energy
Battery. In other words, frequency distribution is realized in the
HESS, and the output/input current of the High-Energy Battery is
smoothed, which effectively extends the service life of the High-
Energy Battery and improves the economy and reliability of the
energy storage system.

Random Fluctuations in Renewable Energy
Generation
Considering the random fluctuation of renewable energy, the
response characteristics of High-Energy Battery and High-
Power Battery in the control strategy proposed in this paper
are studied. The initial state of each energy storage unit is
consistent with the previous section. Figure 12 shows the
output curve of renewable energy adopted in simulation, the
power response and SOC changing of High-Energy Batteries
and High-Power Batteries.

From Figures 12B,C, it can be seen that multi-HESS can
effectively make real-time power compensation in the case of
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random fluctuation of renewable energy. The partial power
compensated by the High-Energy Batteries is more gradual
than that of the High-Power Batteries and achieves the
expected frequency distribution effect.

At the same time, from Figures 12D,E, the output of
different High-Energy Battery and High-Power Battery
varies due to SOC differences and the energy storage

output power with high SOC is larger, so that SOC
tends to be consistent. Moreover, due to the setting of
free charging/discharging zone, the regulation of energy
storage unit is smoother, reducing the number of charging/
discharging mode changes, and effectively extending the
service life of energy storage unit. Simulation results
show that the proposed control strategy can ensure the

FIGURE 11 | Simulation results under step load condition: (A) Load current; (B) Bus voltage-No SOC regulation; (C) Bus voltage-SOC regulation; (D) High-Power
Battery SOC-No SOC regulation; (E) High-Power Battery SOC-SOC regulation; (F) High-Energy Battery SOC-No SOC regulation; (G) High-Energy Battery SOC-SOC
regulation; (H) The output power of High-Energy Battery-No SOC regulation; (I) The output power of High-Energy Battery-SOC regulation; (J) The output power of High-
Power Battery-No SOC regulation; (K) The output power of High-Power Battery-SOC regulation).
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reasonable operation of the multi-HESS when the
random fluctuations of renewable energy are taken into
account.

Failure of a High-Power Battery
It is assumed that a High-Power Battery breaks down and runs
out, and all energy storage units are in free charging/discharging

FIGURE 13 | Simulation results when No. 1 High-Power Battery fault: (A) Bus voltage; (B) High-Power Battery SOC; (C) Output power of High-Power Battery).

FIGURE 12 | Simulation results under random load condition: (A) Random power of renewable energy-Random output of renewable energy; (B) Output power of
High-Energy Battery; (C) Output power of High-Power Battery; (D) High-Energy Battery SOC; (E) High-Power Battery SOC).
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zone, so as to verify the stability of the proposed control strategy.
Under normal operating conditions, the system is connected to
100 A load. At 10 s, No. 1 High-Power Battery fails, exits
operation, and cuts off relevant communication. At 30 s, No.
1 High-Power Battery resumes and puts into operation. The
simulation results are shown in Figure 13.

Figure 13A shows that when it comes to 10 and 30 s, the cut
and input of No. 1 High-Power Battery only causes a small
impact on the bus voltage. Figure 13B shows that SOC of No.
1 High-Power Battery remains unchanged after failure, while

the decline rate of other High-Power Battery increases. After the
No. 1 High-Power Battery is repaired and put into operation in
30 s, the SOC of the three groups of High-Power Battery is still
in the free charging/discharging zone, so it quickly keeps in
sync. It can be seen from Figure 13C that the other two groups
of High-Power Battery respond quickly at the moment of the cut
and input of No. 1 High-Power Battery. Simulation results show
that the remaining energy storage under the proposed control
strategy can still work normally and respond to the expected
power when some High-Power Batteries fail.

FIGURE 15 | Experimental results of DC microgrid in step load change: (A) Load current; (B) Bus voltage; (C) High-Energy Battery SOC; (D) High-Power Battery
SOC; (E) Output power of High-Energy Battery; (F) Output power of High-Power Battery).

FIGURE 14 | Simulation results when No. 1 High-Energy Battery fault: (A) Bus voltage; (B) High-Energy Battery SOC; (C) Output power of High-Energy Battery).
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Failure of a High-Energy Battery
Under the same condition of section 4.2, replace the fault unit
with No. 1 High-Energy Battery. The simulation results are
shown in Figure 14.

The results in Figure 14 are similar to Figure 13, but more
volatile. The main reason is that the High-Energy Battery has
to bear more power in normal operation, and the impact on the
system during cutting and input is also greater. But bus voltage
deviation is still within a reasonable range, it’s not more than
5% and soon returns to the normal reference voltage. The
proposed method is robust to partial energy storage element
faults.

Experimental Verification and Result
Analysis
A microgrid model was established in the laboratory for
verification. The analog diesel generator cabinet and analog
wind generator cabinet are used as the power supply, the
switching frequency of the energy storage bidirectional DC/DC
converter is 10 kHz, the load is a programmable DC load, HEB is
lithium iron phosphate battery, HPB is supercapacitor and other
control parameters are the same as the simulation model. The
experimental results are shown in Figures 15, 16.

It can be seen from Figures 15, 16A and Figures 15, 16B
that after power fluctuation, the bus voltage can be quickly
restored to stability with small voltage fluctuation. Figures 15,
16E and Figures 15, 16F show the output power changes of
HEB and HPB. As can be seen from the figure, the change of
HEB is relatively slow, while the response of HPB to power

fluctuation is fast, which is in line with the design goal of
the control strategy. Combined with the SOC change curves
in Figures 15, 16C and Figures 15, 16D, it can be seen that
the power curve of energy storage when SOC is higher than
the limited range moves upward, that is, the discharge
power is higher while the charge power is lower. When
SOC is below the limit range, the power curve of energy
storage moves downward, that is, the discharge power is
lower while the charge power is higher. This shows that the
proposed control strategy can effectively carry out SOC
balancing.

CONCLUSION

Aiming at the problem that the traditional distributed multi-
HESS cooperative control method of DC microgrid relies heavily
on external communication, a communication free dynamic
cooperative control strategy based on SOC is proposed. The
simulation and experiment results show that the proposed
control strategy has the following advantages: 1) being able to
adjust the power distribution within HES module and among
HES modules meet the needs of large-scale distributed new
energy generating sets and loads; 2) using HPB to respond to
the high frequency component of the bus voltage fluctuation, and
using HEB to compensate the insufficient power of HPB to realize
the optimization of HEB charge-discharge current, so as to
effectively reduce the number of HEB charge-discharge mode
change and prolong its service life; 3) reducing the dependency on
communication among HES modules, thus improving the

FIGURE 16 | Experimental results of DC microgrid in renewable energy generation: (A) Renewable energy output; (B) Bus voltage; (C) High-Energy Battery SOC;
(D) High-Power Battery SOC; (E) Output power of High-Energy Battery; (F) Output power of High-Power Battery).
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reliability of DCmicrogrid in island mode. However, this method
does not take into account the impact of energy storage element
aging, such as SOC estimation errors and reduced maximum
output power due to declining energy storage life. How to
consider these aspects under the condition of minimal
communication requirements will be the focus of future research.
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Study of Voltage Sag Detection and
Dual-Loop Control of Dynamic Voltage
Restorer
Shuzheng Wang*, Shaowen Zhang and Xianyun Li

School of Electric Power Engineering, Nanjing Institute of Technology, Nanjing, China

Voltages sags have become the major issue that prevents the customers from getting
high-quality power supply, and the dynamic voltage restorer (DVR) is considered an
effective way to solve this issue. In this work, a method for voltage sag detection
implemented in the time-domain is firstly addressed, which features highly accurate
and fast response. Then, the dual-loop voltage–current control for the DVR is
intensively investigated. Specifically, the optimal tuning of the inner current loop to
achieve the maximum active damping is approached, and the voltage controller
implemented in the discrete-time is developed. Tuning of the voltage loop based on
critical damping is also approached, which features reduced settling time and avoidance of
overshoot. The simulation and experimental results have verified the effectiveness of the
proposed method for detection and management of voltage sags.

Keywords: voltage sags, dual-loop control strategy, active damping, critical damping, discrete-time domain

1 INTRODUCTION

It has been reported that according to the statistics, voltage sags, which can cause enormous
economic loss every year, account for over 70% of the cases that give rise to the power-supply
deterioration, resulting in severe complaints from the customers (Nagata et al., 2017; Parreño Torres
et al., 2019; Han et al., 2020). In other words, voltage sags have become the major issue that prevents
consumers from getting the uninterrupted and high-quality power supply.

Many literature studies have been devoted to the control and management of voltage sags for a
long period of time (Jowder, 2009; Nagata et al., 2017; Parreño Torres et al., 2019; Gontijo et al., 2020;
Han et al., 2020). Presently, among the proposed methods, the dynamic voltage restorer (DVR),
which is connected between the grid and the load, has been commonly considered an effective and
economical way to solve the issue of voltage sags, and a high-quality power supply can be expected.
The basic idea of DVR is to generate the compensation voltage through the power-electronics–based
converter, so as to keep the load-side voltage unaffected when sags occur on the grid-side voltage.
Consequently, the fast and accurate voltage sag detection and the effective voltage regulation strategy
are of almost importance to the DVR to achieve a high level of performance.

With regard to sag detection, many methods have been developed from either the time- or
frequency-domain, such as the Kalman filter (Cisneros-Magaña et al., 2018), fast Fourier transform
(Wang Y et al., 2019), wavelet transform (Hu et al., 2020), and approaches based on instantaneous
reactive power theory (Pradhan and Mishra, 2019; Tu et al., 2020; He et al., 2021). Specifically, it has
been proved that both the output speed and the accuracy of the Kalman filter are related to the system
model, and there is also convergence issue which can result in an unstable response. Alternatively,
methods based on the Fourier or wavelet transforms require historical data, resulting in heavy
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computation burden which is, therefore, unacceptable for real-
time signal implementation with a commercial digital signal
processor (DSP) or microcontroller unit (MCU). Although this
issue can be avoided with the employment of a sliding window as
addressed by Wang J et al. (2019), it has, however, been proved
that there are also stability and high-frequency noise
amplification issues, which need careful considerations for the
practical implementation with a DSP or MCU. The method based
on instantaneous reactive power theory is suitable for a three-
phase system and has, in fact, been studied and implemented in a
lot of literature studies, such as He et al. (2021) and Pradhan and
Mishra (2019). This kind of method, however, has a blind zone
for the detection of unbalanced voltage drops.

On the contrary, for the DVR, the LC filter is commonly
employed at the output terminal of the converter. This can put a
great challenge to the system’s overall control since the LC filter
has resonance phenomenon and causes stability problem (Wang J
et al., 2019; Naidu et al., 2019; Bajaj, 2020; Xiong et al., 2020).
Although various passive methods, for instance, connecting
resisters in parallel or series with the capacitor, have been
developed and can be employed to increase the system’s
physical damping, this kind of method is however not
preferred, since it can further cause other issues, such as
increase in power loss and deteriorated filter effectiveness for
high-frequency voltage harmonics (Pal and Gupta, 2020; Vo Tien
et al., 2018). On the contrary, the counterpart, i.e., active damping
methods, is realized by modifying the control structure, which
can avoid the aforementioned issues faced by the passive
methods, and has therefore been intensively investigated in
recent years (Suppioni et al., 2017; Liu et al., 2018; Roldán-
Pérez et al., 2019; Liu et al., 2021; Xiong et al., 2021).
Specifically, the following two types of control strategies: 1)
single-loop voltage and 2) dual-loop voltage–current control,
can be employed to achieve enhanced active damping.
Nevertheless, it has been addressed that the single-loop voltage
control method suffers from the issues of poor stability and
constrained loop-bandwidth, which can result in an oscillatory
and slow transient response of the output voltage. Hence, this
approach is not preferred for high-performance applications,
although it has the merits of simple structure and easy
implementation.

Alternatively, the dual-loop control method, in which
additional active damping can be achieved by incorporating
the current loop, has been proved to have improved
performance compared to that of the single-loop control
method. Hence, numerous studies have been dedicated to the
analysis and tuning of the current loop. Commonly, the
frequency response analysis is employed in these studies,
where the bandwidth of the voltage loop is tuned to be one-
fifth to one-tenth of that of the current loop, which is a rule of
thumb for a common dual- or multi-loop control structure for
grid-following converters. This rule is however not applicable for
the dual-loop regulated DVR, since the objective of the current
loop is to improve damping, instead of signal tracking where
bandwidth is concerned. Hence, the explicit guidance for tuning
of the current loop needs to be clarified, which is approached in
this work. Also, based on the equivalent plant which is damped

with the current loop, a voltage controller implemented in the
discrete-time domain is developed, which features fast response
and avoidance of overshoot.

To do that systematically, the rest of this work is organized as
follows: Section 2 begins with the description of the basic
principle of DVR succinctly, and then based on signal
reconstruction, a method for voltage sag detection in the time-
domain is developed, which features low settling time, high
accuracy, and frequency adaptive characteristic. The inner
current loop is addressed in Section 3, with the objective of
obtaining the maximum active damping. The developed discrete
voltage controller is addressed in Section 4, in which the tuning of
the voltage loop based on optimization of settling time and
overshoot is also addressed. The simulation and experimental
verifications are presented in Section 5, before concluding the
findings in Section 6.

2 PRINCIPLE OF DVR AND VOLTAGE DROP
DETECTION

As shown in Figure 1, the load-side voltage VLoad can be
expressed as the superposition of the grid-side voltage VGrid

and the compensation voltage VDVR, which can be expressed
as follows:

VLoad � VGrid + VDVR. (1)

In this manner, when a fault occurs in the main grid or
adjacent transmission line, the voltage drop can occur on the
grid-side voltage VGrid. The DVR detects the voltage sag and
injects the compensation voltage VDVR to the grid through the
coupling transformer. In this manner, the load-side voltage VLoad

remains stable and the voltage supply for the sensitive load is
unaffected.

According to the Fourier theory, the periodic grid voltage can
be expressed as the sum of different frequency signals, which can
be expressed as follows:

υx � ∑∞
h�1

υhx

� A1 sin(ω1t + θl1)︸�������︷︷�������︸
υ1x

+A2 sin(2ω1t + θl2)︸�������︷︷�������︸
υ2x

+ · ··, (2)

where ω1 is the grid frequency and Ah, θlh are the amplitude and
initial phase of υhx, respectively. Also, the fundamental voltage υ1x

FIGURE 1 | Voltage sag compensation of the DVR.
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can be expressed as the sum of two orthogonal signals, which is
shown as follows:

υ1x � hx sin(ω1t + θ1) + hy cos(ω1t + θ1), (3)

where θ1 is the initial value of the phase for implementation,
which has no impact on the output value of υ1x, while the
expressions of hx and hy are expressed as follows:

hx � A1 cos(θl1 − θ1),
hy � A1 sin(θl1 − θ1). (4)

It can be noted that θl1, θ1, and Ah are constant; hence, hx and
hy are dc signals. In order to obtain their values, the following
derivations are performed:

υx × sin(ω1t + θ1) �

1
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣A1 cos(θl1 − θ1)︸������︷︷������︸
hx

+F(ω1, 2ω1, 3ω1, · · ·)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (5)

υx × cos(ω1t + θ1) �

1
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣A1 sin(θl1 − θ1)︸������︷︷������︸
hy

+F(ω1, 2ω1, 3ω1, · · ·)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (6)

Combining Eqs 2–5, the structure for the detection of the
fundamental voltage υ1x can be obtained, which is shown in
Figure 2, where H(z) is the low-pass filter.

From Eqs 4, 5, it can be observed that the frequency of the
alternating signals is multiple of the fundamental frequency.

Therefore, in this work, a finite impulse response (FIR) filter is
employed, whose expression is shown as follows:

H(z) � 1
n
· 1 − z−n

1 − z−1
, (7)

where n is the number of sampling points within a period of the
grid voltage. For comparison, the magnitude responses of the FIR
filter and Butterworth filter Butt(a, b) are illustrated in Figure 3,
noting that a is the order and b is the cutoff frequency of the filter.
It can be noted that the amplitude of the FIR filter at the
fundamental frequency ω1 as well as the high frequencies hω1

is zero. Hence, the alternating signal in Eqs 4, 5 can be canceled
completely with the FIR filter of Eq. 7. On the contrary, the
magnitude response of Butt(a, b) presents a monotonic
characteristic. However, it can be observed that the gains at
the lower frequencies are non-zero, which can further result in
poor accuracy of dc signal detection in Eqs 4, 5.

It should be mentioned that the output accuracy of Butt(a, b)
can be improved by reducing the cutoff frequency b. This is,
however, at the cost of the reduction of the bandwidth for the
filter, leading to a slow transient response. As shown in Figure 4
where the step response of different filters is illustrated,
comparing Butt(2,30), the settling time is much extended for
the case of Butt(1,10) and Butt(2,10). Alternatively, the fastest
response can be obtained with the employment of FIR filter, and
no overshoot can be observed.

FIGURE 2 | Detection of the fundamental voltage.

FIGURE 3 | Frequency response of the LPFs.

FIGURE 4 | Step response of the LPFs.

FIGURE 5 | Frequency adaption for the FIR filter.
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From the above analysis, it can be concluded that, from the
viewpoint of accuracy and speed of detection of hx and hy in Eqs
4, 5, the performance of FIR filter is superior to that of Butt(a, b).
The main shortcoming of employing the FIR filter (7) is the
storage requirement, which is, commonly, RAM for
microprocessors. The next step is to achieve frequency
adaption for the FIR filter, since the grid voltage ω1 can vary
within a certain range. In this work, the order n of FIR is
dynamically adjusted according to the real value of ω1 which
is obtained with a frequency locked loop. As shown in Figure 5,
the maximum error is 0.25% approximately.

In this manner, with the developed method illustrated in
Figure 2, the fundamental grid voltage can finally be obtained,
whose amplitude and phase are employed for voltage sag
identification. It should be noted that the developed method
can be employed for either three- or single-phase configuration,
although only the three-phase one is taken as an example for
analysis in this work.

3 OPTIMAL ACTIVE DAMPING TUNING OF
THE INNER CURRENT LOOP

In Figure 6, the main circuit and the corresponding dual-loop
control method of the three-phase DVR are both illustrated. The
dc bus voltage can be supplied by either a rectifier or an energy
storage system. Hence, a dc source Vdc can be assumed for
simplicity here. The output of the converter is connected to the
LC filter, where L is the inductor, C is the capacitor, and RL is the
equivalent resistor which is employed for emulating the power
loss of the converter. After the filter, the voltage is fed to the
coupling transformer shown in Figure 1. The reference voltage
Vref

αβ is the detected voltage sag, which is compared with the

measured capacitor voltage. The error signal is fed to the voltage
controller, whose output is the reference of the inner current loop.
It should be noted that either the capacitor current iC or the
inductor current iL can be measured and fed back for regulation.
The difference of feeding back of iC and iL lies in that iL can be
employed for the overcurrent protection of the converter. In this
work, the inductor current is employed since it can be adopted for
overcurrent protection of the converter.

For better illustration, the dual-loop control method is further
depicted in Figure 7, where Vref represents the reference voltage
(either Vref

α or Vref
β ), GV(z) is the voltage controller, K is the

current loop proportional gain, z−1 is the one-sampling delay, and
VPWM is the modulation signal. It should be noted that the case of
RL � 0 is employed here, in order to emulate the worst case
without any physical damping.

The modulation signal VPWM is updated at each sampling
point and kept constant during the sampling period. Hence, the
zero-order holding method is employed for discretization here.
Combining Figure 7, the transfer function of the output voltage V
related to the current reference Iref can be derived as follows:

GV
PL(z) �

V(z)
Irerf(z)

� K · [1 − cos(ωres · Ts)] · (z + 1)
z3 − 2z2 cos(ωresTs) + b1 · z − K

ωresL
sin(ωresTs)

,
(8)

FIGURE 6 | Main circuit of the DVR and the related dual-loop control
method.

FIGURE 7 | Block diagram of the dual-loop control method.

FIGURE 8 | Root locus and active damping of the plant when K varies,
where (A) shows the root locus and (B) shows the plot of K vs ξ.
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where b1 � 1 +K/(ωresL) · sin(ωresTs), Ts is the sampling period,
and ωres �

������
1/(LC)√

is the LC resonance frequency.
Recalling Figure 7, it can be observed that Eq. 8 is actually

the equivalent plant of the voltage controller. Since the
inclusion of the current loop is for active damping, the
damping characteristic of Eq. 8 is investigated. As shown in
Figure 8A, with the increase of K, the conjugate poles p2,3

ol
which are located on the unit circle and related to the filter
resonance move inside of the unit circle, and the damping ξ
increases gradually, as shown in Figure 8B. For the case of
K�Kopt � 1.1 of ω2

res, the active damping ξ reaches the
maximum value of 0.19. With the further increase of K, the
pole moves to the unit circle, and the active damping ξ
decreases instead. When K�Kmax � 2.5, the poles cross the
unit circle, resulting in a non-minimum phase system. This
certainly should be avoided. From the above analysis, it can be
concluded that, for the optimal gain of K�Kopt � 1.1, the
maximum active damping can be achieved for the
equivalent plant.

4 THE DEVELOPMENT OF VOLTAGE
CONTROLLER IN THE DISCRETE-TIME
DOMAIN
In order to have zero steady-state error signal tracking of the
sinusoidal waveform, the following analysis is performed in
the synchronous reference frame (SRF). Hence, with the
replacement of z with z � zejω1Ts in Eq. 8, the equivalence
of the voltage controller in the SRF can be obtained. With the
substitute of the optimal gain Kopt for (8), the distribution of
poles of the equivalent plant for the case of ω2

res is depicted in
Figure 9, as illustrated with the solid circle “C.”

Observing Figure 9, it can be noted that, with the optimal
damping of Kopt, the damping ξ of the poles on branch① is unity;
however, the damping of the other poles p2,3

ol located on branches
② and ③ is only 0.19, which can be observed from Figure 8B.
Therefore, the equivalent plant actually features a weak damping
characteristic, even with the optimal active damping gain Kopt

employed.

With the objective of canceling the above weak damping poles,
in this work, a voltage controller is developed, whose transfer
function is shown as follows:

GSRF
V (z) �

KV · z
3e−j3ω1Ts − 2z2e−j2ω1Ts · c + (1 + a)ze−jω1Ts − a

z2 · (z − 1) ,
(9)

where c � 2e−j2ω1Ts cos(ωresTs), a � Ksin(ωresTs)/(ωresTs), and
KV is the controller gain. It can be noted that Eq. 9 achieves the
pole zero cancellation with the equivalent plant (8), and the
denominator of Eq. 9 provides infinite open-loop gain for the dc
signal in the SRF, which equivalently achieves infinite gain for the
ac signal alternating at ω1 in the stationary reference frame,
resulting in zero steady-state tracking error for the sinusoidal
signal.

5 TUNING OF THE VOLTAGE LOOP WITH
THE EMPLOYMENT OF THE DEVELOPED
CONTROLLER BASED ON CRITICAL
DAMPING

Combining (8), (9), and Figure 7, the open-loop transfer function
of the voltage loop can be derived. Then, by varying the controller
gain KV from zero to infinity, the root locus of the voltage loop
can be obtained, as shown in Figure 10. It can be noted that, for
lower values of KV, the closed-loop poles on branches ① and ②

are initially on the real axis and move toward the unit circle with
the further increase of KV, while for higher values of KV, the poles
on both ① and ② can move outside of the circle, resulting in an
unstable response of the voltage loop.

Nevertheless, the damping and magnitude of the poles
obtained from the discrete root locus analysis are not
straightforward as those derived in the continuous-time
domain. Hence, the damping and magnitude of the
equivalence of the poles in the continuous-time domain are
employed for analysis, which can be expressed as follows:

FIGURE 9 | Pole distribution of the equivalent plant in the SRF for
K�Kopt.

FIGURE 10 | Root locus diagram of the voltage loop with the
employment of the developed controller.
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ξ �
������������������������

1{arctan(Im(pzcl)
Re(pzcl)) · 1

ln
∣∣∣∣pzcl∣∣∣∣}2

+ 1

√√
(10)

and

∣∣∣∣pcl

∣∣∣∣ � ln
∣∣∣∣pz

cl

∣∣∣∣
Ts

, (11)

where pz
cl is the pole in the z-domain, ξ is the damping, and |pcl| is

the equivalent magnitude in the s-domain.
For better illustration, the damping ξ and magnitude |pcl|

of the poles in Figure 10 are further calculated, and the plots
of Kv vs ξ and Kv vs |pcl| are depicted in Figures 11A,B,
respectively. To begin with, as shown in Figure 11A, for
KV<Kopt V, unity damping is achieved for both poles p1,2

cl ,
and the magnitude of p2

cl is much lower than that of |p1
cl|. As a

result, p2
cl is the dominant pole, and the voltage loop is

overdamped in this case. As a result, a monotonically
rising step response can be expected. In particular, for KV

� Kopt V, it can be noted that |p1
cl| � |p2

cl| from Figure 11B,
and unity damping is valid for both poles. With the further
increase of KV, the damping of p1,2

cl decreases sharply,
resulting in overshoot in the step response. Therefore, the
voltage loop is critically damped for the case of KV � Kopt V.

However, for KV>Kopt V, the magnitude of |p1,2
cl | increases

overall, while the added value is relatively limited. However, in
this case, the damping ξ of both poles p1,2

cl decreases sharply,
resulting in deteriorated performance, which is certainly
undesired.

Form the above analysis, it can be concluded that, for KV � Kopt
V, the possible maximum magnitude of both p1,2

cl can be achieved.
Besides, in this case, the unity damping for p1,2

cl is valid.
Consequently, the voltage loop is critically damped, which
means minimum settling time with the avoidance of overshoot
for the step response can be expected.

6 SIMULATION AND EXPERIMENTAL
RESULTS

To verify the effectiveness of the developed method for voltage
sag detection and the controller for voltage regulation of DVR, the
simulation is performed in Matlab/Simulink. In particular, the
parameters are shown as follows: the filter inductance of 0.4 mH,
the filter capacitor of 180 uF, the switching frequency of i5 kHz,
the sampling frequency of 10 kHz, and the grid line voltage of
380 V.

FIGURE 11 | Curve of (A) Kv vs ξ and (B) Kv vs |p|.

FIGURE 12 | Simulation results of (A) single-phase, (B) dual-phase, and
(C) three-phase voltage sag compensation for the DVR.
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In Figure 12, the simulation results for the single-phase, dual-
phase, and three-phase voltage sags of 40% are illustrated, where the
grid-side voltage, the load-side voltage, and the DVR voltage are
represented as VGrid, VLoad, and VDVR, respectively. It can be noted

that, for the three evaluated cases, the DVR can generate the required
voltagewithin 2ms approximately, and no overshoot can be observed.
In this manner, the load-side voltage remains unaffected and a high-
quality power supply can be guaranteed.

The experimental setup is shown in Figure 13, whose parameters
are the same as those addressed for simulation. The rated capacity of
the setup is 100 kVA. The digital controller is a TMS320F28346 DSP
and a EP3C25 FPGA, and the DSP is responsible for the calculation
and data process, while the FPGA is employed for logic management
and protection. Also, the measuring equipment includes a DL850
ScopeCorder and several P5200 differential probes.

The experiment is performed for different voltage sag sceneries. To
begin with, the single-phase voltage sag of 40% is investigated. As
shown in Figure 14, it can be noted that the DVR compensation
voltage has a fast response with no overshoot, which is in good
agreement with the theoretical findings addressed before. In this
manner, the load-side voltage is stable regardless of the sag on the
grid-side voltage.

Also, the case of dual-phase voltage sag of 40% is addressed. The
experimental result is shown in Figure 15, where it can be observed
the settling time is about 2ms with no overshoot, which agrees with
the analytical findings addressed before.

Finally, the case of voltage sag for the three-phase voltage is
investigated. As shown in Figure 16, the amplitude of the three-
phase voltage sag is 40% simultaneously, and the compensation
voltage is fast and accurate, and a similar conclusion to that of the
single- and dual-phase voltage drops can be drawn, i.e., reduced
settling time and avoidance of overshoot. It should be emphasized
that if non-linear loads are considered, the load-side voltage can
be distorted by the high-frequency harmonic currents, since the
voltage controller developed in this work is employed for
handling the fundamental frequency voltage.

7 CONCLUSION

In this work, the DVR for voltage sag compensation is intensively
addressed. Amethod implemented in the time-domain for voltage sag

FIGURE 13 | Experimental setup for voltage sag compensation.

FIGURE 14 | Experimental results of single-phase voltage sag
compensation.

FIGURE 15 | Experimental results of dual-phase voltage sag
compensation.

FIGURE 16 | Experimental results of three-phase voltage sag
compensation.
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identification is developed, which features fast response, high
accuracy, and frequency adaptive characteristic. Then, the dual-
loop voltage–current regulation for the DVR is approached, where
the optimal tuning of the current loop to achieve themaximum active
damping is addressed. Also, a discrete voltage controller is developed,
and tuning of the voltage loop based on critical damping is lastly
addressed, which can be employed to achieve a fast response and
avoidance of overshoot for output voltage regulation.
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Multi-Time Scale Harmonic Mitigation
for High Proportion Electronic Grid
Lian Suo1, LiJuan Lin2, Licheng Xing2* and Qingquan Jia2

1Key Laboratory of Power Conversion, Transmission and Control of Inner Mongolia Normal University, Jinchuan Industrial Park,
Economic and Technological Development Zone, Hohhot, China, 2School of Electrical Engineering, Yanshan University,
Qinhuangdao, China

As new energies integrated into grid, the harmonics in the grid are more serious, and the
Voltage Detection Active Power Filter (VDAPF) has been used as the mitigation equipment
to solve the harmonic problems in power electronic distribution network. The global
optimization method generally utilizes 15 min to mitigate harmonic which is named long-
time-scale, and it is impossible tomitigate harmonic timely. This paper studies amulti-time-
scale harmonic mitigation method which adds 5min prediction to the global optimization
method which is named multi-time-scale. The objective is to correct the deviation of
harmonic caused by the long-time-scale harmonic prediction error. This paper utilizes
MPC to predict the amplitude and phase variation of the harmonics in short time scale, and
utilizes distributed VDAPF to optimize harmonic in long time scale. The IEEE 33 nodes
system was used as an example to conduct a comparative analysis of mitigation effects in
two different harmonic injection scenarios which injected separately 10 and 20%. The
results shows that the mitigating effect of the global optimization method is limited under
two different harmonic injection scenarios, and it needs to combine with short time scale
harmonic prediction information to ensure the effectiveness and rationality of the mitigation
results. When the harmonic current fluctuates, there are unqualified voltage distortion
nodes in each region, and the voltage distortion rate is larger. But the MPC can change
harmonic prediction in a short time, so every harmonic of each VDAPF conductance values
is set bigger, and harmonic conductance of the higher harmonics is relatively lower.

Keywords: multi-time scale predictive, VDAPF, harmonic mitigation, MPC, high proportion clean energy

1 INTRODUCTION

The harmonics on the power grid reduce the life of power supply equipment; and nowadays a new
situation has emerged from the power grid, that is a large number of new energies such as
photovoltaics and wind power are used to distribution network (Yang et al., 2017; Xie et al.,
2021), and new elements such as controllable load, distributed power generation, distributed energy
storage, and electric vehicles were used (Munir et al., 2020). This forms a power electronic
distribution network. Literature (Munir et al., 2019) proposes to improve the performance of
harmonic control through the cooperation of multiple APFs. Literature (Chen et al., 2017) proposed
a parallel APF with selective closed-loop control to achieve compensation for the harmonic voltage at
the common connection point. Literature (Lee et al., 2008) proposed a droop control strategy for
multiple distributed APFs operating in parallel. Literature (Tian et al., 2020) studies the optimal
configuration method of distributed VDAPF for the decentralized harmonic problem of distribution
network. However, a trend of harmonic dispersion and network-wide diffusion has been formed due
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to the diversification of equipment types and characteristics, and
the complexity of disturbance distribution (Ebrahimzadeh et al.,
2019; Wang et al., 2019; Artale et al., 2021).

In response to this situation, a distributed global optimization
for harmonics on the grid side was proposed, which used the
strategy of combining global optimization and local control to
achieve distributed harmonic mitigation. This method aims at the
overall optimization of the voltage distortion of all nodes of the
distribution network, and solves the global optimizationmodel by
establishing the objective function and constraint conditions of
the power electronic distribution network, so as to obtain the
optimized parameters of VDAPF at operating point in the long-
term scale. However, long-term global optimization is based on
short-term harmonic prediction, and prediction errors are
inevitably present, which may lead to deviation from long-
term global optimization solutions. In order to correct the
deviation from harmonic caused by the long-time-scale
harmonic prediction error. This paper used the prediction in
short-time-scale based on the model predictive control (MPC) to
make up for the shortcomings of the long-time-scale global
optimization. The long-time scale global optimization method
which combined with the short-time scale optimization is called
the multi-time scale harmonic optimization method.

2 MODEL AND PARAMETERS SETTING

2.1 Harmonic Equivalent Circuit of Power
Electronic Distribution Network
The harmonic Norton equivalent model is used to characterize
the model of the distributed harmonic source of the distribution
network. The equivalent parameters of each model are received
by experiment. The power electronic distribution network can be
represented by the system network shown in Figure 1. The
equivalent harmonic injection and linear load of each node
can be represented by Norton circuit, and it is approximately
considered that the scattered harmonic sources distributed
among each node are not affected by the node voltage.

In Figure 1, the conductance to ground for each VDAPF which
connected to parallel on the node is expressed by the harmonic
conductance. The power branch of the large power grid side is
equivalent to the harmonic impedance to ground. Taking the hth
harmonic circuit as an example, ZS,h is the equivalent harmonic

impedance of the power supply on the large grid side, and Ih,n is the
hth harmonic current of the harmonic source n, and gm is the
equivalent harmonic conductance of mth VDAPF, and im is the
harmonic compensation current injected by mth VDAPF.

2.2 Harmonic Optimization Method on Long
Time Scale
2.2.1 Global Optimization Objective Function
The data monitoring and collection system of distribution network
generally collects data every 15 min, and the active and reactive
power dispatching of the distribution network usually takes 15 min
as the dispatching period (Xia et al., 2019; Zhao et al., 2019).
Therefore, the long-time scale optimization takes 15 min as the
time granularity. It considers the overall optimization of power
quality at the nodes in the entire network, and it takes harmonic
conductance values of VDAPF at distributed and parallel
connected nodes as the optimization variables. The weight
coefficient cn corresponding to different nodes is set to
characterize the degree of requirements for the power quality.

This paper introduces the node sensitivity factor α, whose value
reflects the sensitivity about voltage distortion of the load
equipment which is connected to nodes. The larger the value of
α, the higher requirement for distortion of the node. As shown in
Eq. 1, the weight coefficient of the node is defined by the proportion
of the sensitivity factor of the known nodes in all the nodes.

cj � αj∑N
j�1

αj

(1)

In the formula, αj is the load sensitivity factor of node j, and its
value can be set and adjusted according to actual situation, and N
is the total number of system nodes.

Considering the difference in the weight coefficients of different
nodes, the objective function of long-term global optimization are
set as the weighted summation of the harmonic voltage distortion
rate of the nodes. The calculation formula is shown in Eq. 2.

fTHD � min∑N
j�1

cj · THDj (2)

In the formula, fTHD is the objective function of global
optimization; cj is the weight coefficient of node j, whose
magnitude can be obtained by Eq. 1; THDj represents the total
voltage distortion rate of node j, which is calculated by Eq. 3.

THDj �

�����∑
h�2

∞
U2

h,j

√
U1,j

× 100% (3)

In the formula, U1,j is the effective value of the fundamental
wave’s voltage at node j; Uh,j is the effective value of the voltage of
h-order harmonic at node j, which can be calculated by the
h-order harmonic power flows.

2.2.2 Global Optimization Constraints
During the harmonic compensation process of VDAPF, the
maximum compensation amount cannot exceed the rated
capacity limit. That expressed as Eq. 4.

FIGURE 1 | System harmonic equivalent circuit.
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SAPF,ci ≤ S0APF,ci (4)

In the formula, SAPF,ci are the actual total harmonic
compensation capacity of the ci VDAPF; S

0
APF,ci are the rated

capacity of the ci VDAPF.
The compensation capacity SAPF,ci can be calculated by Eq. 5.

SAPF,ci �
��������������
∑∞
h�2

(Gh,ci × Uh,ci)2
√√

(5)

In the formula, Gh,ci are the values of hth harmonic
conductance of VDAPF, and Uh,ci are the hth harmonic
voltages of the VDAPF node. The particle swarm optimization
(PSO) has fast solution speed and few parameters. The particle
updates its speed and position according to Eq. 6.

Vk+1
i � ωVk

i + c1r1(Pk
besti − Xk

i ) + c2r2(gkbest − Xk
i )

Xk+1
i � Xk

i + Vk+1
i

(6)

In the formula, Vk+1
i represents the particle velocity of particle

i in the k+1 iteration; Xk+1
i i represents the position of particle i in

the k+1 iteration; Pkbesti and gkbesti respectively represent the
particle i at individual optimal position and global optimal
position at the k iteration; ω is the inertia weight; c1 and c2
are respectively the individual learning factor and the group
learning factor; r1 and r2 are random values between [0, 1].

The inertia weight when the particle update velocity needs to
be increased successively with the number of iterations, the
inertia weight shown in Eq. 7 changes from the maximum to
the minimum.

ω � ωmax − tp(ωmax − ωmin)
tmax

(7)

The steps to improve the PSO algorithm are:

1) Initializing the conductance value and the change rate of each
harmonic conductance of VDAPF;

2) Comparing the objective function’s values of all conductance
under different harmonics and getting the corresponding
optimal conductance value;

3) Updating the conductance value and the change rate
according to current inertia weight value;

4) Performing the next iteration calculation;
5) Setting the error threshold or the number of iterations as the

iteration termination condition. If one of them is met, the
iteration will be terminated and the final global optimal
conductance value will be obtained; otherwise, return to
step (4).

2.3 Multi-Time Scale Rolling Optimization
According literature (Zhang et al., 2017; Huang et al., 2019; Yan
et al., 2019), the time granularity of the daily active and reactive
power dispatching of the distribution network is generally
maintained at the minute level, such as 1–5 min. Therefore,
the short-time-scale prediction choose 5 min. The rolling
optimization method is an optimization method which

combined 5 min prediction and the long-time scale
optimization. Its feature is to perform the rolling optimization
of the local control operating characteristic parameters based on
the short-term prediction of the harmonic current.

Themodel predictive control (MPC)method was used in short-
time scale current prediction. Its characteristic is to solve the
optimization model in a finite time domain according to the
objective function and the constraints. In the vector of the
obtained optimal solution, the first decision variable is taken as
the optimal decision for on the current period. The optimization
task of each sampling time is performed according to this cycle,
and a new objective function is obtained according to the updated
measurement information, and the solution is updated.
Combining the control method and optimization objective of
the VDAPF local controller of the zone, the difference between
the actual voltage and the reference voltage of each node in the
zone is controlled firstly. That is to make the difference between
actual harmonic voltage and reference value of the harmonic
voltage smallest in time domain. For the hth harmonic, the
objective function J is shown as Eq. 8:

J � min∑N
j�1

∣∣∣∣∣Uh
j − Uhp

j

∣∣∣∣∣ (8)

In the formula, Uh
j is the actual hth harmonic voltage of node

j, and Uh*
j is the reference voltage of hth harmonic of node j.

The constraints during the solution process are shown in Eq. 9.

Uh
j ≤U

h
jmax (9)

In the formula, Uh
j max is the limit voltage of each harmonic.

Based on current state and system model, the rolling method
cycle of a limited time domain, and updates the forecast
information and operating status in the future scheduling
cycle. Then it re-optimizes in the current rolling window, and
executes results of scheduling decisions.

2.4 Parameters Setting
In order to verify the effectiveness of the harmonic distributed
optimization method based on the combination of VDAPF global
optimization and local control, IEEE 33-nodes distribution
network system is taken as the example.

According literature (Zhou et al., 2015), the electrical load
connected to each node contains a variety of sensitive loads,
and different equipment is divided into four levels by the
sensitivity of equipment voltage sags. The weight coefficient cj
of each observation node is set to represent the degree of voltage
distortion, and is reflected in the proportion of voltage distortion in
the total objective function in the optimization process. For the
nodes which connected to electric sensitive load, the sensitivity
factors of nodes 4, 23, and 28 is setting to 10, 9, and 7, and the
sensitivity factors of other nodes is setting to 1. The weight
coefficient of each node is shown in Table 1.

Long-term scale PSO parameters: the maximum inertia weight
ωmax is 1.4; the minimum inertia weight ωmin is 0.4; the initial
value of the learning factor is 2; the particle swarm size is 400, and
the maximum number of iterations is 150.
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3 RESULTS AND DISCUSSION

3.1 Results of Two Scenario
Since the affection of harmonic are different, this paper considers
two different harmonic injection scenarios which injected 10 and
20%. The global optimization results of the equivalent
conductance of each harmonic of the VDAPF at each control
node in Scenario 1 and Scenario 2 were shown in Tables 2, 3.

In scenario 1, the harmonic conductance values of VDAPF can
be seen from Table 2. The conductance value of higher-order
harmonic is smaller than the lower-order. For example, the 13th
and 11th harmonic conductance values of the control nodes 13
and 24 are smaller than the 5th and 7th harmonic conductance
values; the 13th harmonic conductance value of the control node
29 is smaller than the harmonic conductance values of other
control nodes; and the conductance value of the 13th harmonic of
node 5 is small. Because the low-order harmonics injected into
the network by the harmonic source such as the 5th and 7th
harmonics have larger amplitudes, while the content of higher-
order harmonics is less. Since the equivalent harmonic
conductance of VDAPF characterizes the intensity of
harmonic control, the content of low-order harmonics in the
network is relatively high, and the corresponding harmonic
conductance value is relatively large, so greater control
intensity is required for low-order harmonics.

In Table 3, the harmonic conductance value of VDAPF also
follows the same law, that is the conductance value of higher-
order harmonic is smaller than the lower-order. Because the
overall harmonic current injection of scenario 2 is larger than that

in scenario 1, and the resulting harmonic pollution is also more
serious. At the same time, it also satisfies that the injection
amplitude of high-order harmonic current is smaller than that
of low-order harmonic current injection. Similarly, the equivalent
harmonic conductance of VDAPF characterizes its treatment
strength. Therefore, under the same network parameters, more
serious harmonic pollution requires more treatment to smooth
the harmonic current injection.

Comparing the harmonic conductance optimization results of
scenario 1 and scenario 2, it can be concluded that the harmonic
conductance value of the VDAPF in scenario 1 is generally
smaller than the value of scenario 2. Because the harmonic
pollution of scenario 2 are more serious than scenario 1, and
stronger treatment is required, and the harmonic conductance
value represents the intensity of VDAPF’s treatment of
harmonics. The greater the harmonic conductance, the greater
the required intensity of harmonic control. Therefore, under the
requirements of the same harmonic voltage limit, the VDAPF
needs to output more control amounts under the scenario of
more serious harmonic pollution.

3.2 Comparison of Multi-Time Scale Rolling
Optimization and Global Optimization
Results

Option 1: Distributed global optimization method used in this
paper based on the voltage detection type APF grid-side.
Option 2: Decentralized local harmonic control method based
on current detection type APF.

The results of voltage distortion rate of each node before and
after mitigation in two scenarios are shown as Figures 2, 3.

The voltage distortion of each node is compared, and the
comparison results under scenario 1 and scenario 2 are shown in
Figures 4, 5, respectively.

For Scenario 1, when a 10% fluctuation occurs to the
harmonic current injection, the harmonic voltage distortion

TABLE 1 | Weight coefficient of each node.

Node number Weight coefficient

4 0.179
23 0.156
28 0.125
Else 0.018

TABLE 2 | Global optimization results of VDAPF harmonic equivalent conductance under scenario 1.

Node 5th harmonic conductance
reference value/S

7th harmonic conductance
reference value/S

11th harmonic conductance
reference value/S

13th harmonic conductance
reference value/S

5 0.51 0.32 0.42 0.34
13 0.62 0.42 0.34 0.24
24 0.53 0.31 0.22 0.13
29 0.44 0.61 0.52 0.34

TABLE 3 | Global optimization results of VDAPF harmonic equivalent conductance under scenario 2.

Node 5th harmonic conductance
reference value/S

7th harmonic conductance
reference value/S

11th harmonic conductance
reference value/S

13th harmonic conductance
reference value/S

5 0.81 0.63 0.63 0.22
13 0.80 0.61 0.51 0.50
24 0.71 0.44 0.34 0.23
29 0.82 0.82 0.76 0.45
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of each node is aggravated. If the solution to the global
optimization result is still used to manage, it can be seen in
Figure 4 that there are nodes with unqualified voltage distortion
in each partition, such as node 3, node 10, node 22, and node 28.
This verifies that the global optimization results are only feasible
for long-term but the actual harmonic current injection
fluctuates in real time. The fluctuation range after multi-time
scale rolling optimization are smaller than global optimization

method. The multi-time scale optimization method is more
efficient than Global optimization method.

It can be seen from Figures 3–5 that for scenario 2, the
harmonic current injected by the harmonic source load has a
20% fluctuation, and the harmonic voltage distortion of each
node is aggravated also, and global optimization is adopted. As a
result of the solution, the number of nodes with unqualified
voltage distortions in each partition is significantly increased
compared with scenario 1, such as node 10, node 19, and
node 30, which are more serious. It is also verified that the
global optimization results are only for the long-term, and the
actual harmonic current is injected into real-time fluctuations.
The global optimization results need to be combined with the
short-time-scale rolling optimization to ensure the harmonics of
all nodes in each region. The multi-time scale optimization
method is more efficient than Global optimization method.

4 CONCLUSION

This paper proposes a multi-time-scale harmonic optimization
method based on the long-term scale global optimization of the
distributed VDAPF and the short-time scale rolling optimization
of local control. The long-term scale global optimization aims at
the overall optimization of the voltage distortion at all nodes of
the distribution network. It constructs a global optimization
objective function and constraint conditions, and using
intelligent optimization algorithms to solve the global
optimization model. The operating characteristic parameters of
VDAPF are optimized on a short time scale base onMPC, and the
feedback correction is brought in to correct the predict deviation
caused by mitigation error to make the harmonic voltage of every
node always maintained at a qualified level. Through the multi-
time scale optimization, the harmonic control is continuously
revised, and optimized entire nodes of the distribution network. It
provides a grid-side solution for the power electronic distribution
network to optimize the harmonic voltage of the entire
network nodes.

The multi-time-scale optimize method can solve the large
fluctuation problem of harmonic voltage in global optimization
method, but the short-time-scale prediction need more memory

FIGURE 2 | Total voltage distortion rate of each node before and after
mitigation under scenario 1.

FIGURE 3 | Total voltage distortion rate of each node before and after
mitigation under scenario 2.

FIGURE 4 | Comparison results of operating point mitigation between
rolling optimization and global optimization under scenario 1.

FIGURE 5 | Comparison results of operating point mitigation between
rolling optimization and global optimization under scenario 2.
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and calculation. It needs communication on time with control
computer. In addition, this method can efficiently mitigate the
13th and lower harmonic, but the effects about higher harmonic
are not verified in this paper, and that would be studied in
after work.
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Voltage Source Converter–Based
Voltage Stiffness Compensator to
Improve Grid Voltage Dynamics
Lei Shang1*, Chunyi Han1, Xuzhu Dong1, Ye Tian2 and Jianing Liu3

1School of Electrical Engineering and Automation, Wuhan University, Wuhan, China, 2State Grid Liaoning Electric Power Supply
Company, Liaoning, China, 3State Grid Jilin Electric Power Supply Company, Chuanying Power Supply Center, Jilin, China

This study proposes a novel voltage source converter (VSC)-based voltage dynamic
regulatory device based on energy storage and virtual synchronous control, called as a
rotating inertia and voltage stiffness compensator (RIVSC), to enhance grid voltage
dynamics. In the proposed RIVSC, there is no inner cascaded current control, and the
output voltage of the VSC, i.e., inner potential, is directly connected to the grid via a filter.
Stiffness characteristic is featured in the inner potential of the RIVSC by the virtual
synchronous control. On the basis of the stiffness characteristic, the RIVSC can
naturally provide dynamic support for grid voltage. Compared to the traditional
synchronous condenser, the proposed RIVSC is more flexible and contributes less
short-circuit current. Compared to the existing power electronic-interfaced voltage
regulatory device, dynamic support is natural without any time delay, and the
proposed RIVSC can improve the dynamic performance of the grid voltage, which is
helpful to alleviate the temporary overvoltage at the sending terminal. The basic principle,
control methods, and application analysis are presented. Meanwhile, a 10 kW prototype is
set up, and the experiment results validate the feasibility and effectiveness of the proposed
RIVSC on improving grid voltage dynamics.

Keywords: voltage stiffness, rotating inertia and voltage stiffness compensator (RIVSC), voltage dynamic, voltage
regulation, overvoltage

1 INTRODUCTION

With more and more renewable energy generations (RES) integrated into the grid, the equivalent
inertia of the power system declines and the voltage regulation capability is weakened, which
deteriorates the dynamic behavior of grid voltage (Du et al., 2019). Some issues and potential risks are
appearing. The temporary overvoltage risk may raise some cascading failure in the sending terminal
of HVDC with large-scale integration of RESs during lockdown or commutation failure, such as
Qinghai and Gansu in China, and has been published in the study by (Zhao et al., 2016). The large-
scale reactive power compensation is installed at the sending terminal to compensate the reactive
power. However, the local voltage control is not fast enough to reduce the reactive power and leads to
temporary reactive power excess, which is the immediate cause of the overvoltage. In other words, the
temporary overvoltage is reactive power surplus raised by the dynamicmismatch of reactive power in
the regional power grid of the sending terminal (Xue and Zhang, 2017; Liu et al., 2018; Lee et al.,
2020; Varma and Mohan, 2020; Liu et al., 2021).

The shunt capacitor, SVC, and STATCOM are the main reactive power compensations at the
sending terminal. The shunt capacitor is switched on or off with a mechanical switch to compensate
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the inductive reactive power consumed in the power system
(Ramos and Tyll, 1989), which can provide large capacity and
low cost-reactive power compensation, but the reactive power
adjustment is not continuous, and the dynamic response is
limited by the behavior of the mechanical switch. In recent
years, the SVC (Zhang, 2010) and STATCOM (Hou et al.,
2018) are developed as rapid reactive power compensators
with power electronic technology, which has become the main
stream of reactive power compensation due to the excellent
dynamic performance. The local voltage control bandwidth
and gain are attempted an increase for alleviating the
temporary overvoltage, but the control bandwidth and gain of
the voltage control are limited by stability constraint, and too high
gain voltage control may cause some instability (Xiong et al.,
2020), (Huang et al., 2012). A traditional synchronous condenser
(SC) is installed at the sending terminal to alleviate the temporary
overvoltage by its natural dynamic voltage support capability
(Teleke et al., 2008), (Mendis et al., 2014), which is a reluctant
solution. However, the traditional SC is very expensive, inflexible,
and bull. More importantly, large-scale integrations of SC lead to
the short-circuit current exceeding standard.

In recent years, the virtual synchronous control has been
developed for the VSC to emulate the synchronous generator to
cope with the issue of a low-inertia system. In the study by (Zhong
et al., 2014), the synchronverter is proposed and controlled entirely
according to the mechanical and electrical equations of
synchronous generators (SGs) without any assumptions. It is
able to provide the inertial response as SGs but seriously
confine the controllability of VSCs. The virtual synchronous
control based on the second-order motion equation is applied
in DFIG-based WTs to enhance the operation of WTs in a weak
grid and to provide inertial support (Wang et al., 2015), which is
with a simple control structure and clear physical significance, but
it may confront with severe difficulty on fault current limitation
because it is without any current controls. Ref (Cao et al., 2018)
develops a virtual synchronous control with the cascaded AC
current and voltage controls, which is effective to reduce fault
current, but its dynamic support capability by natural response is
weakened. In summary, the virtual synchronous control has been
developed for the improvement of grid frequency dynamics, but
the impact on grid voltage dynamics is still not discussed, and the
specialized reactive power dynamic compensator is still not
reported.

In the study by (Shang et al., 2021a), the impact of the ac
current-controlled VSC is discussed, and the negative effect of the
ac current control on grid voltage is analyzed. In the study by
(Shang et al., 2021b)- (Shang, 2019), a novel idea of compensation
control was proposed to improve the grid frequency and voltage
based on the inertia and stiffness compensation, but the rounded
analysis and fault protection under the grid fault are not discussed.
This study develops the theory analysis of the stiffness
compensation and studies a virtual synchronous condenser
(RIVSC) simultaneously for stiffness compensation to improve
the grid frequency and voltage dynamics like the traditional SC by
experiment validation. The RIVSC is consisted by the VSC and
energy storage based on virtual synchronous control, more flexible
than the traditional SC. On one hand, different from existing

dynamic compensation, the RIVSC can naturally provide dynamic
reactive power support prior to the functioning of the local voltage
control based on stiffness compensation, which is effective to
improve grid voltage dynamics. On the other hand, the existing
virtual synchronous generator (VSG) is mainly focused on inertia
and frequency regulation, whereas the proposed RIVSC focuses on
grid voltage stiffness compensation and dynamic voltage
regulation. The grid voltage stiffness introduced in this study
means the resistant capability of grid voltage under the
imbalance between injected and consumed reactive powers,
which reflects the grid voltage dynamic characteristic and
impacts on the rate of change of the grid voltage. The grid
voltage resilience is different from the normal grid voltage
control. The grid voltage control is to recover the balance
between injected and consumed reactive powers after disturbed.

The rest of this study is organized as follows. The principles
and control system of the static synchronous condenser are
presented in Sections 2, 3. Then, the dynamic response
characteristics and potential applications of the RIVSC are
analyzed and discussed in Section 4. Experimental results are
presented to validate the effectiveness and feasibility of the RIVSC
in Section V. Finally, some conclusions are drawn in Section VI.

2 PRINCIPLES OF THE STATIC
SYNCHRONOUS CONDENSER

The study proposes a novel voltage source converter (VSC)-based
voltage regulatory device based on energy storage and virtual
synchronous control, called as the static synchronous condenser
(RIVSC). The proposed RIVSC is composed by a VSC, an ES, and
a control system, as depicted in Figure 1.

2.1 The VSC Model
Considering both terminal voltage and inner potential, i.e., the
output voltage of a three-phase voltage source converter (VSC),
the topology of the grid-connected VSC is depicted in Figure 1.
The inner potential vector Uc of the VSC and terminal voltage
vector Ut can be written as

Uc � Uce
jθc , Ut � Ute

jθt , (1)
where Uc and Ut are the magnitudes of the inner potential and
terminal voltage. θc and θt are the corresponding phase angles.

In this study, the filter is an inductance. Ignoring the filter’s
electromagnetic dynamic, the output current is expressed as

Is � Uc − Ut

jXc
, (2)

where Is is the VSC’s current. Xc is the filter’s impedance.
The instantaneous active and reactive power (Pe andQe) of the

VSC is calculated by

{Pe � utαisα + utβisβ
Qe � −utαisβ + utβisα

, (3)

where utα, utβ, isα, and isβ are the components of instantaneous
voltage and current in the αβ reference frame, respectively.
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2.2 Grid Integration Control
In the proposed RIVSC, the inner potential is generated by the
VSC, which is synchronized with the grid by the active and
reactive power controls.

The active power control is responsible for regulating the inner
potential’s frequency and phase. The inertial response is featured
in the inner potential by a well-known swing equation of SGs, as
shown in Figure 1. The energy source comes from the energy
storage equipped in the DC-link.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

dθc
dt

� ωc

dωc

dt
� Pref − Pe

Jp
− DpΔωc

Jp

Δωc � ωc − ωg

, (4)

where ωc and θc are the frequency and phase of the inner
potential of VSCs, respectively. ωg is the grid frequency. Pref
and Pe are reference and instantaneous power of VSCs,
respectively. Jp is the virtual inertia coefficient, and Dc is the
damping coefficient to enlarge the phase margin of the second-
order control loop.

The reactive power control is responsible for regulating the
inner potential’s magnitude, as shown in Figure 1. The controller
is an integral.

dUc

dt
� 1
Kc

(Qref − Qe), (5)

where Uc is the inner potential’s magnitude. Qref and Qe are the
reference and instantaneous reactive power of VSCs. Kc is the
control coefficient of the reactive power control. With the
increase in Kc, the change rate of the inner potential’s
magnitude is decreasing under a certain reactive power
disturbance.

Under a steady state, the active and reactive power controls
regulate the output powers with no error. Under dynamic state,
the intrinsic inertial response in active power control is able to
provide dynamic support for the grid frequency as Figure 2A.
Similarly, due to the integral link in the reactive power control,
the magnitude of inner potential maintains the original
movement, which can be called as stiffness. Therefore, the
voltage difference is spontaneously generated with an
additional reactive power output as Figure 2B. The dynamic
support of the voltage is spontaneously and passively provided

FIGURE 1 | Circuit and control system of the proposed RIVSC.

FIGURE 2 | Phasor diagram of the RIVSC’s inner potential. (A) phase
dynamic. (B) voltage dynamic.
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nearly without any time delay and grid condition estimation,
which is helpful to improve the dynamics of the grid voltage.

2.3 Energy Storage Configuration and
Control
The ES is connected into the DC-link of the VSC, and the VSC is
integrated into the grid via a filter.

The stored energy in the DC-link is

Es � ∫∞
0

[Pin(t) − Pe(t)]dt � 1
2
CdcU

2
dc, (6)

where Es is the stored energy, and Udc is the voltage of the DC-
link. In this study, the supercapacitor is selected as the energy
storage; Cdc is the capacitor of the DC-link. Pin is the input active
power. In the RIVSC, the input active power is zero, i.e., Pin = 0,
and the energy storage is just required to provide energy support
during the inertial response. Under steady state, the RIVSC
exchanges with the grid with no active power; thus, the DC-
side energy state and voltage is stable.

During the inertial response, the energy state of the RIVSC
changes.

Einertia � ∫TJ

0

Pratedt � PrateTJ, (7)

where Einertia is the energy change during the inertial response.
Prate is the rate active power, and TJ is the equivalent time
constant.

The energy state change behaves the DC voltage change. More
energy storage will raise less DC voltage deviation. Ideally, more
energy storage is better, but the cost should be considered.

The dynamic variant of the DC voltage of the RIVSC should be
kept in appropriate scope, i.e.,

1
2
CU2

dcmin ≤Einertia + 1
2
CU2

dcN ≤
1
2
CU2

dcmax, (8)
where

C≥max( 2Prate

U2
dcN − U2

dcmin

TJ,
2Prate

U2
dcmax − U2

dcN

TJ). (9)

ThemaximumDC voltage should consider the tolerance of the
Chopper. The DC voltage min should consider the limitation of
the PWM.

Ucmax � Ug +XcIgmax. (10)
The Minimum DC voltage Udcmin is

Udcmin ≥
�
3

√
Ucmax

Sm
≥

�
3

√
Sm

(Ug +XcIgmax). (11)

FIGURE 3 | Constraint of the proposed RIVSC’s inner potential.

FIGURE 4 | Performance of the RIVSC under grid fault condition. (A)
Without fault current limitation. (B) With fault current limitation
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The phase dynamic is related to the active power flow and
energy. The DC voltage control is designed as shown in

Figure 1 to regulate the active power reference according to
the DC-side voltage deviation for maintaining the state of charge
(SOC) of the supercapacitor and DC voltage stable.

Pref � Kdc(1 + sτdc)
s

(U2
dc − U2

dcref), (12)

where Kdc and τdc are the control gain and time constant.

2.4 AC Voltage Controls
The terminal voltage control aims to maintain the terminal
voltage in a certain scope, which is designed as shown in
Figure 1 by a proportional control. The terminal voltage
control is designed to regulate the reactive power of the
proposed RIVSC according to the terminal voltage deviation.

Qref � KAT(Ut − Up
t ), (13)

where KAT is the control gain. Ut and Ut
p fnlowast are the

terminal voltage and its reference, respectively.

2.5 Fault Protection Control Procedure
The inertia and stiffness of the RIVSCare beneficial for dynamic active
and reactive power support, but the electromagnetic force increases
due to the regulation rate of the inner potential decrease under the
effect of the inertia and stiffness.With traditional current control, how
to limit the fault current of the RIVSC is a very severe problem.

A current limitation method is presented as Figure 1. There
are two parts in the current limitation method. This study
combines the virtual resistance with a phasor limitation, which
are used to reduce the rapid-transient and steady-state fault
currents, respectively.

First, a virtual resistor is activated to limit the fault current
during transient state when the output current of the RIVSC
exceeds the current limit (Qoria et al., 2020).

FIGURE 5 | Dynamics of the inner potential and the AC voltage at the
PCC bus. (A)Magnitude deviation of inner potential (B)without voltage control
(C) with voltage control.

FIGURE 6 | Potential application scenario for improving voltage
dynamics. (A) Load voltage (B) reactive power.
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{ Rv � Rset |Is|> Ilimit

Rv � 0 |Is|≤ Ilimit
, (14)

where Rv and Ilimit are virtual resistor and current limitation. Rset
is the value of the virtual resistor. Under normal conditions, the
virtual resistor does not work.

Second, a phasor limitation method is used to restrict the
difference between the inner potential of the RIVSC and fault
point, as shown in Figure 3.

The fault current of the RIVSC is projected into the inner
potential reference coordinate frame as Figure 3.

⎧⎪⎪⎨⎪⎪⎩
−Idmax ≤ isd ≤ Idmax

−Iqmax ≤ isq ≤ Iqmax�����������
I2dmax + I2qmax

√
≤ Imax

, (15)

where Idmax and Iqmax are the dq-axis max current limits.
During the fault operation, the inner potential is limited in the

safe zone as in Figure 3.⎧⎪⎪⎪⎨⎪⎪⎪⎩
ucdmax � utd + ωLfIsqmax

ucdmin � utd − ωLfIsqmax

ucqmax � utq + ωLfIsdmax

ucqmin � utq − ωLfIsdmax

. (16)

The dynamic performances of the RIVSC under the grid fault
condition are presented in Figure 4.

As shown in Figure 4A, the fault current of the RIVSC rushes
to about 10 times rated current without fault current limitation
under grid fault, which is unbearable and damages the device.
When the fault protection control proposed in this study is
enabled, the fault current is less than 1.2 p.u. inside a safe
operation range of the power electronic devices, as shown in
Figure 4B. Based on the fault protection control, the RIVSC can
provide the dynamic reactive power support for grid in a safe
operation range, as shown in Figure 4B.

3 VOLTAGE STIFFNESS CHARACTERISTIC
AND ITS INFLUENCE

3.1 Stiffness Characteristic
The stiffness characteristic means the inner potential’s capability
of tolerating the reactive power difference between the actual
reactive power and its reference over a time window. The stiffness
coefficient Kc determines the stiffness value. With larger stiffness,
the changing rate of the inner potential can be reduced under a
certain reactive power imbalance condition. As shown in
Figure 5A, the deviation rate of the inner potential is reduced
with the increase of Kc under a certain reactive power
disturbance, but the static deviation still keeps the same.

FIGURE 7 | Experimental system in the laboratory.

FIGURE 8 | Experimental results of the dynamic reactive power
response and currents during the reactive power disturbance raised by the
launching of the induction motor in 96LD (1s/div). (A) Reactive power
characteristics of the induction motor when launched and (B) Dynamic
response of the RIVSC and voltage control. (1) Reactive power from the
RIVSC (1 kvar/div), (2) Reactive power from the voltage control unit (1 kvar/
div), and (3) Phase-a current of the RIVSC (5 A/div).

Frontiers in Energy Research | www.frontiersin.org February 2022 | Volume 10 | Article 8350666

Shang et al. Grid Voltage Dynamics

95

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


With the stiffness increase, the natural reactive power
response of the RIVSC is helpful to reduce the change rate of
the PCC voltage, as shown in Figure 5B. When the natural
reactive power response of the RIVSC stiffness is combined with
the normal voltage control, the static deviation of the PCC voltage
is not improved, but the nadir is pulled up and enhanced, as
shown in Figure 5C. As a result, the stiffness characteristic of the
RIVSC and its natural reactive power response are beneficial to
improve the voltage dynamics.

3.2 Influence on Grid Voltage Dynamics
This comparison is to highlight the grid voltage stiffness
compensation which is quite different from the grid voltage
control. The STATCOM is the well-known rapid control
device of grid voltage via reactive power compensation and
widely used in the bulk power system. Thus, the comparison
is made by the STATCOM in this study.

As shown in Figure 6A, the voltage nadir is 0.917 p.u. and
0.957 p.u. with the STATCOM and RIVSC under the same

FIGURE 9 | Experimental results of the PCC’s voltage during reactive power disturbance raised by the launching of the inductive motor in 96LD (1s/div). (A)Without
the RIVSC. (B) With the RIVSC. (C) and (D) are the enlarged windows. (1) PCC’s ac voltage (line-to-line) (100V/div) and (2) PCC’s voltage magnitude (25V/div).

FIGURE 10 | Experimental results of the dynamic performance of the RIVSC under grid fault. (1) is the fault current (2) and (3) are active and reactive powers of the
RIVSC, (4) is the grid voltage.
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voltage control gain and disturbance, respectively. But the voltage
recovery is faster with the STATCOM than with the RIVSC.
Figure 6B illustrates the reason of different voltage responses
with the STATCOM and RIVSC. First, the STATCOM is
equivalent to a controllable current source, and its reactive
power slightly declines under disturbance, which will
deteriorate the initial voltage deviation. However, the RIVSC
provides more and faster reactive power responses under the
effect of stiffness after disturbance, which is in favor of reducing
the voltage deviation.

4 PROTOTYPING TESTING

4.1 Experimental System in the Laboratory
Experimental tests were performed in an experiment power
system, as shown in Figure 7. The experiment system is
established by a synchronous generator (G10) and a RIVSC.
The distributed inductances and capacitors are used to emulate
the parameters of the transmission lines (84XL and 85XL), and the
resistance and induction motors are regarded as the loads (96LD,

97LD, and 98LD). The primary frequency regulation and auto
voltage regulation are equipped in the synchronous generator
(G10). In the experiment system, the voltage of the main
network is 800V, and T1, T2, T3, T4, and T5 are the variances
to couple the facilities into the main network. In addition, the
dynamic characteristic of the transmission lines (84XL and 85XL)
is equivalent to a 70-km high voltage transmission line with an
impedance 12∠85°Ω. The breakers (46QF, 47QF, 48 QF, and 62
QF) are employed to switch on and off transmission lines and
loads. The experiment system in physics can reflect more realistic
dynamics to obtain more credible results. A power wave recorder is
set in the control and dispatching center to collect and record the
experimental data of the synchronous generator (G10),
transmission network, and loads. The signals of the RIVSC are
recorded by YOKOGAWA® ScopeCorders (DL850E). The main
parameters are presented in Table A1 in Appendix A1.

4.2 Effects on Grid Voltage Dynamics
In this test, an induction motor in 96LD is launched directly
coupled with the grid to emulate the reactive power disturbance.
The reactive power characteristic of the inductive motor is
presented according to the data of the power wave recorder, as
shown in Figure 8A. The consumed reactive power sharply
increases to about 6 kvar (inductive) when the induction
motor is switched on (0 s). In 0–0.7 s, the consumed reactive
power slowly declines and then rapidly decreases at the 0.7 s
thereafter. In 0.7–1.0 s, the consumed reactive power rapidly
climbs from 4 kvar (inductive) to 1 kvar (capacitive) under this
characteristic of reactive power disturbance.

The dynamic behaviors of the RIVSC and the voltage control
are presented in Figure 8B. With the sharp increase of the
reactive power consumption when launched, about 4.2 kvar
(capacitive) reactive power is provided by the dynamic reactive
power response of the RIVSC without any time delays, while the
reactive power of the voltage control unit climbs up much more
slowly due to the limited control bandwidth and inevitable time
delays, as shown in Figure 8B. Moreover, with the rapid decline
of the consumed reactive power after launch, the voltage control
cannot decline its output reactive power with enough dynamic
response and leads to the reactive power surplus due to the
limited control bandwidth and time delay, while the natural
reactive power response of the RIVSC raised by its stiffness
characteristic sharply declines and absorbs more.

Furthermore, Figures 9A,B show the dynamic behavior of the
voltage with and without the RIVSC during disturbance of
reactive power, respectively. At switching on of the induction
motor, the voltage nadir is much higher (280 V) with the RIVSC
than the one without the RIVSC (205 V), while the voltage climbs
to 425 V without the RIVSC much higher than that with the
RIVSC (405 V). Thus, the dynamic reactive power support of the
RIVSC is effective to resist the rapid deviation of the voltage.

4.3 Fault Ride Through Operation
Figure 10A presents the performance of the RIVSC under grid
fault, and Figure 10B is the corresponding zooming window.
Grid voltage rapidly declines, and then, the fault current climbs
rapidly but is still in the safe zone based on the fault protection

FIGURE 11 | Potential application scenario for improving voltage
dynamics.

FIGURE 12 | Simulated results of PCC’s voltage with and without the
RIVSC. (A) PCC’s voltage. (B) Reactive power.
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control presented in this study. Experimental results illustrate
that the fault protection control is effective to reduce the fault
current. The case without the fault protection control cannot be
implemented because the fault current may damage the
facilities.

5 APPLICATION IN THE POWER SYSTEM

A potential application scenario is established. The RIVSC is
combined with the voltage control of the wind farm, as in
Figure 11 (Tapia et al., 2007). The voltage control regulates the
reactive powers of the RIVSC and wind turbines (Hughes et al.,
2005). With a switch off of a reactive load, simulation results of
PCC’s voltage are depicted in Figure 12 to illustrate the
influence of the RIVSC on the temporary overvoltage. Under
the effect of the voltage control without the RIVSC, the PCC’s
voltage without the RIVSC jumps over 1.12 p.u. and then
gradually falls back. The temporary overvoltage may be
raised by the sudden large change of the load flow, which
harms the operation security of grid-connected devices. The
traditional voltage control cannot immediately reduce the
reactive power after disturbance; thus, the overvoltage lasts
about 1 s, as shown in Figure 12A, which may trip off some
sensitive devices, whereas with the RIVSC, the abundant
reactive power is immediately absorbed under the effect of
the RIVSC’s stiffness as shown in Figure 12B, which is able
to alleviate the temporary overvoltage.

6 CONCLUSION

This paper presented a novel dynamic compensator called as the
static synchronous condenser (RIVSC). The inertia and stiffness
characteristics are featured in the RIVSC by the virtual
synchronous control for dynamic active and reactive power
support for the grid frequency and voltage. Simulation and
experiment results validate the feasibility and effectiveness on
improving the grid frequency and voltage of the proposed RIVSC.
The main contributions of this study can be summarized as
follows.

1) The basic principle and control system of the RIVSC is
presented by the limited energy storage capacity. The
virtual synchronous control is used based on the second-
order equation and without the AC current control for better

dynamic support capability, and the comprehensive fault
current limitation method is proposed to reduce the fault
current and keep the RIVSC operating in a safe zone.

2) The inertia and stiffness characteristics are featured in the
proposed RIVSC by the virtual synchronous control, and the
RIVSC can naturally provide the dynamic active and reactive
powers to support the grid frequency and voltage with a better
dynamic response than traditional inertia control based on the
df/dt-method and voltage control.

3) The stiffness compensation of the RIVSC is first proposed and
can be used as the supplement to the traditional voltage
control to improve grid voltage dynamics, which is a
potential application to alleviate the temporary overvoltage.
It is validated that the RIVSC is effective to alleviate the
temporary overvoltage.

4) The prototype of the RIVSC is set up, and the improving
frequency and voltage dynamics are validated by the physical
experiment systems with the more realistic dynamics.

In the future research, the topology for large capacity,
control, and application of the proposed RIVSC requires
deep study. The RIVSC is potential to replace the
conventional STATCOM and synchronous condenser.
There are some application scenarios, e.g., located at the
sending terminal of the HVDC to alleviate the transient
overvoltage, located at the distributed to reduce the voltage
flicker to improve the power quality.
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APPENDIX

TABLE A1 | Parameters of the experiment system.

Parameters of the RIVSC

Parameters Symbols Value

Nominal power SN 10 kW
Nominal voltage UN 260 V
Filter L 3 mH
DC voltage Vdc 650 V
Switch frequency fc 5 kHz

Parameters of SG (G10)

Parameters Symbols Value

Nominal power SN 15 kVA
Nominal voltage UN 230 V
Nominal frequency fN 50 Hz
d-axis synchronous reactance xd 0.56
d-axis transient reactance xd’ 0.132
d-axis subtransient reactance xd” 0.113
q-axis subtransient and transient reactance xq”x

”
q 0.135

Damping coefficient for active power Td0 0.9 s
Inertia time constant Tj 3.51 s
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The distributed maximum power point tracking (DMPPT) technology, based on a DC
optimizer (DCO, a DC/DC micro-converter) for each single photovoltaic (PV) panel, is one
of the most popular solutions to mitigating the waste of solar energy when suffering
mismatch conditions. However, the trade-off between the additional costs of deploying the
panel-level power electronic equipment and the improved generation benefits of a large-
scale PV plant (LPP) remains to be further studied. This study presents a static modeling
method for the DCO-based distributed LPPs to study the long-term energy generation
characteristics based on historical hourly weather data and then evaluate the economic
benefits. The operational characteristics of the PV strings equipped with series-connected
DCOs for three different topologies (Boost, Buck, and Buck-boost) are investigated, and
then the control strategies for the PV-DCO generation units are proposed to maximize the
energy generation of LPPs under frequent mismatch conditions. Different mismatch
scenarios caused by the panel aging, geographical location settings, and the partial
shading in PV arrays are simulated in the model. Six typical centralized or distributed PV
plant configurations are carried out for comparison in case studies, to explore the
generation characteristics and the advantages of energy production for the DCO-
based distributed LPPs. Besides, the Levelized cost of energy (LCOE) which considers
both the energy generation benefits and investment costs is introduced to the economic
evaluation of different structures of LPPs.
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INTRODUCTION

Solar photovoltaic (PV) technology plays an increasingly
important role in energy supply as it is freely available,
environmentally friendly, and economically efficient (Ma et al.,
2019; Li et al., 2020; Chen et al., 2021). The PV cumulative
installed capacity has experienced significant growth from
138 GW in 2013 to 760 GW in 2020 worldwide, which shows
the great potential for low-carbon energy system transition
(World Energy Outlook, 2020).

Conventionally, PV panels are series-connected into a string
to achieve a high DC voltage and then the strings are connected in
parallel to create an array of the large-scale PV plant (LPP).
Central inverters are employed to implement the global
maximum power point tracking (GMPPT) technology on each
PV array and connect the plant to the power grid, which is called
centralized configuration. However, modules in a PV plant may
show different operational characteristics when suffering from
partial shading or other mismatch problems (Bana and Saini,
2017; Wang et al., 2020). The shaded panels of the PV string
would limit the current of the unshaded panels since they are
connected in series, thus resulting in a great solar energy loss.
Besides, the mismatch conditions may cause the “hotspot”
problem in the PV array; for this reason, the bypass diode is
introduced to each PV panel. The seriously shaded modules in a
string are usually shorted out by diodes to maintain the total
power generation. However, the utilization of bypass diodes may
trigger an additional problem of multiple maxima in the power-
voltage curve of the PV array, resulting in difficulties in the
optimization process of GMPPT implementation (Batzelis et al.,
2014; Cao et al., 2020a).

Various approaches have been proposed to solve the local
optimal problems under multiple extremum points. Studies (Ram
et al., 2017; Alik and Jusoh, 2018; Cao et al., 2020b) have
presented the improved searching methods of GMPPT
techniques under mismatch conditions based on fuzzy logic
control, artificial neural network, and particle swarm
optimization methods. Although GMPPT shows the

advantages of implementation simplicity, reduced cost, and
immediate adoption, the severe power loss caused by frequent
mismatch conditions remains unresolved. To address this
problem, the distributed maximum power point tracking
(DMPPT) technology, based on a DC optimizer (DCO, a DC/
DC micro-converter) for each single PV panel, is increasingly
developed for LPPs due to its superior generation efficiency,
unified configuration, and modular layout (Khan et al., 2016;
Vavilapalli et al., 2018; Zhang et al., 2021). Figure 1 shows the
overall structure of the DCO-based distributed LPP with the
series-connected structure. The PV-DCO array contains P
parallel PV strings, each of which includes S cascaded PV-
DCO units. A grid-connected inverter is deployed for the PV
array to integrate solar energy into the power system through a
short DC transmission line. The individual power optimization
process (MPPT) can be realized for each PV panel with the
controllers of DCOs, which eliminates the adverse effects of
mismatch conditions for PV arrays compared with the global
searching algorithms.

With the DCO-based distributed configuration, the waste of
solar energy when suffering partial shading is greatly mitigated,
leading to an improvement in the economic benefits of LPPs.
However, the trade-off between the additional costs of deploying
the panel-level power electronic equipment and the improved
generation benefits for an LPP remains to be further considered.
The modeling and analysis of long-term energy generation
characteristics of LPPs equipped with panel-level DCOs are
critical to studying the feasibility and economics of this type
of structural design compared with conventional centralized
configurations.

The existing modeling research studies on the DCO-based
LPPs mainly focus on the dynamic models covering the high-
efficiency topologies (Wang et al., 2013; Amir et al., 2019),
distributed control strategies (Biswas et al., 2017; Lópezdel
Moral et al., 2018), or the stability analysis (Mahdavyfakhr
et al., 2017; Wang et al., 2020) for the PV system, which
cannot be used for the long-term energy production
calculation of PV plants. In the studies by Petrone and

FIGURE 1 | Overall structure of DCO-based distributed LPPs.
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Ramos-Paja (2011) and Cook et al. (2018), the static models were
developed for the calculation and assessment of long-term energy
production of LPPs. However, none of them considered the
operational characteristics of the panel-level DCOs assembled
in the array. In the study by Castro et al. (2020), a steady-state
model is also proposed for a multi-array PV system constructed
in parallel to study the power flows and power generation issues;
nevertheless, the modeling method is not applicable to analyze
the mismatch problems involved in series-connected PV-DCO
generation units, and only the Boost topology is considered in the
micro-converters.

On the other hand, with the increased availability of DCOs,
quantifying the energy generation characteristics and benefits of
DMPPT solutions becomes necessary for the design of LPPs
(Khan and Xiao, 2017; Wijeratne et al., 2019). Existing studies on
this point can be divided into two categories. The former focuses on
short-term performance under some specific mismatching
conditions. Olalla et al. (2013) demonstrated that a portion of
energy loss due to partial shading and panel aging can be
recovered by distributed power electronics, and the corresponding
economic evaluation method is carried out. Simulation results in the
study by MacAlpine et al. (2012) proved that panel-level power
optimization can recover 34–42% of the short-term energy lost to
partial shading caused by clouds. However, the medium- or long-
term analysis is more valuable and persuasive for the design of an
LPP. Therefore, some researchers turn their attention to the long-
term energy production of LPPs based on the experienced data. The
literature (De Prada-Gil et al., 2016) has utilized the reliability multi-
state models which assume that each PVmodule has several states of
service to the annual output calculation and evaluation of PV plants.
However, the micro-converter is designed for a PV string or array
rather than the panel level. The literature (Hanson et al., 2014) has
shown an annual generation performance increase of 5.8% after
installation of the module-level DCO, which is verified
experimentally against a system that has site survey images.
Nevertheless, the energy loss due to panel-level mismatch that
occurs in series-connected PV-DCO units is underestimated, since
it is assumed to be an ideal situation that all the PVpanels can operate
in their independent MPPT modes under severe partial shading
conditions, which is impossible in practice. Moreover, since only one
topology of the DCOs is taken into consideration in the studies byDe
Prada-Gil et al. (2016) and Hanson et al. (2014), the comparative
analysis of the operational characteristics and economic benefits with
different DCO topologies is lacking, which involves the structural
optimization design of DCO-based distributed LPPs.

Within the context alluded to above, this article presents a
modeling and analysis method for the long-term energy
generation evaluation (on the year level) of the LPPs
equipped with panel-level DC optimizers, which considers
three different topologies for DCOs and multiple types of
mismatch conditions that occur in PV strings and arrays.
Besides, the improved DMPPT control strategies designed for
cascaded PV-DCO generation units are proposed, and then
the solar energy loss caused by array mismatch problems can
be greatly compensated for the LPPs compared with the
traditional GMPPT control strategy. The main
contributions of this study are listed as follows:

• A static modeling method is presented for the DCO-based
distributed LPPs to study the long-term energy generation
performances during 1 year with hourly simulation
accuracy, combining historical hourly weather data and
various mismatching factors.

• For various DCO topologies including Boost, Buck, and
Buck-boost, different control strategies for the PV strings
equipped with series-connected DCOs are proposed to
maximize the energy production of LPPs when suffering
severe mismatch conditions.

• An energy generation evaluation method is proposed to
analyze the economic benefits of LPPs, based on the
Levelized cost of energy (LCOE) which considers the
trade-off between energy production yields and plant
investment costs during the life cycle of LPPs.

• Contrastive analysis with six typical centralized or
distributed PV plant configurations is carried out to
explore the optimal structure and layout for LPPs during
the long-term energy generation, and then the suggestions
for design improvement can be given.

The rest of this article is organized as follows. Fundamental
Models introduces the fundamental model of the PV-DCO
generation unit. Control Strategies for Series-Connected PV-DCO
Units proposes the control strategies for series-connected PV units
based on the operational characteristics of the PV-DCO strings with
different topologies. Framework for Static Modeling of Energy
Generation Evaluation presents the framework of the static
modeling method for the evaluation of the long-term energy
generation performance in LPPs. Case Study gives the case studies
involving six typical PV plant configurations. Finally, the conclusions
are drawn in Conclusion.

FUNDAMENTAL MODELS

Model of PV Panels
PV panels are the main components of a PV plant, which
generate power based on the photoelectric effect on
semiconductor materials. Usually, a simplified engineering
model for describing the current-voltage characteristic of a PV
panel is employed in the design of the PV system (Ma et al., 2019),
as shown in Eqs 1, 2:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
I � Isc(1 − C1(exp( U

C2Uoc
)−1))

C1 � (1 − Im
Isc

) exp( − Um

C2Uoc
), C2 � (Um

Uoc
−1)(ln(1 − Im

Isc
))−1 (1)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Isc � IscrefS

Sref
(1 + α(T − Tref)), Im � ImrefS

Sref
(1 + α(T − Tref))

Uoc � Uocref(1 − γ(T − Tref)) ln(e + ε(S − Sref))
Um � Umref(1 − γ(T − Tref)) ln(e + ε(S − Sref))

(2)
where U and I represent the operating voltage and current for PV
panels, C1 and C2 are intermediate variables that are determined
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by four electrical parameters: short-circuit current Isc, open-
circuit voltage Uoc, the voltage Um, and the current Im at the
maximum power point. Solar radiation S and temperature T
are the environmental factors around the PV panels, which
affect the above four parameters with a certain rule as
indicated in Eq. 2, resulting in the differences in current-
voltage characteristics. α and γ are the temperature
compensation coefficients on the PV current and voltage,
respectively, and ε is the light intensity compensation
coefficient on the PV voltage. “ref” means the values of
each parameter under standard operating conditions.

Model of DCOs
In DMPPT configurations, DCOs are introduced and equipped
on the output port of PV panels to track the MPP and adjust the
output voltage of PV-DCO generation units by changing the
conversion ratio. The inherent voltage limit characteristic for
DCOs is shown in Eq. 3:

Uout � kdcoUin, kdcomin ≤ kdco ≤ kdcomax (3)
where the Uin and Uout represent the input and output voltages
of the DCO, the kdco indicates the conversion ratio of the
DCO, and the kdcomin and kdcomax are the lower and upper
limits of kdco, which bound the operating range according to
the electrical topology of the DCO. Three topologies including

Boost, Buck, and Buck-boost are discussed in this article.
Boost topology owns the characteristic of converting the input
voltage to a higher output voltage while Buck topology is the
opposite. Buck-boost topology combines the features of both
Buck and Boost topologies. The upper and lower bands of the
conversion ratio kdco for different topologies are given as
follows (Wang et al., 2013):

Boost : kdcomin � 1, kdcomax � UN2/UM (4)
Buck : kdcomin � UN1/UM, kdcomax � 1 (5)

Buck − boost : kdcomin � UN1/UM , kdcomax � UN2/UM (6)
With the above operational constraints, the operational

capability of the three DCO topologies when connected to the
PV panel can be presented in Figure 2. The output
characteristic curves of DCOs are in red and the tracked
PV panels are in blue: (A), (C), and (E) represent current-
voltage curves while (B), (D), and (F) represent power-voltage
curves. M indicates the maximum power point of the PV panel
while N1 and N2 stand for the point with minimum and
maximum operating voltages for each DCO, respectively.
These characteristic curves will be used as constraints for
the optimization program involving the energy generation
evaluation of LPPs described in Framework for Static
Modeling of Energy Generation Evaluation.

FIGURE 2 | Operational capability of Boost DCO (A,B), Buck DCO (C,D), and Buck-boost DCO (E,F).
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CONTROL STRATEGIES FOR
SERIES-CONNECTED PV-DCO UNITS

For DCO-based PV systems, each DCO is connected with a PV
panel from the input side to implement the MPPT algorithm on
the controller of the DCO. At the output side, DCOs connect
either in parallel or in series according to the voltage limit
characteristic of PV inverters. The series or parallel
connections are all applicable for the Buck-boost topology
since the range of the PV operating voltage in this topology is
flexible. However, the disadvantages of low efficiency and
complex control technology limit its application and
popularization. For Buck topology, the series connection is the
only choice due to its lower voltage output; in this way, the output
voltage of the whole PV arrays can be raised to match the rated
voltage of grid-connected inverters through the sum of DCO
voltages in series. On the contrary, the Boost topology is suitable
for both series and parallel connections due to its higher voltage
output feature.

The parallel connection structure is easier to control and
achieve the maximum power output. However, the higher
voltage conversion ratio between a single PV panel and DC
link may limit the efficiency of the DCO. For the series
connection structure, a lower voltage conversion ratio means
higher efficiency. However, either the Boost or the Buck topology,
the DCOs connected in series will inevitably influence each other
for their unilateral operation capability (the features that can only
increase/decrease the voltage), which led to the maximum
available power sometimes being unachievable when suffering
mismatch. This is the reason why the series-connected DCOs
cannot control each PV panel in its own individual MPPT mode
under severe partial shading conditions. Therefore, analyzing the
interactions between the PV-DCO generation units in a PV string
is critical, and the corresponding control strategies for the PV-
DCOs should be studied to maximize energy generation when the
PV panels deployed in the arrays cannot work in the MPP mode
simultaneously. The rest of this section presents the control

strategies for series-connected Boost DCO and Buck DCO
based on that.

Figure 3 shows a PV string consisting of PV panels connected
in series by corresponding DCOs and bypass diodes. The output
voltage and current of each DCO in a PV string should satisfy
Kirchhoff’s law: ⎧⎪⎨⎪⎩∑m

i�1
UDCO,i � Us � UDC

Is � IDCO,i, i � 1, ..., m
(7)

where m represents the number of DCOs in a PV string and i
indicates the index. Us and Is represent the string voltage and
current, respectively. UDCO,i and IDCO,i are the output voltage and
current of the ith DCO. As several PV strings in parallel share a
commonDC link in a PV array (as shown in Figure 1), the output
voltages of all the strings equal the DC link voltage UDC. When
suffering serious mismatch conditions, series-connected Boost or
Buck DCOs are unable to make all PV panels work in the MPP
mode while satisfying the rated operating range of the DC link
voltage because the operating range of the panels (the current-
voltage characteristic curves) under severe partial shading could
be narrowed and the conversion ratios kdco may exceed the
threshold values.

Control Strategy for Boost Topology
Assuming that each panel in the PV string can operate at the
maximum power point (PMPP,i, UMPP,i, and IMPP,i), the ideal
maximum output power Pmax and current Imax of the string
could be obtained by using Eq. 8:⎧⎪⎨⎪⎩ Pmax � ∑m

i�1
PMPP,i � ∑m

i�1
Um,iIm,i

Imax � Pmax/UDC

(8)

where PMPP,i, UMPP,i, and IMPP,i indicate the power, voltage, and
current of the ith PV panel at the MPP working mode, and UDC is
the rated DC link voltage. Combining (4) and (7), the constraint
between the string output current and individual panel operating
current can be given in Eq. 9 due to the topological feature where
the input current must be greater than the output current for the
Boost DCO (kdco ≥ 1).

Imax < IMPP,i, i � 1,/m (9)
If Eq. 9 is satisfied for all PV-DCO units, the PV string could

obtain the ideal maximum output power Pmax and all of the PV
panels could reach the MPP. This usually happens when there are
no mismatch problems in the PV array. However, when suffering
the mismatch conditions such as the partial shading, the MPP
currents IMPP,i of the panels shaded by the cloud will be reduced.
In severe cases, the IMPP,i of the shaded panels could be less than
the Imax; then Eq. 9 will not be satisfied and this part of PV panels
cannot operate in the MPPT mode. There are two choices to be
compared:

a. Bypassing the shaded PV panels and the remaining normal PV
panels are controlled in the MPPT mode.

FIGURE 3 | PV string with panel-level DCOs.
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b. Adjusting the working points of normal PV panels slightly
below their MPP points and the shaded PV panels are
controlled in the MPPT mode.

Based on the above two treatments, the flowchart of the
control strategy for obtaining the maximum power output of
the PV string can be presented as shown in Figure 4. Briefly, the
first step involves calculating the output power Pmax and current
Imax of the PV-DCO string when all series-connected PV panels
operate in the MPPT mode, based on the simplified PV
engineering model as indicated in Eqs 1, 2, 8. Step 2 then
finds the minimum MPP current IMPP,k of the PV panels. Step
3 compares the quantitative relationship between the IMPP,k and
Imax and determines whether all PV panels can operate in the
MPPT mode. If the boolean output is “Y,” perform the string
power calculation in final Step 5. Otherwise, Step 4 determines
whether the panels under partial shading should be bypassed to
maximize the power generation. Finally, Step 5 calculates the total
power output of the PV string after the optimization process.

Control Strategy for Buck Topology
Similarly to the Boost topology, the ideal string power and current
should be first calculated using Eq. 8. Considering (5) and (7), the
value of the string current should be bigger than the operating
current of all PV panels (kdco ≤ 1), which can be expressed as
follows:

Imax > IMPP,i, i � 1, m (10)

If constraint Eq. 10 is satisfied for all PV-DCOs, the PV string
could obtain the Pmax and all of the PV panels could work at the
MPP. Otherwise, the normal PV panels with the higher MPP
current IMPP,i cannot operate in the MPPT mode and should be
transferred to a new working point (Pnew,j, Unew,j, Inew,j) below the
MPP, to obtain the maximum power output of the PV string in
case of maintaining a current balance. The corresponding control
method can be expressed in Eq. 11:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ps � ∑n
j�1
Pnew,j + ∑m

i�n+1
PMPP,u � IsUDC

Pnew,j � Unew,jInew,j

Inew,j � Isc(1 − C1(exp(Unew,j

C2Uoc
) − 1))

PMPP,u � UMPP,uIMPP,u

Inew,j � Is, IMPP,i ≤ Is

j � 1, Ln, u � n + 1, Lm

(11)

where n represents the number of normal PV panels and j
indicates the index, u represents the index of the shaded PV
panels from n+1 to m, and Ps stands for the maximum power
output by the PV string after the adjustment.

Control Strategy for Buck-Boost Topology
Different from the Buck or Boost topology, the conversion ratio
kdco of DCOs in the Buck-boost topology is more flexible with a

FIGURE 4 | Control strategy of DCOs with Boost topology.
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larger value range as indicated in Eq. 6. Thus, there is no fixed
quantitative relationship between the output current of the PV
string Is and the operating current of PV panels IMPP,i. All of the
series-connected PV panels can output their own individual MPP
power whether there is a mismatch condition in the PV array or
not. The control strategy, in this case, remains the same as the
original DMPPT control.

FRAMEWORK FOR STATIC MODELING OF
ENERGY GENERATION EVALUATION

This section gives a static modeling method for the evaluation of
long-term energy generation performances of LPPs. The model
framework is shown in Figure 5. First, the input information of
the optimization program in the model should be clarified. PV
panel aging, geographical location settings, and partial shading by
clouds, which may cause mismatch conditions on PV energy
harvest, are modeled and analyzed as the input information.
Besides, the other two input variables are the time-series data for
the ideal solar radiation and plant configurations, which are the
basic parameters for a certain PV plant. With these five input
information, the optimization process of the long-term energy
generation evaluation of LPPs can be carried out based on the
operational model of PV-DCO units/strings and the control
strategies of DCOs described in Fundamental Models and
Control Strategies for Series-Connected PV-DCO Units. The
objective function of the optimization model is to minimize
the LCOE of LPPs during the life cycle. Finally, the output
information including the annual hourly energy generation
data, the impact analysis of mismatch problems on energy
production, and the economic evaluation for LPPs of different
structures under various scenarios can be obtained to explore the
energy generation performances and economic benefits for the
DCO-based distributed LPPs.

Impact Factors for Mismatch Conditions
PV Panel Aging:
The aging is inevitable and shows the individual difference in
a PV array. For a PV panel, the main reason for the loss in
energy production when aging occurs is the degradation in
short-circuit current (Chandel et al., 2015), as shown in
Eq. 12:

Isc,k � Isc,k−1(1 − σk) (12)
where σk indicates the aging coefficient on the energy production
of a PV panel in the kth year, which is randomly distributed
among the range of [0.5%, 0.8%] per year for PV panels in a plant.
Isc,k-1 and Isc,k represent the short-circuit current of PV panels in
the (k-1)th and kth year.

Considering that the aging coefficient is reflected in the
variation of short-circuit current, the modified current-
voltage characteristic considering PV panel aging can be
deduced by substituting the Eq. 12 to Eq. 1 as follows:

I � ∏k
i�1

(1 − σi).Isc.(1 − C1(exp( U

C2Uoc
)−1)) (13)

Geographical Location Settings:
The mismatch condition caused by geographical location settings
can be reflected in the different solar radiation received by
individual PV panels in the PV plant (Seme et al., 2019). The
actual solar radiation S(t) received by the PV panel placed at an
inclined angle of βwith the horizon at moment t can be expressed
as follows:

S(t) � Ss(t) sin(β + φ − δ) cos(φ − φ0) (14)

FIGURE 5 | Framework for static modeling of long-term energy generation evaluation in LPPs.
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where Ss(t) is the vertical incident short-wavelength light intensity
in the horizontal plane, and ϕ indicates the latitude of the PV
plant location. φ and φ0 represent the azimuth of PV panels and
the Sun, respectively. δ is the declination angle of the Sun and
changes with time. For the nth day in a year, δ can be calculated as
follows:

δ � 23.45o cos( 2π
365

(n − 173)) (15)

After the site of the PV plant is determined, the time-series
data for ideal solar radiation Ss(t) can be obtained from the
MERRA as shown in Figure 6 (take Jiuquan of Gansu
Province as an example). The variation trend of the
maximal solar radiation received by PV panels is consistent
with the declination angle of the Sun δ from the first hour to
the 8760th hour during a year. When given the known Ss(t),
the actual solar radiation received by the PV panel is mainly
influenced by the inclined angle β and the azimuth φ. PV
panels are usually set at the best-inclined angle for the
maximum absorbed solar radiation (Le et al., 2018), which
can be calculated for a certain plant location in advance based
on the Ss(t). However, the azimuth for panels in PV plants may
differ in terms of the terrain.

Partial Shading by Clouds:
Irradiance fluctuations due to cloud shading are the main
cause of mismatch problems in LPPs. Power losses can be
up to 25% during a partial shading event caused by the slow-
moving clouds. Therefore, the impact of moving clouds on the
solar radiation received by PV panels is supposed to be
investigated.

Figure 7 gives a simplified simulation of the cloud movement
for a 12 × 9 PV array consisting of 108 PV panels. The moving
direction is from the upper left to the bottom right (Sánchez
Reinoso et al., 2013). The effective radiation received by each PV
panel is reduced in proportion to the coverage of the cloud (the
gray area) at a given time, as expressed in Eq. 16:

Sc(x, y, t) � S(x, y, t)τ(x, y, t) (16)
where coordinate (x,y) indicates the position of the PV panel in a
PV array, S and Sc represent the solar radiations received by the
PV panel before and after partial shading occurs, respectively, and
τ represents the cloud cover coefficient.

Available PV Plant Configurations
Six typical centralized (PV1~PV2) or distributed (PV3~PV6)
configurations of LPPs are carried out for comparison in this

FIGURE 6 | Hourly data for the ideal solar radiation Ss(t) received by the PV panel and the declination angle of the Sun δ during a year.

FIGURE 7 | Simplified simulation of the cloud movement for a PV plant.
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study, as shown in Figure 8: PV1---PV plant with conventional
array-level central inverters; PV2---PV plant with string-level
inverters; PV3---PV plant with series-connected panel-level
Boost DCOs and central inverters; PV4---PV plant with
series-connected panel-level Buck DCOs and central
inverters; PV5---PV plant with series-connected panel-level
Boost-Buck DCOs and central inverters; and PV6---PV plant
with small array-level Boost DCOs in parallel and central
inverters.

PV1 represents the conventional array-level GMPPT
configurations and can be viewed as the baseline scenario. In
this configuration, several PV panels are series-connected to form
a PV string by corresponding bypass diodes, and then several PV
strings are parallel connected into a PV array by corresponding
blocking diodes. Each PV array is connected with a central
converter. The numbers of series-connected PV panels Npanel

and parallel-connected PV strings Nstring in a PV array are
constrained by the parameters of central inverters, given in
Eqs 17–19:

Npanel ≤
UDCmax

Uoc[1 + (Tmin − Tref)γ] (17)

Umpptmin

Um[1 + (Tmax − Tref)γ]≤Npanel ≤
Umpptmax

Um[1 + (Tmin − Tref)γ]
(18)

Nstring ≤
IDCmax

Isc[1 + (Tmax − Tref)α] (19)

where UDCmax and IDCmax represent the maximum input DC
voltage and current of the central inverter, respectively. Umpptmin

and Umpptmax show the lower and upper operation voltage limits
for the MPP tracker. Tmin and Tmax indicate the minimum and
maximum ambient temperature for PV panels.

PV2 employs string-level inverters equipped with multiple
MPP trackers in place of central inverters compared to PV1. An
improvement of power generation by implementing string-level
MPPT can be achieved in this configuration, but still belonging to
the GMPPT architecture. Similar constraints should be satisfied
for string inverters as indicated for central inverters.

PV3–PV5 are series-connected DMPPT architectures with
three different topologies of DCOs. PV-DCO units are
connected in series to form a PV-DCO string with panel-level
decentralized MPPT implementation. Several PV-DCO strings

FIGURE 8 | Six typical configurations for LPPs. (A) PV1. (B) PV2. (C) PV3–PV5. (D) PV6.

Frontiers in Energy Research | www.frontiersin.org February 2022 | Volume 10 | Article 8259949

Wang et al. Energy Generation Evaluations for LPPs

109

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


share a common DC link in a PV system and are connected to the
central inverter. The series-connected PV-DCO units for
PV3–PV5 are constrained by Eqs 4–6, respectively, and the
proposed control strategies are adopted.

PV6 shows the parallel-connected DMPPT architectures. Buck
topology can only convert the voltage to lower and Buck-boost
topology may suffer lower conversion efficiency than boost
topology under the same conversion ratio. Thus, the Boost
topology is chosen for the DCOs in this configuration to match
the high-level DC link voltage for central inverters. Besides, a small
PV array instead of a single panel is connected to the input side of the
Boost DCO since the difference between the panel-level voltage and
the DC-link voltage is so high that it results in lower energy
generation efficiency of LPPs.

The total number of PV panels employed for each type of plant
configuration should be identical in the following comparative
analysis in Case Study.

LCOE Calculation
The LCOE is used for the economic evaluation for the long-term
energy generation performances of LPPs in this study, which
equals to the hardware cost C divided by the total energy
production Plife during the life cycle, given by Eq. 20:

LCOE � C/Plife (20)
The hardware cost considering the capital and installation

costs of PV components Ci, as well as the operation and
maintenance costs Com over the lifetime of PV plants, is
expressed in Eq. 21:

C � CWW︸��︷︷��︸
Ci

+ nlifeRomCi︸����︷︷����︸
Com

(21)

where CW is the installation cost per unit capacity of the PV
components, including PV panels, inverters, DCOs, cables, etc.,
andW represents the installed capacity. Rom and nlife indicate the
annual O&M rate and life cycle of a PV plant, respectively.

The life-cycle energy production Plife is calculated based on the
energy yield for the first year P1 and the annual energy loss
coefficient Ap, given by Eq. 22:

Plife � ∑nlife
i�1

P1(1 − (i − 1)Ap) (22)

Assuming that the power loss of PV plants caused by PV panel
aging grows linearly year by year, the Ap could be calculated by
dividing the reduced energy production for the 25th year compared
with the 1st year by thenlife (the life cycle is 25 years in this study). The
energy reduction (P25—P1) during the life cycle can be obtained after
the optimization process of annual energy production (as presented
in Figure 5) for the 1st year and 25th year, respectively.

CASE STUDY

In this section, different case studies are carried out to verify the
correctness and validity of the proposed static model and energy

generation evaluation methods. First, the hourly energy
generation performances without mismatch problems are
studied. Second, the impact analysis of the various
mismatching factors on long-term energy generation of LPPs
is presented, and the simulation scenarios only considering one
mismatching factor are built, including the PV panel aging, the
geographical location settings of plants, and the partial shading
condition caused by clouds. Finally, the comparative analysis of
the six typical PV plant configurations for the operational
economy of LPPs is simulated combining three different
mismatching factors, to explore the optimal structure and layout.

Data Preparation
The investigated PV plant is assumed to be located in the city of
Jiuquan, Gansu province (98.5E, 40N), in which all the PV panels
are placed at the best-inclined angle. The total capacity of the PV
plant is 10 MVA. Solar radiation and temperature profile are
obtained from Modern-Era Retrospective Analysis for Research
and Applications (MERRA) (Project Science Office (2016).
Table 1 gives the parameter values of the employed PV
panels. The parameters of central inverters, string inverters,
and three types of DCOs are collected from three
manufactures (ABB; Sungrowpower; Solaredge, 2021), as well
as the relationship curves between conversion efficiency and
input power of the electrical topologies. According to the rated
capacity of the PV plant and the nominal DC output power of PV
panels, the layouts of the six typical PV plants are listed in Table 2
to be compared. Table 3 investigates the investment costs per unit
of capacity for the components of PV plants (Annual Energy
Outlook, 2019). The life cycle of the LPP is set as 25 years as stated
in the latest global PV report (World Energy Outlook, 2020). The
annual O&M rate for a PV plant is usually 3% (U.S. Energy
Information Administration, 2019).

Hourly Energy Generation Performances
Without Mismatch Problems
Assuming that all the PV panels in the PV plant are placed at the
azimuth of zero, and there is no PV panel aging and cloud
shading events in the PV array. In other words, the mismatch
conditions are not considered in this scenario. The total energy

TABLE 1 | Parameter values of a PV panel.

Parameter name Value

Number of series cells 60
Nominal DC power (W) 250
Voltage at nominal power (V) 30
Current at nominal power (A) 8.33
Open circuit voltage (V) 36
Short circuit current (A) 9.16
Temperature compensation coefficient on PV current (°C−1) 0.045%
Temperature compensation coefficient on PV voltage (°C−1) -0.34%
Irradiance compensation coefficient on PV voltage (m2/W) -0.47%
Light intensity in the standard operating conditions (W/m2) 1,000
Temperature in the standard operating conditions (°C) 25
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production of the PV plant for six typical configurations during a
year is calculated on the hour level as displayed in Figure 9.

As shown in Figure 9, the shape of the energy envelope curve
mainly depends on the solar radiation received by the PV plant
when there are no mismatch problems. The generation
performances among these six configurations are similar since
there are no energy loss events caused by mismatch conditions
and the advantages of DMPPT structures cannot be highlighted.
Since the solar radiation around noon is better than that in other

times, the energy generation will also peak at about 12:00 and
drop to almost zero before 8:00 and after 19:00 in a day. Besides,
the daily peak values of energy production throughout the year
show a similar variation trend to that of the ideal solar radiation
distribution as shown in Figure 6. More specifically, PV1 and
PV2 can yield more power than the other four configurations
during the periods with stronger solar radiation in a day for the
reason of not considering the transmission loss of DCOs.
However, during the periods (08:00, 09:00) and (18:00, 19:00)
in a few days, the energy production for PV1 and PV2 is nearly
zero since the received radiation is too poor to produce sufficient
input voltage for the GMPPT operation of centralized inverters.
Therefore, total annual energy production for DMPPT
configurations may exceed PV1 and PV2 if the conversion
efficiency of DCOs is high enough.

Impact Analysis of Mismatch Problems
The impacts of the three factors for mismatch conditions
on solar energy yields of LPPs are analyzed one by one in this
section.

TABLE 2 | Layouts of the six PV plants.

Configuration Layout

PV1 5 central inverters × 256 PV strings × 36 PV panels
PV2 160 string inverters × 8 PV strings × 36 PV panels
PV3 5 central inverters × 256 PV strings × 36 PV panels with Boost DCOs
PV4 5 central inverters × 128 PV strings × 72 PV panels with Buck DCOs
PV5 5 central inverters × 192 PV strings × 48 PV panels with Buck-boost DCOs
PV6 5 central inverters × 384 PV arrays with Boost DCOs × 3 PV strings ×8 PV panels

TABLE 3 | Investment costs per unit of capacity for the components of PV plants.

Device Cost (yuan/W)

Central inverter 0.135
String inverter 0.215
Boost DCO 0.138
Buck DCO 0.126
Boost-buck DCO 0.162
Parallel DCO 0.159
The others 6.22

FIGURE 9 | Energy production for each hour during a year of the six configurations. (A) PV1. (B) PV2. (C) PV3. (D) PV4. (E) PV5. (F) PV6.
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PV Panel Aging: Assuming that all the PV panels in the PV
plant are placed at the same azimuth of zero and there is no cloud
shading. Six cases are set as listed in Table 4 to analyze the impact
of PV panel aging on the long-term energy production of LPPs.
Considering that the difference of aging degrees between PV
panels in an array will increase as the aging year increases because
of the multiplicative effects of the random variable σk as indicated
in Eq. 13, the effect of the mismatch problems is also becoming
more significant.

Figure 10 compares the energy production performances for
six typical PV configurations under the given cases: (A) annual
total energy production of LPPs and (B) the average increased
energy production per hour (marked in the red lines) for
PV2~PV6 compared to PV1 in case 1.6. In Figure 10A, the
energy productions of the PV plant for all configurations decrease
from case 1.1 to case 1.6 since the energy loss caused by the PV
panel aging becomes more serious with the increase in the aging
coefficient. Comparing Case 1.1 to Case 1.6, the energy loss in
PV1 and PV2 is greater than that in PV3~PV6 due to the lower
generation efficiency of the GMPPT structure compared to the
DMPPT deployment when suffering mismatch conditions.
Besides, the overall energy generation level in PV1 is lower
than that in PV2 due to the array-level GMPPT control. On
the other hand, it can be found in Figure 10B that PV2 owns the
minimum average energy production level (63.64 kWh) while
PV3 and PV4 enjoy the maximum (about 92.35 kWh). It
indicates that the mismatch problems caused by the difference
in the aging coefficients of PV panels could be greatly mitigated
by the proposed control strategies of Boost and Buck DCOs. Since

the energy transmission efficiency is lower for Buck-boost DCOs,
the generation level in PV5 (77.71 kWh) is between that of PV1
and PV3/PV4. PV6 shows a smaller production increase
(74.11 kWh) than PV5 because of the greater effect of
mismatch problems in small array-level DCO deployment
compared with the panel-level DMPPT structure. Moreover,
the box areas in PV3 and PV4 are almost zero, which shows
the smaller variance of the hourly energy generation
performances throughout a year compared with other
configurations, resulting in better stability for energy capture
with the proposed control strategies for DCOs.

Geographical Location Settings: Assuming that there is no PV
panel aging and cloud shading events. Five cases are set as listed in
Table 5 to analyze the impact of the azimuth setting of PV panels
on the energy production of LPPs (Case 2.1 is the baseline
scenario). Considering the terrains of PV plant sites could be
gentle or steep, the PV panels should be placed at various
azimuths to maximize the received solar radiation.

The comparison of the energy production performances for
six typical PV configurations in the five given cases is displayed in
Figure 11: (A) annual total energy production of LPPs and (B)
the average increased energy production per hour (marked in the
red lines) for PV2~PV6 compared to PV1 in case 2.5. Similar to
the conclusions drawn in the cases for PV panel aging, the energy
productions of LPPs decrease from case 2.1 to case 2.5 gradually
as shown in Figure 11A since the azimuth settings for PV panels
are more uneven and the solar radiations accepted by PV panels
become less. The DMPPT configurations including PV3~PV6
show a better mitigation effect for the energy loss under mismatch

TABLE 4 | Case settings for the PV panel aging.

Number Aging years

Case 1.1 No PV panel aging
Case 1.2 5 years
Case 1.3 10 years
Case 1.4 15 years
Case 1.5 20 years
Case 1.6 25 years

FIGURE 10 | Comparison of six cases for the PV panel aging. (A) Annual total energy production. (B) Average increased energy production per hour.

TABLE 5 | Case settings for geographical location settings.

Number Azimuth
for PV panels

Case 2.1 Zero for all panels
Case 2.2 Evenly distributed from −10° to 10° for the panels of each PV string
Case 2.3 Evenly distributed from −20° to 20° for the panels of each PV string
Case 2.4 Evenly distributed from −30° to 30° for the panels of each PV string
Case 2.5 Evenly distributed from −40° to 40° for the panels of each PV string

Frontiers in Energy Research | www.frontiersin.org February 2022 | Volume 10 | Article 82599412

Wang et al. Energy Generation Evaluations for LPPs

112

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


conditions. In Figure 11B, the average increased energy
production per hour for PV2~PV6 are 69.29 kWh,
101.71 kWh, 102.06 kWh, 85.61 kWh, and 85.16 kWh,
respectively, whose variation trend is similar to the analysis of
case 1.6 (as shown in Figure 10B). However, the box areas of PV3
and PV4 become manifest, which indicates that the mismatch
problems caused by geographical location
settings impose a bigger influence on long-term energy
production than that for the PV panel aging, and the DMPPT

technology could not completely make up for the energy loss
sometimes.

Partial Shading by Clouds: Assuming that all the PV panels in
the PV plant are placed at the same azimuth of zero and there
is no PV panel aging. Five cases are set as listed in Table 6 to
analyze the impact of cloud shading on the energy production
of LPPs (Case 3.1 is the baseline scenario). The duration of
the partial shading caused by clouds is assumed as 1 h per
time, and the cloud cover coefficient τ is generated in a
random way.

Figure 12 shows the energy production comparison for six
configurations in the five given cases: (A) annual total energy
production of LPPs and (B) the average increased energy
production per hour (marked in the red lines) for PV2~PV6
compared to PV1 in case 3.5, a severe mismatch scenario. As
shown in Figure 12A, the annual energy productions of the PV
plant for all configurations also decrease from case 3.1 to case 3.5
since the more times the cloud shading occurs, the less radiation
the panels receive, and the more energy is lost. However, it should
be noted that the rank of the six PV configurations for the energy
production level in cases 3.1–3.5 shows some differences

FIGURE 11 | Comparison of five cases for the geographical location settings. (A) Annual total energy production. (B) Average increased energy production
per hour.

TABLE 6 | Case settings for the partial shading by clouds.

Number Times of cloud
shading during a

year

Case 3.1 No cloud shading
Case 3.2 343 times
Case 3.3 681 times
Case 3.4 965 times
Case 3.5 1,251 times

FIGURE 12 | Comparison of five cases for the partial shading by clouds. (A) Annual total energy production. (B) Average increased energy production per hour.
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compared to the first two case sets (cases 1.1–1.6 and 2.1–2.5).
More specifically, PV4 enjoys better energy generation
performances than PV3. It indicates that a better effect can be
obtained with the control strategy of series-connected Buck
DCOs to deal with the mismatch problems than that of series-
connected Boost DCOs. The main reason is that the severely
shaded PV panels may be shorted by the bypass-diodes according
to the control strategy of Boost DCOs to avoid affecting the solar
energy utilization of normal panels in PV-DCO strings;
nevertheless, all of the PV panels within the strings can output
the power in Buck-DCO–based LPPs.

Similarly, the average increased energy production per hour
for PV2~PV6 is 92.69 kWh, 131.05 kWh, 141.55 kWh,
124.31 kWh, and 123.51 kWh, respectively, which is consistent
with the changing trend of the annual total energy production
levels in Figure 12A. Besides, the significant increases in the
box areas of all configurations can be found in Figure 12B,
which proves that the mismatch problems caused by cloud
shading impose the biggest influence on the long-term energy
production performances compared to the other two factors
including the PV panel aging and geographical location
settings. Although the DCO-based DMPPT technology
could not entirely mitigate the power loss when suffering
serious partial shading, the improvement of energy
production is still considerable compared to the GMPPT-
based LPPs (PV1 and PV2).

Synthetic Analysis and Economic
Evaluation
To combine all the impact factors, three types of mismatch
conditions are coordinated in this section for the synthetic
analysis and economic evaluation of the long-term energy
generation performances of LPPs. Nine cases are carried out
as listed in Table 7 to compare the life-cycle energy
production characteristics and the LCOEs for six PV plant
configurations based on (20–22). Since the effect of the panel
aging on power loss is less than the other two factors, the
annual aging coefficients for all the cases are set as the same.
Different combinations for the placed azimuth for PV panels
and times of partial shading by clouds in a year are reflected
in these nine cases.

Figure 13 simulates the trend of life-cycle energy production
in two dimensions (azimuth and partial shading) to include all
possible mismatch conditions bounded by the settings in
Table 7 from PV1 to PV6. Energy production decreases
with either the increased placed azimuth for PV panels or
times of cloud shading. For PV1 and PV2, the energy yields
are smaller than those in the other four DMPPT
configurations during the life cycle. Besides, the mean
curvatures of the surface that represents the decline rates
of energy production when suffering a mismatch are larger in
PV1 and PV2, showing that the DMPPT is superior to the
GMPPT in dealing with mismatch conditions. Similarly, it can
be seen that PV4 enjoys the most energy generation level and
the least decline rate when suffering mismatch, which
indicates that the Buck topology is a superior choice for
the long-term energy generation over the entire life cycle
for LPPs.

On the other hand, the total investment costs of LPPs for
six configurations can be calculated as given in Table 8. PV1
enjoys the least hardware cost due to its simple structure. PV2
owns the most investment cost due to the expensive string
inverters. The costs for PV3 and PV4 are different since the
hardware cost of Buck DCOs is less than that of Boost DCOs.
Besides, deploying panel-level power electronic devices
requires additional costs compared to PV1. PV5 and PV6
share almost the same cost, which is more expensive than that
in PV3 and PV4 since the higher voltage ratios between DCOs
and inverters in PV5 and PV6 require the higher cost
for DCOs.

Based on the life-cycle energy production and total
investment costs, the LCOE of the six PV configurations
in cases 4.1–4.9 can be calculated using Eq. 20 as shown in
Figure 14. For each PV configuration, the LCOE shows the
same changing trend from case 4.1 to case 4.9 since more
energy production corresponds to a smaller LCOE when the
investment costs are the same. In addition, it can be seen that
PV3~PV6 show more cost-effective LCOE for all the cases
than PV1 and PV2. The main reason is that the additional
benefit from increased energy generation with DMPPT
control methods is more than the additional costs for the
deployment of the panel-level DCOs; in other words, net
earnings are achieved by the DCO-based distributed
structures for LPPs compared to the GMPPT
configurations. More importantly, when the mismatch
problems become more serious, the PV4 configuration
equipped with the Buck DCOs shows more competitive
LCOE performances for all the nine cases due to the
more efficient control strategy for energy generation and
the lower hardware costs for DCOs, compared with the PV3
configuration involving Boost DCOs.

In conclusion, the PV4 configuration deploying panel-level
Buck DCOs and the corresponding DMPPT control strategy is
the optimal choice for LPPs in terms of the optimization objective
for minimizing the LCOE. PV3, PV5, and PV6 own a relatively
lower LCOE than PV1 and PV2, which can be regarded as the
sub-optimal solution depending on the actual operational
situation of PV plants.

TABLE 7 | Case settings for the synthetic analysis.

Number Azimuth
for PV panels

Times of cloud
shading during a

year

Case 4.1 All are placed at zero No cloud shading
Case 4.2 All are placed at zero 343 times
Case 4.3 All are placed at zero 1,251 times
Case 4.4 Evenly distributed from −10° to 10° No cloud shading
Case 4.5 Evenly distributed from −10° to 10° 343 times
Case 4.6 Evenly distributed from −10° to 10° 1,251 times
Case 4.7 Evenly distributed from −40° to 40° No cloud shading
Case 4.8 Evenly distributed from −40° to 40° 343 times
Case 4.9 Evenly distributed from −40° to 40° 1,251 times
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CONCLUSION

This article presents a modeling and energy generation
evaluation method for large-scale PV plants equipped with
panel-level DCOs. Based on the operational characteristics and
the proposed control strategies for PV-DCO strings with three
different topologies (including Boost, Buck, and Buck-boost),
the design-oriented analysis method is proposed for the
economic evaluation of the long-term energy generation

performances in LPPs, considering frequent mismatch
conditions. The modeling for various factors affecting
mismatch problems, including panel aging, geographical
location settings, and partial shading by clouds, are
structured in this study. After that, six typical centralized or
distributed PV plant configurations are carried out for
comparison analysis, and finally, the optimal designing
scheme with the least LCOE is obtained for LPPs. The main
conclusions can be listed as follows:

a. The influence of the partial shading by clouds on themismatch
problems is more serious than that of the PV panel aging and
geographical location settings.

b. The DCO-based DMPPT configurations, especially the Buck
topology, have higher energy utilization efficiency than the
GMPPT operation structure in terms of the long-term energy
generation performances for LPPs when considering frequent
mismatch.

c. The PV plant configuration, which deploys panel-level Buck
DCOs and the proposed control strategy for maximizing solar
energy captures, is the economically optimal choice for LPPs
with the least LCOE.

FIGURE 13 | Life-cycle energy production of PV plants for six configurations. (A) PV1. (B) PV2. (C) PV3. (D) PV4. (E) PV5. (F) PV6.

TABLE 8 | Total investment cost of the PV plant of six configurations.

Configurations PV1 PV2 PV3 PV4 PV5 PV6

Investment cost (108 yuan) 1.1594 1.2014 1.1783 1.1695 1.1877 1.1863

FIGURE 14 | LCOE of the PV plants for six configurations.
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It is worth pointing out that the interaction for the power
flow between PV power plants and the thermal power
generators of AC systems is not considered in the proposed
static models. Since the unit commitment could affect the
power output of PVs, the power flow calculation methods for
the power system incorporating the DCO-based large-scale
distributed PV plants can be further studied in our future
works for the steady-state power flow studies of practical
electrical networks.
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A Wind Power Prediction Method
Based on DE-BP Neural Network
Ning Li*, Yelin Wang, Wentao Ma, Zihan Xiao and Zhuoer An

School of Electrical Engineering, Xi’an University of Technology, Xi’an, China

With the continuous increase of installed capacity of wind power, the influence of large-
scale wind power integration on the power grid is becoming increasingly apparent. Ultra-
short-term wind power prediction is conducive to the dispatching management of the
power grid and improves the operating efficiency and economy of the power system. In
order to overcome the intermittency and uncertainty of wind power generation, this article
proposes the differential evolution–back propagation (DE-BP) algorithm to predict wind
power and addresses such shortcomings of the BP neural network as its falling into local
optimality and slow training speed when predicting. In this article, the DE algorithm is used
to find the optimal value of the initial weight and threshold of the BP neural network, and the
DE-BP neural network prediction model is obtained. According to the data of a wind farm
in Northwest China, the short-term wind power is predicted. Compared with the
application of the BP model in wind power prediction, the results show that the
accuracy of the DE-BP algorithm is improved by about 5%; compared with the
genetic algorithm–BP model, the prediction time is shortened by 23.1%.

Keywords: differential evolution algorithm, wind power prediction, BP neural network, prediction time, accuracy

1 INTRODUCTION

Wind energy is one of the renewable energy resources and the most available resource with the lowest
power generation cost. It can substantially reduce greenhouse gases and air pollution caused by the
use of traditional power generation systems (Xiong et al., 2020). Wind power technology is now
making a significant contribution to the growing global clean power market. However, the
intermittency and uncertainty of wind power generation pose challenges to power supply and
operation. The large-scale integration of wind power will affect the safety, stability, and power quality
of the power system. Therefore, the ultra-short-term power prediction of wind power generation
helps the dispatching department to make dispatch plans and avoid the risks in advance, so as to
improve the safety of the power system and the competitiveness of wind power generation. The ultra-
short-term wind power prediction will help the power system dispatching department to further
understand the wind power that will be connected to the grid and provide a basis for hourly power
generation operation dispatch (Wan et al., 2014).

At present, there are three types of the commonly used wind power prediction methods: the
physical (Agarwal et al., 2018), statistical (Sideratos and Hatziargyriou, 2007), and learning (Catalao
et al., 2009) methods. The physical method obtains the predicted power of the wind turbine by
refining the numerical weather forecast data into the wind speed and wind direction at the hub height
of the wind turbine under the actual terrain and landform conditions of the wind farm, considering
the influence of wake, and applying the predicted wind speed to the power curve of the wind turbine
(Chang et al., 2014). The disadvantage of this method is that it relies too much on the mastery of
meteorological knowledge and physical characteristics of the model itself. If the meteorological
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knowledge reserve is less or the physical characteristics are not
mastered enough, the model will be relatively rough, and the
prediction accuracy will be relatively poor (Chandra et al., 2013).

The statistical method establishes a predictive model by
finding the relationship between the historical wind farm data
(including power, wind speed, wind direction, etc.) and wind
speed or power of the wind farm (Foley et al., 2012), such as
regression analysis (Yuqin et al., 2014), exponential smoothing
method, time series method (Tasnim et al., 2014), Kalman filter
method (Babazadeh et al., 2012), etc., which are all based on
statistical models. These models make predictions by capturing
information related to time and space in the data. The application
of the statistical method is simple, and the original data are not
complicated, so its prediction accuracy will be limited, and the
prediction time will not be too long.

When using the physical or statistical method to predict wind
power generation, the prediction results will also be affected by
data quality and collection methods. Wind power prediction
requires a large amount of data, such as historical wind farm
data, numerical weather prediction data, and the Supervisory
Control And Data Acquisition system real-time data, etc.
However, these data are often abnormal and incomplete. If
statistical methods are used for prediction, the prediction
accuracy and reliability will be affected due to insufficient data
(Wu et al., 2016). Automatic communication equipment plays an
important role in the power system (Yan et al., 2017). Automatic
communication failures cause errors in data collection,
transmission, and conversion, which will bring about data
distortion or loss, and have adverse effects on the accuracy of
wind power prediction (Zhang et al., 2020).

The learning method addresses some of the shortcomings of
physical and statistical methods in predicting wind power. It uses
artificial intelligence methods to learn and train large amounts of
data to obtain the nonlinear relationship between input and
output. The learning method can adaptively predict the output
power of different wind farms, independent of the geographic
location of the wind farm. The learning methods for wind power
prediction include the neural network method (Bhaskar and
Singh, 2012), support vector machine (Liu et al., 2016), and
wavelet analysis method (Zhao, 2016). Different from
statistical prediction, the learning method predicts that there is
no definite functional relationship between the input and output
in the model, that is, there is no specific functional expression.
Haque et al. (2013) proposed a new hybrid intelligent algorithm
based on the wavelet transform and fuzzy ARTMAP network,
which predicts the power output of wind farms using
meteorological information, for instance, wind speed, wind
direction, temperature, etc. Compared with the physical
method, the amount of calculation is reduced in this method,
but it is greatly affected by the weather and other factors. Tan et al.
(2020) proposed an ultra-short-term wind power prediction
model based on the Salp Swarm algorithm–extreme learning
machine, but this method is complicated to determine
network parameters. Paula et al. (2020) applied different
machine learning strategies, such as the random forest, the
neural network, and the gradient boosting, to predict long-
term wind data. Zhang et al. (2019) designed fractional gray

models of different orders for prediction and established a
combined prediction model based on the neural networks.
Considering the limitations of the single convolution model
when predicting wind power, Ju et al. (2019) proposed an
innovative integration of the LightGBM classification
algorithm in the model to improve the prediction accuracy
and robustness. Li et al. (2020) proposed a kernel extreme
learning machine using differential evolution (DE) and cross-
validation optimization methods to predict short-term wind
power generation. The DE algorithm was applied to optimize
the regularization coefficient and kernel width of the kernel
extreme learning machine to improve the prediction accuracy.

Liu et al. (2021) bettered the beetle antennae search algorithm
in the iterative process by improving a single beetle into a
population. The improved beetle antennae search–BP model
not only effectively avoids the possibility of the local
minimum but also achieves higher prediction accuracy and
stronger robustness. Yang et al. (2019) applied the
Levenberg–Marquard (LM)–BP neural network model to the
intrusion detection systems and optimized the weight
threshold of the traditional BP neural network by using the
characteristics of fast optimization and strong robustness of
the LM algorithm. Compared with the traditional models, this
model has a higher detection rate and a lower false alarm rate.
Shen et al. (2020) proposed a particle swarm evolution (PSE)–BP
algorithm to predict microchannel resistance factors. Compared
with the BP algorithm, the PSE-BP algorithm can dramatically
improve ANN training efficiency. The microchannel resistance
coefficient predicted by the ANN model and trained by the PSE-
BP algorithm is in accordance with the simulation samples.

In the learning method, some basic algorithms are easy to fall
into the problem of local optimum, and some complex algorithms
take a long time to train. Therefore, this article presents a short-
term prediction method of wind power based on the DE–back
propagation (BP) neural network. First, the BP neural network is
initialized and the gradient descent and BP are used to adjust the
weights and thresholds of the network to build a BP neural network
model; second, the global search capability of the DE algorithm is
introduced to optimize the initial connection weights and neuron
thresholds of the BP neural network. The DE algorithm performs
accurate local gradient search in the region, converges
continuously in the search space to obtain the global optimal
solution and establishes a BP neural network short-term prediction
model of wind power based on the DE algorithm.

The innovation of this article lies in the following:
1. This model reduces the BP neural network’s sensitivity to

the initial connection weights and neuron thresholds, improves
the speed and accuracy of the network, and shortens the training
time by 23.1% when compared with the genetic algorithm
(GA)–BP model;

2. The DE algorithm is introduced to optimize the initial
connection weights and neuron thresholds of the BP neural
network. Compared to the application of the BP model in
wind power prediction, the results show that the accuracy of
the DE-BP algorithm is improved by about 5%.

The structure of this article is organized as follows: Section 1 is
the introduction; Section 2 describes the BP neural network, GA,
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and DE algorithm models; and then Section 3 proposes an
improved DE-BP hybrid intelligent algorithm prediction
program. Section 4 includes the analysis results and the
conclusion of this article.

2 BASIC MODEL

2.1 BP Neural Network Model
The back propagation (BP) neural network is a multilayer
feedforward neural network. The training process of the BP
neural network is the process of continuously adjusting the
weights and thresholds of the network to make its prediction
results meet the requirements. It can be divided into two
elements: the forward propagation and the BP. The forward
propagation refers to the transfer of information from the
input layer to the output layer of the neural network, and the
output result is obtained (Wu et al., 2005).The BP refers to the
neural network adjusting and modifying the weights and
thresholds layer by layer by means of the backward
transmission of errors (Liu, 2019). This article chooses to
construct a single hidden layer neural network, and its
structure is shown in Figure 1.

Here, n andm are the dimensions of the input layer and output
layer data sets, corresponding to the number of independent
variables and dependent variables in the actual research problem,
p is the number of neurons in the hidden layer, and the number of
neurons in each layer can also be called the number of nodes. ωij

(i = 1, 2, . . . , n) and vjk (j = 1, 2, . . . , p; k = 1, 2, . . . , m)are the
connection weights between the layers, respectively. The steps of
the classic BP algorithm are as follows:

Step 1. Forward calculation for unit j on the lth layer

v l( )
j n( ) � ∑P

i�0
ω l( )
ji n( )y l−1( )

j n( ), (1)

where y(l−1)
j (n) is the signal transmitted by unit i of the previous

layer (l-1). If the function of unit j is the Sigmoid function, then

y l( )
j n( ) � 1

1 + exp −v l( )
j n( )[ ] (2)

and

φj vj n( )[ ] � zy l( )
j n( )

zvj n( ) � exp −v l( )
j n( )[ ]

1 + exp −v l( )
j n( )[ ] � y l( )

j n( ) 1 − y l( )
j n( )[ ].

(3)
If neuron j belongs to the first hidden layer (l = 1),then

y 0( )
j n( ) � xj n( ). (4)

If the neuron belongs to the output layer (l = L), then

y L( )
j n( ) � Oj n( ) (5)

and

ej n( ) � dj n( ) − Oj n( ). (6)
Step 2. Reverse calculation δ. For output units

δ L( )
j n( ) � e L( )

j Oj n( ) 1 − Oj n( )[ ]. (7)
For Hidden Units

δ L( )
j n( ) � y l( )

j n( ) 1 − y l( )
j n( )[ ]∑

k

δ l+1( )
k n( )w l+1( )

kj n( ). (8)

Step 3. Correct the weights.

w l( )
ji n + 1( ) � w l( )

ji n( ) + ηδ l( )
j n( )y l( )

i n( ). (9)
In actual situations, the degree of weight change will become
more and more intense as the value of η increases, resulting in
oscillations. On the contrary, if the value of η is smaller, the
corresponding learning process will become more convergent,
and the learning speed will also slow down.

Step 4. n = n + 1, enter a new sample until the expected
requirements are met.

Although the BP neural network is the most widely used
algorithm in artificial neural network, there exist the following
defects (Huang et al., 2020; Yang et al., 2019).

1. The problem of local minimization. The traditional BP neural
network is a local search optimization method. The weights of
the network are adjusted gradually along the direction of local
improvement. This makes the algorithm trap into a local
extremum, and the weights converge to the local minimum.

2. The convergence speed is slow. Since the BP neural network
algorithm is essentially a gradient descent method, the
objective function to be optimized is very complex, so the
“sawtooth phenomenon” will appear, and when the neuron
output is approaching 0 or 1, some flat areas appear, in which
the weight error changes little, making the training process
almost come to a halt. The traditional one-dimensional search
method cannot be used in the BP neural networkmodel to find
the step length of each iteration, but the updated rule of the
step length must be preassigned to the network.

3. The overfitting phenomenon of predictive ability. In general,
the predictive ability increases with the improvement of
training ability. But this trend is not fixed. When reaching
the limit, with the improvement of training ability, the
predictive ability will decrease instead, hence appearing the
“overfitting” phenomenon. This phenomenon is attributed to

FIGURE 1 | Back propagation neural network structure.
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the fact that the network has grasped too many sample details,
and the learned model cannot reflect the laws contained in the
samples any more.

4. Sample dependency problem. The approximation and
generalization ability of the network model is strongly linked to
the typicality of the learning samples, and there exist difficulties to
select typical samples from the problems to form the training set.

2.2 Genetic Algorithm Prediction Model
The GA is a parallel random search optimization method put
forward by Professor Holland in 1962 to simulate natural genetic
mechanisms and biological evolution theory (Bodenhofer, 2003). It
introduces the biological evolution principle of “natural selection
and survival of the fittest” in nature into the coded tandem
population formed by optimized parameters. Individuals are
screened according to the selected fitness function and through
selection, crossover, and mutation in heredity, such that individuals
with good fitness value are retained, while those with poor fitness
value are eliminated. The new population inherits the previous
generation’s information and also performs better than the previous
generation. This cycle is repeated until the conditions are met.

GA optimizes the ownership and threshold of the BP neural
network using GAs. Each individual in the population contains a

network ownership value and threshold. The individual calculates
the individual fitness value through the fitness function. The GA
finds the corresponding individual of the optimal fitness value
through selection, crossover, and mutation. The BP neural
network prediction obtains the optimal individual through the
GA to assign initial weights and thresholds to the network, and
the network is trained to predict the output of the function. The
formula of the mean square error fitness function is:

f � 1
N

∑N
i�1

ti − oi( )2 , (10)

where N represents the number of data items in the training data
set, and ti and oi are the expected target and training output,
respectively.

3 WIND POWER PREDICTION MODEL
BASED ON DIFFERENTIAL
EVOLUTION–BACK PROPAGATION
In order to overcome the BP local minimum problem caused by
the initial random weight parameters of the network, this article

FIGURE 2 | Flowchart of differential evolution algorithm.
FIGURE 3 | Flowchart of differential evolution–back propagation
algorithm.
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introduces the DE algorithm, combined with the global search
evolution algorithm and the local search gradient algorithm, to
overcome the local minimum problem with high generalization
and fast convergence speed.

3.1 The Optimization Characteristics of
Differential Evolution Algorithm
The DE algorithm is an efficient global optimization algorithm
which is a heuristic search algorithm based on population, and

each individual in the population corresponds to a solution vector
(Das and Suganthan, 2010).

The DE algorithm generates population individuals by using
floating-point vectors for encoding (Fan, 2009). In the process
of DE algorithm optimization, first, two individuals are selected
from the parent individuals to generate a difference vector;
second, another individual is selected to sum with the difference
vector to generate the experimental individual; the parent
individual and the corresponding experimental individual are
cross-operated to generate new offspring individuals; finally,
the selection is made between the parent individuals and the
qualified individuals are saved for the next generation
population (Chidambaram et al., 2017; Ramos and Susteras,
2006).

The standard DE algorithm consists of four steps:
initialization, mutation, crossover, and selection. As shown in
Figure 2, this article adopts the DE/rand/1/bin mechanism. The
details of each step are as follows:

Step 1. Initialization operation: The DE algorithm in this
article adopts the real number coding method. In this step, the
parameters are first initialized, including the population size N,
gene dimension D, mutation factor F, crossover factor CR, and
the value range of each gene [Umin, Umax], and then, the
population is initialized randomly, as shown in the formula:

xij � Umin + rand × Umax − Umin( ), (11)
where i = 1, 2, . . . , N; j = 1, 2, . . . , D; rand is a random number
that obeys a uniform distribution.

Step 2. Mutation operation: For each target vector
xG
i , i � 1, 2, . . . , N, the standard DE algorithm generates a

corresponding mutation vector by the formula:

TABLE 1 | Wind power changes on 10 October 2016.

Time Power (MW) Time Power (MW) Time Power (MW) Time Power (MW)

00:00:00 2.22 06:00:00 1.25 12:00:00 0.15 18:00:00 2.2
00:15:00 2.23 06:15:00 1.23 12:15:00 0.15 18:15:00 2.1
00:30:00 2.25 06:30:00 1.21 12:30:00 0.15 18:30:00 1.91
00:45:00 2.28 06:45:00 1.19 12:45:00 0.15 18:45:00 1.73
01:00:00 2.3 07:00:00 1.17 13:00:00 0.15 19:00:00 1.54
01:15:00 2.29 07:15:00 1.1 13:15:00 0.16 19:15:00 1.38
01:30:00 2.25 07:30:00 0.98 13:30:00 0.18 19:30:00 1.24
01:45:00 2.22 07:45:00 0.85 13:45:00 0.19 19:45:00 1.09
02:00:00 2.18 08:00:00 0.73 14:00:00 0.21 20:00:00 0.95
02:15:00 2.15 08:15:00 0.62 14:15:00 0.27 20:15:00 0.87
02:30:00 2.13 08:30:00 0.5 14:30:00 0.38 20:30:00 0.87
02:45:00 2.12 08:45:00 0.39 14:45:00 0.49 20:45:00 0.87
03:00:00 2.1 09:00:00 0.28 15:00:00 0.61 21:00:00 0.86
03:15:00 2.04 09:15:00 0.21 15:15:00 0.81 21:15:00 0.91
03:30:00 1.94 09:30:00 0.19 15:30:00 1.11 21:30:00 1
03:45:00 1.83 09:45:00 0.16 15:45:00 1.41 21:45:00 1.09
04:00:00 1.72 10:00:00 0.13 16:00:00 1.71 22:00:00 1.19
04:15:00 1.66 10:15:00 0.12 16:15:00 1.92 22:15:00 1.25
04:30:00 1.66 10:30:00 0.13 16:30:00 2.03 22:30:00 1.28
04:45:00 1.65 10:45:00 0.14 16:45:00 2.14 22:45:00 1.31
05:00:00 1.64 11:00:00 0.15 17:00:00 2.3 23:00:00 1.34
05:15:00 1.63 11:15:00 0.15 17:15:00 2.27 23:15:00 1.32
05:30:00 1.62 11:30:00 0.15 17:30:00 2.25 23:30:00 1.23
05:45:00 1.61 11:45:00 0.15 17:45:00 2.23 23:45:00 1.15

FIGURE 4 | Wind speed distribution.
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V G+1( )
i � xG

r1
+ F × xG

r2
− xG

r3
( ). (12)

Step 3.Crossover operation: Crossover operation generates an
experimental individual by the formula:

uG+1
ij � vG+1ij , r j( )#rn i( )

xG
ij

{ , (13)

where r(j) is a random number uniformly distributed among
[0,1]; j represents the jth gene; the range of CR is [0,1]. In order to
ensure the obtaining of at least one-dimensional variable of the
experimental individual from the mutated individual, set rn(i) ∈
[1, 2, . . . , D] as a randomly selected gene dimension index. The
smaller the CR, the better the global search effect.

Step 4. Selection operation: DE uses a greedy search strategy.
Each target individual xG

i competes with its corresponding
experimental individual uG+1i , and their fitness values are
compared. Only when the fitness value of the experimental
individual is better than that of the target individual can it be
selected as the offspring. If not, the target individual is directly
taken as the offspring. Taking minimization optimization as an
example, the selection is demonstrated in Eq. 14, where f(.) is a
fitness function:

xG+1
i � uG+1

i , f uG+1
i( )<f xG

i( )
xG
i , otherwise

{ . (14)

As a new and efficient heuristic parallel search technology, the
DE algorithm possesses such advantages as fast convergence, few
control parameters, simple setting, and robust optimization
results (Neri and Tirronen, 2010). It has important academic
significance for the theory and application of evolutionary
algorithms. However, the standard DE algorithm also has the
phenomenon of high pressure of control parameter selection and
the contradiction between search ability and development ability,

which tends to cause such problems as premature convergence of
individuals of the population and search stagnation.

3.2 Wind Power Prediction Method Based
on Differential Evolution–Back Propagation
Neural Network
Considering the shortcomings of the BP algorithm tending to fall
into local optima, and the shortcomings of individual
premature convergence and search stagnation of DE
algorithm population, this article proposes a DE-BP
algorithm for wind power prediction. First, the number of
nodes of input, output, and hidden layer of the BP neural
network are initialized, and traditional gradient descent and
BP to adjust the weights and thresholds of the network to
construct the BP neural network model are used. Secondly, the
DE algorithm is introduced to optimize the initial connection
weights and neuron thresholds of the BP neural network, which
can avoid its falling into the local optimum. This article
establishes a DE-BP neural network model based on the DE
algorithm, which reduces the sensitivity of the BP neural
network to the initial connection weights and neuron
thresholds. The DE-BP model improves the speed and
accuracy of network training. Since the BP algorithm is easy
to fall into the local optimal value when predicting, the DE
algorithm is introduced to optimize this shortcoming. The DE
algorithm is used to optimize the initial weights and thresholds
of the BP neural network, such that the optimized BP neural
network can better predict samples. After the DE algorithm is
optimized, the best initial weight and threshold matrix are
obtained, and the initial weight and threshold are substituted
into the network to obtain the training error value, predicted
value, prediction error, and training error. The process of
optimizing the BP neural network with the DE algorithm is
shown in Figure 3.

The initialization step of the DE algorithm first initializes the
population sizeN, the individual gene dimensionD, the maximum
number of iterations G, the mutation factor F, the value range of
each gene [Umin, Umax], and the crossover factor CR:

xij � Umin + rand × Umax − Umin( ), (15)
where i = 1, 2, . . . , N; j = 1, 2, . . . , D; rand is a random number
that obeys the uniform distribution. It is determined whether the

TABLE 2 | Differential evolution–back propagation algorithm parameter selection.

Parameter F = 0.1 F = 0.2 F = 0.3 F = 0.4 F = 0.5 F = 0.6 F = 0.7 F = 0.8 F = 0.9

CR = 0.1 17.232 2 17.387 5 17.231 1 17.262 7 17.258 7 17.263 5 20.370 3 17.215 8 17.231 4
CR = 0.2 17.226 5 17.196 4 17.224 1 17.241 8 17.243 1 17.227 7 17.419 9 17.235 9 17.545 6
CR = 0.3 17.237 3 17.260 8 17.254 7 20.693 1 17.236 4 17.127 5 17.212 9 17.239 1 17.236 2
CR = 0.4 17.244 2 17.218 3 17.214 8 17.285 4 17.229 1 17.261 0 32.244 2 17.309 1 17.320 2
CR = 0.5 17.253 1 17.235 1 17.438 0 17.258 4 17.276 4 17.248 9 20.178 9 17.251 0 17.217 5
CR = 0.6 17.766 5 17.253 0 17.217 3 21.020 1 17.034 4 17.075 9 17.252 0 17.272 5 19.391 4
CR = 0.7 17.447 4 17.188 6 17.243 8 23.924 6 17.219 8 17.271 5 19.214 2 17.336 9 17.182 1
CR = 0.8 17.238 1 18.055 1 17.273 7 17.166 1 17.241 5 17.207 0 17.726 6 17.307 5 17.220 3
CR = 0.9 17.234 6 17.255 7 17.252 0 17.238 6 18.752 7 17.217 1 17.403 5 17.339 7 17.228 3

TABLE 3 | Comparison of wind power prediction error results between back
propagation (BP) and differential evolution (DE)–BP algorithms.

Predictive Models MAE MSE RMSE

BP 10.172 4 39.765 1 44.983 4
GA-BP 11.274 4 37.982 0 45.736 3
DE-BP 8.328 9 36.023 4 41.334 1

MAE, mean absolute error; MSE, mean squared error; RMSE, root mean square error;
GA, genetic algorithm.
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DE algorithm reaches the termination condition of the iteration.
If it does, the DE process is stopped and the best individual is
outputted; otherwise, the following operations are continued;

According to the adaptive mutation, crossover, and selection
operation methods of the DE algorithm, the next generation of
individuals xG+1i is obtained; for each target vector xGi , i � 1, 2,
. . . , N, the DE algorithm generates a corresponding mutation:

FIGURE 5 | Comparison of prediction errors between differential evolution algorithm and other algorithms in each season: (A) spring, (B) summer, (C) fall, (D)
winter.

FIGURE 6 | Comparison of the predicted value of differential evolution
algorithm with other algorithms.

TABLE 4 | Comparison of wind power prediction error results between back
propagation (BP) and differential evolution (DE)–BP algorithms.

Times BP GA-BP DE-BP

1 18.285 4 9.216 6 8.691 3
2 10.845 2 8.152 8 7.642 8
3 12.127 4 8.892 3 8.375 5
4 13.572 9 10.715 3 8.188 8
5 11.775 8 12.203 9 7.580 7
6 18.306 6 9.236 6 7.571 4
7 38.205 4 9.944 8 8.711 3
8 7.443 0 16.682 9 8.156 1
9 23.024 1 15.483 3 9.421 1
10 10.024 2 12.226 8 7.896 7

GA, genetic algorithm.
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vG+1i � xG
r1
+ F × xG

r2
− xG

r3
( ), (16)

CR g + 1( ) � CR g( ) − CR 0( ) − CRmin

GenM
, (17)

where xG
r1
, xG

r2
, xG

r3
are the three individuals with different serial

numbers. Among them, the individual serial numbers r1, r2, and
r3 are randomly selected, and they are different from each other
and also different from the target individual’s serial number i, so
the population size N ≥ 4, among them:

F � Fmin + Fmax − Fmin( ) × e1−
GenM

GenM−G+1, (18)
where CR(g) represents the mutation probability of generation

g; CR (g + 1), the mutation probability of generation g + 1; Fmin is
the smallest mutation factor; Fmax is the largest mutation factor;
GenM is the maximum number of iterations; G the current
number of iterations; CR (0) is the initial value of the
mutation factor; and CRmin is the minimum value of the
mutation factor in the evolution process.

After the next generation of individuals is obtained, the fitness
value of their population is evaluated. The minimum fitness value
is the current global minimum value, and the corresponding
individual is the current global optimal individual; then, let G =
G + 1, returning to the judgment operation, the judgments are
made based on the conditions. The optimal individual output
optimized by the DE algorithm is used as the initial weight and
threshold of BP, and the network is trained with a training set to
obtain the optimal DE-BP prediction model. As shown in
Figure 3, when the global minimum is ≤ μ or G ≥ GenM, the
optimal individual is outputted and the DE operation ends. The
termination condition in judging whether the DE algorithm
reaches the termination condition of the iteration is: the
minimum fitness value reaches the set error precision
requirement μ or the algorithm has reached the maximum
iteration number GenM.

4 EXPERIMENT RESULTS

This article selects the historical data from a wind farm in
Northwest China from October 2016 to April 2018, and
samples wind speed, wind direction, temperature, and air
pressure at the height of the turbine every 15 min. The 24-h
wind power changes on 10 October 2016 are shown in Table1.

A total of 5,000 samples and 4,000 sets of model parameter
training samples were tested, and 1,000 samples were used as new
data to verify the model. All algorithms were programmed by
MATLAB, and 4,000 sets of data were randomly trained and
1,000 sets of data were tested. The corresponding wind speed
fluctuations with time during wind power output are shown in
Figure 4.

The error is shown in Table 2, when selecting a different
mutation factor F and crossover factor CR for prediction. From
Table 2, when F = 0.5 and CR = 0.6, the prediction error is the

FIGURE 7 | Differential evolution–back propagation algorithm fitness
function changes.

TABLE 5 | Training time of wind power prediction model.

Times GA-BP DE-BP

1 88.453 1 65.906 3
2 85.390 6 63.781 3
3 87.812 5 64.765 6
4 86.203 1 65.359 4
5 83.437 5 67.843 8
6 84.296 9 69.250 0
7 88.140 6 64.828 1
8 81.015 6 68.640 6
9 86.203 1 68.453 1
10 91.500 0 64.468 8
Average 86.245 3 66.329 7

GA-BP, genetic algorithm–back propagation; DE-BP, differential evolution–back
propagation.

FIGURE 8 | Error of wind power prediction model.
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smallest, so this parameter is selected as the DE-BP prediction
model parameter.

The following three error assessment criteria analyze the
feasibility and effectiveness of each model, that is, the mean
absolute error (MAE), mean squared error (MSE), and root mean
square error (RMSE). The formulas are as follows:

MAE � 1
N

∑N
t�1

|y t( ) − ŷ t( )| (19)

MSE � 1
N

∑N
t�1

ŷ t( ) − y t( )( )2, (20)

RMSE �



















1
N

∑N
t�1

ŷ t( ) − y t( )( )2
√√

. (21)

Table 3 lists the errors of using the BP neural network, GA-BP
neural network, and DE-BP neural network to predict short-
term wind power. The results show that, compared with other
models, the DE-BP model has a higher prediction accuracy and
stronger ability to track actual wind power. It can realize real-
time wind power dispatching, reduce the damage to the wind
power grid caused by random changes in wind power, and
strengthen the emergency measures of dispatching organization
for sudden wind power instability during the process of grid
connection.

This article extracts 70 pieces of historical data as training
samples and uses the trained network to predict the ultra-short-
term wind power within 2 h after the prediction point. The
prediction samples of each model are 30 prediction samples
on a certain day. Taking into account the influence of the
different climates and other factors throughout the year on
wind power fluctuation, the wind power of each season is
predicted, as shown in Figures 5A–D, representing spring,
summer, autumn and winter, respectively.

Figure 6 shows the comparison of the prediction curves of
short-term wind power prediction using each model. When the
power fluctuation range is large, the DE-BP model has better
tracking ability than the GA-BP and BP models. Combined with
the error indicators in Table 4, the prediction error of the DE-BP
model is relatively small.

After the training of the BP neural network, the minimum
fitness is found by the DE algorithm. The population size of the
DE algorithm is 50, the number of iterations is 300, F = 0.5, and
CR = 0.6, and the optimal individual fitness curve in the
optimization process is shown in Figure 7. The optimal
individual fitness value obtained by the DE-BP algorithm is
less than 2.2 × 10–3 and close to 0, indicating the effectiveness
of the method.

The training time used by the two optimization models is
shown in Table 5. The average training time of the GA-BP model
is 86.245 3 s and that of the DE-BP model is 66.329 7 s. The
parameters of the BP neural network can be optimized by the DE
algorithm, which effectively improves the training time by 23.1%.

The corresponding errors of the three models in predicting
short-term wind power are shown in Figure 8. It can be seen that

the DE-BP wind power prediction model has the smallest error,
which effectively improves the accuracy of the prediction.

5 CONCLUSION

In recent years, as the proportion of wind power generation
continues to increase, the research on the accuracy of wind power
prediction has become extremely important. This article proposes
a hybrid method for wind power prediction, which is based on a
feedforward neural network trained through a combination of the
DE and BP algorithms.

This article mainly studies the objective function and
parameter optimization. The DE algorithm is used to optimize
the weight threshold of the BP neural network, and its average
MSE is used as the objective function to improve the stability and
generalization performance of the model, and the prediction
accuracy is more than 95%. The average MAE during model
testing was 7.48, highlighting the effectiveness of the proposed
method. Compared with the traditional BP and GA-BP
algorithms, the accuracy is improved. Finally, the above
optimization algorithm is applied to wind power prediction to
improve the prediction accuracy and stability, improve the wind
power absorption capacity, and provide a reference for power grid
dispatching. By preprocessing the historical data of a wind farm
in Northwest China, the classic BP prediction, GA-BP prediction,
and DE-BP prediction models are established and compared
through simulation. It is verified that the DE-BP model is
superior to the other models in terms of prediction, fills the
gap of DE-BP in the field of wind power prediction, and has good
prospect of engineering research value.
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Optimal Design of Integrated Energy
Supply System for Continuous
Greenhouse Effect: A Study on Carbon
Emission and Operational Cost
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The cultivation of crops in greenhouses is well established in China. However, the
greenhouse climate is complex, rendering it difficult to analyze the greenhouse load
and control the energy supply system. It is important to ensure the optimal design of
greenhouse operation to enable optimal crop growth and maintain low operation costs for
improving the greenhouse crop production efficiency and economic benefits. To reduce
the energy consumption , we propose a new integrated energy supply system. This system
uses a combined cooling, heating and power system, and an air source heat pump.
A two-stage integrated optimization model of the integrated energy supply system was
built, with “minimum average daily economic cost” and “maximumCO2 emission reduction
rate (ERR)” as the objectives in the first stage. The characteristics of the countryside were
taken into consideration for optimizing the capacity of the combined cooling, heating and
power supply, energy storage and air source heat pump. In the second stage, the
objectives were “maximum annual operating saving rate (OSR)”, “maximum CO2

emission reduction rate”, and “maximum primary energy saving rate (PESR)”. The
capacity of the equipment designed in the first stage is used as the constraint to
optimize the operating output of the combined cooling, heating and power supply, air
source heat pump. Finally, a greenhouse is used as a prototype to carry out simulation
calculations for two typical days in summer and winter to verify the effectiveness of this
method. The simulation results showed that after the first stage of optimization, the
average daily operating cost was significantly lower and the CO2 emission rate was
reduced by 49.53%. After the second stage, annual operating saving rate, CO2 emission
reduction rate, and primary energy saving rate were 39.51, 48.88, and 27.57% for a typical
summer day and 52.96, 50.18, and 50.13% for a typical winter day, respectively.
Therefore, compared to the existing energy supply systems, the integrated energy
supply system and the integrated optimization design of the system could effectively
avoid energy wastage, significantly improve the degree of match between the system
design and operation, reduce operating cost, and reduce CO2 emission.

Keywords: greenhouse, combined cooling heating and power (CCHP), energyplus, two-stage optimization design,
C-NSGA-II, integrated energy supply system (IESS)
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1 INTRODUCTION

Energy shortages and environmental pollution are serious global
concerns. Energy saving, emission reduction, development of
renewable energy, and distribution of energy supply systems
are the need of modern economies. In a modern agronomic
facility with high efficiency and high energy consumption,
efficient regulation of greenhouses is an inevitable requirement
for high crop yield and quality. However, greenhouse regulation
is energy-dependent, for which energy consumption is generally
high (Vadiee and Martin, 2013). In addition to the characteristics
of greenhouses, such as strong coupling, nonlinearity, and strong
perturbation (Lin et al., 2019), excessive energy consumption in
greenhouses is a major factor that hinders their development
(Ahmad et al., 2021). Unlike that in ordinary buildings, each
parameter in the greenhouse environment has a significant
influence on the entire greenhouse. The greenhouse climate is
a nonlinear dynamic system whose temperature depends on
several factors such as solar radiation, outdoor temperature,
wind speed, and the type of plants cultivated (Jung et al.,
2020). In addition, the greenhouse structure and the operation
of internal energy supply equipment influences the greenhouse
climate significantly (Lin et al., 2020). Therefore, it is extremely
difficult to perform load analysis for greenhouses. To reduce the
energy consumption in greenhouse operations, optimal design of
greenhouse energy consumption and equipment operation is
necessary. This could effectively improve the energy efficiency
of agricultural greenhouses, while reducing the cost of greenhouse
operation and shortening the energy recovery cycle.

To address the difficulties in greenhouse load analysis, we
propose a load analysis method for greenhouse energy supply,
using an integrated energy supply system (IESS). The IESS
consists of a combined cooling, heating, and power (CCHP)
system and an ASHP. Combining a CCHP system with an ASHP
enables building a highly efficient energy system that provides
greater flexibility in meeting the load requirement (Wegener
et al., 2021). The IESS contains different types of energy
conversion units, which can provide three forms of energy
simultaneously: cooling, heating, and electricity. In addition, it
regulates its own operation with a high degree of flexibility to
mitigate external disturbances in the face of multiple external
factors.

The CCHP system can improve energy efficiency significantly.
The system structure is flexible and diverse; therefore, it can
simultaneously reduce the emission of pollutants effectively. The
CCHP system has wide applications; it improves the overall
performance of the system and simultaneously increases the
complexity of the relationship between the system structure
and energy. Therefore, optimized design of the system and the
accurate matching of energy supply and demand are important
prerequisites for the efficient operation of CCHP system. This has
to account for the changes in the cooling, heating, and electric
loads and the actual demand of users. To match the energy
demand and improve the performance of CCHP systems,
Wegener et al. (2018) and Gao et al. (2019) proposed a system
design and optimization method for a CCHP system. For the
optimal design of a CCHP system, Ren et al. (2021) proposed a

hybrid CCHP system, which consisted of a gas turbine,
absorption chiller, photovoltaic (PV) panel, and Battery. Song
et al. (2020a) investigated the optimal configuration for a hybrid
CCHP system and studied the corresponding optimal economic
and energy performance, using a multi-objective optimization
model. Wang et al. (2020) determined the capacity configuration
of a CCHP system that provided the best integrated performance
and quantitatively evaluated the sustainability index of the
system. Yan et al. (2021) proposed a multi-objective
optimization method for optimizing the capacity configuration
of a CCHP system. Tian et al. (2018) proposed a decoupling
method to decompose the energy, and a matrix optimization
model to optimize the capacity of the CCHP system. Liu et al.
(2013) optimized the capacity configuration of power generator
unit (PGU) to achieve the optimal performance of the CCHP
system. Ghersi et al. (2021) proposed a new operation strategy for
the CCHP system and optimized its capacity configuration using
a multi-objective optimization algorithm. Wang et al. (2014)
added biomass gas to the CCHP system and used a genetic
algorithm to optimize the capacity of the system. Kang et al.
(2021) constructed a multi-objective optimization model and
optimized capacity configurations for four types of building
CCHP systems.

However, in the process of capacity configuration, the
accessibility to renewable energy deepens the complexity of the
CCHP system multi-energy flow and introduces several random
factors into the operation strategy. This overturns the traditional
operation mode of the CCHP system and creates difficulty in
source-load matching. This further deepens the coupling between
the capacity configuration and operation strategy of the system.
For the operational design of the CCHP system, Li et al. (2018)
adopted the traditional operation modes of the following
electrical load (FEL) and following thermal load (FTL). The
system was considered economical for developing an optimal
and cooperative strategy for an integrated energy system
comprising multiple energy stations and energy storage
devices. Kang et al. (2017) and Das et al. (2018) investigated
the system performance under FEL and FTL; these two operation
strategies could not fully utilize the system advantages for
meeting the various demands. Therefore, there is a need for
an optimal operation model that is based on specific parameters
such as time-of-day tariffs and energy prices, which are combined
with load forecasting to achieve work mode switching. Ren et al.
(2021) and Ghersi et al. (2021) used multi-objective optimization
algorithms to optimize the design of the CCHP system operation
strategy. They developed the Pareto Frontier solution applied in
the multi-objective optimization model, considering the
economic, energy, and environmental performances of the
model. Li et al. (2020) proposed a CCHP system operation
strategy that followed the thermoelectric load balance.
Considering the interaction between the capacity configuration
and operation strategy, Ma et al. (2017) took seasonality into
account in the equipment operation strategy. They analyzed the
capacity configuration and operation strategy of the equipment in
the system using a multi-objective optimization method. Song
et al. (2020b) modeled the CCHP system and the sub-supply
system separately, and optimized them for an optimal capacity
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configuration and operation strategy. This results in further
deepening of the coupling between the capacity configuration
and operation strategy of the core equipment of the CCHP
system. Therefore, the traditional CCHP system optimization
design method can no longer cope with the requirements of
renewable energy characteristics and variable operating
conditions. Further studies on the two-stage optimization
design of the equipment capacity and operation strategy of the
renewable energy IESS, are required.

To address these issues, we proposed a two-stage optimal
design method for the IESS capacity configuration and operation
strategy based on C-NSGA-II. In the first stage, we optimized the
capacity configuration of the core equipment of the designed
IESS. In the second stage, we used the optimized design results as
constraints, to further optimize the operation strategy of the
designed core equipment. Therefore, a two-stage interaction
mechanism is established between the system capacity
configuration and operation strategy, while improving the
efficiency and comprehensive performance of the IESS.

This method establishes an interactive feedback between the
two stages and builds a two-stage optimization design
architecture that can optimize the systems’ capacity and
operation. EnergyPlus can calculate the building’s cooling and
heating loads, by analyzing the physical composition of the
building and the mechanical system. This can be used to
maintain the indoor room temperature through the heating,
ventilation, and air conditioning (HVAC) system. We first
simulated the energy consumption of the greenhouse’s cooling,
heating, and electric loads using EnergyPlus. We used the
simulated load data as the input for the CCHP system. Based
on this, we constructed a two-stage optimization model of the
IESS; in the first stage, the optimization objectives of “minimum
average daily economic cost” and “maximum CO2 emission
reduction rate” were established based on the results of the
second stage optimization design. The C-NSGA-II algorithm
was used to optimize the capacity configuration of the core
equipment in the IESS. In the second stage, the optimization
objectives of “maximum annual operation saving rate,”
“maximum CO2 emission reduction rate,” and “maximum
primary energy saving rate” were established. The C-NSGA-II
algorithm was used to further optimize the operation strategy of
the core equipment, using the capacity of the equipment
optimized in the first stage as the constraint. Finally, a
prototype greenhouse was used as a case study to evaluate the
advantages of the method. The simulation results indicated that
our two-stage method for the optimization of IESS effectively
avoided the wastage of resources, reduced the cost, and lowered
the CO2 emissions.

This study uses an innovative approach to improve the
functioning of greenhouses. High energy consumption and
difficulty in load analysis in the greenhouses is attributed to
the challenges in controlling the energy supply system. Therefore,
we constructed an integrated energy supply system consisting of
CCHP, and ASHP to overcome these challenges.

The introduction of indirect renewable energy in the CCHP
system has deepened the coupling between the capacity
configuration and operation strategy of the integrated energy

supply system. Therefore, we proposed a two-stage optimization
for the integrated energy supply system. In the first stage, the
optimal capacity of the integrated energy supply system was
designed considering the optimization results of the second
stage. In the second stage, the optimal capacity of the
equipment in the first stage was used as the constraint, for
optimizing the design of the optimal operation strategy of the
integrated energy supply system. The synergistic optimization in
the two stages results in a higher degree of coherence between the
system design and operation, greater economy, and energy
efficiency.

The remainder of this paper is structured as follows. Section 2
presents the structure of the constructed integrated energy supply
system and the models of each device in the system. Section 3
presents the specific principles and methods for the two-stage
optimization design of the integrated energy supply system,
including the optimization objectives, optimization variables,
constraints, and optimization algorithms for each stage. In
Section 4, a simulation case study is conducted with a
greenhouse as a prototype to verify the effectiveness of the
proposed integrated energy supply system and its optimization
design method. Finally, in Section 5, the research methods and
results of this paper are summarized.

2 SYSTEM STRUCTURE AND ENERGY
SUPPLY EQUIPMENT MODEL

The CCHP system is an energy system with low environmental
impact and high efficiency. Compared to the conventional energy
systems, CCHP systems can achieve sustainable energy savings,
typically 10–30%. Therefore, using these systems can significantly
reduce CO2 emissions (Song et al., 2020), which is an ideal way for
energy conservation and emission reduction. They also ensure the
efficient use of new energy sources, and is therefore, highly
promising. This study has considered the aspects of rural
resource endowment and has built an integrated energy supply
system based on CCHP, distributed new energy generation, and
ASHP devices.

2.1 Analysis of Integrated Energy Supply
System for Agriculture
The CCHP systemmakes full use of the “energy-ladder” principle
by recovering waste heat for power generation, cooling, and
heating, simultaneously. A high-quality CCHP system can
achieve a global efficiency of 42% ensuring an efficient
integrated supply of heating and cooling electric energy
(Lombardo et al., 2021). The structure diagram of the IESS
system built based on CCHP is shown in Figure 1.

The system consists of three parts: power supply, cooling, and
heating, which are explained below:

The power supply consists of an internal combustion engine
(ICE), wind turbine (WT), and PV. The electric energy produced
by the system supplies electricity to the users and the system itself,
and the system was “grid-connected”; therefore, it could purchase
electricity from the grid when the produced electricity was
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insufficient; the energy was fed back into the grid when there was
an excess of electricity generated (Li et al., 2021).

The heating system includes the waste heat generated by the ICE-
consuming biomass gas, gas boiler, and ASHP. The ICE generated
cylinder liner water waste heat and flue gas waste heat during
operation These were recovered using a cylinder liner water heat
exchanger and flue gas heat exchanger, respectively. The recovered
waste heat was partly used to operate the absorption chiller for
cooling and partly to supply heating to the customers. The ASHP
was used for heating during winter. When the waste heat generated
by the ICE and the heating provided by the ASHP were insufficient
to meet the demand of the customers, the gas boiler was used for
auxiliary heating. In cases when excessive heat was available, the
thermal storage equipment stored the excess heat from the gas boiler
and the waste heat recovery equipment.

The cooling system consists of two parts: an absorption chiller
and an ASHP. The cooling load of users is mainly provided by the
absorption chillers. When the cooling load is insufficient, the
auxiliary cooling of ASHP fulfills the cooling load.

2.1.1 Core Equipment Model of Agricultural Energy
Supply System

2.1.2 Wind Turbine (WT)
The relationship between wind power characteristics, mainly
output power and wind speed, can be expressed as follows
(Zhang et al., 2020):

PWT(t) �
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0, v(t)≤ vin or v(t)≥ vout
v(t)3 − v3in
v3r − v3in

Pr, vin ≤ v(t)≤ vr

Pr, vr ≤ v(t)≤ vout

(1)

where PWT(t) is the output power of WT at time t, Pr is the rated
power of WT, v(t) is the actual outdoor wind speed at time t, vr is
the rated wind speed of WT, vin is the cut-in wind speed of WT,
and vout is the cut-out wind speed of WT.

2.1.2.1 Photovoltaic (PV) Output Power
The variation in the PV output power, with respect to the solar
radiation and temperature, can be expressed as follows:

PPV(t) � PSTCI(t)[1 + k(TPV(t) − Tr)]
ISTC

(2)

where PPV(t) is the output power of PV at time t, I(t) is the solar
radiation at time t, PSTC is the maximum test power under
standard test conditions (ISTC is 1000W/m2, Tr is 25°C), k is the
power temperature coefficient, and TPV(t) is the temperature of
PV at time t, which was estimated using the test ambient
temperature. TPV(t) was calculated using the following
equation:

TPV(t) � T0(t) + 0.03I(t) (3)
where, T0(t) is the outdoor temperature at time t.

FIGURE 1 | Structure of a combined cooling, heating, and power (CCHP) system.
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2.1.2.2 Internal Combustion Engine (ICE)
The operating conditions of the internal combustion generator
set are complex and changeable.

The mathematical model of the ICE can be expressed as
follows (Yan et al., 2018):⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

GICE(t) � EICE(t)
ηpe(t)ηte(t)

GICE(t)(1 − ηte(t)) � Qjw(t) + Qexh(t) + Qloss(t)
Qre(t) � Qjw(t)ηjw(t) + Qexh(t)ηexh(t)

(4)

where, GICE(t) is the amount of biomass gas consumed by the ICE
at time t, EICE(t) is the amount of electricity generated by ICE at
time t; ηpe(t) is the efficiency of electricity generation at time (t)
affected by PLR; ηte(t) is the efficiency of heat generation at time (t)
affected by PLR; Qre(t) is the recoverable heating of ICE at time t,
Qjw(t) is the waste heating of the cylinder sleeve water at time t;
ηjw(t) is the efficiency of the cylinder sleeve water heating
exchanger at time t, Qexh(t) is the waste heating of the flue gas
heating exchanger at time t, and ηexh(t) is the efficiency of the flue
gas heating exchanger at time t, Qloss(t) is the lost heating at time t.

2.1.2.3 Biomass Gas Boiler
The mathematical model of the gas boiler can be expressed as
follows (Jia et al., 2021):

Qb(t) � Fb(t)LNGηb (5)
where Qb(t) is the heat capacity of the gas boiler at time t, Fb(t) is
the biomass gas volume of the gas boiler at time t, LNG is the biogas
gas calorific value, and ηb is the heating efficiency of the gas boiler.

2.1.2.4 Absorption Chiller
Themathematical model of absorption chiller can be expressed as
follows (Zhao et al., 2021):

Qac(t) � Qac_in(t)COPac (6)
whereQac(t) is the cooling capacity of the absorption chiller at time
t, Qac_in(t) is the input heating of the absorption chiller at time t,
and COPac is the energy efficiency rate of the absorption chiller.

2.1.2.5 ASHP

Qhp,h(t) � Ehp,h(t)COPhp,h (7)
Qhp,c(t) � Ehp,c(t)COPhp,c (8)

where Qhp,h(t) is the heat capacity of the ASHP at time t, Qhp,c(t)
is the cooling capacity of the ASHP at time t, Ehp,h(t) is the power
consumption of the ASHP (when heating) at time t, Ehp,c(t) is the
power consumption of the ASHP (when cooling) at time t,
COPhp,h is the heating energy efficiency rate, and COPhp,h is
the cooling energy efficiency rate.

2.1.2.6 Battery
Notably, in the process of charging and discharging, the state of
energy storage at each moment is related to the state of energy

storage at the previous moment, amount of charging and
discharging at the moment, and amount of power decay of the
energy storage capacity of the system, which can be expressed as
follows:

EBT(t) � EBT(t − 1) + ⎡⎣μcηchargePBT,charge(t)

− μd
ηdischarge

PBT,discharge(t)⎤⎦Δt (9)

where EBT(t) is the remaining capacity of the battery at time t, EBT
(t-1) is the remaining capacity of the Battery at time t-1, and
PBT,charge(t) and PBT,discharge(t) are the average power of the
battery charging and discharging, respectively, at time t.
Ηcharge and ηdischarge are the charging and discharging
efficiencies of the battery, respectively; µc is 1 in the storage
charging state and 0 in the non-charging state, and µd is 1 in the
storage discharging state and 0 in the non-discharging state.

2.1.3 Energy Flow Analysis of Agricultural Greenhouse
Energy Supply System
The electric balance of the agricultural greenhouse energy supply
system at moment t can be expressed as follows:

EICE(t) + EPV(t) + EWT(t) + Egrid(t) + EBT,discharge(t)
� EL(t) + EBT,charge(t) + Ehp(t) (10)

where EPV(t) is the power generation of the PV panel at time t,
EWT(t) is the power generation of the WT at time t, Egrid(t) is the
system-grid interaction at time t, EL(t) is the electric load required
by the user at time t, and EBT,charge(t) and EBT,discharge(t) are the
production and energy storage of the battery at time t,
respectively.

The heating balance of the agricultural greenhouse energy
supply system at moment t can be expressed as follows:

Qre(t) + Qb(t) + Qhp,h(t) � Qh,L(t) + Qac(t)
COPac

(11)

where Qh,L(t) is the heating load required by the user at time t,
and the other components are the same as that expressed in the
earlier equation.

The cooling balance of the agricultural greenhouse energy
supply system at time t can be expressed as follows:

Qac(t) + Qhp,c(t) � Qc,L(t) (12)
where Qc,L(t) is the cooling load required by the user at time t.

3 TWO-STAGE OPTIMIZATION OF
AGRICULTURAL GREENHOUSE ENERGY
SUPPLY SYSTEM
The introduction of renewable energy renders the structure of the
IESS more complex; the coupling relationship between the
capacity configuration and operation strategy of the core
equipment is further deepened. In this study, we analyzed the
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relationship logic between capacity configuration and operation
strategy. We adopted a two-stage method for optimizing the
capacity configuration and operation strategy of the system. In
the second stage, the capacity configuration obtained from the
first-stage was used as the constraint for the operation and
strategy optimization design; the interaction between the two-
stage design was realized, economic and environmental
indicators were selected as the optimization targets, and a two-
stage optimization model was established. The logical
relationship between the two stages is shown in Figure 2.

3.1 System Capacity Configuration
Optimization Model
3.1.1 Optimization Objectives
3.1.1.1 Economic Indicators
Economy is a prerequisite for the large-scale application of
renewable energy IESS; reducing the costs and improving the
economy are critical for promoting the new system. Therefore, in
the first-stage of the optimization model, we considered the
minimum average daily economic cost of the system as one of
the optimization objectives, which can be expressed as follows:

minCr � Ccap + 1
Nd

∑Nd

i

Ci,var (13)

where Cr is the average daily economic cost of the system; Ci,var is
the daily operating cost of each equipment of the system, such as

the cost of biomass gas consumption, cost of purchased
electricity, and operation and maintenance cost of each
equipment. Their calculation is expressed in the second stage;
Nd is the number of typical days, and Ccap is the daily acquisition
cost of each piece of equipment of the system converted by the
conversion factor, which can be expressed as follows:

Ccap � 1
365

∑N
i�1
Ni,rCi,v

r(1 + r)Ti

(1 + r)Ti − 1
(14)

where Ni,r is the capacity of the ith equipment, Ci,v is the unit
acquisition cost of the ith equipment, r is the conversion factor
(8%), and Ti is the lifespan of the ith equipment.

3.1.1.2 Environmental Indicators
CO2 is the main cause of the greenhouse effect; therefore, the
maximum CO2 emissions reduction rate was considered as
another optimization objective. The CO2 emissions during the
operation cycle of the IESS were calculated, using the equation
given below:

CO2EIESS � μgGgas + μeEgrid (15)
where CO2EIESS is the total CO2 emission of the IESS, µg and µe
are the CO2 emission factors of biomass gas and grid generation,
respectively, and Ggas is the amount of biomass gas consumed by
the IESS, which is numerically equal to the sum of biomass gas
consumed by the ICE and gas boiler.

FIGURE 2 | Logic relationship for the two-stage optimization design proposed in this study.
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The energy supply of the existing greenhouse setup is mainly
purchased from the grid; therefore, its CO2 emissions can be
expressed as follows:

CO2E � ELμe (16)
where, C O 2E is the CO2 emissions of existing energy supply
system.

The emission reduction potential of the IESS relative to that of
the existing energy supply system can be further evaluated by
defining the ERR of the IESS, which can be expressed as follows
(Wen et al., 2022):

maxFERR � CO2E − CO2EIESS

CO2E
(17)

where, FERR is the maximum CO2 emission reduction rate.

3.1.1.3 Constraints
WT and PV are important renewable energy generation systems.
Their capacity has a great impact on the overall performance of the
integrated energy supply system. ICE is the core power equipment
of the integrated energy supply system. The capacity of biomass gas
boiler, absorption chiller and other equipment is determined by the
ICE. ASHP is an important link between cooling and heating, the
capacity size affects the degree of matching system operation.
Battery is the main energy storage equipment of the integrated
energy supply system; it can play the role of peak load shifting.
Therefore, the capacity of WT, PV, ICE, ASHP, and battery are
selected as the optimization variables in the first stage. The system
operation needs tomeet certain capacity limits; therefore, there was
a range of constraints on the capacity configuration of the system
equipment. Notably, the optimization objectives were required to
meet the following constraints, as shown below:

0<NWT <NWT,max (18)
0<NPV <NPV,max (19)
0<NICE <NICE,max (20)
0<Nhp,h <Nhp,h,max (21)
0<Nhp,c <Nhp,c,max (22)

NBT,min ≤NBT ≤NBT,max (23)
where NWT, NPV, NICE, and NBT are the configured capacities of
WT, PV, ICE, and battery, respectively. Nhp,h and Nhp,c are the
configured capacities of the ASHP for heating and cooling,
respectively. NPV,max, NICE,max, and NBT,max are the maximum
capacities of the PV, ICE, and battery, respectively. Nhp,h,max

and Nhp,c,max are the maximum capacities of the ASHP for
heating and cooling, respectively. and NBT,min is the minimum
capacity of battery.

3.2 System Operation Strategy Optimization
Model
3.2.1 Optimization Objectives
3.2.1.1 Economic Indicators
For the second stage of optimization, we first considered the
economy of the system. The maximum annual operation saving

rate of the system was one of the optimization objectives. It
mainly includes the cost of electricity purchased from the grid,
cost of biomass gas consumption, and maintenance cost of each
equipment. The total annual operation saving rate of the IESS,
compared to that of the existing energy supply system of the
greenhouse, was calculated using the equations given below:

maxCOSR � ∑8760
t�1 C(t) −∑8760

t�1 CIESS(t)∑8760
t�1 C(t) (24)

where C(t) is the cost of the existing greenhouse energy supply
system at time t, and CIESS(t) is the cost of the IESS at time t.

CIESS � ∑8760
t�1

(Cgrid(t) + Cgas(t) + Ccom(t)) (25)

where Cgrid(t) is the cost of electricity purchased from the grid at
time t,Cgas(t) is the cost of biomass gas consumed by the system at
time t, and Ccom(t) is the operation and maintenance cost of the
system equipment at time t. The costs were calculated using the
equations given below:

Cgrid(t) � cgird(t)Pgrid(t) (26)
Cgas(t) � cgas(GICE(t) + Fb(t)) (27)

Ccom(t) � ∑N
i�1
ciPi(t) (28)

where cgrid(t) and cgas(t) are the grid electric price and biomass gas
unit price purchased from the grid at time t, respectively. Ci is the
operation and maintenance cost of the ith equipment, Pi(t) is the
ith equipment in the system operating power at moment t, and
Pgrid(t) is the power purchased from the grid at moment t.

3.2.1.2 Environmental Indicators
Similar to that in the first stage of optimization, during the second
stage of optimization, we considered the emissions of the
pollutant gases during system operation. In this study, the
maximum ERR of the system was the optimization objective,
and its expression was consistent with that in the first stage.

3.2.1.3 Energy-Saving Indicators
The primary energy consumed by the system was estimated using
the following equations:

GIESS(t) � Ge,IESS(t) + Gb(t) + GICE(t) (29)⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ge,IESS(t) � Egrid(t)

ηe,gridηtr

Gb(t) � Fb(t)
GICE(t) � FICE(t)

(30)

where GIESS(t) is the primary energy consumed by the system at
time t; Ge,IESS(t) is the converted energy consumption of the IESS
interacting with the grid at time t; Gb(t) is the amount of biomass
gas consumed by the gas boiler of the IESS at time t; GICE(t) is the
amount of biomass gas consumed by the gas generator at time t,
and ηe,grid is the power plant generation efficiency, and ηtr is the
grid transmission efficiency.
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Energy-saving indicators are important indicators for
evaluating the primary energy use of a system. The primary
energy saving rate is given below:

FPESR � ∑8760
t�1

EL(t) + Qc,L(t) + Qh,L(t)
GIESS(t) (31)

3.2.2 Constraints
The ICE is the source of power generation and heat production in
the integrated energy supply system. Therefore, it is the key to
determining whether the whole system operates efficiently and is
an important link between cooling and heating. A reasonable
hour-by-hour operation strategy of the ASHP can match the
cooling and heating loads more reasonably and improve the
efficiency of the integrated energy supply system. The battery
is the main energy storage device; it can be designed to further
improve the effect of peak load shifting. Therefore, for the second
stage, the hour-by-hour operation of the ICE, ASHP, and battery
were selected as the optimization variables. The constraints of the
optimization variables are shown as follows.

0<EICE <NICE (32)

0<Qhp,h <Nhp,h (33)
0<Qhp,c <Nhp,c (34)

EBT,min ≤EBT ≤EBT,max (35)
PBT,charge,min ≤PBT,charge ≤PBT,charge,max (36)

PBT,discharge,min ≤PBT,discharge ≤PBT,discharge,max (37)
where EBT,min and EBT,max are the upper and lower limits of the
energy storage state of the battery, respectively; PBT,charge,min and
PBT,charge,max, are the upper and lower limits of the battery
charging, PBT,discharge,min and PBT,discharge,max are the upper and
lower limits of the battery discharging.

3.3 Optimization Algorithm
In case of the system multi-objective optimization problem, pure
mathematical analysis is limited by the objective function; therefore, it
has limited use. In case of the IESS operation strategy problem, the
objective function and the system model have nonlinear and discrete
characteristics. In this study, we observed a strong coupling between
the two stages, which was difficult to solve using traditional analytical
methods. In addition, the optimization model had some limitations.
Therefore, a hybrid algorithm of non-dominated ranking genetic
algorithm and multi-objective particle swarm optimization

TABLE 1 | Continuous greenhouse construction data.

Items Greenhouse
area
(m)

Span
(m)

Number
of spans

Width
of

gutter
(m)

Greenhouse
east-west
length
(m)

Greenhouse
north-south

length
(m)

Sinking
(m)

Exterior
wall
(m)

Shoulder
height
(m)

Ridge
height
(m)

Size 80,0002 12 23 1.6 313.1 252 0.8 1 6 9.5

FIGURE 3 |Greenhouse three-dimensional (3D) physical model. (A) and (B) shows a partial view of the left and right sides of the greenhouse, respectively, and (C)
shows the overall view of the greenhouse.
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(C-NSGA-II) was used to solve the multi-objective optimization
model. It combines chaotic mapping, multi-objective genetic
algorithm (NSGA-II), and multi-objective particle swarm
algorithm (MOPSO), with NSGA-II algorithm as the main body,
It uses the traversal feature of chaotic mapping to initialize the
population, and the speed and position update mode of MOPSO
to reconstruct the variation operator, for improving the convergence
speed of the algorithm. This could have a significant impact on the
field of multi-objective optimization (Zhang et al., 2013).

4 CASE STUDY

In this study, the characteristics of a greenhouse were analyzed
using a prototype of a continuous greenhouse with actual crops.
The energy supply system was a wet curtain fan and a heat pump
system. This often results in energy waste because it is difficult to
control the wet curtain fan and heat pump. Therefore, we adopted
the IESS for the energy supply and used a two-stage optimization

design method for optimizing the energy consumption of the
greenhouse.

4.1 Energy Simulation Software
In this study, energy consumption simulations for continuous
greenhouses were performed using EnergyPlus, developed by
the United States Department of Energy as a whole building
energy simulation program based on a modular structure
(Mazzeo et al., 2020). EnergyPlus has several modules that are
integrated and solved simultaneously. It is a complete energy
simulation software that requires a large amount of data input;
and, it is time consuming to manually enter all the data. Therefore,
to achieve a complete energy simulation, a 3D model of the
greenhouse was created using SketchUp and OpenStudio, which
allows designers to create intuitive ideas directly and is an excellent
tool for creating 3D architectural design solutions. OpenStudio is a
plug-in for SketchUp; together, they were used to build a geometric
model of the building simulated by EnergyPlus. OpenStudio uses
EnergyPlus to simulate the energy consumption of a building and
provides it as a visual user interface for EnergyPlus.

4.2 Energy Simulation Data
The construction data of this continuous greenhouse are shown
in Table 1. A 3D physical model of the continuous greenhouse,
drawn using SketchUp and OpenStudio, is shown in Figure 3.
After importing the physical model into EnergyPlus, the thermal
properties, as well as the structural data, were assigned to its
various parts.

The greenhouse cooling, heating, and electric load data were
simulated using EnergyPlus, and the annual load data are shown
in Figure 4. The solar radiation and temperature variation curves
for the typical summer and typical winter days are shown in
Figure 5A and Figure 5B, respectively. The greenhouse loads on
typical summer and typical winter days are shown in Figure 6
and Figure 7, respectively.

Tomato was used as the crop; it requires a temperature range
of 10–30°C for optimal growth. Temperatures higher than 35°C or
lower than 10°C (Ro et al., 2021) affect the growth of tomatoes.

FIGURE 4 | Greenhouse annual load data measured using EnergyPlus.

FIGURE 5 | Solar radiation and temperature change curve on a typical day. The solar radiation and temperature variation curves for the typical summer day is
shown in (A). The solar radiation and temperature variation curves for the typical winter day is shown in (B).
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Therefore, the cooling temperature was set to 30°C and heating
temperature was set to 15°C in EnergyPlus. Agricultural
greenhouses can reach a maximum heating load of
approximately 12,000 kW and maximum cooling load of
approximately 17,500 kW, which is much higher than the
heating and cooling loads of ordinary buildings (Figure 4).
The radiation and temperature on a typical summer day were
significantly higher than that on a typical winter day (Figure 5A
and Figure 5B). Additionally, the load on a typical summer day
was dominated by the cooling load, and the load on the typical
winter day was dominated by the heating load (Figure 6,
Figure 7).

4.3 System Optimization Parameters
The basic parameters of the agricultural greenhouse energy
supply system are listed in Table 2 (Yan et al., 2018; Wegener
et al., 2020). The cost and lifespan of each equipment in the
agricultural greenhouse energy supply system are listed inTable 3
(Yan et al., 2018; Wegener et al., 2020).

5 ANALYSIS OF SIMULATION RESULTS

To demonstrate the improvements in the optimization method
proposed in this study, we compared our method to the existing
energy supply model of the greenhouse; we analyzed the
advantages of our method in several aspects.

The IESS was used to supply energy to the greenhouse. The
annual load simulation data were simulated using EnergyPlus,
and then, used as the parameter input for the two-stage
optimization. The set of Pareto feasible solutions optimized in
the first-stage capacity configuration is shown in Figure 8. The
optimized Pareto feasible solution sets for a typical summer day
and typical winter day obtained in the second stage of the
operation strategy are shown in Figure 9A and Figure 9B,
respectively. The greenhouse load in summer is mostly
generated at noon, which is the same time as the high power

FIGURE 6 | Greenhouse load on a typical summer day.

FIGURE 7 | Greenhouse load on a typical winter day.

TABLE 2 | Basic parameters of an agricultural greenhouse energy supply system equipment.

Parameters Symbol Value Unit

Cut-in wind speed of WT vin 3 m/s
Rated wind speed of WT vr 12 m/s
Cut-out wind speed of WT vout 25 m/s
Temperature coefficient of PV k −0.0045
Heating efficiency of gas boiler ηb 0.8 -
Calorific value of biogas gas LNG 9.7 (kW h)/m3

COP of absorption chiller COPac 0.9 -
Charging efficiency of Battery ηcharge 0.95 -
Discharging efficiency of Battery ηdischarge 0.95 -
CO2 emission factor of biomass gas µg 220 g/(kW h)
CO2 emission factor of grid µe 968 g/(kW h)
Price of electric
(11:00-14:00,18:00-23:00) cgrid 0.168 $/(kW h)
(7:00-11:00,14:00-18:00) 0.108
(23:00-7:00) 0.057
Unit price of biomass gas cgas 0.34 $/m3

Conversion factor r 0.08
the heating energy efficiency rate COPhp,h 3.2 -
the cooling energy efficiency rate COPhp,c 3.2 -
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generation of PV generating units. The opposite is true in winter,
and there is a clear difference between summer and winter based
on the optimization results. When the C-NSGA-II algorithm is
used to solve the non-dominated solution of the second-stage
optimization objective, the constraints contain a large number of
non-linear models and the state of charge (SOC) constraints on
the energy storage. This results in a more scattered Pareto feasible
solution for the summer optimization compared to that for the

winter optimization. The results of the load distribution by
equipment on a typical summer day are shown in Figure 10.

On a typical summer day (Figure 10A), the electric load and
price of electricity were low, and the battery was used to store the
electricity generated by the ICE, which could achieve peak load
shifting. The cooling load demand was highest around 12:00 h on
a typical summer day (Figure 10B). Owing to the lower cost of
the gas boiler, absorption chillers mostly absorb heat from the gas
boiler to provide the cooling load. The results of the load
distribution by equipment on a typical winter day are shown
in Figure 11.

On a typical winter day (Figure 11A, the required electric load
was less, and the power generated by the ICE and PV was mainly
stored in the storage equipment, to achieve the peak load shifting.
On a typical winter day (as seen in Figure 11B), the heating load
was low, and the heating load generated by the ICE and electric
heating equipment was mainly stored in the storage equipment,
to meet the high heating load during the rest of the day. The
system optimization results are listed in Table 4.

Compared with the existing energy supply system of the
greenhouse, the average daily economic cost of the CCHP was
USD 5937.89 and the ERR was 49.53% after the first stage
optimization design. After the second stage of optimization
design, the total annual OSR, ERR, and PESR for a typical
summer day was 39.51, 48.88, and 27.57%, respectively, and
the OSR, ERR, and PESR for a typical winter day was 52.96,
50.18, and 50.13%, respectively. These data emphasize the unique

TABLE 3 | Cost and lifespan of each equipment in an agricultural greenhouse energy supply system.

Equipment Acquisition cost /($/kW) Operation and maintenance costs /($/h) Lifespan /year

WT 770 0.0028 20
PV 1,230 0.0028 22
ICE 812 0.16 10
Battery 300 0.32 5
Biomass gas boiler 46 0.18 10
ASHP 508 Neglected 20

FIGURE 8 | Set of Pareto solutions optimized during the first-stage.

FIGURE 9 | Set of Pareto solutions optimized during the second-stage. The optimized Pareto feasible solution sets for a typical summer day obtained in the second
stage of the operation strategy are shown in (A). The optimized Pareto feasible solution sets for a typical winter day obtained in the second stage of the operation strategy
are shown in (B).
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advantages of the two-stage method applied to the IESS for the
optimization of energy consumption of the greenhouse. It can
further reduce the comprehensive cost of the enterprise and
improve the economic and environmental protection index of
the system; therefore, the proposed method has practical
applicability and advantages.

6 CONCLUSION

In this study, we propose a two-stage collaborative optimization
design method for the integrated energy supply system of
agricultural greenhouses. We have combined Energy Plus and
MATLAB simulation software to enhance the matching of this

FIGURE 10 | Results of load distribution by equipment on a typical summer day. The results of the load distribution by equipment on a typical summer day are
shown in Figure. Figure (A) shows the distribution of electrical load in typical summer day; (B) shows the distribution of cooling load in typical summer day.

FIGURE 11 | Results of load distribution by equipment on a typical winter day. The results of the load distribution by equipment on a typical winter day are shown in
Figure. (A) shows the distribution of electrical load in typical winter day; (B) shows the distribution of heating load in typical winter day.

TABLE 4 | System optimization results.

Indicators Two-stage optimization results

summer typical day winter
typical day (%)

The first stage Average daily economic cost 5,937.89 $
CO2 emission reduction rate 49.53%

The second stage Annual operation saving rate 39.51% 52.96
CO2 emission reduction rate 48.88% 50.18
Primary energy saving rate 27.57% 50.13
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complex nonlinear system in different stages of design and
operation. This improves the overall economy, saves energy,
and offers environmental protection. We use a combination of
the key equipment output optimization and dynamic adjustment
of operating parameters, to make the system operation more
suitable for the load characteristics of agricultural greenhouses
and the use of a higher percentage of renewable energy.

Greenhouse energy supply systems are difficult to control,
resulting in high greenhouse energy consumption and difficult
load analysis. Therefore, we constructed an integrated energy
supply system consisting of a CCHP and an ASHP. We used this
system to supply energy to the greenhouse.

The use of a higher proportion of renewable energy deepens
the coupling relationship between capacity configuration and
operation strategy of the core equipment of the system. In
addition, it becomes difficult to find the optimal operation
strategy. Therefore, we proposed a two-stage synergistic
optimization design method of integrated energy supply
system, based on C-NSGA-II algorithm. This would optimize
the design of capacity configuration and the operation strategy of
the integrated energy supply system. In the first stage, the
optimization objectives are “minimum average daily economic
cost” and “maximum CO2 emission reduction rate”. The optimal
capacity of each equipment of the integrated energy supply
system is optimized using the optimized design results in the
second stage. In the second stage, the optimization objectives are
“maximum annual operating saving rate”, “maximum CO2

emission reduction rate”, and “maximum primary energy
saving rate”. The capacity of the equipment designed in the
first stage is used as the constraint to further optimize the
design of the optimal operation strategy of the integrated
energy supply system.

A greenhouse was used as a prototype. We carried out an
arithmetic study on two typical days, summer and winter,
respectively, considering the actual crop characteristics. We
used the IESS, for the energy supply, and the two-stage
optimization design. After the first stage of optimized design,

compared to the existing greenhouse energy supply systems, the
average daily operating cost was significantly lower and the CO2

emission reduction rate was 49.53%. After the second stage,
compared to the existing greenhouse energy supply systems,
the annual operating saving rate, the CO2 emission reduction
rate, and the primary energy saving rate were 39.51, 48.88, and
27.57% for the typical summer day and 52.96, 50.18, and 50.13%
for the typical winter day, respectively. Therefore, the proposed
method can effectively alleviate the high energy consumption,
improve the energy utilization efficiency, reduce the cost of
enterprises, and lower CO2 emissions. In addition, it enables
the system to feed the energy back into the grid to help peak load
shifting through peak electricity consumption. This further
emphasizes the advancement of the proposed method.
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GLOSSARY

IESS integrated energy supply system

CCHP combined cooling, heating, and power

PGU power generator unit

PV photovoltaic

ORC organic Rankine cycle

FEL following electrical load

FTL following thermal load

WT wind turbine

ICE internal combustion engine

PWT output power of WT

Pr rated power of WT

v actual outdoor wind speed

vr rated wind speed of WT

vin cut-in wind speed of WT

vout cut-out wind speed of WT

PPV output power of PV

I illumination intensity

PSTC maximum test power of PV

k power temperature coefficient of PV

TPV temperature of PV

T0 outdoor temperature

PLR part load rate

GICE amount of biomass gas consumed by the ICE

EICE amount of electricity generated by the ICE

ηpe efficiency of electricity generation

ηte efficiency of heat generation

Qre recoverable heating of ICE

Qjw waste heating of the cylinder sleeve water

ηjw efficiency of cylinder sleeve water heating exchanger

Qexh waste heating of the flue gas heating exchanger

ηexh efficiency of flue gas heating exchanger

Qloss lost heating

Qb heat capacity of gas boiler

Fb biomass gas volume of gas boiler

LNG biogas gas calorific value

ηb heating efficiency of gas boiler

Qac supplied cool capacity of absorption refrigerator

Qac_in input heat of absorption refrigerator

COPac energy efficiency rate of absorption chiller

EBT remaining capacity of the battery

PBT,charge average power of the battery charging

PBT,discharge average power of the battery discharging

ηcharge charging efficiency of the battery

EPV power generation of PV

EWT power generation of WT

Egrid system-grid interaction

EL electric load required

EBT,charge production of battery

Qh,L heating load required

Qc,L cooling load required

Cr average daily economic cost

Ci,var daily operating cost

Ccap daily acquisition cost

N capacity of equipment

Ci unit acquisition cost

r conversion factor

Ti lifespan of equipment

C O 2ECCHP total CO2 emission of the CCHP system

µg CO2 emissions factors of biomass gas

µe CO2 emission factors for grid generation

Ggas amount of biomass gas consumed

C O 2E CO2 emissions of the existing greenhouse energy supply system

COSR total annual operation saving rate

C cost of the existing greenhouse energy supply system

CCCHP cost of the CCHP system

Cgrid cost of electric purchased from the grid

Cgas cost of biomass gas

Ccom operation and maintenance cost

cgrid grid electric price

cgas biomass gas unit price

Pgrid power purchased from the grid

GCCHP primary energy consumed by the system

Ge,CCHP converted energy consumption of the CCHP

Gb amount of biomass gas consumed by the gas boiler

GICE amount of biomass gas consumed by the gas generator

ηe,grid power plant generation efficiency.

ηtr Grid Transmission Efficiency

FERR maximum CO2 emissions reduction rate

NWT configured capacity of WT

NPV configured capacity of PV

NICE configured capacity of ICE

Nhp,h heating capacity of ASHP

Nhp,c cooling capacity of ASHP

NBT configured capacity of battery

NPV,max maximum capacity of PV

NICE,max maximum capacity of ICE
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Nhp,h,max maximum heating capacity of ASHP

Nhp,c,max maximum cooling capacity of ASHP

NBT,max maximum capacity of battery

NBT,min minimum capacity of battery

HVAC heating, ventilation, and air conditioning

ERR emissions reduction rate

PESR primary energy saving rate

OSR cost saving rate
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Bypass Inductor Type LCL Filter
Parameter Optimization for
Three-Level Grid-Connected
Converter
Ning Li 1, Shiqian Zhang 1, Zihan Xiao 1, Zhuoer An1, Yan Zhang2 and Lin Jiang3*

1School of Electrical Engineering, Xi’an University of Technology, Xi’an, China, 2School of Electrical Engineering, Xi’an Jiaotong
University, Xi’an, China, 3Department of Electrical Engineering and Electronics, University of Liverpool, Liverpool, United Kingdom

In the application of the three-level grid-connected system, passive damping is the most
commonmethod to keep the LCL filter working stably. However, in the case of high power
density, the low switching frequency of the grid-connected converter results in the
complexity of filter parameter design, and the increase in passive components leads to
lower equipment utilization efficiency. To solve the above problems, based on the
optimization of resonant frequency and system loss, this study proposes a set of LCL
filter parameter design processes of a three-level neutral point clamped (NPC) converter,
which can switch components freely and is easy to achieve. This study explores the
theoretical evidence and application value of the proposed design, considering the
influence of the current ripple and the reactive power limit. The design adopts the
improved passive damping method to select the appropriate inductance ratio and
impedance ratio to make the resonance frequency of the whole system and the extra
loss of the system smaller. The simulation and experiments show that compared with the
conventional method, the improved design method reduces the current THD of the grid
side by 1.5% and the damping resistance loss by 0.17%.

Keywords: LCL filter, passive damping, stability, voltage-source converters, bypass inductor

1 INTRODUCTION

The three-level NPC grid-connected converter is a kind of multi-level grid-connected converter
extensively used in a distributed generation dominated by solar energy and wind energy (Yao
et al., 2017). In order to meet the network access standards, a grid-connected filter is introduced
between the three-level NPC converter and power grid. Usually, the first-order L-type filter is too
bulky and vulnerable to harmonic resonance, which attenuates the system’s dynamic
performance, and the voltage drop is relatively high (Kouchaki and Nymand, 2018). The
third-order LCL filter meets the harmonic attenuation requirements even at a lower switching
frequency, and the total inductor is smaller (Xiong et al., 2020). However, it has two zero-
impedance resonance points, which amplify the current harmonics at the resonance frequency
and affect the system stability, causing resonance. There are two methods for reducing resonance
of LCL filter: active damping (Liu et al., 2021) and passive damping (Albatran et al., 2018).
Compared with the passive damping method, the active damping method avoids the use of
passive components and reduces the loss of passive components, but at the cost of the increasing
control complexity (Beres et al., 2016a).
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Active damping is the preferred control method when the
power supply system is “weak” and the impedance change is not
large. The dual-loop grid current control technology based on
capacitor-current feedback is extensively used for the LCL filter
system (Liu et al., 2018). In addition, Zeng et al. (2016) presented
an active damping method that reshapes the harmonic impedance
of the grid to suppress resonance. Simultaneously, it is necessary to
detect the harmonic components in the grid voltage and current
and has high real-time requirements (Xia and Kang, 2017). When
the system’s damping coefficient exceeds the critical value or
reaches a certain resonance frequency, active damping can
suppress resonant peaks (Guzman et al., 2018). In fact, the
active damping strategy transfers the real damping resistance to
the controller through the transformation of the transfer function
(Liserre et al., 2005), and the effect is equivalent to a virtual resistor
in series or parallel connected with the capacitor. It does not cause
extra power loss and has a concise physical meaning, but the
conventional active damping scheme requires additional current or
voltage sensors (Falkowski and Sikorski, 2018), increasing system
cost. In addition, active damping excessively relies on accurate
parameter matching and is more sensitive to grid impedance and
control parameters (He et al., 2017). Therefore, it needs a complex
calculation to select the active damping coefficient and enhance the
system’s robustness (He et al., 2017).

Passive damping realizes the damping effect by adding actual
passive components to the filter circuit, which is simple to operate
at a low cost (Su et al., 2019). Young et al. (2020) proposed a new
type of passive damping LCL filter based on coupled inductance,
which obtains better high-frequency harmonic attenuation
ability. Guo et al. (2010) compared the two passive control
strategies of series and parallel resistance in the LCL filter
system and concluded that series resistance reduces the extra
loss. A hybrid control strategy combining active and passive
damping is adopted to improve the adaptability of grid
inductance and control delay (Wei and Gao, 2017). Although
the above studies have improved the passive damping control
strategy to some extent, they have not solved the difficulty of filter
parameter design at a high power level and low switching
frequency. After introducing passive components, some issues
are still unsolved, such as large reactive power loss, low power
factor, and decreased equipment utilization.

This study proposes an engineering design method of LCL
filter based on passive control strategy (Zhang et al., 2021). The
proposed method first analyzes the significance of resonance
frequency in reactive power compensation and harmonic
reduction (Xiong et al., 2021a). Then, the best damping topology
is determined based on the attenuation curve of the LCL filter (Ben
Saïd-Romdhane et al., 2017). Finally, a simple and effective design is
made to obtain the appropriate component parameters by deducing
the relationship between the filter parameters. The function of
switching components is freely achieved according to different
requirements similar to digital filters (Xiong et al., 2021b).

Themain contributions of this study are as follows: 1) a passive
damping strategy is used to reduce the resonant peak of the LCL
filter, and the improved strategy is used to design the impedance
ratio so that the equipment power factor and utilization efficiency
of the entire filtration system are better improved. 2) Based on

inductor optimization, a convenient parameter design method of
the current-controlled bypass inductor type LCL grid-connected
converter is made. The design steps are simple, and the
components are switched freely according to different needs.

The rest of this study is arranged as follows: Section 2
introduces a three-level grid-connected NPC converter with an
LCL filter, Section 3 analyzes the relationship between the filter
parameters, Section 4 discusses the proposed method with design
examples, and Section 5 lists the experimental results to verify the
effectiveness of the method.

2 SYSTEM DESCRIPTION OF
THREE-LEVEL GIRD-CONNECTED NPC
CONVERTER
2.1 System Description and Modeling
Figure 1 shows the structure of the three-level grid-connected
NPC converter with the LCL filter (Bosch et al., 2018). usx (x = a,
b, c) represents the grid-side phase voltage; udc is the DC capacitor
voltage (Huang et al., 2019); C1, C2 are the upper and lower DC
capacitors, respectively; S1x ~ S4x represent the four switching
devices of the x-phase, respectively; L1 is the converter side
inductor; L2 is the grid-side inductor, C is the filter capacitor,
Rf is the damping resistor, and L1, C2, C, and Rf constitute a
typical passive damping LCL filter (Zheng et al., 2019).

A single-phase model is taken for analysis as shown in
Figure 2A, where ii is the inverter-side current, ig is the grid-
side current, and ic is the current flowing through the filter
capacitor C. The converter’s output voltage is equivalent to the
sum of the fundamental voltage and the harmonic voltage; ux and
uH represent the fundamental and harmonic components,
respectively; and uON represents the voltage difference between
point N and midpoint O, whose value is obtained by Eq. 1. Here,
Sx represents the switching function of phase x:

UON � −1
3
∑ ux

ux � Sx · Udc/2
⎧⎪⎪⎨⎪⎪⎩ x � a, b, c, Sx � 1or0or − 1( ). (1)

The high-frequency equivalent model of the LCL filter is
obtained by ignoring the harmonic component in ig, as shown

FIGURE 1 | Structure diagram of three-level grid-connected NPC
converter with LCL filter.
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in Figure 2B. In this linear system, the relationship between the
grid-side current and the inverter-side voltage and between the
grid-side current and inverter-side current is obtained according
to the superposition theorem as follows:

Ig s( )
UH s( ) �

RfCs + 1

L1L2Cs
3 + L1 + L2( )RfCs

2 + L1 + L2( )s
Ig s( )
Ii s( ) �

RfCs + 1

L2Cs
2 + RfCs + 1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ . (2)

The relationship between ig and UH can be seen in the above
equations, including an integral term, a zero point, and a
quadratic term. Thus, the conventional LCL transfer function
has a resonant peak at zero point, causing a stability problem, but
the high-frequency attenuation rate reaches −60 dB/dec. Then,
the angular frequency of the system undamped oscillationωresand
the damping ratio ζ can be determined as follows:

ωres �
������
L1 + L2

L1L2C

√
, (3)

ξ � ωresRfC

2
. (4)

The zero point of the LCL filter system is calculated as ωz = 1/
(RC), and the relationship between the undamped oscillation
angular frequency and the zero point can be determined as

2ξ � ωres

ωz
. (5)

Based on Eqs. 2, 5, relist the functional relationship between ig
and UH as follows:

Ig s( )
UH s( ) �

2ξ
ωres

s + 1

L1 + L2( )s 1
ωres

2s2 + 2ξ
ωres

s + 1( ) . (6)

In summary, the external characteristics of the passive
damping LCL filter are determined by L1 + L2, the damping
coefficient, and the undamped oscillation angular frequency
(Zheng et al., 2019).

2.2 Topology Contrast
The direct measure of passive damping to eliminate LCL
resonance peaks is to connect inductor and capacitor elements
in series or in parallel. Then, six methods are classified based on
the position of the added devices (Kim and Kim, 2019). Adding a
resistor directly at the position of the inductor element obviously
affects the harmonics’ attenuation ability. Therefore, it is better to
connect the resistor in series (Figure 1 and Eq. 2) or in parallel to
the capacitor. The transfer function of the parallel resistor at the
capacitor position is listed as follows:

Gparallels � igs

UHs
� 1

s3L1L2C + s2L1L2/Rf + sL1 + L2
. (7)

Figure 2C shows the Bode diagram of the LCL filter with a
series or parallel resistor on the capacitor. Comparing the Bode
diagram and the transfer functions between Eq. 2 and Eq. 7, it can
be found that the series resistor causes the branch circuit to

FIGURE 2 | Equivalent model and Bode diagram of the LCL filter. (A) Basic equivalent model of series resistance. (B) High-frequency equivalent model of series
resistance. (C) Bode diagram of LCL filter with series (Rf1) or parallel resistor (Rf2) on the capacitor.
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reduce the attenuation ability of high-frequency harmonics,
whereas the parallel resistor does not affect the attenuation
ability of high-frequency or low-frequency harmonics, but it
bears the equivalent voltage on the capacitor causing greater
system loss. Comparing two passive damping strategies, this
study chooses the capacitor series resistor method due to its
lower extra loss of the system.

Four improvement methods and their frequency
characteristics (Xiao et al., 2018) are compared to solve the
problem that the passive damping method selected in this
study increases the loss of the filter system, as shown in
Figure 3. From the comparison between the Bode diagram
and Table 1, it can be seen that the improved topology shown
in Figure 3A has improved both in terms of system loss and
design simplicity. By connecting a small Lf in parallel with Rf
(Wang et al., 2018), the impedance of Lf connected in parallel at
the fundamental frequency is much less than Rf. The low
impedance becomes the main current flow path so that the
fundamental wave loss on Rf is reduced, and the parallel

relationship between the small inductor and the resistor at a
high frequency reduces the total impedance of the branch and the
extra loss of the system.

2.3 The Mathematical Model of the System
According to the passive damping improved topology, is defined as
the impedance ratio of Lf toRf at the switching frequency, as shown in
Eq. 8, and the transfer function of the system is shown in Eq. 9:

α � ωsLf/Rf , (8)
Ig s( )
UH s( ) �

RfLfCs
2 + Lfs + Rf

L1L2LfCs
4 + L1L2 + L1 + L2( )Lf[ ]RfCs

3

+ L1 + L2( )Lfs
2 + L1 + L2( )Rfs

⎛⎝ ⎞⎠
Ig s( )
Ii s( ) �

RfLfCs
2 + Lfs + Rf

L2LfCs
3 + L2 + Lf( )RfCs

2 + Lfs + Rf

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
.

(9)

FIGURE 3 | Equivalent model and Bode diagrams of four improved topologies. (A) Bypass inductor. (B) Bypass inductor plus capacitors. (C) Split capacitors. (D)
Split capacitor plus bypass inductor. (E) Bypass elements. (F) Split capacitor.

TABLE 1 | The characteristics of four improved topologies.

Improved topologies Characteristics

Fig. 4a 1. The series resistor maintains the LCL attenuation ability of high-frequency harmonics
2. The inductor reduces damping loss

Fig. 4b 1. The split capacitor improves the LCL attenuation ability of high-frequency harmonics
2. The inductor reduces damping loss
3. More components lead to increased costs and the complex design\enleadertwodots

Fig. 4c 1. The split capacitor improves the LCL attenuation ability of high-frequency harmonics
Fig. 4d 1. The split capacitor improves the LCL attenuation ability of high-frequency harmonics

2. The inductor reduces damping loss
3. More components lead to increased costs and the complex design
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3 INTERRELATIONSHIP BETWEEN
PARAMETERS OF LCL FILTER
3.1 Constraints on Capacitor C and Total
Inductor LT
In the design process of the LCL filter, first, determine the size of
capacitor C and inductor LT. When the filter system is working
normally, C has a high impedance characteristic in the low-
frequency band and a low impedance characteristic in the high-
frequency band. Under the same filtering effect, using a larger C
reduces the used total inductor value (Beres et al., 2016b).
However, an excessive C value increases the reactive current
flowing into the capacitor and reduces the power factor and the
system efficiency. The upper limit of C should be calculated based
on the fundamental capacitive reactive power allowed by the
system (Kumar et al., 2020).

When designing the inductor, C and Rf branches are usually
considered open circuits so that the effect of the LCL filter is
equivalent to that of an L-type filter with a total inductor of LT,
which is convenient for parameter design. The design criteria of
LT should minimize the current harmonics and meet the

requirements of fast current tracking, the ripple requirements
of the grid-connected current determine the lower limit of LT, and
its dynamic requirements determine the upper limit of the
inductor value.

3.2 Ratio k (L1/LT)
One of the goals of the LCL filter design is to reduce the size of
passive components as much as possible, while ensuring that
sufficient harmonic attenuation and reactive power are
compensated by the filter. According to the analysis of Eqs. 3,
4, under the premise of determining parameters LT and C, the
proportional relationship between two inductor values also
affects the angular frequency of the undamped oscillation of
the system ωres. Hence, it is necessary to carry out research on the
proportional relationship between the inductors:

L1 � kLT , (10)
where k is the proportion of the inductor on the inverter side.

Then, the undamped oscillation frequency fres of the LCL filter
is expressed as

FIGURE 4 | Diagram of the relationship among different parameters. (A) undamped oscillation frequency fres and inductor ratio k. (B) Amplitude ratio |ig/uH|
capacitors. (C) Amplitude ratio |ig/ii|.
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fres � 1
2π

·
�����������

1
k 1 − k( )LTC

√
. (11)

Figure 4A is a diagram of the relationship between fres and k at
undamped oscillation frequency, which shows that the resonance
frequency is the lowest when k is 0.5.

According to the relationship of Eqs. 3, 4, 10, 11 is
transformed into the expression of ωres, ξ, and k:

Ig s( )
UH s( ) �

1
LTs

2ξωress + ωres
2( )

s2 + 2ξωress + ωres
2
. (12)

The equivalent switching frequency fs is set to 3 kHz as shown
in Figure 4B, Assuming that the equivalent switching frequency
fs is 3 kHz, the value of ξ changes from 0.1 to 0.7, and k is 0.1 (0.9),
0.2 (0.8) and 0.5, respectively, the amplitudes of ig and Uh are
shown in Figure 4B. The closer k is to 0.5, the lower the resonance
frequency of the LCL filter is and the better the filtering effect on
the higher harmonics generated by the modulation strategy is.
The larger ξ is, the better the suppression effect of the resonance
peak is. However, the increase in ξ makes the LCL filter’s
attenuation effect on high-frequency ripple worse. Figure 4C
shows the relationship between the ratio of ig to the absolute value
of ii and k or ξ. From Figure 4C, it can be found that when k and ξ
are small, the value of |ig/ii| is also small. When k or ξ is large, the
value of |ig/ii| is also large, especially when k is close to 1 and ξ is
close to 0, and |ig/ii| may even be greater than 1. At this time, the
harmonics injected by the LCL filter into the grid are greater than
those of the converter side. The function of the LCL filter changes
from filtering out the harmonic voltage and current, in a general
sense, to amplifying harmonic currents.

3.3 Relation Between Ratio k and Other Key
Parameters
Based on Eqs. 3, 4, it can be seen that k and Rf also affect
each other.

Figure 5 shows the relationship between the power loss of the
LCL filter, the inductor proportional coefficient k, and Rf.
Figure 5 assumes that the harmonic energy is concentrated at

the switching frequency. The larger the value of k, the smaller the
loss. When the value of k is the same, the fundamental loss and
switching subharmonic loss first increase and then decrease with
Rf. Through the above analysis, the relationship among the ratio
of correlation coefficient of the system, k, and ξ is obtained. The
values of k and ξ that optimize all system performance cannot be
found. Thus, a compromise should be made in the practical
design, according to the operation situation.

1) When k = 0.5, fres is minimal. When k approaches 0(1), fres gets
larger.

2) As ξ increases, the smaller the resonance peak is, the larger the
high-frequency attenuation is and vice versa.

3) As k or ξ increases, |ig/ii| gets larger; k is the main influencing
factor of |ig/ii|.

4) As k increases, damping resistor power loss (Ploss) gets smaller.
As ξ increases, Ploss increases firstly and then decreases*.

*ξ is proportional to Rf when k is determined.

3.4 Impedance Ratio α
It is obtained from Part B that the system reaches the lowest resonant
frequency when k is 0.5, and Bode diagrams of each transfer function
are obtained under the condition that Rf is a fixed value and α is
different based on Eq. 8, as shown in Figures 6A–C.

From Figures 6A,B, it can be seen that the LCL filter with the
damping inductor has a lower resonance frequency and better
high-frequency harmonic filtering effect than that without the
damping inductor. However, it also has the disadvantage of large
gain at a resonance frequency. Figures 6A–C show that the
harmonic current gain at the resonance frequency decreases as
α increases. Because the harmonics are mainly concentrated in
the part above the switching frequency, this disadvantage has
little effect on the filtering effect. It can be seen from Figure 6C
that the introduction of Lf basically does not affect the
fundamental wave current flowing into C, and in terms of
switching sub-harmonic currents, the introduction of the
damping inductor reduces the flow of C. The switching sub-
harmonic current is slightly smaller than the switching sub-
harmonic current without the damping inductor.

FIGURE 5 | Relation between power loss of Rf, inductor ratio k, and resistor of Rf. (A) Fundamental wave loss. (B) Harmonic loss.
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Figure 6D shows the damping resistance loss ratio of the LCL
filter with and without damping inductance. It can be seen from
Figure 6D that, as α increases, both the fundamental wave loss
ratio and the switching harmonic loss increase because Lf has a
weak impedance to the fundamental wave, so the fundamental
wave current flowing through C basically flows into Lf, and the
fundamental wave loss on the damping resistor is small. As α
increases, Lf also increases accordingly, which increases the
system cost. Therefore, this study chooses α = 1. At this time,
the loss on the damping resistor of the LCL filter with damping
inductor is 1/4–1/3 of that without the damping inductor.

4 DETERMINATION OF FILTER
PARAMETERS

Based on the analysis process of Part 3, the design parameters of
the LCL filter k and α is set to 0.5 and 1. Under this condition, the
resonant system frequency is the lowest and the damping loss is
the smallest.

Figure 7 presents the algorithm proposed in this study. The
LCL filter is operated as an integrated filter unit instead of
separately considering the effects of the grid-connected and
the inverter sides. The steps of this design are simple and

convenient for adjustment. In addition, this design satisfies the
most filter requirements.

The specific operation steps are as follows:

1) Select the basic damping and improved topology.
2) Determine k and α based on Parts 3.1 and 3.4.
3) Design LT and C in the LCL filter.
4) Determine the Rf range achieved by the maximum attenuation

ratio k and α at the resonant angular frequency and the
equivalent switching angular frequency.

5) Properly select the inductor value and then solve the actual
inductor value on the grid-connected and the inverter sides.

6) Perform a physical design based on harmonic attenuation
analysis and THD analysis of the filter.

4.1 Calculating the Total Capacitor C
As power factor and efficiency lead to problems in the system, the
upper limit of C needs to be considered:

C≤
QC

ω0Uline
2 �

bPrated

ω0Uline
2 . (13)

In Eq. 13, Qc is the fundamental capacitive reactive power
allowed by the system, Prated is the total power of the system, b is

FIGURE 6 | Bode diagrams and damping resistance loss ratio of the LCL filter. (A) Ratio of grid-side harmonic current to machine-side amplitude of harmonic
voltage. (B) Ratio of grid-side harmonic current to machine-side harmonic current. (C) Ratio of filter capacitor current to machine-side harmonic voltage. (D) Damping
resistance loss ratio of LCL filter with damping inductance and without damping inductance.
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the percentage of capacitive reactive power in the total power, ω0

is the grid voltage angular frequency, and Uline is the grid line
voltage valid value.

4.2 Calculating the Total Inductor LT
The lower limit of LT is determined by the ripple requirements of
the grid-connected current, and its upper limit is determined by
dynamic requirements.

4.2.1 Ripple Requirements of Current
Figure 8A shows a diagram of the output phase voltage pulse
waveform near the peak of the a-phase current of the three-level
converter. At this time, the a-phase voltage of power grid reaches
its maximum Em (system power factor is 1). According to the
basic principle of the circuit, the peak-to-peak values of Δipp1 and
Δipp2 during the rise and fall of the inductor current are obtained:

Δipp1 � Udc

6
· 2 − Sb1 − Sc1( ) − Em

LT
· daTS

Δipp2 � Udc

6
· −Sb0 − Sc0( ) − Em

LT
· 1 − da( )TS

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ . (14)

Sb1, Sb0 and Sc1, Sc0 are the switching states of phases b and c
when the switching states of phase a are 1 and 0, respectively.
In a three-phase symmetric system, it can be known from
the circuit theory that when a certain voltage or current
reaches its maximum value, the other two phase voltages or
currents are −0.5 times the maximum value. The deduction is as
follows:

Sxy � 0or − 1 x � b, c;y � 0, 1( ) . (15)
In order to maintain the stability of the system, Δipp1 should be
equal to −Δipp2. Then, based on Eqs. 14, 15, the maximum ripple
current Δimax of phase a can be obtained as follows:

Δimax � 2Udc
2 + 3UdcEm − 9Em

2

18LTUdc
TS . (16)

When the maximum ripple required by the system is IrippleM, the
total inductor LT needs to meet

LT ≥
2Udc

2 + 3UdcEm − 9Em
2

18IrippleMUdc
TS . (17)

FIGURE 7 | The design process of the LCL filter, where Y and N stand for yes and no, respectively.

FIGURE 8 | Corresponding situation of phase voltage pulse and phase current ripple (phase a). (A) ia = imax. (B) imax = 0.
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4.2.2 Requirements of Current Tracking Rapidity
Figure 8B is the diagram of output phase voltage pulse and the
a-phase ripple current near the zero-crossing point of the
a-phase current of the three-level converter. According to
the basic principle of the circuit, the peak-to-peak value
Δipp1 and Δipp2 during the rise and fall of the inductor
current are obtained:

Δipp1 � Udc

6
· 2 − Sb1 − Sc1( )

LT
· daTS

Δipp2 � Udc

6
· −Sb0 − Sc0( )

LT
· 1 − da( )TS

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ . (18)

According to the circuit theory, the voltages of phases b and c
are −

�
3

√
/2 and

�
3

√
/2 times the maximum value, respectively,

when the current of phase a crosses zero. The derivation is as
follows:

Sby � 0or − 1 y � 0, 1( )
Scy � 0or1 y � 0, 1( ){ . (19)

In order to meet the needs of fast current tracking, Δipp1 and
Δipp2 need to meet the following relationship:

Δipp1 − Δipp2
Ts

≥
Im sin ωTs( )

Ts
≈ Imω (20)

As da is approximately equal to 1 at the zero-crossing point of
the a-phase current, the total inductor LT needs to meet

LT ≤
Udc

6Imω
. (21)

Based on the above analysis, the total inductor of the LCL filter is
obtained based on the ripple current and current tracking
conditions, as shown in Eq. 22. Due to cost and volume, LT
should be as close to its lower limit as possible in practical
applications of high-voltage and high-power systems:

2Udc
2 + 3UdcEm − 9Em

2

18IrippleMUdc
TS ≤ LT ≤

Udc

6Imω
. (22)

4.3 Damping Resistor Rf
After the range of C and LT are determined, Rf is designed
according to the correlation degree of the parameters in part 3.

1) The lower limit is designed according to the attenuation effect
at the resonant angular frequency from Eq. 9, at the value of
ωres, and the amplitude ratio of ig to uH is obtained as

ig
∣∣∣∣ ∣∣∣∣
uo| | �

������
4ξ2 + 1

√
2ξLfωres

�
����������
1/ 4ξ2( ) + 1

√
Lfωres

. (23)

If the system requires the maximum attenuation at ωres to be κ (0
< κ < 1), then

ξ � ωresRfC

2
≥

1

2
������������
κLfωres( )2 − 1

√ . (24)

Based on the above derivation, the lower limit value that Rf should
meet when k = 0.5 is calculated:

Rf ≥
1

ωresC
������������
κLfωres( )2 − 1

√ � 1������������
16κ2 − 4C/Lf

√ (25)

2) Determine the upper limit value according to the current
harmonic attenuation ratio from Eq. 9, at ωres, and the
amplitude ratio of ig to ii is obtained as

ig
∣∣∣∣ ∣∣∣∣
uo| | �

���������������
4ξ2ωres

2ωs
2 + ωres

4

√�����������������������
4ξ2ωres

2ωs
2 + ωres

4 − ωs
2/k( )√ (26)

When k = 0.5, ωres ≥ 2ωres, if the system requires the current
harmonic attenuation ratio at the equivalent switching frequency
ωs to be the maximum γ (0 < γ < 1), then

Rf ≤
�������
49γ2 − 1

√
2ωresC

�����
1 − γ2

√ � 1
4

�����������
49γ2 − 1( )Lf

1 − γ2( )C
√

(27)

Considering the attenuation effect at the resonance frequency and
the current harmonic attenuation ratio, the upper and lower
limits of Rf is obtained as follows:

1������������
16κ2 − 4C/Lf

√ ≤Rf ≤
1
4

�����������
49γ2 − 1( )Lf

1 − γ2( )C
√

. (28)

4.4 Design Example
In order to verify the design method proposed above, the
minimum resonant frequency and the system loss are
considered to design the LCL filter under the parameters as
shown in Table 2. The overall design steps are as follows.

1) Control grid-side current and obtain the topology of series
resistor with small parallel inductor shown in Figure 3A,
which suppresses the resonant peak and reduces loss of the
resistor.

2) Set k and α as 1, according to the principle of the minimum
resonant frequency.

3) Determine the range of capacitor and total inductor according
to Eqs. 13, 22, and determine the range of added Rf, based on
the harmonic attenuation ratio.

5 SIMULATION AND EXPERIMENTAL
RESULTS

Based on the previous theoretical analysis, selecting a decimal
point in device selection increases the difficulty of industrial
design. Therefore, integer parameters are selected and the
three-level NPC type SVG simulation and experimental model
is established in MATLAB to verify the analysis of this study. The
circuit schematic diagram is shown in Figure 1, and system
parameters and LCL filter element parameters are shown in
Table 2. LT = 6 mH, C = 18 uF, Rf = 1Ω, and Lf = 0.08 mH
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are selected, and the simulation sampling time is 2e–6s.
Figure 9A shows the simulation waveforms Ua, ig, ii, and iR
flowing through Rf during full power operation under different
conditions. All the simulation results of different LCL filter
parameters of each figure are shown in Table 3.

Table 4 is a quantitative comparison of the simulation and
experimental results of different filter parameters. It mainly
presents three aspects of the filter performance of the system,
the total harmonic distortion (THD) of the ii and that of ig in the
six cases, and |ig/ii| and Ploss. From the simulation results of the
above six different situations, it can be seen that the LCL
filter design method based on the optimization of resonance
frequency proposed in this study has advantages of
small harmonic current into the grid and low damping
resistor loss.

Specifically, comparing Figure 9A with the relevant content in
Table 4, it can be found that when the inductor ratio is the same,
the existence of the damping resistor reduces the THD of the grid
current because it suppresses the occurrence of resonance, and

TABLE 2 | System parameters.

Parameters Value

DC capacitor C1, C2 2000uF
Rated DC voltage Ud 750v
Equivalent switching frequency fs 3kHz

Equivalent value of grid-side line voltage Ug 380v
Current harmonic attenuation ratio at equivalent switching frequency γ 0.2
Undamped resonant angular frequency attenuation κ 0.707
Impedance ratio of damping inductor to resistor α 1
Rated active power Pref 10kW
Total inductor LT 5.497mH ~ 18.517 8 mH

Total capacitor C 6.144 1uF ~ 22.043 6 uF
Damping resistor Rf 0.353 96Ω ~ 3.947 8Ω
Damping inductor Lf 0.018 778mH ~ 0.209 44 mH

FIGURE 9 | Simulation and experimental results of the LCL filter under different key parameters (A) simulation result (B) experimental result.

TABLE 3 | Comparison of systerm parameters.

Scheme L1 (mH) L2 (mH) Lf (mH) Rf (Ω) C

A 3 3 0.08 1 18uF
B 3 3 0 1 18uF
C 5 1 0 1 18uF
D 5.5 0.5 0 1 18uF
E 3 3 0 0 18uF
F 5 1 0 0 18uF
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the existence of damping inductor reduces the loss of the
damping resistor to about 1/4 of the original value, which is
consistent with Figure 6D. Comparing the three graphs on the
right of Figure 9B with Table 4, it can be found that when the
damping resistor is the same, the closer the inductor ratio is to 0.5,
the better the filtering effect is, which is consistent with Figure 4A
and Figure 4B. The larger the inductor ratio is, the greater the
harmonic current amplitude ratio is, which is consistent with
Figure 4C. The larger the inductor ratio is, the smaller the
damping resistor loss is, which is consistent with Figure 6D.

Figure 9B shows the experimental results of corresponding
waveforms of grid voltage Uca, inverter-side current iib, grid-side
current igb, and current iRb flowing through the damping resistor
when the three-level SVG system under different LCL filter
parameters is running at full power. Table 5 shows the relevant
data analysis. Because the actual grid voltage contains about 2% of
low-order harmonics, the grid-side current, the inverter-side
current THD, and the damping resistor power are all larger
than the simulated values. It can be seen from the above

analysis that the theoretical analysis and simulation results are
similar. Figures 10A,B show the gap between the simulation data
and the real experimental results. Considering the influence of
background harmonics of about 2%, the theory proposed in this
study is verified by the above simulation and experimental results.

pIn the case of e or f in Figure 10B, the damping loss is not
discussed without adding a damping resistor.

In order to further verify the optimization algorithm, the key
parameters of the grid-side current THD and those of damping
resistor loss are compared with the methods proposed in the
existing literature, as shown in Table 5. For the parameter
THD, it can be seen that there is little difference from the
simulation value of Method 3 (Tang et al., 2020). Nevertheless,
due to the high harmonic content of the power grid under
laboratory conditions, the experimental value is larger and the
THD part of the side current has a certain effect. Compared with
Method 3 in terms of THD, it can be found that the method
proposed in this study is not much different, which may be due to
the simulation parameter setting and measurement error. For

TABLE 4 | Simulation/experimental results comparison of LCL filter under different key parameters.

Inductor ratio Damping resistor Damping inductor THDi THDg Harmonic current Ploss

K Rf Lf (%) (%) Ratio (|ig/ii|) (W)

0.5 1 0.08mH 5.85/6.72 0.91/2.71 0.16/0.40 4.6/8.4
0.5 1 0mH 5.89/7.06 0.94/3.46 0.16/0.49 18.1/34.2
5/6 1 0mH 3.47/5.80 1.04/3.70 0.30/0.64 17.6/30.3
11/12 1 0mH 3.15/5.25 1.68/3.99 0.53/0.76 17.4/29.5
0.5 0 0mH 5.92/7.11 1.02/3.61 0.17/0.51 0/0
5/6 0 0mH 3.47/5.94 1.32/3.89 0.38/0.70 0/0

TABLE 5 | Simulation and experimental values of THD and loss ratio with different methods.

Simulation Experiment Simulation Experiment

THD% THD% Ploss/Pref% Ploss/Pref%

This study 0.91 2.71 0.046 0.084
Method 1 Wang et al. (2017) 0.56 2 — —

Method 2 Jayalath and Hanif (2017) — 4.27 0.22 0.18
Method 3 Tang et al. (2020) 0.86 1.132 0.216 5 0.229

FIGURE 10 | Simulation and experimental results of THD and Ploss/Pref (A) THD result (B) Ploss/Pref result.
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resistor loss ratio parameters Ploss/Pref, except for Method 1 (Wang
et al., 2017) that presents no measurement data, the proposed
optimization method is different from the other existing methods.
It makes much noticeable improvement in reducing the loss of the
damping resistor.

5.1 CONCLUSION

Focusing on the correlation degree of system parameters is
important for realizing a high-efficiency LCL filter. This study
proposes a bypass inductor type LCL filter parameter
optimization for a three-level grid-connected converter. In this
design, the inductance ratio k and impedance ratio α are taken as
the key variables, and it is found that the optimal undamped
resonant frequency is achieved and the system loss is reduced
when both κ and α equal 1 in the modified, passive damping
topology of parallel inductors. In addition, the design provides a
simple parameter design system. Based on the reactive power
limit and current ripple, the range of parameters is calculated
clearly. The design has great theoretical significance and
application value through the simulation and experimental
results to verify the validity of the proposed theory, which is
especially suitable for large-power and low-switching frequency
fields.
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The Implementation of Fuzzy PSO-PID
Adaptive Controller in Pitch
Regulation for Wind Turbines
Suppressing Multi-Factor
Disturbances
Yixiang Shao, Jian Liu, Junjie Huang*, Liping Hu, Liang Guo and Yuan Fang

NARI Group Corporation, Nanjing, China

The stability of wind turbine output is affected by multi-factor disturbances, which makes
traditional proportion-integral-differential (PID) control strategy hardly achieve a
satisfactory effect. Hence, a pitch control strategy based on fuzzy adaptive particle-
swarm-optimization (PSO)-PID is proposed in this paper. Firstly, the models of wind
turbine, pitch regulator, and permanent magnet synchronous generator (PMSG) are built.
Then, the influence of various disturbances, such as blade deformation, installation errors,
and external wind speed, on the wind wheel speed is analyzed. Furtherly, a wind turbine
pitch control strategy is devised in detail, in which the PID parameters are initially optimized
by PSO and adaptively adjusted by fuzzy controller. Simulations under gust wind and
turbulent wind conditions are carried out, and the results show that compared with fuzzy
PID and PID, the fuzzy adaptive PSO-PID could reduce errors of wind wheel speed and
wind turbine output power effectively.

Keywords: wind turbine, pitch regulation, fuzzy PSO-PID adaptive controller, disturbances suppression, turbulent
wind

INTRODUCTION

With the aggravation of energy crisis and environmental deterioration of the earth in recent years,
the development of renewable energy is more and more urgently demanded. Wind power, an
effective mean to deal with the energy crisis, has been widely used in many countries. Its safety and
stability are the focuses of attention. The control technology of wind turbines has evolved from a
fixed pitch technology to a variable pitch control technology with better efficiency and stability
(Mughal and Li, 2015). In a variable pitch control system, the pitch angle changes with the change of
wind speed to stabilize wind turbine’s output power when the wind speed is stronger than the rated
wind speed (Liu et al., 2018). This could not only maintain the high efficiency but also ensure the safe
operation of the wind turbine when the wind speed changes (Barahona et al., 2011). Figure 1 shows
the control system of the wind turbine (Xiong et al., 2016), including the pitch control system and the
power control system (Xiong et al., 2020 and Xiong et al., 2021).

At present, traditional proportion-integral-differential (PID) control is mostly applied for the pitch
regulation in the wind turbine control system. A self-tuning PID control method using reinforcement
learning is proposed for the pitch control of large wind turbine generator (Kim et al., 2011). To overcome
the shortcomings of conventional PI controller and adapt to nonlinear characteristics of wind turbines, an
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expert PID controller based on a tracking differentiator is proposed
in the literature (Anjun et al., 2011). In the literature (Zahra et al.,
2017), a PID controller optimized by particle-swarm-optimization
(PSO) is designed to capture the maximum power. However, in
actual operation, the wind turbine will be affected not only by the
instantaneous wind on the wind turbine but also by many other
factors, such as initial parameter error, environmental changes, and
blade changes. The factors above bring huge challenges for the pitch
control strategy design. In severe cases, it may even cause accidents
such as the collapse of the wind turbine tower and the burning of the
engine room. Therefore, the adaptive pitch control strategy is
particularly important for the stable operation of the wind
turbine. A nonlinear PID control strategy is designed in the
literature (Liu et al., 2017) to ensure the accuracy and stability of
the pitch control system, while the response speed is slow. In the
literature (Jafarnejadsani et al., 2013), a pitch regulation strategy is
proposed based on radial basis function neural network, which
enables the wind turbine’s output to be smoother under different
wind speeds. In the literature (Fdaili et al., 2017), PI controller and
fuzzy logic control is used to control the blade pitch angle to limit the
output power of the wind turbine at high wind speeds. In order to
improve the utilization rate of wind energy, an independent pitch
system of proportional resonant controller to ensure the rated power
output at high wind speeds is adopted in the literature (Wang et al.,
2020).

In this paper, the influence of various disturbances, including
external wind speed, blade deformation, environmental changes, and
initial parameter errors, on thewind turbine is taken into account. An
adaptive pitch control strategy for suppressing multi-factor
disturbances is proposed. In the proposed control strategy, the
initial parameters of PID are optimized PSO algorithm, and fuzzy
rules are designed to adjust its parameters dynamically. Then,
simulation analysis is performed under rated conditions to
validate the design. The results demonstrate that the control
strategy could always maintain the wind wheel speed and the
wind turbine’s power around rated values and it has higher

performance and robustness against disturbance than fuzzy PID
control and PID control.

AERODYNAMIC CHARACTERISTICS OF
WIND TURBINE

The wind power generation system is mainly composed of a
mechanical part and an electromechanical conversion part.
Combined with the analysis of aerodynamics and Betz theory,
the mechanical power captured by the wind turbine from wind
energy could be described by (Yin et al., 2017)

Pw � 1
2
ρπR2V3Cp(λ, β) (1)

where, ρ is the air density, R is the radius of the wind turbine, V is
the wind turbine speed, Cp(λ, β) is the utilization rate of wind
energy, β is the pitch angle, and λ is the blade tip speed. The
expression of wind energy utilization rate Cp(λ, β) is shown as

FIGURE 1 | Schematic diagram of the wind turbine control system.

FIGURE 2 | The curve of wind turbine’s power coefficients.
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Cp(λ, β) � (0.44 − 0.0167β) sin[π(λ − 3)
15 − 0.3β

] − 0.00184(λ − 3)β
(2)

The curve of wind turbine’s power coefficients is shown in
Figure 2.

It could be seen from Figure 2 that there is a maximum value
of Cp(λ, β) for each value of β and the value of λ corresponding
to this point is the best blade tip speed. When the external wind
speed is stronger than the rated wind speed, β is a fixed value. In
order to maintain the maximum wind energy utilization rate,
the generator speed should be adjusted according to the wind
speed to achieve the best blade tip speed. When the external
wind speed is greater than the rated wind speed, the motor
torque and the aerodynamic torque cannot be balanced, and
the pitch angle should be changed to keep the wind turbine
stable.

MODEL OF THE WIND TURBINE PITCH
SYSTEM
Modeling of Permanent Magnet
Synchronous Generator
Take the permanent magnet rotor pole centerline as the d-axis
and the q-axis ahead of the d-axis by 90° in the direction of
rotation of the rotor (Yan et al., 2009). The d–q coordinate
system rotates synchronously with the rotor(Liu et al., 2021).
Get the mathematical model of the generator in the d–q
coordinate system as Eq. 3, and its block diagram is shown
in Figure 3. ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

did
dt

� −Rs

Ld
id + ωe

Lq

Ld
iq − ud

Ld

diq
dt

� −Rs

Lq
iq + ωe(ψf

Lq
− Ld

Lq
id) − uq

Lq

(3)

where, u and i are the stator voltage and current, respectively. d,q
are the d–q axis components after d–q coordinate
transformation. ωe is the electrical angular velocity. Rs is the
stator resistance. ψf is the permanent magnet flux linkage.

Modeling of the Transmission System
The two-mass model, shown in Figure 4, is often used to model
the transmission chain of wind turbines. Particularly, the wind
wheel and permanent magnet synchronous generator (PMSG)
are, respectively, equivalent to a mass block. Then, a flexible
transmission chain connects the two masses. In this way, energy
can be converted from mechanical energy to electrical energy.

Using the dynamic model of the spring damping system
(Cheng et al., 2019), the model of the drive train system could
be expressed as (Mazare et al., 2021)

Ttur � KS ∫(ωtur − ωgen)dt +DS(ωtur − ωgen) (4)

where, KS andDS are the stiffness and damping coefficient of the
drive train, respectively. Ttur is the mechanical torque output of
the wind turbine. Ttur is the mechanical torque of the generator.
ωtur is the wind turbine speed. ωgen is the mechanical speed of the
generator rotor.

The wind turbine runs at a certain angular velocity under the
action of aerodynamic torque Ttur. The equation of the wind
turbine’s motion could be expressed as

dωgen

dt
� Ttur − Te − Bωgen

Jtur
(5)

FIGURE 3 | Block diagram of PMSG.

FIGURE 4 | Wind turbine two-mass model.
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where, B is the rotational viscosity coefficient. Te is the
electromagnetic torque. Jtur is the equivalent moment of the
wind turbine’s inertia.

The block diagram of transmission system is shown in Figure 5.

Modeling of the Pitch System
In this paper, a first-order inertial link is used to simulate the
dynamic characteristics of the pitch actuator (Jia et al., 2021). The
expression is usually equivalent to

dβ

dt
� βref − β

Tβ
(6)

where, β is the actual value of the pitch angle. βref is the given
value of the pitch angle. Tβ is the time constant of the pitch
actuator.

Disturbance Model of Wind Turbine
In actual operation, the wind turbine will be affected by many
other disturbance factors, including the blade changes,
installation errors, and external wind speed changes.

The blade changes include bending, deformation, and so on.
Its disturbance transfer function D1(s) can be approximated as

D1(s) � dM

dβ
· ω2

z

s2 + ςωzs + ω2
z

·V(s) (7)

where,V(s) is the external wind speed.M is the bending moment
of blade flapping. ωz is the angular frequency corresponding to
the blade flapping vibration mode. ς is the aerodynamic damping
coefficient of the blade.

The installation errors of the wind turbine include the
deviation of the initial pitch angle of each blade and the
inclination of the wind turbine tower. Its disturbance transfer
function D2(s) can be approximated as

D2(s) � k2s

k1s + 1
·V(s) (8)

where, k1 and k2 are the initial errors disturbance
coefficients.

The wind speed changes include the influence of other wind
turbines in the wind farm on the input wind speed. Its
disturbance transfer function D3(s) can be approximated as

D3(s) � k3s + 1
k4s2 + k5s + 1

·V(s) (9)

where, k3, k4, and k5 are the disturbance coefficients of wind
speed changes.

In summary, the total disturbance that wind turbines undergo
during normal operation is

D(s) � D1(s) +D2(s) +D3(s) (10)

FIGURE 5 | Block diagram of the transmission system.

FIGURE 6 | Block diagram of pitch control based on fuzzy PSO-PID control.
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THE DESIGN OF CONTROL STRATEGY

To ensure the stability of the wind turbine, fuzzy control is selected
because it could be adaptable to complex and nonlinear systems (Qi
and Meng, 2012). However, the fuzzy controller is prone to blind
zone and dead zone near the control point, and its steady-state
performance is low. Therefore, fuzzy control is difficult to meet the
control accuracy requirements. PID control is a commonly used
control method in the wind turbine pitch system (Pathak and Gaur,
2019). The combination of PID control and fuzzy control could solve
these problems. However, if the initial parameters of PID control are
selected improperly, it will cause a large overshoot and a long
adjustment time for the system, which will cause the wind
turbine’s power to fluctuate too much. The PSO algorithm could
be introduced to optimize the initial parameters. A pitch control
strategy based on fuzzy adaptive PSO-PID is designed, and its block
diagram is shown in Figure 6.

PID Initial Parameters Optimization
The poor PID initial parameters will decrease the system
performance, so the PSO algorithm could be introduced to
optimize the PID initial parameters. The PSO algorithm is an
effective global optimization algorithm. It seeks the optimal value
of complex space through information transmission and
competition between individuals. The particle swarm searches in
an n-dimensional space in particle swarm algorithm. The position of

each particle i in space is xi � (xi1, xi2/, xin), and the velocity in
space is vi � (vi1, vi2/, vin). The optimal solution is found through
continuous iterative correction. During each iteration, the particle
updates the velocity and displacement by dynamically tracking the
two extremums Pbesti (personal best) and Gbesti (global best). The
particles change their position and velocity at each iteration
according to the following relationships (Iqbal and Singh, 2021)

{ Xk
in � Xk−1

in + Vk−1
in

Vk
in � wVk

in + w1r1(Pbesti −Xk−1
in ) + w2r2(Gbesti −Xk−1

in ) (11)

where, w is the inertia weight of the particle’s previous step
velocity. w1 and w2 are the acceleration factors of their own
optimal and global optimal, respectively. r1 and r are two
random generated numbers uniformly distributed in the
interval [0, 1).

The PSO algorithm needs to select a suitable fitness
function to achieve the optimal effect of the control. In this
paper, the integral time absolute error (ITAE) is selected. Its
expression is

fitness(t) � ∫t

0
τ|E(τ)|dτ (12)

where, E(t) is the error between the given value of the rotor speed
and the output value of the rotor speed in this paper.

The steps of the PSO algorithm for optimizing PID parameters
are as follows:

(1) Initialize the position and velocity of the particles, and take a
random value within a certain range to generate the first-
generation population.

(2) Calculate the fitness of each particle according to the fitness
function.

(3) Record the local optimal solution and the global optimal
solution.

(4) Update the velocity and position of the particle to move it
closer to the optimal solution.

(5) Until the value of the fitness function is less than the set value
or the number of iterations reaches the maximum, the
optimal individual is output.

FIGURE 7 | Diagram of fuzzy rules using membership functions. (A) is “error E”. (B) is “error rate of change EC”.

TABLE 1 | Rules of fuzzy controller.

E EC

NB NM NS ZO PS PM PB

NB PB PB PM PM PS ZO ZO
NM PB PB PM PS PS ZO NS
NS PM PM PM PS ZO NS NS
ZO PM PM PS ZO NS NM NM
PS PS PS ZO NS NS NM NM
PM PS ZO NS NM NM NM NB
PB ZO ZO NM NM NM NB NB
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PID Parameters Adaptation
The fuzzy adaptive controller takes the deviation E and the
deviation change rate EC (de/dt) as the inputs of the
controller, shown in Figure 6.

The domain of the input and output of fuzzy control is [−3, 3].
The fuzzy subsets are {NB, NM, NS, ZO, PS, PM, PB}, and the
triangle membership function is adopted. The designed fuzzy
rules using membership functions are shown in Figure 7.

Then, the inputs are transformed into the corresponding fuzzy
variable value by the fuzzy controller to realize the fuzzification of
the inputs. Fuzzy inference is further performed on the fuzzy
inputs according to the formulated fuzzy rules. The fuzzy
controller rules are shown in Table 1. After defuzzification,
the correction value △kp,△ki,△kd of the variable pitch PID
controller is obtained and accumulates them separately in the
PID controller.

According to the fuzzy rules, the relationship of inputs (E, EC)
and outputs (△kp,△ki,△kd) is shown in Figure 8.

SIMULATION AND ANALYSIS

To verify the performance of the proposed strategy, control
strategy validation and anti-interference analysis are
performed by simulation. All of the simulations are based
on a 2 MW wind turbine. Its cut-in, rated, and cut-out wind
speeds are 3, 11, and 22 m/s, respectively. The wind wheel
diameter is 93.4 m. The wind wheel height is 80 m. The length
of the blade is 45 m. The rated turning speed of the wind wheel
is 12.1 r/min.

Control Strategy Validation
Control strategy validation of the proposed fuzzy PSO-PID is
performed by simulation comparison with PID and fuzzy PID.
The simulations are conducted under gust wind and turbulent
wind, respectively, in both of the cases. Disturbances of blade
changes (D1), initial parameter error (D2), and environmental
changes (D3) are considered simultaneously.

In the gust wind case, the gust wind speed curve is shown in
Figure 9, where the maximum gust wind speed is 14 m/s, and the
basic wind speed is 11 m/s. The comparison curves of pitch angle,
wind wheel speed, and output power are shown in Figures 10–12.

It could be seen from Figure 10 that the maximum value of
the pitch angle under fuzzy PSO-PID control is 7.8°. The
maximum values of the pitch angle under fuzzy PID control
and traditional PID control are 8.2° and 8.3°, respectively. The
control method proposed in this paper can reduce the
adjustment value of the pitch angle, thereby reducing the loss
of the pitch control system.

As can be seen in Figure 11, the sudden increase of wind speed
causes the pitch angle to increase first and then decrease, so the
speed of the wind wheel shows a trend of first decreasing and then
increasing. The fluctuation range of the wind wheel speed is the
smallest under the fuzzy PSO-PID control, which is only 0.2 r/
min. Under fuzzy PID control and traditional PID control, the
fluctuation range is 0.4 and 0.9 r/min, respectively. Fuzzy PSO-
PID control reduces the fluctuation range by 50% compared with
fuzzy PID control.

As can be seen in Figure 12, the output power of a wind
turbine is positively correlated with the wind wheel speed, so its
power conversion trend is consistent with the wind wheel speed.
The output power is more stable under fuzzy PSO-PID control,
while under the traditional PID control, the output power
fluctuates up to 0.14 MW. Therefore, fuzzy PSO-PID control

FIGURE 8 | The output curve of fuzzy controller. Part label (A) is “the output of Δkp”, part label (B) is “the output of Δki”, part label (C) is “the output of Δkd”.

FIGURE 9 | Gust wind speed curve.
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FIGURE 10 | Comparison curves of pitch angle under gust wind.

FIGURE 11 | Comparison curves of wind wheel speed under gust wind.

FIGURE 12 | Wind turbine output power curves under gust wind.

FIGURE 13 | Turbulent wind speed curve.

FIGURE 14 | Comparison curves of pitch angle under turbulent wind.

FIGURE 15 | Comparison curves of wind wheel speed under
turbulent wind.
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has better robustness than fuzzy PID control and traditional PID
control.

In the turbulent wind case, the turbulent wind speed is shown
in Figure 13, where there is a dramatic change in wind speed
around 65 s. The comparison curves of pitch angle, wind wheel
speed, and output power are shown in Figures 14–16.

It could be seen from Figure 14 that the maximum pitch angle
is 7.4° and the minimum pitch angle is 5.9° under fuzzy PSO-PID
control between 60 and 70 s where the wind speed changes a lot.
The adjustment range of the pitch angle is 2.1° under the fuzzy
PID control, and the pitch angle fluctuates sharply and under the
traditional PID control. The fuzzy PSO-PID control can reduce
the pitch angle adjustment range by about 28.6%.

As can be seen in Figure 15, the wind wheel speed fluctuation
under traditional PID control is large, the maximum speed reaches
12.8 r/min, and the minimum speed is only 11.2 r/min. The wind
wheel speed is not stable enough under fuzzy control compared
with fuzzy PSO-PID control. Under the fuzzy PSO-PID control,
the wind wheel speed is basically maintained at 12.1 r/min.

As can be seen in Figure 16, the output power fluctuation is
minimal under fuzzy PSO-PID control compared with PID
control and fuzzy PID control. And fuzzy PID control is less
robust than fuzzy PSO-PID control.

FIGURE 16 | Comparison curves of wind turbine output power under
turbulent wind.

FIGURE 17 | Comparison curves of pitch angle under different
disturbances.

FIGURE 18 | Comparison curves of wind wheel speed under different
disturbances.

FIGURE 19 | Comparison curves of wind turbine output power under
different disturbances.
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Anti-Interference Analysis
To verify the anti-interference ability of fuzzy PSO-PID control
strategy, five different combinations of disturbances,
D1 +D2 +D3, D1 +D2, D1 +D3, D2, and D3, were applied to
the wind turbine under turbulent wind conditions. The
comparison curves of pitch angle, wind wheel speed, and
output power are shown in Figures 17–19.

It could be seen from Figure 17, since all five cases are using
the same control strategies, that the change trend of the pitch
angle is basically the same. When three disturbances, two
disturbances, and one disturbance are applied to the wind
turbine, respectively, the values of the pitch angle are around
7°, 5°, and 3°. The more disturbances applied, the greater the pitch
angle of the wind turbine to adjust.

It could be seen from Figure 18 that the fluctuation range of
wind wheel speed is the largest when disturbance combination
D1 +D2 +D3 is applied to the wind turbine. When only one kind
of disturbance is applied to the wind turbine, the fluctuation
range of wind wheel speed is minimal, only 0.1 r/min.

It could be seen from Figure 19 that the output power of the
wind turbine under the five combined disturbances is relatively
stable. When disturbance combination D1 +D2 +D3 is applied
to the wind turbine, the output power fluctuates the most, but it is
only 0.5% of the rated power. When only one disturbance is
applied to the wind turbine, the power fluctuation range is only
0.025% of the rated power.

Through the control strategy validation and anti-interference
simulation, it can be found that using fuzzy PSO-PID control can
make the wind wheel speed fluctuation smaller when the pitch
angle adjustment range is small, and the wind turbine’s power
remains stable at the rated power. And fuzzy PSO-PID control
strategy has a better suppression effect on different combinations
of disturbances.

CONCLUSION

In this paper, a fuzzy adaptive PSO-PID is implemented in
pitch control for suppressing multi-factor disturbances to

improve the stability of wind turbines. In the proposed PID
controller, PSO is utilized to optimize its initial parameters,
and fuzzy rules are designed to adjust its parameters
dynamically. Simulation comparisons with PID control and
fuzzy PID control under gust wind and turbulent wind
conditions are performed. The results show that in the
system with the fuzzy adaptive PSO-PID pitch controller,
the pitch angle adjustment range is smaller, and wind wheel
speed and output power are smoother. Moreover, the anti-
interference capacity of the control is verified by simulations
under various combinations of disturbances. Thus, it is
demonstrated that the fuzzy adaptive PSO-PID can provide
the system with stronger robustness and better performance in
suppressing various disturbances.
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Iterative Linearization Approach for
Optimal Scheduling of Multi-Regional
Integrated Energy System
Hang Tian, Haoran Zhao*, Chunyang Liu and Jian Chen

Key Laboratory of Power System Intelligent Dispatch and Control of Ministry of Education, Shandong University, Jinan 250061,
China

It is challenging to deal with the optimal scheduling problem of the multi-regional integrated
energy system (MIES) precisely and efficiently due to its multi-dimensional nonlinear
characteristics. This article proposes an iterative linearization approach to solve the
complicated and nonlinear MIES optimization problem with a well-balanced trade-off
between accuracy and computation efficiency. In particular, the proposed approach is a
combination of the modified piecewise linearization (PWL) tactic and the sequential linear
programming (SLP) algorithm. The modified PWL method is developed to improve the
speed-accuracy trade-off of the linearization, while the SLP algorithm is used to linearize
the multi-dimensional nonlinear functions and narrow the approximation error iteratively. In
this way, accurate but highly nonlinear formulations such as heat network models in the
variable flow and variable temperature (VF-VT) mode can be considered in the optimization
and solved efficiently. Finally, the effectiveness of the given approach is validated in a day-
ahead optimal scheduling case of a four-region MIES.

Keywords: multi-regional integrated energy system, optimal scheduling, piecewise linearization, sequential linear
programming, energy hub

1 INTRODUCTION

Integrated energy system (IES) can improve the overall efficiency by cascade utilization and
optimized dispatch among all types of energy (Mancarella, 2014). Besides, it is capable of
reducing the renewable energy curtailment via its superiority of flexible conversion and various
storage (Huang et al., 2020a). Many researchers focus on the optimal scheduling of IES to explore the
synergistic benefits of multi-energy utilization. The result of the optimal scheduling can indicate how
to maximize system performance, thereby aiding decision-making. The multi-regional integrated
energy system (MIES) considers both transregional transmission networks and multiple regional
subsystems, whose configurations are usually represented by energy hub (EH)models. Therefore, the
formulated optimization problem of MIES is more difficult to calculate than that of a single energy
system because of its large-scale, nonlinear, and non-convex features.

When dealing with the aforementioned optimization problems, the existing commercial solvers
are usually inefficient and may meet convergence problems. Simplifications of models are usually
taken to ensure solvability. Geidl and Andersson (2005) firstly integrates multiple EHs with three
energy networks, which simplify the problem by removing transmission constraints. In Shabanpour-
Haghighi and Seifi (2015a) and Shabanpour-Haghighi and Seifi (2015b), although a model of the
heat network is taken, the hydraulic conditions of pipelines are not considered, which may lead to
inaccuracy in the result. Moreover, the energy conversion efficiencies of EHs’ devices are kept as
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constants for simplicity in most EH-related research, which
makes the model less accurate (Sheikhi et al., 2015; Zhang
et al., 2015b; Moeini-Aghtaie et al., 2013). To sum up, for the
optimal scheduling problem of MIES, the precise model usually
introduces strong nonlinearity and makes the problem non-
solvable or inefficient to calculate; the simplified model makes
the calculation affordable but has non-ideal accuracy. Therefore,
a trade-off between accuracy and computing efficiency is
required, with the goal of maintaining the acceptable
performance while removing the unnecessary features.

Linearization and convex relaxation are two mainstream
solutions to achieve the aforementioned trade-off. In recent
years, convex optimization draws considerable interest because
of its global optimality and computation efficiency. Convex
relaxation techniques such as second-order cone (SOC)
relaxation and semidefinite relaxation are proved to be
effective when dealing with the optimization problem of IES
(Manshadi and Khodayar, 2018b,a). In particular, the SOC
formulation is frequently applied on the branch flow equation
in power systems and the Weymouth equation in natural gas
networks because of its guaranteed tightness (He et al., 2017; Liu
et al., 2018; Wang et al., 2017a). However, currently it is not
effective in dealing with the model of heat network or equipment
like the gas compressor. The piecewise linearization (PWL) tactic
is another classic method to deal with nonlinearity. It is under
development earlier and more applicable for different situations.
Taylor’s expansion based PWL is widely utilized in some
literature (Shao et al., 2016). However, it has a non-ideal
performance when dealing with the gas flow function,
especially when the pipeline is light-loaded (Liu et al., 2020).
Besides, Conventional PWL approaches are inefficient when
dealing with multi-dimensional nonlinear functions. Taylor’s
expansion based PWL method combined with the Big M
method is usually adopted to tackle this kind of problem
(Zhang et al., 2015a). However, this method is proved to be
less accurate than other methods (Bao et al., 2019). A three-
dimensional linearization method based on the Special Order of
Sets (SOS) tactic is proposed in Liu et al. (2020), which introduced
numerous continuous and binary variables to formulate the
problem. However, the number of piecewise segments need to
be limited to keep the computation affordable, which actually
harms the accuracy. Moreover, the multi-dimensional modeling
process is complicated and time-consuming, which is not efficient
to be implemented in a large and complex system. In summary,
previous studies on linearization are not sufficient for the MIES
with respect to the following aspects. 1) The PWL method carries
an additional computation burden due to its stepwise segments.
Besides, the performance of several PWL formulations varies. A
thorough comparison and analysis of these methods are needed.
2) With the increase of the dimension of nonlinear problems in
IES scheduling, the traditional PWL method is inefficient in
dealing with multi-dimensional nonlinear functions and needs
to be improved. 3) The linearization of the heat network model is
always oversimplified, resulting in lower optimization accuracy
(Geidl and Andersson, 2005; Shabanpour-Haghighi and Seifi,
2015a,b). Among all the heat network control modes, including
constant flow and constant temperature (CF-CT), constant flow

and variable temperature (CF-VT), variable flow and constant
temperature (VF-CT), and variable flow and variable temperature
(VF-VT), the variable flow and variable temperature (VF-VT)
mode has greater flexibility and controllability but more severe
nonlinearity in its mathematical model. As a result, while
previous research presented effective IES scheduling strategies,
the majority of them validated the optimal operation of the heat
network based on the assumption of constant temperature (CT)
(Shao et al., 2017) or constant mass flow rate (CF) (Liu et al.,
2019) to avoid the introduction of quadratic terms. The linearized
form of the heat network model in the VF-VT mode has not been
realized yet.

To bridge the aforementioned gaps, an iterative linearization
approach for optimal scheduling of MIES is proposed. The main
contributions are summarized as follows:

1. The PWL method is improved with vertical and horizontal
modifications. It outperforms other methods in precision and
computational efficiency because the same accuracy can be
achieved with fewer segments.

2. An iterative linearization approach based on a combination of
the modified PWL method and the sequential linear
programming (SLP) algorithm is proposed, which can solve
the problem with multi-dimensional nonlinear features
efficiently.

3. With the aid of this approach, models with strong convexity
are considered to improve the overall accuracy and solved
within acceptable time, including thermal and hydraulic
models of heat network in VF-VT mode and nonlinear EH
models.

The remainder of this paper is organized as follows. Section 2
denotes the formulations of the nonlinear models. Sections 3 and
4 present the modified PWL method and the iterative approach,
respectively. Optimization results are compared and analyzed in
Section 5. Finally, conclusions are drawn in Section 6.

2 MATHEMATICAL MODEL FORMULATION

2.1 Model of Electrical Network
To better fit the power rating of regional energy conversion
equipment, the DistFlow model is selected instead of the DC
power flow model (Molzahn et al., 2017). The DistFlow model
owns better accuracy than the DC power flow model, especially
for radial distribution networks. It contains voltages and reactive
power, and allows nonzero resistance (Low, 2014). The balance
equations of nodal active and reactive power are given as Eqs 1
and 2, respectively.

Pij � rijIij − Pj + ∑
u:j→u

Pju (1)

Qij � xijIij − Qj + ∑
u:j→u

Qju (2)

where i, j and u indicate indexes of buses in the electrical network;
Pij andQij denote the active and reactive power flow (MW,MVar)
from bus i to bus j; Pju and Qju are the active and reactive power
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flow (MW, MVar) from bus j to bus u; Pj and Qj are the nodal
injection active and reactive power (MW, MVar) of bus j; rij and
xij are the resistance and reactance (Ω) of transmission line; Iij is
the squared value of branch current (kA). The nodal voltage
equation, the branch power flow equation and the voltage and
current constraints are described in Eqs 3 and 4 and Eq. 5,
respectively.

Vj � Vi − 2 rijPij + xijQij( ) + r2ij + x2
ij( )Iij (3)

IijVi � P2
ij + Q2

ij (4)
Vmin

i #Vi#Vmax
i , Imin

ij #Iij#Imax
ij (5)

whereVi andVj are the squared values of nodal voltage (kV);Vmin
i

and Vmax
i are the lower and upper limits of Vi; Imin

ij and Imax
ij are

the lower and upper bounds of Iij.

2.2 Model of Natural Gas Network
In a general natural gas network, the components usually consist
of the gas source (connected with the upper network),
transmission pipelines, storage devices, and gas loads. The
nodal balance of gas flow is given as Eq 6.

vsFs − vlL + vpFp + vcFcom + vcFcon � 0 (6)
where Fs, L, Fp, Fcom and Fcon indicate the gas flow vectors of
source, loads, pipelines, compressors, and the consumption of
compressors respectively; vs, vl, vp and vc are incidence matrices
of gas source, loads, transmission pipelines and compressors for
each node. The pressure drop equation, the constraints of nodal
pressure and the constraints of gas flow in pipelines are given as
Eqs 7 and 8 and 9, respectively.

Fp,mn � sgn m, n( )Cmn

��������
π2
m − π2

n

∣∣∣∣ ∣∣∣∣√
, sgn m, n( )

� +1, πm − πn( )P0
−1, πm − πn( )< 0{ (7)

πmin
m #πm#πmax

m , πmin
n #πn#πmax

n (8)
Fmin
s,m#Fs,m#Fmax

s,m , Fmin
p,mn#Fp,mn#Fmax

p,mn (9)
wherem and n indicate indexes of nodes in the gas network; Fp,mn

is the gas flow (kcf/h) of pipeline mn; Cmn is the coefficient of the
pressure drop equation for pipeline mn; πm and πn are nodal gas
pressures (Psig); πmin

m , πmin
n , πmax

m , πmax
n are the lower and upper

bounds of nodal pressures (Psig); Fs,m is the gas flow (kcf/h) of
source at nodem; Fmin

s,m and Fmax
s,m are the minimum and maximum

of Fs,m; Fmin
p,mn and Fmax

p,mn are the lower and upper gas flow limits of
pipelinemn. The consumption of the gas compressor powered by
gas are given in Eq. 10, and 11. Equation 12 is derived from
substituting Eq. 10 into Eq. 11, eliminating the variable Hcom,mn,
which represents the horsepower of compressor. The equation of
compression ratio is given as Eq. 13 and its upper and lower
bounds are expressed in Eq. 14.

Fcom,mn � Hcom,mn

k1,mn
πn
πm
[ ]αmn − k2,mn

(10)

Fcon,mn � acon,mn Hcom,mn( )2 + bcon,mnHcom,mn + ccon,mn (11)

Fcon,mn � acon,mn k1,mn
πn

πm
[ ]αmn

− k2,mn( )Fcom,mn( )2

+bcon,mn k1,mn
πn

πm
[ ]αmn

− k2,mn( )Fcom,mn( ) + ccon,mn

(12)

Rcom,mn � πn

πm
(13)

Rmin
com,mn#Rcom,mn#Rmax

com,mn (14)
where Fcom,mn is the gas flow (kcf/h) of compressor on pipe mn;
Hcom,mn is the horsepower of compressor; k1,mn, k2,mn and αmn are
the empirical parameters of compressor; Fcon,mn is the gas
consumption (kcf/h) of compressor on pipeline mn; acon,mn,
bcon,mn and ccon,mn are the consumption coefficients of
compressor; Rcom,mn is the compression ratio of compressor,
with its lower and upper limits indicated by Rmin

com,mn and
Rmax
com,mn.

2.3 Model of District Heating Network
District heating network is generally composed of supply
pipelines and return pipelines (Liu et al., 2016). The continuity
of flow equation, the loop pressure equation and the head loss
equation are expressed as Eqs 15, 16 and 17, respectively. The
loop head loss equation is given as Eq. 18, derived by substituting
Eq. 17 into Eq. 16. The constraints of mass flow rates and head
losses are given in Eqs 19 and 20, respectively.

Amline � mnode (15)
Bhf � 0 (16)

hf � Kmline|mline| (17)
BKmline|mline| � 0 (18)
mmin

line#mline#mmax
line (19)

hmin
f #hf#hmax

f (20)
where A denotes the incidence matrix of the heat network,
relating the nodes to branches; mline is the vector of mass flow
rates (kg/s) of pipelines, with its lower and upper limits indicated
by mmin

line and mmax
line ; mnode is the vector of mass flow rates (kg/s)

through each node, charged from a heat source or discharged to a
heat load; B is the incidence matrix of loops, relating the loops to
branches; hf is the vector of head losses (m) of pipelines, with its
lower and upper bounds represented by hmin

f and hmax
f ; K is the

vector of resistance coefficients of pipelines. The general heat
transfer equation is expressed as Eq. 21. The temperature drop
equations in the supply network and the return network are given
as Eqs 22 and 23. The nodal mixture temperature equation is
described as Eq. 24. The constraints of nodal temperatures in the
supply network and the return network are given as Eqs 25
and 26.

Φ � Cpmnode Ts − To( ) (21)
Tq,supply � Tp,supply − Ta( )e− λpqLpq

Cpmline,pq + Ta (22)

Tq,return � Tp,return − Ta( )e− λpqLpq
Cpmline,pq + Ta (23)∑mout( )Tout � ∑ minT in( ) (24)
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Tmin
p,supply#Tp,supply#Tmax

p,supply (25)
Tmin
p,return#Tp,return#Tmax

p,return (26)
where p and q indicate indexes of nodes in the heat network;mnode is
the vector of the mass flow rate (kg/s) at each node injected from a
source or discharged to a load; Φ is the vector of heat power (MW)
consumed at each node;Cp is the specific heat of water (MJkg−1°C−1)
at constant pressure; Ts and To are vectors of temperatures (°C) of
the injected and discharged water flow to each load; In the
temperature drop Eqs 22, 23, Tp,supply and Tq,supply are nodal
temperatures (°C) of supply networks; Tp,return and Tq,return are
nodal temperatures (°C) of return networks; Ta is the ambient
temperature (°C); λpq is the coefficient of heat transfer
(MWm−1°C−1) of pipeline pq; Lpq is the length (m) of pipeline;
The nodal mixture temperature equation is shown in Eq. 24, where
mout andmin are the vectors ofmass flow rates (kg/s) of water leaving
or coming into each node, with their corresponding temperatures
(°C) indicated by Tout and Tin respectively; T

min
p,supply and T

max
p,supply are

the minimum and maximum of Tp,supply; T
min
p,return and Tmax

p,return are
the lower and limits of Tp,return.

2.4 Model of Energy Hub
To eliminate the nonlinear problem brought by the dispatch factor,
auxiliary state variables are introduced to represent each energy flow
inside theEH(Wang et al., 2017b).A typical frameworkof EH is shown
in Figure 1. The modified coupling equation of EH is given as Eq. 27.

F1

F2

F3

F4

F5

0
0
0
0
0
0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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0 0 ηhhp 0 0 0 0 0 0 −1 −1 0 0
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(27)

where F1 to F5 and f1 to f12 are the outer and inner energy flows
(kW h) of the EH; ΔE is the stored energy (kW h) in the heat
storage (HS) tank; ηcec, η

h
hp, η

e
chp, η

h
chp, η

h
gb, η

char
hs , ηdishs are the energy

conversion efficiencies of electric chiller (EC), heat pump (HP),
combined heat and power (CHP) unit (electrical output), CHP
unit (heat output), gas boiler (GB), HS (charging) and HS
(discharging), respectively. Through this modification, the
connection and conversion relationships are integrated into
one coupling matrix, which provides considerable flexibility
and simplicity to the modeling process without introducing
more elements like energy buses and virtual nodes into the
modeling process (Liu et al., 2020).

2.5 Objective Function and Problem
Formulation
In the system of networked EHs, the heat power of district heat
network is supplied by EHs, while EHs are powered by electricity
and gas from the upper networks. The objective function can be
described as Eq. (28).

Cop � ∑Nt

t�1
PinCin − PoutCout +MgasCgas( ) (28)

where t is the index of hour; Cop is the total cost (¥) of the whole
system during 24 h; Nt denotes the total scheduling time periods,
which is set as 24 in this study; Pin, Pout and Mgas are the
purchasing electrical power (kW h), selling electrical power
(kW h) and gas flow (kcf) at gas source; Cin, Cout and Cgas are
the corresponding prices (¥/kW h, ¥/kcf) for Pin, Pout and Mgas.

Objective function: 28( ), s.t. 1( ) − 27( ) (29)
The formulated problem is a complicated mixed integer nonlinear
programming (MINLP) problem, which can hardly be solved by
existing commercial solvers. Therefore, a modified PWLmethod is
proposed in the next section to transform part of theMINLPmodel
(one-dimensional nonlinear functions) into theMILP formulation,
which can reduce the computation difficulty.

3 LINEARIZATION METHODOLOGY

3.1 Modified Piecewise Linearization
Method
In this section, a modified PWL method is proposed, with improved
performance of accuracy and computation efficiency (verified in the last
subsection) among popular PWL tactics, such as Taylor’s expansion
based approximation (TEBA) method (Zhang et al., 2015a; Shao et al.,
2016), Special Order of Sets (SOS) method (Liu et al., 2020) and binary
method (Huang et al., 2020b). The proposed PWLmethod is based on
the binary method with horizontal and vertical modifications, which
are introduced in the following subsections.

3.1.1 Binary PWL Method
Through the PWL approximation, the general form of one-
dimensional nonlinear function F(X) can be reformulated into
the linearized function L(X). The equations of its independent

FIGURE 1 | Framework of single EH.
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variable, dependent variable, and segment range are described as
Eqs 30, 31, and 32, respectively.

X � X0 +∑N
k�1

σk (30)

L X( ) � F X0( ) +∑N
k�1

Kkσk (31)

Zk+1 · Xk −Xk( )≤ σk ≤Zk · Xk −Xk( ) (32)
where k is the index of segment;N is the total number of segmentsX is
a continuous variable;X0 is theminimumofX; σk is the value of the kth
segment of X; Kk is the coefficient of the kth segment of L(X); Zk and
Zk+1 are binary variables to guarantee the continuity of X and L(X);Xk

and Xk are the upper and lower limit of the kth segment of X.

3.1.2 Horizontal Modification
The accuracy of the PWL approximation depends greatly on the
selection of breakpoints. The precision of the approximation can
be further improved by adding more piecewise segments.
However, the addition of segments leads to a substantial
increase in the computational burden. Therefore, the strategy
of breakpoint selection is modified here, from the evenly-spaced
selection, to the selection at the maximum error of linear
approximation. The approximation error is shown as:

E � L X( ) − F X( ) (33)
where E is the error of piecewise linearization. The initial
breakpoint is determined when the maximum error occurs at
zE/zX = 0. The following breakpoints are ranked and selected
sequentially according to the maximum errors of their own
ranges, as illustrated in Figure 2. This process is conducted
iteratively until the maximum piecewise segment is reached or
the approximation error is less than the predefined tolerance.

3.1.3 Vertical Modification
Based on approximation error value, a vertical modification has been
implemented on the PWL approximation, which is denoted in Eq. 34.

L′ X( ) � L X( ) −
∑N

k�1∫xk

xk−1
L X( ) − F X( )( )dX∑N

k�1σk

(34)

where L′(X) is the modified formulation of L(X) after vertical
modification; xk−1 and xk are the (k−1)th and kth breakpoint for

L(X). This modification can further reduce the approximation
error, with its demonstration shown in Figure 3.

3.2 Linearization of Nonlinear Constraints
In this subsection, the above-mentioned modified PWL approach
Eqs (30)–(34) will be implemented on one-dimensional
nonlinear functions.

3.2.1 Modified Model for Gaseous Constraints
Variable substitutions of θm � π2m, θn � π2

n,φmn � θm − θn are
performed to replace the original gas flow function Eq. 7 by
Eq. 35. In this way, a dimension reduction is applied to the
nonlinear function, which simplifies the linearization process.

Fp,mn � sgn φmn( )Cmn

����
φmn

∣∣∣∣ ∣∣∣∣√
(35)

Besides, the substitution is applied to the variable constraints,
which converts Eq. 8 into Eq. 36.

πmin
m( )2 − πmax

n( )2 ≤φmn ≤ πmax
m( )2 − πmin

n( )2 (36)
The pressure drop equation is finally reformulated as

φmn � sgn Fp,mn( )Fp,mn
2

Cmn
2 (37)

The modified PWL method is then carried out on Eq. 37.

3.2.2 Modified Model for Hydraulic Constraints
The hydraulic models, including the equations of pipelines’
thermal resistance, friction factor, diameter, Reynolds number,
and flow velocity, are given as Eq. 38, 39, 40, and 41, respectively.

FIGURE 2 | Horizontal Modification for PWL method.

FIGURE 3 | Vertical Modification for PWL method.
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Kpq � 8Lpqfpq

Dpq
5ρ2π2g

(38)

fpq � 0.3164
Repq

0.25 (39)

Repq � vpqDpq

μ
(40)

vpq � mline,pq

ρπD2
pq/4 (41)

where Kpq, fpq, Dpq, Repq and vpq are the resistance coefficient,
friction factor, diameter (m), Reynolds number and flow
velocity (m/s) of pipeline pq; ρ is water density (kg/m3); g is
the acceleration of gravity (kg·m/s2); μ is the kinematic
viscosity of water (m2/s). Eq. 42 is derived from
substituting Eqs. 38–41 into Eq. (18), where W denotes
vector of comprehensive coefficients.

BWmline|mline|3/4 � 0 (42)
The nonlinear term in Eq. 42 can be linearized by the

proposed PWL approach.

3.2.3 Modified Model for Energy Hubs
The capacities and conversion characteristics of the devices in the
EH depicted in Figure 1 are shown in Table 1 (Huang et al.,
2020b). The modified PWL method is applied to the nonlinear
curve of each device.

4 ITERATIVE LINEARIZATION BASED ON
SLP ALGORITHM

After the previous PWL section, the remaining multi-
dimensional nonlinear functions are handled with the SLP
algorithm in this section. The SLP obtains a feasible solution
from linearized models and fixes the linearization-related
inaccuracies by repeating the steps successively, leading the
approximation to reach the solution (Nocedal and Wright,
2006).

4.1 Framework of Linearization and Iteration
Process
The framework of the linearization process and iteration
approach is illustrated in Figure 4. In this framework, the
original MINLP model is partially linearized by the proposed

PWLmethod, and the remaining nonlinear functions are going
through the iterative linearization process. Several decision
variables are predefined to linearize these functions. The
variables include the current term Iij in Eqs 1–5, the
compressor ratio term Rcom,mn in Eqs 13, 14 and the nodal
temperature terms Tp,supply, Tp,return in Eqs 21–26. The
decision variables are updated through each iteration,
making sure that the error caused by approximation is
reduced sequentially. In this way, the model is totally
linearized and forms a computational affordable MILP
problem.

4.2 Selection of Decision Variables
4.2.1 Decision Variable in Electrical Constraints
As shown in the nonlinear electrical Equation 4, the quadratic
terms P2

ij and Q2
ij bring multi-dimensional nonlinearity into

this formulation, which make the model difficult to be
linearized. To solve this problem, Equation 4 is defined as
an auxiliary constraint, which does not participate in the
optimization directly but is used to update the value of Iij
repeatedly in the iteration process. Through this way, the term
Iij in Eqs 1–3 are set as constant, and thus these equations are
converted into linear formulations.

4.2.2 Decision Variable in Gaseous Constraints
The three-dimensional nonlinear function Eq. 12 is difficult to
linearize efficiently. In some works, the gas compressor’s
consumption is replaced by an empirical ratio multiplied
with the passing gas flow (Li et al., 2018). To avoid both
inaccurate approximation and inefficient linearization, a
hybrid method is adopted to calculate the consumption.
Firstly, Equation 13 is defined as an auxiliary constraint,
determining the value of compression ratio πn

πm
by iterative

process, which transform Equation 12 into a one-
dimensional function. Then, the proposed PWL method is
applied to this function to remove the nonlinearity of the
quadratic term.

4.2.3 Decision Variable in Hydraulic-Thermal
Constraints
It is obvious that the thermal Equations 21–24 contain variable
multiplications and exponential term, which introduce
nonlinearity and make the hydraulic-thermal model difficult
to solve. Also, common NLP and MINLP solvers met
convergence problems when trying to optimize this
integrated model. Therefore, Eqs 22–24 are treated as
auxiliary constraints, and the nodal temperature values
Tp,supply and Tp,return are determined according to the feasible
solution of each iteration. In this way, the hydraulic-thermal
model is transformed into a MILP format that supports rapid
iteration.

4.3 Iteration Procedure
After the previous linearization process, Eq. 29 is reformulated
into MILP form. An iterative approach based on SLP algorithm is
carried out to get the final solution. The specific details are
provided in Algorithm 1.

TABLE 1 | Parameters for devices in Figure 1.

Device Efficiency characteristics: y = f(x) Capacity (kW)

GB 3x 900
HP 0.8x 400
EC −0.000,030 41x3 + 0.019 01x2 + 0.259 3x 400
CHP Electric: 0.000,115 0x2 + 0.230 5x 720

Thermal: 0.0 001 611x2 + 0.322 8x
HS Charging: − 0.00 005x2 + 0.93x 800 (3.2 MWh)

Discharging: − 0.00 005x2 + 0.93x
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5 CASE STUDIES

5.1 Accuracy and Efficiency Verification for
the Proposed PWL Method
This subsection tests the performance of three mainstream PWL
methods and the proposed PWL method in an optimization
problem. The three PWL methods include Taylor’s expansion
based Approximation (TEBA) method (Zhang et al., 2015a; Shao
et al., 2016), Special Order of Sets 2 (SOS2) method (Liu et al.,
2020), and Binary method (Huang et al., 2020b). The
optimization problem is formulated as the day-ahead optimal
scheduling of single EH shown in Figure 1. The EH contains
two devices with linear efficiency curves and three devices with
nonlinear efficiency curves, shown in Table 1. The optimization
result is illustrated and compared in Figures 5 and 6.

It is worth noting that when the number of piecewise segments
gets large enough, all the methods obtain a relatively precise
approximation. However, a large number of segments is
impractical since the number of extra binary variables and
constraints has a considerable impact on computational
efficiency. Therefore, in this comparison, the maximum
segment is limited to 20. The benchmark values are derived
from directly solving the nonlinear problem by the nonlinear
programming (NLP) solver IPOPT.

Figures 5 6 compare the approximation accuracy and
computation efficiency of these four methods. The results
come from the average of 100 calculations. As shown in
Figure 5, the proposed method’s error drops fastest as the

FIGURE 4 | Framework of the linearization process and iteration approach.

Algorithm 1 | Iterative Algorithm Based on Sequential Linear Programming.

FIGURE 5 | Relative errors of four PWL approaches with increasing
segments.
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number of segments increases. In this case, the proposed method,
Binary method, SOS2, and TEBA, require 5, 10, 10, and more
than 20 segments, respectively, to achieve an error of less than
1%. It suggests that, given the same number of segments, the
proposed method’s accuracy is clearly superior to other
methods. As can be seen from Figure 6, the calculation time
of the proposed method, Binary method and TEBA is nearly the
same with the increasing segment number, while SOS2 requires
a larger computation time. Since the proposed method can
reduce the calculation error to an acceptable level with fewer
segments, its accuracy advantage can be converted into a boost
in computational efficiency.

5.2 Evaluation of Simulation Result
In this subsection, the numerical solution of the optimal
scheduling problem is analyzed to confirm the effectiveness of
proposed approach of iterative linearization. The demonstration

system in Figure 7 is composed of 4-bus electrical system, 7-node
natural gas network, 8-node district heating network (with looped
configuration of supply and return pipelines) and four EHs
representing different regional IESs, including residential area,
commercial area, industrial area and office area with specific
layout of equipment and load characteristics.

A set of cases are designed and tested to evaluate the
performance of the proposed method. Due to the heavy
nonlinearity, the original MINLP model in Eq. 29 is not
solvable for the mainstream solvers like FMINCON and
IPOPT (By replacing the binary variables bin with constraint
bin (1 − bin) = 0, the MINLP problem can be transformed into
NLP formulation, which expands the choices of solvers) (Yang
et al., 2020). Thus, the solution of the proposed method with high
numbers of iterations and piecewise segments is considered
accurate and taken as the reference value to compare with
other results. Simulation results are obtained from a PC with
an Intel Core of i5-7400U 3.00GHz CPU and 16GB RAM; the
YALMIP toolbox (Lofberg, 2004) has been used to develop the
optimization programs in Matlab R2019a; the solver for
nonlinear programming is IPOPT and the MILP problems are
solved by GUROBI.

• Case 1: The proposed method is carried out with the
convergence tolerance of 10−5 and the piecewise segment
of 30. The result is regarded as the benchmark value for
further comparison.

• Case 2: The MINLP model in Eq. 29 is implemented and
solved. To make sure that the original nonlinear model is
solvable, the conversion efficiencies for devices of EHs are
set as constants and the constraints of the heat network are
simplified according to (Shabanpour-Haghighi and Seifi,
2015a).

• Case 3: The proposed method is performed with the
convergence tolerance of 10−3 and the piecewise segment
of 10.

FIGURE 6 | Computation time of four PWL approaches with increasing
segments.

FIGURE 7 | Schematic of the system composed of four networked EHs.
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Table 2 presents a comparison of optimization results for
three different cases. The table shows that the calculation time
and relative error of Case 3 are significantly less than those of
Case 2, demonstrating the proposed method’s improved accuracy
and computation efficiency.

In terms of the calculation time, Case 3 has a clear advantage
due to its fast computation (due to its MILP formulation) and
fewer iterations. Case 2 is slow due to its MINLP property. In
terms of the relative error, Case 3 has good performance since the
modified PWL method and iterative approach fix the
approximation deviation. Case 2 has a high relative error of
11.694%, mainly because its model is not accurate enough. The
electrical and gaseous models are considered accurate because the
original nonlinear constraints are taken. The inaccuracy is mainly
introduced by simplifying the heating model (neglecting
hydraulic constraints and return pipelines) and constant
conversion efficiencies adopted for EHs.

Figure 8 shows the operating states of 4 EHs, obtained from
the optimization result of Case 3. It is worth noting that the
CHP unit in each region is given the highest priority for
operation due to its good economic performance. The HS
plays a vital role in EH3 and EH4, especially when
cooperating with HP. The HP generates heat and stores it

in the HS during the peak time of electricity, then the HS
release heat during the off-peak time of electricity. However,
the HPs are not active in EH1 and EH2 due to the absence of
HS. In EH4, the GB is heavily used during the day, while the
HP is active at night, since gas is relatively cheaper than
electricity in daylight hours.

Since the VF-VT model of heat network is adopted, the mass
flow of each pipe and the temperature of each node can be
obtained in the optimization, as illustrated in Figures 9 and 10.

Unlike the CF-VT mode, which is extensively utilized in
China, Russia, and part of Northern European countries, the
VF-VT mode can more flexibly manage the flow and thus alter
the total quantity of heat given to each node. In the study case, the
heat loads in regions one to four are mostly concentrated
throughout the daytime, and the peak load of the industrial
zone is significantly higher than that of other regions, posing
significant challenges to IES collaborative scheduling. As
demonstrated in Figure 10, each pipeline can vary its flow
dramatically with the VF mode to meet a load curve that
fluctuates greatly throughout the day. Among all the pipelines,
pipeline 4 has the highest flow and changes the most during the
day since it is mostly utilized to supply the heat load in the
industrial area.

TABLE 2 | Optimization result comparison for different cases.

Case Iteration Computation time(s) Convergence
tolerance

Optimal value ($) Relative error (%)

Case1 (s = 30) 32 92.929 1.00E-05 9,738.09 -
Case2 (NLP) 0 154.220 - 8,595.70 11.694
Case3 (s = 10) 2 3.934 1.00E-03 9,708.62 0.302

FIGURE 8 | Operation states of energy converters of four regional EHs.
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FIGURE 9 | Temperatures for each node in the heat network.

FIGURE 10 | Mass flow rate for each pipe in the heat network.

FIGURE 11 | Iterations of the proposed method in scenarios of fluctuating loads.
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5.3 Adaptability Analysis
Assume that loads of electricity, heat, and gas differ uniformly
with a proportion of 10% compared to the initial load values. The
Monte Carlo simulation method is adopted to produce 50
scenarios with fluctuating loading conditions.

Figure 11 demonstrates the variations of the solutions under
multiple scenarios. It is demonstrated that most scenarios
converge within two iterations. Only a few of them require
one or two more iterations, validating the convergence and
adaptability of the proposed approach.

6 CONCLUSION

This paper proposes a modified piecewise linearization (PWL)
method to improve the linearization performance and
combines it with the sequential linear programming (SLP)
algorithm to deal with the multi-dimensional nonlinear
problem. The formulated mixed integer linear programming
(MILP) problem is tested in a multi-regional integrated energy
system (MIES) including electrical, heat, and gas networks as
well as four energy hubs (EH) representing residential,
commercial, industrial, and office regions, respectively. The
results demonstrate that the iterative linearization method can
solve the optimal scheduling problem of a multi-region
integrated energy system accurately and efficiently while
keeping a modest number of segments and iterations. In
addition, the findings from this study make several
contributions to the current literature:

1. The method presented in this paper helps solve two kinds of
problems that are difficult to deal with by traditional PWL
methods. The first problem is the slowdown in computation
speed caused by the introduction of integer variables. In this
study, the PWL method is improved to accomplish the same
effect with fewer segments, minimizing the calculation time
increased by the additional integer variables. The other
problem is that dealing with multivariable nonlinear
equations is challenging using the traditional PWL method.
In this work, the PWL method is combined with the SLP
algorithm to transform a complex mixed integer nonlinear
programming (MINLP) problem into a MILP problem that
can be solved efficiently with the powerful state-of-the-art
MILP solvers.

2. The proposed method can achieve a more desirable trade-off
between accuracy and computational efficiency when solving
MILP problems, which is especially suitable for complex and
nonlinear multi-regional integrated energy system scheduling
problems. Compared with the original nonlinear model, the
newly formulated MILP model is computationally cheaper
with only a slight loss in accuracy. The results of the case study
show that the two factors that may slow down the
computational efficiency, namely segments and iterations,
can be kept within a tolerable range and hence have a
minimal effect on calculation performance.

Although the proposed algorithm has successfully
demonstrated its effectiveness in solving MINLP problems, it
lacks certain considerations in terms of time-scale interaction
mechanisms between multiple energy systems, as well as the time
delay and energy storage effect of gas/heating pipelines. Taking
these considerations into account, the proposed algorithm has
not been proven to be effective, which means it will be
investigated further in our future work.
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Energy Optimal Dispatch of the Data
Center Microgrid Based on Stochastic
Model Predictive Control
Yixin Zhu, Jingyun Wang*, Kaitao Bi, Qingzhu Sun, Yu Zong and Chenxi Zong

School of Internet of Things Engineering, Jiangnan University, Wuxi, China

Renewable energy outputs such as wind turbines and photovoltaics, as well as data center
workloads are both random and uncertain. In order to enhance the stability and economy
of the data center in actual operation effectively, a multi-time scale optimal dispatch
method for the data center microgrid based on stochastic model predictive control is
proposed in this paper. In the day-ahead scheduling stage, the characteristic of the data
center that batch workloads are allowed to be served delayed is considered. And the
scenario analysis method is applied to describe the uncertainty of loads and renewable
energy outputs, based on which an economic optimization scheduling model is
established to minimize the system operating cost. The intra-day scheduling utilizes
the rolling optimization and feedback correction of model predictive control to correct
the deviation of loads and renewable energy outputs and adjust the day-ahead dispatch
plan in real time, which ensures the effectiveness of day-ahead plan and the stability of
system operating. Through the simulation results of a typical data center microgrid, the
effectiveness of the proposed method is verified.

Keywords: data center, stochastic model predictive control, scenarios analysis method, batch workload, energy
optimal dispatch

1 INTRODUCTION

With the rapid development of big data and cloud computing technology in recent years, the quantity
and scale of data centers have been expanding. At the same time, the electricity consumption is also
growing tremendously. It is estimated that about 2% of the world’s total electricity consumption is
related to data centers, and the power demand of this sector is increasing at an annual rate of
15%–20% (Ebrahimi et al., 2015). The electricity bills that some data centers pay to the electricity
market is as high as tens of millions. In order to reduce the electricity consumption costs, more and
more data centers choose to connect lower-cost renewable energy generators such as wind turbines
(WT) and photovoltaics (PV) to their power supply system (Liu B et al., 2021). Futhermore, data
centers belong to the category of first-class loads; hence, power supply cannot be interrupted. It is
necessary for data centers to equip with alternative power sources to ensure the sustainable and
reliable power supply (Wang et al., 2020). Thus, data center construction areas always integrate
energy storage systems (ESS), conventional power generators, and renewable energy generators,
which constitute a typical microgrid system (Li and Qi, 2018; Yu et al., 2018). On the other hand,
batch workloads in data centers are allowed to be served delayed and migrated and can be flexibly
allocated according to the peak–valley difference of the electricity price. With the technology of the
energy management and optimal dispatch, the power consumption and operating cost of data
centers can be reduced effectively.
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Recently, the research on energy management in data
centers has been increasing. In the study by Chen et al.
(2016a), the data center is considered as a microgrid, where
renewable energy outputs and ESS are optimized, but the
scheduling of data center workloads was ignored. The
classification of data center workloads was studied by Ding
et al. (2019), wherein by allocating the batch workloads and
utilizing renewable energy, the energy consumption of the data
center was reduced effectively. The impact on the main grid
caused by data center workload migration is considered in a
study by Wang et al. (2016), and the interaction between the
main grid and data center is modeled as a two-stage
programing problem. In a study by Wen and Liu (2019), an
optimal scheduling model of the hybrid wind–solar–hydro
power generation system with data center workloads was
studied. The demand side and power supply side-joint
scheduling was adopted, which improved the economy of
the system. In a study by Wang et al. (2017), a day-ahead
resource dispatch problem considering conventional generator
fuel and carbon emission costs was proposed, and a mixed
integer linear programming (MILP) model was formulated to
solve it.

Although many progresses have been made in the research
on energy management of the data center, most research mainly
studied the energy management of the data center operating in a
certain scenario. In fact, the renewable energy and data center
workloads are quiet random and uncertain. The randomness of
renewable outputs and workloads distribution, as well as the
change of electricity price, are considered in Ding et al. (2018),
and a day-ahead stochastic planning scheme for the data center
microgrid (DCMG) was proposed. A stochastic programming
based on the MILP model for the data center energy
management was proposed in Xu et al. (2019), which can
deal with the influence of uncertainty effectively. The
aforementioned studies consider the influence of uncertain
factors in the data center, but the optimal dispatch was only
in the day-ahead stage. In actual operation, real-time variety of
workloads and renewable energy outputs will still affect the
security and economy of the data center, and the stability of the
main grid will be affected at the same time (Liu et al., 2018;
Xiong et al., 2020).

Model predictive control (MPC) is an advanced method for
process control, which has been widely used in a variety of
complex dynamic systems (Camacho and Bordons, 2004).
Recently, it also has drawn much attention of the energy
management studies. In the study by Chen et al. (2013), a
MPC-based appliance scheduling method for a smart home
was proposed with the consideration of dynamic prices and
appliance usage patterns. In the study by Zhang et al. (2015),
a closed-loop scheduling model for microgrid energy
management was established based on MPC. Through the
closed-loop feedback, model prediction, and iterative update
strategy of MPC, the economy of the system was improved.
However, the aforementioned scheduling models lack the
guidance of day-ahead plans, and the optimization results do
not have the global optimality.

The contributions of this article are listed as follows:

(1) Considering the unique characteristics of data center
workloads and describing stochastic factors with the
scenario analysis method, a multi-time scale optimal
dispatch model combining day-ahead and intra-day rolling
correction of DCMG was constructed based on stochastic
model predictive control (SMPC).

2) The case study of a typical DCMG scenario was conducted to
verify the effectiveness and feasibility of the proposed multi-
time scale model.

2 THEDATACENTERMICROGRID SYSTEM

The structure of the DCMG is shown in Figure 1. A DCMG usually
consists of conventional generators, distributed renewable
generators, ESS, and data center loads. In most cases, it needs to
purchase electricity power from the main grid. The main difference
between the DCMG and general microgrids is the unique power
consumption characteristic. Theworkload of the data center refers to
the information and data that need to be processed, which depends
on the user’s behavior of using the network, and has greater
randomness and uncertainty. The workload also determines the
total power consumption of the data center, which is the basis for the
flexible adjustment of the data center’s electrical load.

According to the differences in user’s computing
requirements, the data center workload can be divided into
two categories: the interactive and batch workloads. The
interactive workload must be served immediately (usually a
few seconds) when the users submit requests for computing
services, such as opening a web page, entering passwords, and
sending voice messages. The batch workload can be processed
more flexibly before the deadline. The service time can be
delayed by several hours or even 1 day. The batch job
normally includes scientific computing, data backup, image
processing, and other data-intensive tasks (Chen et al.,
2016b). Therefore, dispatching the batch workload according
to the peak-to-valley electricity price can reduce the operating
cost of the data center.

FIGURE 1 | The structure of a DCMG.
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The total power consumption of the data center includes the
consumption of IT equipments and non-IT equipments (such as
refrigeration system, lighting system, etc.). power usage
effectiveness (PUE) is an important indicator to measure the
energy efficiency of a data center (Jaureguialzo, 2011). It is
defined as the ratio of the total power consumption of the
data center to the power consumption of IT equipments. The
PUE value is always greater than 1, and the lower the PUE value,
the more energy-efficient the data center. According to the PUE
value and the power consumed by IT equipment, the total power
consumption of the data center can be calculated.

3 ENERGYOPTIMAL DISPATCHMODELOF
THE DCMG BASED ON SMPC

3.1 Day-Ahead Optimization Scheduling
3.1.1 The Objective Function
The objective of the day-ahead optimization scheduling is to
minimize the total operating cost of the data center. In this article,
power demand and renewable energy output forecasts are
considered as stochastic parameters owing to their
randomness and uncertainty. The scenario analysis method is
based on the probability theory; the research object of uncertainty
information is described by scenarios, and each scenario
constructed corresponds to a certain probability. The key of
the method is to fully reflect the uncertainty information with
limited scenarios. In this article, it is used to transform the
uncertainty of the DCMG into multiple deterministic
scenarios. The objective function is shown as follows:

minC � ∑S
s�1
∑T
t�1
Prs · Ft

s (1)

Ft
s � ∑NDG

i�1
(Cf(Ps,t

Gi) + COM(Ps,t
Gi) + Ceav(Ps,t

Gi)) + Cpp(Ps,t
Grid) (2)

where C indicates the total operating cost of the data center; S
indicates the number of total scenarios, which is the combination
of the sample sets of each part; Prs indicates the probability of the
scenario s, which is the product of sample probabilities of each
part; T indicates the total time periods of day-ahead optimization
scheduling, which is 24 h; F t s indicates the operating cost in the
t-th period and the s-th scenario; and NDG indicates the number
of distributed generators. Cf (·), COM (·), and Ceav (·) indicate the
fuel consumption cost, maintenance cost, and pollution emission
cost of distributed generators, respectively; P s,t Gi indicates the
output of the ith distributed generator in the t-th period; P s,tGrid
indicates the electricity purchase power from the main grid in the
t-th period; and Cpp (·) indicates the cost of the purchasing
electricity from the main grid.

3.1.2 The Constraint Conditions
Based on the structure of the DCMG shown in Figure 1, the
constraints including power consumption of the data center,
distributed generators, ESS, and interaction with the main grid
need to be considered in the day-ahead dispatch model. In

addition, the DCMG system must satisfy the power balance
between supply and demand, which is the premise for the data
center to realize stable and economic operation.

(1) Data Center Workload Constraint

Suppose that there areM servers with the same structure in the
data center, and the loads distribution of each server is equal,
limited by the computing power of CPU, there is an upper limit
on the workloads that can be processed in each time period that
can be calculated as follows:

Lt ≤ LC,∀t (3)
where Lt indicates total workloads processed by the CPU in the
t-th period, and LC indicates the upper limit of the workloads
processed by the CPU of the data center, and

Lt � Lt
ds + Lt

dt − σt
load,∀t (4)

where Ltds and Ltdt indicate the interactive and batch workloads of
the data center in the t-th period, and σ t

load indicates theworkloads
that is being processed in the t-th period.

The process of the flexible scheduling of batch workloads can
be expressed as follows (Wang et al., 2017):

Qt
dt � Qt−1

dt + Lt
dt − σtload, ∀t≤ (5)

QT
dt � 0 (6)

where Q t
dt indicates the batch workloads that have not been

processed by the data center until the t-th period.
The power consumed by IT equipments is related to the

quantities of workloads processed by the CPU. According to
the concept of PUE, the total power consumption of the data
center can be calculated. The total power of the data center in the
t-th period can be expressed as shown in (Yu et al., 2014):

Pt
Load � M(δ + μLt),∀t (7)

δ ≜ Pidle + (PUE − 1)Ppeak (8)
μ ≜ Ppeak − Pidle (9)

where P t
Load indicates the total power of the data center in the t-th

period;M is the quantity of servers in the data center; δ and μ are
the intermediate variables for calculation; Pidle and Ppeak
respectively indicate the power consumption when the server
is in the idle and busy states.

(2) System Power Balance Constraint

∑NDG

i�1
Ps,t
Gi + Ps,t

Grid � Ps,t
Load + Ps,t

ESS (10)

where P s,t ESS indicates the charging and discharging power of
ESS in the tth period, the positive value represents ESS charging,
and the negative value represents ESS discharging.

(3) Interaction Power with the Main Grid Constraint

Pmin
Grid ≤P

s,t
Grid ≤P

max
Grid (11)
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where Pmin Grid and Pmax Grid respectively indicate the upper
and lower limits of the interaction power between the DCMG and
the main grid.

(4) Distributed Generators Operating Constrain

Pmin
Gi ≤Ps,t

Gi ≤P
max
Gi (12)

ΔPmin
Gi ≤Ps,t

Gi − Ps,t−1
Gi ≤ΔPmax

Gi (13)
Eq. 12 is the output power constraint of distributed

generators, where Pmin Gi and Pmax Gi respectively
indicate the maximum and minimum output power of the
ith distributed generator. Eq. 13 is the climb power
constraint of operating distributed generators, where
ΔPmax Gi and ΔPmin Gi respectively indicate the upper
and lower limits of the climbing power of the ith
distributed generator.

(5) ESS Constraint

The constraints during the operation of ESS mainly include
the upper and lower limits of charging and discharging power and
the state of charge (SOC) constraint.

−Pmax
ESS ≤P

s,t
ESS ≤Pmax

ESS (14)
where P s,t ESS indicates the maximum of charging and
discharging power of ESS.

The SOC of ESS in the t-th period can be expressed by the
formulas in following:

Ss,tESS � Ss,t−1ESS (1 − σ) + η
Ps,t
ESSΔt
EESS

(15)

where S s,t ESS indicates the SOC of ESS in the t-th period; σ
indicates the self-consumption rate of ESS; η indicates the
charging and discharging efficiency of ESS; EESS indicates the
total capacity of ESS; and Δt indicates the time interval.

The SOC constraint of ESS is expressed as follows:

Smin
ESS ≤ Ss,tESS ≤ S

max
ESS (16)

Ss,t�0ESS � Ss,t�TESS (17)
where Smax ESS and Smin ESS respectively indicate the upper
and lower limits of the SOC. In addition, the SOC should
be consistent at the beginning and the end of the
dispatch cycle.

3.2 Intra-Day Rolling Optimization
Scheduling
The MPC is a kind of a model-based closed-loop optimization
control strategy. The core of MPC is to continuously perform
rolling optimization in a finite-time domain based on the
mathematical model of the controlled object. The strategy
mainly includes the following steps:

(1) At the current time step k and the current state x(k), MPC
predicts the future state of the system based on the

prediction model. Considering the current and future
constraints, obtain the control command sequences at
the future time steps k+1, k+2, . . . , k + M by solving the
optimization problem.

(2) Apply the control command of the first time step to the
system.

(3) At the time step k+1, update the state x(k+1) and repeat the
aforementioned steps.

Taking a typical grid-connected DCMG as an example, it
consists of WT, PV, a micro gas turbine (MT), a fuel cell
generator (FC), ESS, and data center loads. The state variable
at the time step k is

x(k) � [PMT(k), PFC(k), PESS(k), SESS(k), PGrid(k)]T

The control variable is

u(k) � [ΔPMT(k),ΔPFC(k),ΔPESS(k)]T

The disturbance variable is

r(k) � [ΔPLoad(k),ΔPWT(k),ΔPPV(k)]T

The output variable is

y(k) � [PGrid(k), SESS(k)]T

The multi-input and multi-output state space model can be
established as follows:

x(k + Δt) �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PMT(k + Δt)
PFC(k + Δt)
PESS(k + Δt)
SESS(k + Δt)
PGrid(k + Δt)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 −η Δt
EESS

1 − σ 0

0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PMT(k)
PFC(k)
PESS(k)
SESS(k)
PGrid(k)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

0 0 −η Δt
EESS

−1 −1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ΔPMT(k)
ΔPFC(k)
ΔPESS(k)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0

0 0 0

0 0 0

0 0 0

1 −1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ΔPLoad(k)
ΔPWT(k)
ΔPPV(k)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(18)

y(k) � [PGrid(k)
SESS(k) ] � [ 0 0 0 0 1

0 0 0 1 0
]·[PMT(k) PFC(k) PESS(k) SESS(k) PGrid(k) ]T (19)

The objective of the intra-day optimization dispatch is to
minimize the error between the prediction output value of
the output variable and the day-ahead plan value and
ensure that the adjustment value of each controllable
device in the system is as small as possible. The intra-day
rolling optimization dispatch model can be expressed as
follows:
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min J � (RDA − Y f )TWerr(RDA − Y f ) + UTQuU

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΔPmin
MT ≤ΔPt

MT ≤ΔPmax
MT

Pmin
MT ≤Pt

MT ≤Pmax
MT

ΔPmin
FC ≤ΔPt

FC ≤ΔPmax
FC

Pmin
FC ≤Pt

FC ≤Pmax
FC

ΔPmin
ESS ≤ΔPt

ESS ≤ΔPmax
ESS

Pmin
ESS ≤Pt

ESS ≤Pmax
ESS

Smin
ESS ≤ S

t
ESS ≤ S

max
ESS

(20)

where RDA and Yf respectively indicate the day-ahead plan value
and the intra-day prediction output value of the output variable;
Werr and Qu are the weight coefficient matrices.

By solving the above model, the optimal control command
sequences of output adjustment for each device in the control
time domain was obtained. At the current time step, only the first
control command was executed. At the next time step, the
aforementioned rolling optimization process is repeated. In
addition, the real-time operating state of the system is used for
feedback correction during each rolling optimization, which
ensures better stability and robustness of the rolling
optimization strategy.

3.3 Energy Optimal Dispatch Strategy
Based on SMPC
In this article, the energy optimal dispatch of the DCMG was
divided into two stages: day-ahead optimization scheduling and
intra-day rolling optimization scheduling, constituting a multi-
time scale optimal model. The flow chart of the specific optimal
model solution process is shown in Figure 2.

In the aforementioned solving process, the SMPC-based
energy optimal dispatch strategy of the DCMG constitutes the
MILP problem. Based on MATLAB software, this article uses=d
the CPLEX solver and the YALMIP toolbox to solve the
aforementioned MILP problem.

4 CASE STUDY

4.1 Setting
A typical DCMG system was taken as an example. The system
structure is consistent with the aforementioned DCMG system.
In addition, the data center can purchase electricity from the
main grid. The main basic parameters of the system are shown in
Table 1. The time-of-use electricity price of the main grid is
shown in Table 2 (Xiao et al., 2014).

Since it is currently difficult to obtain the detailed statistical
information of data center workloads, some studies assume that

FIGURE 2 | Flow chart of the energy optimal dispatch.

TABLE 1 | Parameter values of the DCMG system.

Equipment Parameter Value

WT Rated power 400 kW
Operation and maintenance Cost 0.0296 ￥/kWh

PV Rated power 300 kW
Operation and maintenance Cost 0.0096 ￥/kWh

MT Rated power 800 kW
Climbing power 160
Operation and maintenance Cost 0.0352 ￥/kWh

FC Rated power 400 kW
Climbing power 80 kW
Operation and maintenance Cost 0.0293 ￥/kWh

ESS Total capacity 2,400 kWh
Rated charge and discharge power 240 kW
Initial value of SOC 0.2
Range of SOC 0.1–0.9
Charge and discharge efficiency 95%
Self-consumption rate 0.01

The main grid Maximum of the interaction power 2000 kW

TABLE 2 | Electricity price of the main grid parameter values.

Time period Time interval Price(￥/kWh)

Valley period 0:00–7:00 0.291
23:00–24:00

Normal period 7:00–10:00 0.633
15:00–18:00
21:00–23:00

Peak period 10:00–15:00 1.005
18:00–21:00
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there is a certain proportion relationship between the interactive
and batch workloads (Luo et al., 2014; Li and Qi, 2018). In this
article, it was set that the ratio of interactive and batch
workloads were 4:1. In the actual situation, the ratio depends
on the users of the data center. The parameters of the data center
are set based on the data in the stdy by Yu et al. (2014). The PUE
value is set to 1.2 based on the description of the study by Dou
et al. (2017).

4.2 Result Analysis
4.2.1 Day-Ahead Optimization Results
The prediction power curves of WT, PV outputs, and total loads of
the data center are shown in Figure 3. Considering that all the
prediction errors of them obey the normal distribution, first, a large
number of initial power scenarios were generated by Latin hypercube

sampling (LHS). Then, based on the similarity of each scenario, the
initial scenarios were reduced by employing the backward reduction
algorithm (Wang et al., 2015). Finally, a set of loads and renewable
energy output scenarios was obtained, as well as corresponding
probabilities. Considering that the outputs of WT changes more
dramatically (Liu J et al., 2021), the number of WT output scenarios
after the reduction was 6, and the number of PV output and load
scenarios was 5, with a total of 150 scenarios. Figure 4 shows the
results of scenario generation and the reduction of the WT output.

Figure 5 shows the allocation result of the batch workloads of the
DCMG system. The interactive workloads in each period need to be
served immediately, while the batch workloads allows flexible
scheduling. It can be seen that the batch workloads are allocated
to the period with the lowest electricity price (23:00-7:00) as far as
possible.

FIGURE 3 | Prediction power of WT, PV, and load of the data center.

FIGURE 4 | Scenario generation and reduction results of WT.

FIGURE 5 | The allocation of data center batch workloads.

FIGURE 6 | Day-ahead Optimization results.
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The day-ahead optimization dispatch plan of each device in the
DCMG system is shown in Figure 6. For the convenience of
analysis, the concept of “equivalent load” in the figure was
derived from Eq. 10. The equivalent load is equal to the sum of
the load and the charging and discharging power of ESS. It can be
seen from Figure 6 that the output of each unit in theDCMG system
satisfies the power balance constraint. Because the output power of
WT and PV is limited by the installed capacity, it only accounts for a
small part of the load demand. When the electricity price is at the
peak, MT and FC are the main power supply sources. In the valley
period of electricity price, since some batch workloads allocated to
these periods are to be served and ESS works in the charging state,
the proportion of electricity purchased from the main grid increased
obviously.

The SOC of ESS is shown in Figure 7. The variation of SOC is
maintained within the set range of 0.1–0.9, and SOC satisfies the
balance at the beginning and end of the dispatch cycle. It can be seen
that ESS is arranged to charge in the valley period and discharge in
the peak period, which achieves the “peak-to-valley arbitrage” and
improves the economy of system operation.

4.2.2 Intra-day Rolling Optimization Results
The intra-day rolling optimization period is 1 h, and the time step
is 5 min. The number of rolling optimization in 1 day is 288. After
the intra-day rolling optimization and adjustment, the actual
outputs of MT, FC, and ESS are shown in Figure 8. In order to
ensure that the interaction power between the DCMG and the
main grid can effectively track the day-ahead plan value, the

FIGURE 7 | SOC of ESS.

FIGURE 8 | Intra-day rolling optimization results.

FIGURE 9 | Comparison of interaction power with the main grid.

FIGURE 10 | Comparison of SOC.
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intra-day optimization scheduling revises the day-ahead outputs
of controllable devices to a certain extent.

Figure 9 shows the results of the interactive power with the
main grid in different cases. In actual operation, if the rolling
optimization is not applied, the power fluctuations caused by the
prediction error of uncertain factors are all compensated by the
main grid. It can be seen from Figure 9 that the interaction
power curve without rolling optimization fluctuates sharply
near the planned value, resulting in poor stability and
security when the DCMG is connected to the main grid.
However, the interaction power curve after SMPC-based
optimization is basically consistent with the day-ahead
planned curve.

The comparison results of the SOC value between the actual
value and the day-ahead plan value are shown in Figure 10. It can
be seen that ESS can track the SOC curve of day-ahead plan well
during the intra-day actual operation. According to Figures 9, 10,
the SMPC-based optimization method proposed in this article
can deal with the influence of uncertain factors and ensure the
stability and security of the data center in actual operation.

Table 3 compares the total operating costs of the DCMG
system under different scheduling strategies. It can be seen that
the cost of the SMPC-based dispatch decreases more than the no-
SMPC dispatch, which shows that the SMPC-based optimal
dispatch strategy considering the batch workloads can reduce
the operation cost and improve the economy of the DCMG
system.

5 CONCLUSION

In order to futher improve the operating economy of the data
center and reduce the adverse effects casued by the uncertainty of

renewable energy outputs and data center workloads, this artilce
puts forward a SMPC-based energy optimal dispatch strategy of
the DCMG system. The scenario analysis method is used to
describe the uncertainty by transforming it into multiple
deterministic scenarios. Based on the SMPC method, the
DCMG system was optimized from day-ahead and intra-day
time scales. In the day-ahead scheduling stage, the optimization
dispatch model is established with the objective of preparing the
lowest operating cost, which achieves flexible allocation of batch
workloads and obtains the optimal output plan for each device. In
the intra-day rolling optimization scheduling stage, the actual
outputs of controllable devices were adjusted, and the interactive
power with the main grid and SOC value of ESS tracked the day-
ahead planned value. The results of case analysis show that the
rolling optimization and feedback correction mechanism of
SMPC can cope with the negative influence of uncertain
factors and guarantee the stability and economy of the DCMG
system in actual operating.
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Integrated Optimal Planning of
Distribution Network With
Geographical-Zone-Restricted
Renewable Energy Sources
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Recently, a lot of renewable energy sources have been integrated into the distribution
network. In consideration of economy and construction feasibility, some renewable energy
sources are required to be installed in specific areas. In this paper, a bi-layer distribution
network planning optimization model that considers the geographical restrictions of the
installation locations of the substation, pumped storage plant, photovoltaic (PV) and wind
power, as well as the impact of operation on planning, is proposed. In the planning
optimization layer, the optimal distribution network topology with minimal total cost is
obtained. The locations of the renewable energy sources and the substation are
determined by the particle swarm optimization (PSO), and then all the components are
interconnected using the dynamic minimum spanning tree (DMST) method. In the
operation optimization layer, the economic operation strategy of the hybrid energy
system with uncertainty is obtained by the scenario-based stochastic optimal power
flow (OPF). The forecast error of the uncertain variable is represented by the probability
distribution function, and the roulette wheel mechanism (RWM) is used to generate the
stochastic scenarios. A modified 103-bus system is used to test the effectiveness of the
proposed method, and the simulation results show that the proposed method can
effectively reduce the total cost of the distribution network.

Keywords: distribution network planning, renewable energy, particle swarm optimization, dynamic minimum
spanning tree, net present value, geographical constraints

1 INTRODUCTION

With the shortage of fossil energy and the increasingly serious environmental pollution problems,
renewable energy sources such as photovoltaic (PV) and wind power have been developed rapidly in
recent years (Chen et al., 2021; Hu et al., 2021; Mohandes et al., 2021). The installation location of the
renewable energy is affected by geographical conditions. In order to achieve maximum economic
benefits, PV power stations are usually installed in areas with high illumination intensity, and wind
farms are built in places with sufficient wind energy (Hou et al., 2016; Li et al., 2020; Marcochi de
Melo et al., 2021). To easily obtain water sources and build upstream reservoirs, pumped storage
plants are generally built near rivers in mountainous areas. However, there lacks effective methods to
handle such cases at present. It is necessary to find a cost-effective approach for distribution network
planning that takes into account geographical constraints.
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The optimization of distribution network planning and
operation is an intensively studied topic in power engineering
(Baringo et al., 2020; MohammadiFathabad et al., 2020; Ugranlı,
2020). The traditional distribution network contains
transmission, substation, distribution and power equipment
(Khator and Leung, 1997). In reference (Carrano et al., 2006),
there is only traditional power equipment and no distributed
generation devices in the distribution network. The planning of
this distribution system is to optimize the connection of cables
with the highest economic benefits and system reliability. With
the integration of a large number of distributed energy equipment
such as wind power, PV, energy storage equipment, new planning
approaches need to be explored for the modern distribution
network to improve the economic efficiency and determine the
scheduling of newly connected renewable power generation
equipment (Ding et al., 2012; (Wang et al., 2014). With the
knowledge of the pumped storage capacity and wind speed, the
generating/pumping power of the pumped storage and output
power of wind farm are optimized in (Ding et al., 2012) to
minimize the operation cost of distribution network. In the
work of (Wang et al., 2014), a robust optimization problem is
formulated to optimize the location and the size of the
distribution generation to minimize microgrid costs.

Traditionally, the planning optimization and operation
optimization of the distribution network are independently
executed, and the operation optimization is carried out after
the planning optimization. When renewable energy sources or
energy storage equipment are connected to the distribution
network, the operation mode of these equipment will affect
the transmission losses of the grid and operation mode of the
equipment (Ashoornezhad et al., 2021; Koutsoukis and
Georgilakis, 2022; Mejia et al., 2022). Therefore, the traditional
separated planning method cannot guarantee optimal results. It is
imperative to combine the planning optimization and operation
optimization together for better performance (Carpinelli et al.,
2013; Sedghi et al., 2016; Tang and Low, 2017; Celli et al., 2018;
Lazzeroni and Repetto, 2019). In (Lazzeroni and Repetto, 2019),
the size and location of the battery are optimized to reduce the
power loss. A battery planning optimization framework to
improve wind power penetration, in which the optimal
placement and daily scheduling of energy storage strategies are
optimized, is proposed in (Ghofrani et al., 2013). To improve the
voltage profile, reliability and economic benefits of the
distribution network, a comprehensive strategic model is
proposed to plan the location and size of photovoltaic, battery
storage and distributed static compensator (Roy Ghatak et al.,
2018). The authors in (Arasteh et al., 2016) presented a bi-level
optimization model for distribution network. This model
considered the distribution network reconfiguration and the
demand response. However, the location and capacity of
distributed devices are not optimized in this article. In (Zhang
et al., 2013), the optimal pumped storage capacity is found by a
multi-scenario approach aiming to reduce the operation cost of
the distribution network and wind power curtailments. However,
the network loss is not considered. There are also many
researches on the expansion planning of distribution networks
(Ouyang et al., 2010; Ganguly et al., 2013; Ziari et al., 2013;

Koutsoukis et al., 20142014; Muñoz-Delgado et al., 2016),
including the planning of new cables, substations,
distributed generation equipment and energy storage
equipment, etc. In (Tarôco et al., 2016), the allocation of the
substations, distributed generation units, and the topology of
distribution network are formulated as a multi-objective
optimization to reduce the cost and improve the system
reliability. A multi-stage expansion planning problem
considering the load growth is formulated in (Sedghi et al.,
2013), and is solved by a modified particle swarm optimization
(PSO) algorithm. This expansion planning problem is divided
into four stages. At each stage, new substations, main and
reserve feeders, energy storage units and distribution
generators will be installed into the existing distribution
network. However, the geographical constraints of storage
units and distributed generation equipment are not
considered, i.e., those components can be installed on any
existing node. The work in (Xing et al., 2016) presented an
expansion planning model of the distribution network
considering the allocation of the new cable, substation and
distributed generator. The optimization model is formulated as
a mixed integer non-linear programming problem, which is
solve by a second-order cone programming method. However,
the locations of the substation and distributed generation are
limited to a few pre-selected nodes.

This paper proposes a bi-layer integrated planning approach
for the distribution network. Geographical location constraints
are considered in the distribution network optimization model.
The proposed optimization model combines the planning and
operation optimization of distribution network to reduce the total
cost of the distribution network. The uncertainty of the load,
illumination intensity, wind speed and electricity price is modeled
by the probability distribution function, and the roulette wheel
mechanism (RWM) is adopted to generate the stochastic
scenarios. In the planning layer, an effective PSO-based
method is adopted to determine the locations of the
substation, pumped storage plant, PV and WT, then a DMST
method is used to connect all the components with minimal cable
cost. In the operation layer, the optimal operation strategy is
obtained based on the topology determined in the planning layer.

FIGURE 1 | Diagram of distribution network integrated planning
problem.
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The rest of this paper is organized as follows. The problem
formulation is presented in Section 2. The solution approach of
the optimization problem is given in Section 3. The case study
and conclusions are presented in Section 4 and Section 5,
respectively.

2 PROBLEM FORMULATION

A diagram of a modern distribution network with renewable
energy sources, such as wind turbine (WT), PV and pumped
storage plant, is shown in Figure 1. Unlike traditional power
generation equipment, these renewable energy sources are
environmentally friendly, but they have strict requirements on
the location of the construction.

In this study, an integrated optimal planning model of
distribution network with geographical location constraints is
formulated. The objective of distribution network planning
optimization is to find the most cost-effective layout and
dispatch strategy of the distribution network. The optimization
problem is divided into two layers, i.e., integrated planning
optimization and embedded operation optimization layer. In
the integrated planning optimization layer, the locations of
substation, pumped storage plant, PV, WT, pumped storage
plant and the connection layout of all components are
optimized to obtain the optimal distribution network topology.
The embedded operation optimization is to schedule the pumped
storage plant power to minimize the operation cost of the
distribution system under the topology obtained from the
integrated planning optimization layer.

2.1 Integrated planning optimization layer:
minimize the total cost of the distribution
network
The net present value (NPV) (Huang et al., 2020) of the total cost
of distribution network operators in the planning years, that is,
the sum of the cable cost and the distribution network operation
cost, is taken as the objective function:

F(Lxy) � min(NPVCC + NPVOC) (1)
where

Lxy � (Lx, Ly) ∈ A (2)
Here F represents the objective function value.NPVCC is the total
NPV of the cable cost.NPVOC is the total NPV of the distribution
network operation cost. Lxy is a vector which represents the
locations of the substation, pumped storage plant, PV andWT. Lx
and Ly represent the abscissa and ordinate coordinates of Lxy,
respectively. A represents a restriction zone where components
can be installed. In this study, two types of restriction zones are
considered, i.e., rectangle and parallelogram. Based on the actual
situation, the construction locations of the substation, PV and
WT are set as a rectangular area. According to the shape of the
river, the construction location of the pumped storage is set as a
parallelogram area. For rectangular areas, the construction

locations can be expressed as the limitations of x coordinate
and y coordinate, respectively. The geographical constraints for
rectangular areas are presented as

Lmin
x ≤ Lx ≤ Lmax

x (3)
Lmin
y ≤ Ly ≤ Lmax

y (4)
where Lmin

x and Lmax
x indicate the lower and upper limits of the Lx,

respectively. Lmin
y and Lmax

y indicate the lower and upper limits of
the Ly, respectively. For parallelogram areas, the construction
locations can be expressed as the limitations of x coordinate and y
coordinate, respectively, and a limitation between the x
coordinate and the y coordinate. It can be presented as a
combination of Eqs 3, 4, 5.

k1Lx − b1 ≤ Ly ≤ k2Lx − b2 (5)
where k1, b1, k2, b2 are the parameters of the parallelogram areas.

The cost of the cable includes the initial investment cost,
maintenance cost and replacement cost. It depends on the length
and type of the cable, so it is closely related to the connection
layout of the distribution network. Different installation locations
of the components will correspond to different distribution
network connection layouts. The NPV of the cable cost within
the planning years is expressed as

NPVCC � ∑NPlan

y�1
CCCost,yp(1 + r)−y (6)

where

CCCost,y � ∑Nl

l�1
(LlpCI,m,y + LlpCR,m,y + LlpCM,m,y) (7)

where CCCost,y is the total cost of the cable at year y. NPlan is the
planning horizon. CI,m,y, CR,m,y and CM,m,y represent the unit
initial investment cost, replacement cost and maintenance cost of
typem cable at year y, respectively. Ll is the length of cable l.Nl is
the total number of cables.

2.2 Embedded operation optimization layer:
minimize the operation cost of the
distribution network.
The locations of the substation, pumped storage plant, PV and
WT will affect the connection layout of cables. Meanwhile, the
locations of these equipment and the connection mode of the
cables will affect the operation mode of the distribution network,
especially the power losses. In order to improve the economic
benefits of distribution network operator, the objective function
of operation optimization is to minimize the NPV of the
distribution network operation cost in the planning years. It is
expressed as

NPVOC(PPS) � min ∑NPlan

y�1
COC,yp(1 + r)−y (8)

where
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COC,y � ∑Ty

t�1
PPG(t)pCP(t) (9)

Here COC,y is the operation cost of the distribution network at
year y. r is the interest rate. PPG(t) is the active power purchased
from the power grid at time t. CP(t) is the electricity price at time
t. Ty is the number of simulation hours per year. PPS is the
control variables in the embedded optimization layer, which
represents the operating power of pumped storage plant. The
positive value represents that the pumped storage plant absorbs
electricity from the power grid for water storage, while the
negative value represents that the pumped storage plant
generates electricity and delivers electricity to the distribution
network.

The main constraints of the optimization including the power
flow constraints and pumped storage plant constraints. The
power flow constraints are described as

PPV,i + PWT,i − PLoad,i − PPS,i � Vi ∑NBus

j�1
Vj(Gi,jcosθi,j + Bi,jsinθi,j)

(10)
QLoad,i � −Vi ∑NBus

j�1
Vj(Gi,jsinθi,j − Bi,jcosθi,j) (11)

Vmin
i ≤Vi(t)≤Vmax

i (12)
Ii,j(t)≤ Imax

i,j (13)
where PPV.i is active power generated by PV. PLoad.i and QLoad.i

are the active power and reactive power of load, respectively.
Vi andVj are the voltage of node i and j, respectively. Vmin

i and
Vmax

i are the minimum and maximum allowable voltage of the
node i, respectively. Gi,j and Bi,j are the real and imaginary
elements of the admittance matrix. θi,j is the phase angle
difference between node i to node j. NBus is the total
number of buses in the distribution network. Ii,j(t) is the
current from bus i to bus j at time t. Imax

i,j is the upper limit of
current from bus i to bus j.

Pumped storage plants have two operation modes: pumping
and generating electricity (Ma et al., 2015). The generating mode
and pumping mode are described as Eqs 14, 15, respectively.

PPS(t) � eTρghqg(t) (14)
PPS(t) � ρghqp(t)

ep
(15)

where eT and ep are the efficiency of the turbine generator and
pump motor, respectively. ρ is the density of water. g is the
acceleration of gravity. h is the elevating head. qg(t) and qp(t) are
the water volumetric flow rate of the turbine generator and pump
motor at time, respectively.

The amount of water in the upper reservoir is calculated by

QUR(t + 1) � QUR(t) + ∫t+1

t
qp(t)dt − ∫t+1

t
qg(t)dt (16)

whereQUR(t) is the water quantity in the upper reservoir at time t.

In order to represent the storage state of a pumped storage
plant, the state of charge (SOC) is introduced. The SOC of a
pumped storage plant is expressed as

SOCPS(t) � QUR(t)
Qmax

UR

(17)

where Qmax
UR is the maximum limit of upper reservoir water

quantity. SOCPS(t) is the SOC of the pumped storage plant at
time t.

The amount of the water in the upper reservoir should be
between the maximum allowable reservoir capacity and the
minimum allowable reservoir capacity. It also requires that the
amount of water in the upstream reservoir remain unchanged for
1 day. These constraints of the pumped storage plant are
presented as follows.

Qmin
UR ≤QUR(t)≤Qmax

UR (18)
SOCPS(TStart) � SOCPS(TEnd) (19)

where Qmin
UR is the minimum limit of upper reservoir water

quantity. TStart and TEnd are the start and end time of the day,
respectively.

3 Solution Approach
From the previous section, it can be seen that the formulated
distributed network planning optimization model is a non-linear
problem. There are many methods to solve such problem, such as
dynamic programming (Ganguly et al., 2013), differential
algorithm (Zhang et al., 2016), and genetic algorithm
(Ghofrani et al., 2013), (Awad et al., 2014). Considering the
complexity of this optimization model, a method based on the
particle swarm optimization and dynamic minimum spanning
tree (PSO-DMST) is proposed to solve the corresponding bi-layer
planning problem. The details of the problem solving are
given below.

3.1 Particle Swarm Optimization-Dynamic
Minimum Spanning Tree Method in
Planning Optimization Layer
The locations of the PV, WT, substation and pumped storage
plant are determined by the PSOmethod (Kennedy and Eberhart,
1995). Each particle represents a potential coordinate (x, y) of the
component. The update formulas of the particles are as follows.

vk+1id � ωvkid + r1c1(pk
id − xk

id) + r2c2(gk
id − xk

id) (20)
xk+1
id � xk

id + vk+1id (21)
where vkid and xk

id denote the position and velocity of the particle
in the k th iteration, respectively. pk

id and gk
id denote the personal

best and the global best of k th iteration of dimension d,
respectively. ω is the inertia weight. c1 and c2 are learning
coefficients. r1 and r2 are two random numbers in the range
[0,1]. In order to improve the performance of the algorithm, the
linearly decreasing inertia weight is used in this study (Fei andHe,
2015), which is presented as
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ω � ωmax − (ωmax − ωmin) k

kmax
(22)

where ωmax and ωmin are the maximum and minimum inertia
weights, respectively. k and kmax are the iteration number and
maximum number of iterations, respectively.

Once the locations of the PV, WT, substation and pumped
storage plant are determined, it is necessary to find an effective
way to connect all the components in the distribution network.
This problem is similar to the minimum spanning tree (MST)
problem in graph theory (Bondy and Murty, 1976). In MST, each
PV, WT, substation and pumped storage plant and load
corresponds to a vertex in the graph, and these vertices are
connected with minimum total weight. In the traditional MST,
the weight is the distance between two vertices, that is, the cable
length between two components. This method can finally connect
all components with the shortest cable. After the distribution
network topology is determined, the cable type is selected
according to the peak load, and then the total cable cost can
be calculated according to the length and type of the cable.
However, MST can only guarantee that the length of the cable
is the shortest but does not guarantee that the cost of the cable is
the smallest.

Since one of the optimization goals is to minimize the cost
of the cable, on the basis of the MST, the DMST that takes into
account the influence of the load size on the cable selection is
adopted for the cable connection. In DMST, the weight of two
vertices is the cost of the cable that connecting two vertices.
Thus, the minimum cost of cable can be guaranteed over the
planning horizon. Figure 2 is presented as an example to show
the difference between the MST and DMST for cable
connection. Figure 2A is the undirected graph that gives all
possible connecting cables and the corresponding length of
each cable. Figure 2B and Figure 2C show the cable
connection result obtained by MST method. Figure 2D is
the cable connection result obtained by DMST. Here, two types
of cables distinguished by color and the number in parentheses
are adopted. The numbers in parentheses indicate the type of
the cable. When the number of connected loads is less than or
equal to 2, a cable with a smaller capacity (black solid line, type
1) can be selected, and when the number of connected loads
exceeds 2, a cable with a larger capacity (red solid line, type 2)
should be selected. And it assumes that the unit cost of black
cable is 1 and that of red cable is 2. It can be seen that the cable

cost of MST is 7.3, and that the cable cost of DMST is 6.8.
Therefore, it demonstrated that the DMST method can obtain
lower cable cost than the MST method.

3.2 Scenario-Based Stochastic Optimal
Power Flow inOperation Optimization Layer
In the distribution network, there are many uncertain variables,
such as load, renewable energy generation and electricity price.
Taking into account these uncertainties, a scenario-based
stochastic model is adopted to optimize the operation of
distribution network.

The process of the scenario-based stochastic modeling is mainly
divided into three steps: scenario generation, scenario reduction and
scenario aggregation. Firstly, the RWM is used to generate the
original scenarios based on the probability density function of the
forecast error. In this paper, it is considered that the forecast errors of
load, PV output, wind power generation and electricity price obey
normal distribution. Secondly, similar scenarios and the scenarios
with low probability are omitted. Thirdly, the optimization problem
is solved under the remaining scenarios in a deterministic model,
and the expected solution results are obtained by the scenario
aggregation. More details on the modeling of the required
scenarios can be found in reference (Mohammadi et al., 2014).

The final value of the uncertain variable can be calculated by

Ps
n,m,t � Pforecast

n,m,t + ΔPs
n,m,t (23)

where n is the index of the uncertain variables, i.e., PV output,
WT output, load, and electricity price. m is the number of
uncertain variables with index n. Pforecast

n,m,t is the initial forecast
value and ΔPs

n,m,t is the estimated forecast error.
The length of each scenario is equal to the number of uncertain

variables multiplied by the time dimension. The structure of each
scenario can be expressed as follows.[Ps

PV,1, . . . , P
s
PV,t, . . . , P

s
PV,T, P

s
WT,1, . . . , P

s
WT,t, . . . ,

Ps
WT,T, P

s
L,1, . . . , P

s
L,t, . . . , P

s
L,T, C

s
P,1, . . . , C

s
P,t, . . . , C

s
P,T] (24)

where Ps
PV,t is the PV output at hour t in the s th scenario. Ps

WT,t is
the WT generation at hour t in the s th scenario. Ps

L,t is the value
of the load at hour t in the s th scenario.Cs

P,t is the electricity price
at hour t in the s th scenario.NL is the total number of the loads.
T is the scheduling horizon of 1 day.

FIGURE 2 | Layout by MST and DMST (A) Undirected graph (B) MST before cable selection (C) MST after cable selection (D) DMST.
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Based on the generated scenarios, the optimal power flow
is carried out in MATPOWER 6.0 toolbox (Zimmerman et al.,
2011) to find the optimal operation strategy of the
distribution network, check the power flow
constraints, and calculate the operation cost of the
distribution network.

3.3 Proposed Optimization Framework
Combining the two optimization layers, the whole flow chart of
the optimization problem is shown in Figure 3. The main steps
are presented as follows.

Step 1. : Initialize the position and velocity of PSO particles, that
is, the potential construction location of substation, pumped
storage plant, PV and WT.

Step 2. : Use the DMST to connect the substation, pumped
storage plant, PV, WT and loads.

Step 3. : Calculate the cost of cables based on the topology
obtained in the previous step.

Step 4. : Generate a certain number of scenarios based on the
probability density function of the forecast error using the
roulette wheel mechanism.

Step 5. : Select the proper scenarios and delete the same and
improper scenarios.

Step 6. : According to the cable connection mode obtained in the
previous step, run OPF of the selected scenario to find the optimal

FIGURE 3 | Flowchart of the proposed bi-layer planning model.
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operation strategy that minimizes the operation cost of the
distribution network.

Step 7. : Calculate the total operating cost of the distribution
network based on the operation mode of the pumped storage
plant obtained in the previous step.

Step 8. : Fitness evaluation, that is, calculate the total cost of the
distribution network (cable cost plus operation cost).

Step 9. : According to fitness value, update the personal best and
the global best of the particles.

Step 10. : Determine whether the maximum number of iterations
has been reached. If it is achieved, terminate the algorithm and

output the result; if not, update the position and velocity of the
particle and go to step 2.

4 CASE STUDY

4.1 System Description
The proposed distribution planning method is tested on a
modified 103-bus distribution system with a base voltage of
34.5 kV. The original coordinates of the loads are referred to
(Carrano et al., 2005), and some modifications were made to
them for this study. In the modified 103-bus distribution
system, there are 99 loads with fixed position coordinates,
as well as one substation, one pumped storage plant, one PV
and one WT whose position coordinates need to be optimized.
It is assumed that the distribution network is connected to the
transmission network at coordinates (10, −5) km.
Geographical constraints are expressed in Table 1. The
modified system with the geographical location limitations
is shown in Figure 4. Seven types of cables are selected to
connect all components. Details of each cable are shown in
Table 2 (Carrano et al., 2005).

The load, photovoltaic power generation, wind power and
electricity price data are obtained from Denmark power grid. The
base load values for each load are obtained from (Carrano et al.,
2005). The rated active power of the photovoltaic is 1 MW. The
maximumwater quantity of the upper reservoir is 50,000 m3. The
total efficiency of pumped storage is 0.75, and the maximum
generating power is 1 MW. In this study, the pumping head is
60 m high. It is assumed that the total planning period is 15 years.
The total number of particle swarm is 25 and the maximum
iteration number is 100. The learning coefficients of PSO are 2.
The minimum and maximum values of inertia weight are 0.4 and
0.9, respectively.

TABLE 1 | Geographical constraints of each component.

Component x-axis (km) y-axis (km) Relationship between x-axis
and y-axis (km)

Substation [−0.5,12] [−2,−1] /
Pumped storage plant [11.25,12.75] [4.5,12] 15 Lx − 179.25≤ Ly ≤15Lx − 164.25
PV [1.5,3.5] [12.5,14.5] /
WT [8.5,11.5] [13.5,16] /

FIGURE 4 | 103-bus distribution network under study.

TABLE 2 | Cable parameters.

Type Resistance (Ω/km) Reactance (Ω/km) Nominal power (kW) Line installation cost ($/km) Maintenance cost ($/km)

1 1.6118 0.4853 2,817 32,126.23 1733.54
2 1.0145 0.4679 3,776 32,321.31 1733.54
3 0.6375 0.4505 5,115 32,653.55 1733.54
4 0.5205 0.4428 5,975 32,780.81 1733.54
5 0.4019 0.4331 6,860 33,378.78 1733.54
6 0.3184 0.4237 7,983 33,752.81 1733.54
7 0.2006 0.4026 10,828 34,100.00 1733.54
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According to the geographical constraints and optimization
procedure, the studies are categorized into 4 cases, as shown in
Table 3. Case 1 is the base case, in which the locations of the
components are random selected in the constrained zone, and the
planning and operation procedure are separated. In case 2, the
locations of the components are determined by experience of the
staff, i.e., the center of the constrained zone. In case 3 and case 4,

the locations of the components are determined by the proposed
method. The difference between case 3 and case 4 is the sequence
of planning optimization and operation optimization.

4.2 Experimental Results
The topologies of the distribution network planning problem in four
cases are shown in Figure 5. In Figures 5A,B,C,D are the topologies

TABLE 3 | Case description.

case Locations of the substation, pumped storage plant, PV and WT Planning procedure and operation procedure

1 At the random locations of the constrained zone Separated
2 At the left of the constrained zone Separated
3 To be optimized by proposed method Separated
4 To be optimized by proposed method Simultaneously

FIGURE 5 | Distribution network topology (A) Case 1 (B) Case 2 (C) Case 3 (D) Case 4.

TABLE 4 | The Coordinates of the 103-bus distribution network in four cases.

case Substation (km) Pumped
storage plant (km)

PV (km) WT (km)

1 0.58, −1.96; 12.38, 6.93; 1.63, 14.35; 8.66, 13.67;
2 5.75,−1.5; 12, 8.25; 2.5,13.5; 10,14.75;
3 8.08,−1; 11.25,4.5; 1.5,13; 11.5,14.16;
4 8.13,−1; 12.75,12; 1.5,14.5; 11.5,16;

TABLE 5 | The results of the 103-bus distribution network in four cases.

case NPV of
cable cost ($)

NPV of
operation cost ($)

NPV of
total cost ($)

1 8.419 × 106 1.7300 × 107 2.5719 × 107

2 8.277 × 106 1.7187 × 107 2.5464 × 107

3 7.847 × 106 1.7178 × 107 2.5025 × 107

4 7.849 × 106 1.7166 × 107 2.5015 × 107
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of the distribution network in case 1, case 2, case 3 and case 4,
respectively. The coordinates of the substation, pumped storage plant,
PV and WT in the four cases are shown in Table 4. In these figures,
the solid line represents one cable, and the dotted line represents two
cables of the same type. Different types of cables are distinguished by
color and the number in parentheses is the type of the cable.

From these topologies, it can be seen that all the loads, substation,
pumped storage plant, PV and WT in the studied distribution
network are connected without crossover. Meanwhile, the
locations of the substation, pumped storage plant, PV and WT
are also in the constrained zones. Details of the optimization results,
including the NPV of cable cost, the NPV of operation cost and the
NPV of total cost, are presented in Table 5.

Comparing the NPV of cable cost in the four cases, it can be seen
that the values of case 3 and case 4 are smaller than those of case 1
and case 2. The results of case 3 and case 4 are similar. It
demonstrated that, compared with experience oriented or
random selected locations, the proposed method helps to reduce
the total cost of the cable. Comparing the NPV of operation cost in
four cases, the lowest operation cost is obtained by case 4. This
indicates that the location and connection mode of the components
have an important influence on the operation of the distribution
network. It can be found that although the cable cost of case 4 is

higher than case 3, the operating cost of case 4 is much smaller than
case 3, so theminimum total cost is obtained from case 4. This shows
that when the topology optimization and operation optimization of
the distribution network are separated, although the distribution
network topology with smaller equipment investment cost can be
obtained, the corresponding operating cost may not be minimal.
Because the operation cost accounts for a large proportion of the
total cost, the result of combining topology optimization and
operation optimization is better than that of separating them. In
order to improve the economic benefits, it is necessary to combine
the planning optimization and operation optimization of the
distribution network.

To prove the effectiveness of the proposed method, the economic
dispatch of pumped storage plant in a selected scenario is presented
in Figure 6. From Figure 6, it can be seen that pumped storage
pumps water when the electricity price is low, and generates
electricity when the electricity price is high, which can increase
the profit of the distribution network operator.

To further verify the effectiveness of the proposed PSO-based
method, the performance of the PSO-based method is compared
with genetic algorithm (GA) and harmony search (HS) in case 4. The
comparison results are shown in Figure 7. It shows that the PSO-
based method converges quickly and its optimization result is better
than two other methods under the same experimental environment.

5 CONCLUSION

In this paper, an integrated planning optimization model for the
distribution network with geographical restrictions is established. The
integrated planning optimization model is divided into two layers. In
the planning optimization layer, the PSO method is used to optimize
the locations of the substation, pumped storage plant, PV and WT,
and then the DMST method is used to connect all the components
without crossover. In the embedded operation optimization layer,
considering the uncertainty of load, illumination intensity, wind speed
and electricity price, a scenario-based stochastic OPF is carried out
and the dispatch of the pumped storage plant is determined. The
dispatch results show that the operating state of the pumped storage is
closely related to the electricity price. It charges when the electricity
price is low and discharges when the electricity price is high. By using
the proposed method, both the total cost of the cable and the
operation cost of the distribution network are reduced. In
addition, the PSO-based optimization method is compared with
the GA and the HS. The comparison results show that the PSO-
basedmethod converges faster and obtains better experimental results
than the other two methods. In summary, the proposed method can
provide cost-effective guidance for the planning and operation of
distribution network with the consideration of geographical
constraints.
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FIGURE 6 | Active power of the pumped storage plant.

FIGURE 7 | Convergence process.

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8649149

Qing et al. Network Planning With Geographical Restrictions

196

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


AUTHOR CONTRIBUTIONS

KQ contributed to the conception and design of the proposed
strategy. All authors wrote and edited the manuscript.

FUNDING

This work was supported by the National Natural Science
Foundation of China under Grant 52107073.

REFERENCES

Arasteh, H., Sepasian, M. S., and Vahidinasab, V. (2016). An Aggregated Model for
Coordinated Planning and Reconfiguration of Electric Distribution Networks.
Energy 94, 786–798. doi:10.1016/j.energy.2015.11.053

Ashoornezhad, A., Falaghi, H., Hajizadeh, A., and Ramezani, M. (2021). A Two-
Stage Multi-Period Distribution Network Expansion Planning Considering the
Integration of Private Investors. Int. Trans. Electr. Energ. Syst. 31 (12), e13226.
doi:10.1002/2050-7038.13226

Awad, A. S. A., el-Fouly, T. H. M., and Salama, M. M. A. (2014). Optimal ESS
Allocation and Load Shedding for Improving Distribution System Reliability.
IEEE Trans. Smart Grid 5 (5), 2339–2349. doi:10.1109/tsg.2014.2316197

Baringo, L., Boffino, L., and Oggioni, G. (2020). Robust Expansion Planning of a
Distribution System with Electric Vehicles, Storage and Renewable Units. Appl.
Energ. 265, 114679. doi:10.1016/j.apenergy.2020.114679

Bondy, J. A., and Murty, U. S. R. (1976). Graph Theory with Applications. London:
The Macmillan Press Ltd.

Carpinelli, G., Celli, G., Mocci, S., Mottola, F., Pilo, F., and Proto, D. (2013).
Optimal Integration of Distributed Energy Storage Devices in Smart Grids.
IEEE Trans. Smart Grid 4 (2), 985–995. doi:10.1109/tsg.2012.2231100

Carrano, E. G., Soares, L. A. E., Takahashi, R. H. C., Saldanha, R. R., and Neto, O.
M. (2006). Electric Distribution Network Multiobjective Design Using a
Problem-specific Genetic Algorithm. IEEE Trans. Power Deliv. 21 (2),
995–1005. doi:10.1109/tpwrd.2005.858779

Carrano, E. G., Takahashi, R. H. C., Cardoso, E. P., Neto, O. M., and Saldanha, R. R.
(2005). Multiobjective Genetic Algorithm in the Design of Electric Distribution
Networks: Simulation Data. Orlando, FL: Tech. Rep. Univ. Fed. Minas Gerais,
available at: http://www.mat.ufmg.br/~taka/techrep/agnet01.pdf.

Celli, G., Pilo, F., Pisano, G., and Soma, G. G. (2018). Distribution Energy Storage
Investment Prioritization with a Real Coded Multi-Objective Genetic
Algorithm. Electric Power Syst. Res. 163, 154–163. doi:10.1016/j.epsr.2018.
06.008

Chen, H., Gao, L., and Zhang, Z. (2021). Multi-objective Optimal Scheduling of a
Microgrid with Uncertainties of Renewable Power Generation Considering
User Satisfaction. Int. J. Electr. Power Energ. Syst. 131, 107142. doi:10.1016/j.
ijepes.2021.107142

Ding, H., Hu, Z., and Song, Y. (2012). Stochastic Optimization of the Daily
Operation of Wind Farm and Pumped-Hydro-Storage Plant. Renew. Energ. 48,
571–578. doi:10.1016/j.renene.2012.06.008

Fei, S.-w., and He, Y. (2015). A Multiple-Kernel Relevance Vector Machine with
Nonlinear Decreasing InertiaWeight PSO for State Prediction of Bearing. Shock
and Vibration 2015, 1–6. doi:10.1155/2015/685979

Ganguly, S., Sahoo, N. C., and Das, D. (2013). Multi-objective Planning of Electrical
Distribution Systems Using Dynamic Programming. Int. J. Electr. Power Energ.
Syst. 46, 65–78. doi:10.1016/j.ijepes.2012.10.030

Ghofrani, M., Arabali, A., Etezadi-Amoli, M., and Fadali, M. S. (2013). A
Framework for Optimal Placement of Energy Storage Units within a Power
System with High Wind Penetration. IEEE Trans. Sustain. Energ. 4 (2),
434–442. doi:10.1109/tste.2012.2227343

Hou, P., Hu, W., Chen, C., and Chen, Z. (2016). Optimisation of Offshore Wind
Farm cable Connection Layout Considering Levelised Production Cost Using
Dynamic Minimum Spanning Tree Algorithm. IET Renew. Power Generation
10 (2), 175–183. doi:10.1049/iet-rpg.2015.0052

Hu, J., Liu, X., Shahidehpour, M., and Xia, S. (2021). Optimal Operation of Energy
Hubs with Large-Scale Distributed Energy Resources for Distribution Network
Congestion Management. IEEE Trans. Sustain. Energ. 12 (3), 1755–1765.
doi:10.1109/tste.2021.3064375

Huang, C., Hou, H., Yu, G., Zhang, L., and Hu, E. (2020). Energy Solutions for
Producing Shale Oil: Characteristics of Energy Demand and Economic Analysis

of Energy Supply Options. Energy 192, 116603. doi:10.1016/j.energy.2019.
116603

Kennedy, J., and Eberhart, R. (1995). Particle SwarmOptimization.” in Proceedings
of ICNN’95 - International Conference on Neural Networks. Perth, WA,
Australia, 1942–1948.

Khator, S. K., and Leung, L. C. (1997). Power Distribution Planning: A Review of
Models and Issues. IEEE Trans. Power Syst. 12 (3), 1151–1159. doi:10.1109/59.630455

Koutsoukis, N. C., and Georgilakis, P. S. (2022). AMultistage Distribution Network
PlanningMethod Considering Distributed Generation ActiveManagement and
Demand Response. IET Renew. Power Gen 16 (1), 65–76. doi:10.1049/rpg2.
12325

Koutsoukis, N. C., Georgilakis, P. S., and Hatziargyriou, N. D. (2014). A Tabu
Search Method for Distribution Network Planning Considering Distributed
Generation and UncertaintiesInternational Conference on Probabilistic
Methods Applied to Power Systems. Durham: PMAPS, 1–6.

Lazzeroni, P., and Repetto, M. (2019). Optimal Planning of Battery Systems for
Power Losses Reduction in Distribution Grids. Electric Power Syst. Res. 167,
94–112. doi:10.1016/j.epsr.2018.10.027

Li, J., Hu, W., Wu, X., Huang, Q., Liu, Z., Chen, C., et al. (2020). Cable Connection
Optimization for Onshore Wind Farms Considering Restricted Area and
Topography. IEEE Syst. J. 14 (3), 3082–3092. doi:10.1109/jsyst.2020.2982843

Ma, T., Yang, H., Lu, L., and Peng, J. (2015). Pumped Storage-Based Standalone
Photovoltaic Power Generation System: Modeling and Techno-Economic
Optimization. Appl. Energ. 137, 649–659. doi:10.1016/j.apenergy.2014.06.005

Marcochi de Melo, D., Lopes, E. C., Motta, J. G., Asano, R., Valverde, M., Suyama,
R., et al. (2021). Integrated Intelligent Geoprocessing Tool for Screening
Candidate Locations Suitable for Distributed Generation Deployment.
Renew. Energ. 177, 797–806. doi:10.1016/j.renene.2021.05.100

Mejia, M. A., Macedo, L. H., Muñoz-Delgado, G., Contreras, J., and Padilha-
Feltrin, A. (2022). Medium-term Planning of Active Distribution Systems
Considering Voltage-dependent Loads, Network Reconfiguration, and CO2
Emissions. Int. J. Electr. Power Energ. Syst. 135, 107541. doi:10.1016/j.ijepes.
2021.107541

Mohammadi Fathabad, A., Cheng, J., Pan, K., and Qiu, F. (2020). Data-driven
Planning for Renewable Distributed Generation in Distribution Systems. IEEE
Trans. Power Syst. (99), 1

Mohammadi, S., Soleymani, S., and Mozafari, B. (2014). Scenario-Based Stochastic
Operation Management of Microgrid Including Wind, Photovoltaic, Micro-
turbine, Fuel Cell and Energy Storage Devices. Int. J. Electr. Power Energ. Syst.
54, 525–535. doi:10.1016/j.ijepes.2013.08.004

Mohandes, B., Wahbah,M., Moursi, M. S. E., and El-Fouly, T. H. M. (2021). Renewable
Energy Management System: Optimum Design and Hourly Dispatch. IEEE Trans.
Sustain. Energ. 12 (3), 1615–1628. doi:10.1109/tste.2021.3058252

Muñoz-Delgado, G., Contreras, J., and Arroyo, J. M. (2016). Multistage Generation
and Network Expansion Planning in Distribution Systems Considering
Uncertainty and Reliability. IEEE Trans. Power Syst. 31 (5), 3715–3728.
doi:10.1109/TPWRS.2015.2503604

Ouyang, W., Cheng, H., Zhang, X., and Yao, L. (2010). Distribution Network
Planning Method Considering Distributed Generation for Peak Cutting. Energ.
Convers. Manag. 51 (12), 2394–2401. doi:10.1016/j.enconman.2010.05.003

Roy Ghatak, S., Sannigrahi, S., and Acharjee, P. (2018). Optimised Planning of
Distribution Network with Photovoltaic System, Battery Storage, and
DSTATCOM. IET Renew. Power Generation 12 (15), 1823–1832. doi:10.
1049/iet-rpg.2018.5088

Sedghi, M., Ahmadian, A., and Aliakbar-Golkar, M. (2016). Optimal Storage
Planning in Active Distribution Network Considering Uncertainty of Wind
Power Distributed Generation. IEEE Trans. Power Syst. 31 (1), 304–316. doi:10.
1109/tpwrs.2015.2404533

Sedghi, M., Aliakbar-Golkar, M., and Haghifam, M.-R. (2013). Distribution
Network Expansion Considering Distributed Generation and Storage Units

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 86491410

Qing et al. Network Planning With Geographical Restrictions

197

https://doi.org/10.1016/j.energy.2015.11.053
https://doi.org/10.1002/2050-7038.13226
https://doi.org/10.1109/tsg.2014.2316197
https://doi.org/10.1016/j.apenergy.2020.114679
https://doi.org/10.1109/tsg.2012.2231100
https://doi.org/10.1109/tpwrd.2005.858779
http://www.mat.ufmg.br/%7Etaka/techrep/agnet01.pdf
https://doi.org/10.1016/j.epsr.2018.06.008
https://doi.org/10.1016/j.epsr.2018.06.008
https://doi.org/10.1016/j.ijepes.2021.107142
https://doi.org/10.1016/j.ijepes.2021.107142
https://doi.org/10.1016/j.renene.2012.06.008
https://doi.org/10.1155/2015/685979
https://doi.org/10.1016/j.ijepes.2012.10.030
https://doi.org/10.1109/tste.2012.2227343
https://doi.org/10.1049/iet-rpg.2015.0052
https://doi.org/10.1109/tste.2021.3064375
https://doi.org/10.1016/j.energy.2019.116603
https://doi.org/10.1016/j.energy.2019.116603
https://doi.org/10.1109/59.630455
https://doi.org/10.1049/rpg2.12325
https://doi.org/10.1049/rpg2.12325
https://doi.org/10.1016/j.epsr.2018.10.027
https://doi.org/10.1109/jsyst.2020.2982843
https://doi.org/10.1016/j.apenergy.2014.06.005
https://doi.org/10.1016/j.renene.2021.05.100
https://doi.org/10.1016/j.ijepes.2021.107541
https://doi.org/10.1016/j.ijepes.2021.107541
https://doi.org/10.1016/j.ijepes.2013.08.004
https://doi.org/10.1109/tste.2021.3058252
https://doi.org/10.1109/TPWRS.2015.2503604
https://doi.org/10.1016/j.enconman.2010.05.003
https://doi.org/10.1049/iet-rpg.2018.5088
https://doi.org/10.1049/iet-rpg.2018.5088
https://doi.org/10.1109/tpwrs.2015.2404533
https://doi.org/10.1109/tpwrs.2015.2404533
https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Using Modified PSO Algorithm. Int. J. Electr. Power Energ. Syst. 52, 221–230.
doi:10.1016/j.ijepes.2013.03.041

Tang, Y., and Low, S. H. (2017). Optimal Placement of Energy Storage in
Distribution Networks. IEEE Trans. Smart Grid 8 (6), 3094–3103. doi:10.
1109/tsg.2017.2711921

Tarôco, C. G., Takahashi, R. H. C., and Carrano, E. G. (2016). Multiobjective
Planning of Power Distribution Networks with Facility Location for Distributed
Generation. Elect. Power Syst. Res. 141, 562

Ugranlı, F. (2020). Probabilistic Distribution Planning: Including the Interactions
between Chance Constraints and Renewable Energy. Sustain. Energ. Grids
Netw. 23, 100372.

Wang, Z., Chen, B., Wang, J., Kim, J., and Begovic, M. M. (2014). Robust
Optimization Based Optimal DG Placement in Microgrids. IEEE Trans.
Smart Grid 5 (5), 2173–2182. doi:10.1109/tsg.2014.2321748

Xing, H., Cheng, H., Zhang, Y., and Zeng, P. (2016). Active Distribution Network
Expansion Planning Integrating Dispersed Energy Storage Systems. IET Generation,
Transm. Distribution 10 (3), 638–644. doi:10.1049/iet-gtd.2015.0411

Zhang, N., Kang, C., Kirschen, D. S., Xia, Q., Xi, W., Huang, J., et al. (2013).
Planning Pumped Storage Capacity for Wind Power Integration. IEEE Trans.
Sustain. Energ. 4 (2), 393–401. doi:10.1109/tste.2012.2226067

Zhang, Y., Dong, Z. Y., Luo, F., Zheng, Y., Meng, K., and Wong, K. P. (2016).
Optimal Allocation of Battery Energy Storage Systems in Distribution
Networks with High Wind Power Penetration. IET Renew. Power
Generation 10 (8), 1105–1113. doi:10.1049/iet-rpg.2015.0542

Ziari, I., Ledwich, G., Ghosh, A., and Platt, G. (2013). Optimal Distribution
Network Reinforcement Considering Load Growth, Line Loss, and
Reliability. IEEE Trans. Power Syst. 28 (2), 587–597. doi:10.1109/tpwrs.2012.
2211626

Zimmerman, R. D., Murillo-Sánchez, C. E., and Thomas, R. J. (2011).
MATPOWER: Steady-State Operations, Planning and Analysis Tools for
Power Systems Research and Education. IEEE Trans. Power Syst. 26, 12.

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Qing, Huang and Du. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The use,
distribution or reproduction in other forums is permitted, provided the original
author(s) and the copyright owner(s) are credited and that the original publication
in this journal is cited, in accordance with accepted academic practice. No use,
distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 86491411

Qing et al. Network Planning With Geographical Restrictions

198

https://doi.org/10.1016/j.ijepes.2013.03.041
https://doi.org/10.1109/tsg.2017.2711921
https://doi.org/10.1109/tsg.2017.2711921
https://doi.org/10.1109/tsg.2014.2321748
https://doi.org/10.1049/iet-gtd.2015.0411
https://doi.org/10.1109/tste.2012.2226067
https://doi.org/10.1049/iet-rpg.2015.0542
https://doi.org/10.1109/tpwrs.2012.2211626
https://doi.org/10.1109/tpwrs.2012.2211626
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Anomaly Detection of Hydropower
Units Based on Recurrent Neural
Network
Lei Xiong1, Jiajun Liu1*, Feng Yang1, Gang Zhang1 and Jian Dang1,2

1School of Electrical Engineering, Xi’an University of Technology, Xi’an, China, 2Xi’an Key Laboratory of Intelligent Energy, Xi’an
University of Technology, Xi’an, China

Anomaly detection for hydraulic turbine unit has an important role in hydropower system. In
hydropower systems, different components will produce n-dimensional heterogeneous
time series with different characteristics at all times. Due to the characteristic evolution and
time dependence, vibration-based anomaly detection for hydraulic turbine unit is extremely
challenging. In this paper, we propose a conditional quantile regression based recurrent
neural network (QRNN), which models the time dependence and probability distribution
between random variables. The proposed method aims to extract the actual
representation patterns from the fitted models and it can effectively detect anomalies in
the non-uniform time series of feature evolution. The experimental results show that the
proposed method has better accuracy in anomaly detection (error reduction by 34%) than
the traditional method, and saves at least 25.6% of execution time.

Keywords: anomaly detection, hydropower system, n-dimensional heterogeneous time series, quantile regression
based recurrent neural network (QRNN), characteristic evolution

1 INTRODUCTION

In order to control the stability and security, data analysis and detection methods play an important
role in power systems (Liu et al., 2017; Xiong et al., 2019; Xiong et al., 2021). Different from the wind
power system (Liu et al., 2020), the operation process of a hydropower unit is complex. According to
the statistics, the vibration signal of the unit can reflect more than 80% of the fault characteristics.
Therefore, we propose to detect the fault of hydropower turbine unit based on mining the vibration
signal data in this paper. Due to highly nonlinear, instability and time-varying characteristics of the
vibration signal data of the hydraulic turbine unit, it is difficult to be modeled precisely. At present,
the non-stationary vibration signal processing methods include short-time Fourier transform, Mode
Decomposition and so on. In order to solve the problems of empirical mode decomposition on
mathematical theory, Konstantin et al. (Iyer et al., 2016) proposed variational mode decomposition
method. Assuming that the signal is composed of modal functions with different center frequencies,
it is decomposed by self-adaptive and quasi-orthogonal methods in the variational framework.
Breiman et al. (Breiman, 2001) proposed the random forest theory. Based on decision tree, this
method generates several decision trees by randomly feature selection and samples. After each
decision tree is trained separately, the final sample category is voted on. However, they are not
suitable for processing the multivariate vibration time series data of hydraulic turbine unit.

Extreme value theory (EVT) (Xu et al., 2018), Peak over-threshold (POT) (Hundman et al., 2018),
and distance-based (Dragomiretskiy and Zosso, 2013) can be used for time series anomaly detection
(Wu et al., 2014). All these methods may involve a large number of distribution assumptions,
parameter adjustments, and heavy calculations in the conversion process. This may increase the
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calculation cost. Although there are many studies on anomaly
detection (Mehrotra et al., 2017), they either focus on
deterministic methods (Filonov et al., 2016) or random
methods (Dasgupta and Osogami, 2017; Lai et al., 2018), and
ignore time dependence of the time series (Guha et al., 2016). In
(Manzoor et al., 2018), the goal is to identify independent
anomalous objects rather than identifying anomalous time
series patterns based on their time dependence. In time series
modeling, historical observations are very important for
understanding current data. Therefore, it is better to use a
sequence of observations: X_(t-T), X_(t-T+1), . . ., X_t rather
than X_t to calculate the anomaly score in time series.

Vector auto regression (VAR) and support vector regression
(SVR) can be applied to multivariate time series (Lai et al., 2018).
However, many of these models are difficult to scale up and
include exogenous variables (Liu et al., 2020). Supervised
methods (Laptev et al., 2015; Shipmon et al., 2017) require
labeled data for model training, and can only identify known
types of anomalies. The unsupervised method does not need to
label the data, which can be divided into two categories: the
deterministic model and randommodel. For deterministic model.
In order to capture both the long-term dynamics and short-term
effects simultaneously, the non-linear dynamics modeling, long
short term memory (LSTM) methods (Hochreiter and
Schmidhuber, 1997; Gers et al., 2000; Borovykh et al., 2017;
Grob et al., 2018) have been proposed for forecasting events
based on sequence models. For deterministic model, (Filonov
et al., 2016) proposed a LSTM-based predictive models to detect
spacecraft anomalies. Although LSTMs are deterministic and
have no random variables, they can handle the time
dependence of heterogeneous time series. For random model,
recurrent neural network (Dasgupta and Osogami, 2017; Lai
et al., 2018) is used for time series anomaly detection. Auto-
encoder-based methods are used for time series anomaly
detection in (Boudiaf et al., 2016; Xu et al., 2018). Variants of
convolution and recurrent neural networks are used for modeling
temporal patterns (Calvo-Bascones et al., 2021). Deep
convolutional neural networks (Kim, 2014; Yang et al., 2015)
have been used for time series human activity recognition.
Memory guided normality for anomaly detection is proposed
in (Park et al., 2020). Deep learning based anomaly detection
methods for video and industrial control system are proposed in
Wang et al. (2020) and Nayak et al. (2021), respectively. The deep
neural network (Sen et al., 2019), (Salinas et al., 2017) has been
proposed to high dimensional time series forecasting, however, it
is limited to training on entire time series and then perform
multi-step ahead forecast which is practically computational
resource demanding in feature evolving heterogeneous time
series. Recently, (Pang et al., 2021) give a survey of deep
learning methods for anomaly detection. However, in the
hydraulic turbine system, different subsystems and parts will
produce n-dimensional heterogeneous time series with different
characteristics at all times. This will form a heterogeneous time
series of feature evolution.

In this paper, we propose a quantile regression (Geraci and
Bottai, 2007) based recurrent neural network (QRNN) for
anomaly detection of hydropower units. The proposed method

can explicitly model the temporal dependence among stochastic
variables with properly estimated probability distributions.
Considering the feature evolution of heterogeneous time series,
the most difficult part in this method is still how to detect
anomalies. The most intuitive way to verify the reliability of
the detection model is to find the correct estimated distribution
probability. The higher the probability, the higher the confidence.
But this does not mean higher accuracy. The proposed method
aims to extract the actual representational patterns from the fitted
models, thereby studying their reconstruction error probability
distribution by using a conditional quantile regression method to
limit mistakes when it is forced to make decision on normality by
guidance of principled uncertainty estimates. Inspired by the
distribution assumptions-free QR (Koenker and Bassett Jr, 1978;
Koenker and Machado, 1999; Koenker and Hallock, 2001) build
on asymmetric laplace distribution (Kotz et al., 2001), we
proposed QRNN to model the conditional distribution
P(ŷt|Xt−T, Xt−T+1, . . . , Xt), where ŷt is the predicted value.
The contributions of this paper can be summarized as follows:

• According to the characteristics of hydraulic turbine data,
we propose a quantile regression based recurrent neural
network for anomaly detection, which can model temporal
dependencies and stochasticity explicitly in vibration time
series data. And it can study the reconstruction error
probability distribution by using a conditional quantile
regression method.

• We propose an incremental online method to update the co-
evolving heterogeneous for multiple streaming data.

• We propose to apply stochastic methods to detect anomalies
in heterogeneous time series with feature evolution, which is
proved robust and powerful in the experiment.

The rest of this paper is organized as follows. In Section 2, we
introduce the problem and the related model used in this paper.
In Section 3, we describe the proposed method in detail. In
Section 4, we conduct several experiments to evaluate the
advantage of the proposed method. At the end, we conclude
the paper in Section 5.

2 PROBLEM AND MODEL

2.1 Formal Description of the Problem
Formalize the anomaly detection problem in the feature evolution
time series, [T0, T) represents the observation window of the
observed event. In general, it can be assumed that T0 = 0. Each
feature F uses a continuous time stamp sequence Tu = t1, . . ., tn.
Xt−T:t ∈ RM×(T+1) represents the observation sequence Xt−T,
Xt−T+1, . . ., Xt. ŷ and y represents the predicted value and the
true value. L represents the loss function. In the problem of time
series anomaly detection, past historical observations are very
important for understanding and capturing the dynamic patterns
in the current data stream.We use the observation sequenceXt−T:t

to calculate the anomaly score ofXt. GivenX = x1, . . ., xN, whereN
is the length of the vector x. The observation xt is the N-
dimensional vector xt � [x1

t , . . . , x
N
t ] and X ∈ RM×N at time
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t(t ≤ N). According to the past historical observation data Xt−T:t,
the problem of anomaly detection in vibration time series data of
hydraulic turbine unit is formally defined as follows.

Problem: Given the historical observation sequence
represented by the time series in the order given as Xt−T:t,
where t is the current time point, report an anomaly score for
a given current data point Xt instantly at any time.

2.2 Long Short-Term Memory
LSTM is a kind of deep recurrent neural network. It is widely used
in time series. LSTM realizes the memory function in time
through the opening and closing of the door. It can effectively
solve the problem of gradient disappearance and gradient
explosion in general situations. The key is to introduce a
gating unit system. The system stores historical information
through the internal memory unit-cell state unit. Different
gates can make the network know when to forget historical
information, when to update cells status dynamically. Cells are
cyclically connected to each other, instead of hidden units in the
general cyclic network. If the input gate sigmoid allows new
information input, its value can be added to the state. The state
unit has linear self-circulation. Its weight is controlled by the
forget gate. The output of the cell can be closed by the output gate.
The status unit can also be used as an additional input for the
gating unit.

ft � σ wfp Ct−1, Zt, ht−1[ ] + bf( ) (1)
it � σ wip Ct−1, Zt, ht−1[ ] + bi( ) (2)

Ct � ftpCt−1 + itpRELU wcp Zt, ht−1[ ] + bc( ) (3)
ot � σ wop Ct, Zt, ht−1[ ] + bo( ) (4)

ht � otpRELU Ct( ) (5)
Here f, i, o, h, C, c, w, Z, b, σ() respectively represents forget

gate, input gate, output gate, hidden state vector, unit state vector,
weight matrix, feature vector, bias vector and sigmoid function. In
this paper, we select to use LSTM due to the following features: 1)
it is able to support end to end modeling; 2) it is easy to
incorporate exogenous; 3) it is powerful in feature extraction
for vibration time series data of hydraulic turbine unit.

3 THE PROPOSED METHOD

3.1 The Architecture of QRNN
This paper propose to combine LSTM and conditional quantile
regression to model explicitly temporal dependencies and
stochasticity in vibration time series data of hydraulic turbine
unit. The overall structure of QRNN consists of two parts: 1)
offline training 2) online anomaly detection. As shown in
Figure 2, the proposed neural network is composed of two
recurrent neural networks, such as the LSTM encoder and
predictor-detector network. It can be considered as f = pd(e(ht,
(x,y)t)) where f is the predicted scores, xt and yt are the input
variables, ht is the encoder state, e(.) is an encoder and pd(.) is the
predictor-detector network. The LSTM encoder is trained to
extract useful temporal and non-linear patterns contained in
vibration time series data, which can be used to guide the
predictor-detector network of anomaly detection. If exogenous
variables are available, they can get concatenated with extracted
feature vectors from the LSTM encoder and used as input to the
predictor-detector network. The predictor-detector network
consists of an LSTM and dense layers for output prediction.
The training process can be carried out daily training according to
business needs, such as once a week or once a month. The offline
part is composed of preprocessing sub-module (shared by online
and offline modules) and start-up sub-module. The online part
consists of real-time detection and update sub-modules. The data
is preprocessed in the preprocessing module. The data is divided
into sequences through a sliding window of length T. The startup
module builds the model and deploys it to memory after training,
testing, and verification. The fitted model can now perform real-
time anomaly detection. In streaming or online settings, new
observations after preprocessing (such as Xt at time t) can be sent
to the detection module and provide anomaly scores. If the
abnormal score of Xt is lower or higher than the abnormal
threshold, Xt is marked as abnormal. The update of sub-
module will update the parameters of each operation in
QRNN db. The overall structure is shown in Figure 1.

QRNN is composed of LSTM encoder and prediction-detector
network. The network can essentially be regarded as a large
neural network, expressed as f = pd(e(ht, (x,y)t)), where f is the

FIGURE 1 | The proposed neural network model with LSTM encoder and predictor-detector network.
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prediction score, xt and yt are input variables, ht is the state of the
encoder, e(.) is the ana encoder, and pd(.) is the prediction-
detection network. The trained LSTM encoder can extract useful
time and nonlinear dynamic patterns contained in the
heterogeneous time series of feature evolution. These patterns
can be used to guide the prediction-detection network to perform
anomaly detection.

If exogenous variables are available, they can be connected
with the feature vector extracted from the LSTM encoder and
used as input to the predictor-detector network. This is because in
reality, it is not necessary to observe all the content needed to
predict the output through the input. After the LSTM encoder
network is trained, the output from the last cell state is sent to the
prediction-detection network. This is also the training prediction
score evolution data stream ŷt+M: t � pd(ht−T, Xt+M: t), where
h(.) is the hidden coding state, as shown in Figure 3. The
proposed QRNN prediction-detection network consists of an
LSTM layer and a fully connected output prediction layer. The
last dense layer is modeled as three outputs and three loss
functions. One for the desired fitting model. The other two are

used to guide the upper and lower bounds of forecast uncertainty
estimates. It is worth noting that the total loss is calculated as the
sum of individual quantile losses. And the output is all quantile
predictions of different quantile values defined by τ ∈ [0, 1].

3.2 Fault Detection and Loss Function
QRNN is an anomaly detector based on prediction. The anomaly
detection depends on the quality of the predicted value. When
predicting normal data, the probability distribution of the error
can be calculated, and then used to find the maximum posterior
probability estimate of the normal behavior of the test data. In
order to predict more accurately, it is necessary to set thresholds
for the upper and lower bounds. Beyond this threshold, data
points can be marked as abnormal, as shown in Figure 4. In the
deep learning regression task setting, the mean square error
function is the most commonly used loss function.

ξt � yt − ŷt (6)
Intuitively speaking, taking the negative power of the mean

square error function approximates the Gaussian process whose

FIGURE 2 | The overall structure of QRNN.

FIGURE 3 | QRNN architecture diagram.
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mode corresponds to the mean parameter. Non-parametric
distributions like conditional quantiles are very useful in
quantifying uncertainty estimation in decision-making and
minimizing risk.

The goal of Quantile regression (QR) is to estimate the
conditional median or any other quantile of the distribution.
It can be done by solving the following formula.

min
ξ∈R

∑ ρr yi − ξ( ) (7)

Where the function ρr(.) is the tilted absolute value function that
yields the τth sample quantiles. To obtain an estimate of the
conditional median function, we replace the scalar ξ by the
parametric function ξ(xi, β), which can be formulated as a
linear function of parameters.

min
β∈R

∑ ρr yi − ξ xi, β( )( ) (8)

Quantile regression learns to predict the conditional quantiles
ŷτt+1: M|(Xt−T: t, τ) for the given target distribution via formula
(9), in which ŷτ(.) is the predicted value at the given quantile.

P ŷt+1: M ≤ ŷτt+1: M( ) � τ (9)
We focus on putting weights to the distances between points

on the distribution function and the fitted regression line based
on the selected quantile. We select to use QR due to it has the
following key features: 1) It does not make any distribution
assumption on the error; 2) QR can describe the outcome
variable of the entire conditional distribution; 3) QR is more
robust to outliers and setting errors of the error distribution; 4)
QR can expand the flexibility of parametric and non-parametric
regression methods.

We set τ ∈ [0, 1] to generate the predicted value yt+1:M with the
smallest reconstruction error ξ, as shown in the formula (6) in the
predictive detector network. And calculate the quantile loss of a
single data point by formula (10). Because we needed a complete
conditional distribution rather than a point estimate of
uncertainty estimation, the average loss function L(.) on a

given data distribution can be defined by formula (11), where
fW(xt) is the fitting model under the given quantile τ, yt and xt are
true values.

L ξt|τ( ) � τξt if ξt ≥ 0
τ − 1( )ξt if ξt < 0

{ (10)

L yt, f
W xt( )τ( ) � 1

L
∑L
t�1

L yt, f
W xt( )|τ( ) (11)

In the case of a loss function, the prediction-detector network
is modeled as three outputs and three loss functions, with the
lower quantile, the median (fitting model) and the upper quantile.
At τ = 0.5, the loss function will estimate the median value instead
of the average value. With the upper quantile and the lower
quantile, a reliable uncertainty estimate can be provided for
forecasting.

3.3 Time Series Evolution
It needs to be considered that during the operation of the turbine,
the data update of each subsystem arrives in the form of a stream
over time. This may include updates to existing features, or new
features, as shown in Figure 1. Generally, a time series may have
endogenous variables (for example, the output is a function of the
previous output), or may not have exogenous variables that are
not affected by other variables in the system. But the output
depends on it. Most work ignores exogenous variables. But in
order to improve quality and improve anomaly detection, this
article introduces exogenous variables. When performing
anomaly detection on the time series of various hydraulic
turbines, sometimes there may be patterns that were not
previously available. It deviates greatly from the training
model. This may be a training data set observed in a specific
mode. In general, it requires that each time a new data set is
reached, the entire process of training the model must start from
the beginning. For hydraulic turbine time series fault detection
models, training the entire model requires a large amount of data
sets and a large amount of time. In actual situations, it is
impractical to keep training the model with the arrival of new

FIGURE 4 | Schematic diagram of anomaly detection.
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data. In order to solve this problem, an online incremental update
scheme is needed to provide threshold and model updates.
QRNN can receive previously unavailable characteristics or
evolved data points for learning, without starting from scratch,
so as to mark abnormal data points and update model parameters
in real time, as shown in formula (12) and (13), where thup and
thlo are the upper and lower thresholds of the abnormal score
calculated by the selected quantile, α1 and α2 are the higher and
lower bounds, respectively, and f̂(.) is the fitted model at the
corresponding quantile (τ = 0.5 corresponds to the median).

thup � f̂ xt( )τ�α2 (12)
thlo � f̂ xt( )τ�α1 (13)

Based on the conditional quantile regression, with the
emergence of a new data set, the confidence of the model
parameter distribution will be automatically updated. The
threshold value will be incrementally updated, as described in
the loss function above. With this setting, QRNN can perform
anomaly detection in vibration time series data of hydraulic
turbine unit.

Figure 5 shows the overall algorithm of QRNN. For
preprocessing, offline training, evaluation, testing and
detection is performed. The fitted model f̂(.) is loaded into
memory ready for anomaly detection which is performed in
formula (12) and (13). After the traversal is completed, the
fitted model is saved to QRNNdb. QRNN is design to operate
with multiple settings depending on whether exogenous features
are present. During fitting, different processing needs to be
performed according to whether the exogenous feature (XF) is
existed. During this procedure, LSTM encoder can be used as
feature extractor. Upon the arrival of vibration time series data of
hydraulic turbine unit, the proposed QRNN will predict its value
and seamlessly flag its anomaly score. At the same time, themodel

parameters will be updated. The prediction, model updates and
abnormal scoring can be completed in a single pass at O(1) time
complexity.

4 EVALUATION

In order to verify the efficiency of the proposed method, we
adopted the hydraulic turbine working simulation data set
provided by Case Western Reserve University (CWRU) to
perform the experiment and evaluation. The test bench
consists of a two-horsepower motor, a torque sensor/encoder,
and an electronic device for power measurement and control. The
vibration data is collected by an accelerometer. The accelerometer
is placed at the 12 o’clock position of the drive end and the fan
end of the motor housing, which using a 16-channel DAT
recorder (Smith and Randall, 2015). Experimental data of the
drive end is collected at 12,000 sampling points per second and
48,000 sampling points per second. The fan data is collected at
12,000 sample per second (Boudiaf et al., 2016). The detailed
attributes of the data set used in the experiment are shown in
Table 1. We use python and Keras framework to build neural
network. The experimental setting is CPU 2.30 GHz, 8G DDR4
3200 MHZ, and GeForce GTX 1050Ti GPU.

Adam optimizer is used in this method, which is an extension
of SGD. In this algorithm, an adaptive gradient algorithm is
introduced to adjust the learning rate. The errors of different
methods on different load data sets are shown in Table 2. “1HP”
in the table represents that there is a load in the device. In the
QRNN method, the ability of anomaly detection largely depends
on trend prediction, so the accuracy of trend prediction is very
important. It can be seen from the table that the QRNN method
has a greater improvement in the accuracy of trend prediction
compared to other methods. Compared with the errors of CNN,
GRU and BiLSTM, the QRNN method has reduced 41, 44, and
65% respectively.

One-dimensional CNN can be well applied to the time series
analysis of sensor data (Roska and Chua, 1993) (such as

FIGURE 5 | The overall algorithm of QRNN.

TABLE 1 | Data set attributes.

Loads Rotating speed (rpm) Sequence length

0HP 1,797 2,43,938
1HP 1,772 4,83,903
2HP 1,750 4,83,903
3HP 1,730 4,83,903

TABLE 2 | Mean square error of trend prediction of QRNN, CNN, GRU, and
BiLSTM methods on data sets under different loads.

CNN GRU BiLSTM QRNN

0HP 1.261 × 10–4 1.326 × 10–4 2.082 × 10–4 1.122 × 10–4

1HP 1.217 × 10–4 1.345 × 10–4 2.139, ×, 10–4 1.056 × 10–4

2HP 1.155 × 10–4 1.272 × 10–4 1.947 × 10–4 1.021 × 10–4

3HP 1.268 × 10–4 1.333 × 10–4 1.445 × 10–4 0.909 × 10–4
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FIGURE 6 | CNN for anomaly detection.

FIGURE 7 | GRU for anomaly detection.

FIGURE 8 | BiLSTM for anomaly detection.
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gyroscope or accelerometer data). It can also be used to analyze
signal data with a fixed length period (such as audio signals). It
can well identify simple patterns in the data, and then use these
patterns to generate more complex patterns in higher-level
layers. It is generally feasible to use one-dimensional
convolution to process time series. The results of CNN are
shown in Figure 6.

Long short-term memory network (LSTM) was born to solve
the problem of long-term dependence. As a variant of LSTM,
GRU combines the forget gate and input gate into a single update
gate. It mixes the cell state and the hidden state, and adds some
other changes. The final model is simpler than the standard
LSTM model. BiLSTM is also a variant of LSTM, which takes
context into account. The results of GRU and BiLSTM are shown
in Figures 7, 8, respectively.

The main body of the QRNN framework is composed of
LSTM encoders. LSTM network is used to solve the vanishing
gradient problem. It supports end-to-end modeling and
nonlinear feature extraction. In the process of training the
neural network, the error margin has a direct impact on the
accuracy of the model, especially the time. This is a hyper
parameter and needs to be specified before training. The
basis for the formulation is the convergence speed of the
model and the learning accuracy of the sample. When it is
too large, neither the training accuracy nor the test accuracy is
high enough to meet actual needs. If it is too small, although the
learning effect is more ideal, it takes a lot of time. The parameter
is set between 10–4 10–2 generally. When the training error is
lower than this value, the training is considered sufficient, and

the training should be stopped. The results of the QRNN are
shown in Figure 9.

We count TP (True Positive), FP (False Positive), FN
(False Negative), and TN (True Negative) based on the
experimental data. TP represents the number of abnormal
points marked by the neural network that are correctly
marked. FP means that it is actually a normal point but is
marked as an abnormal point. FN represents the number of
normal points marked as abnormal points. TN represents the
number of normal points that are marked correctly. We
calculate the precision and recall rate of each method
based on TP, FP, FN, and TN. The precision rate ( TP

TP+FP)
is used to measure the degree to which the method finds the
right way, and the recall rate ( TP

TP+FN) measures the degree to
which the method is found to be complete. As shown in
Table 3, it can be seen that the QRNN has the highest
accuracy and recall rates (95.9%, 94.3%). In addition,
although the structure of QRNN is relatively complex and
the training time is longer than CNN and GRU, the overall
running time (125.3 MS) is significantly shorter than them.

5 CONCLUSION

Anomaly detection of evolution time series is important for
hydraulic turbine systems. This paper introduces a vibration-
based anomaly detection method. It can deal with time-
dependent and non-linear complex dynamic sequences. As a
window-based anomaly detection method, it has scalability, high-

FIGURE 9 | QRNN for anomaly detection.

TABLE 3 | TP, FP, FN, TN value, precision, recall and running time of each method.

TP FP FN TN Precision (%) Recall (%) Time (ms)

CNN 323 53 102 9,522 85.9 76.0 154.7
GRU 367 37 58 9,538 90.8 86.4 164.3
BiLSTM 379 27 46 9,548 93.3 89.2 159.4
QRNN 398 17 27 9,558 95.9 93.6 125.3
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efficiency stream processing efficiency and can effectively deal
with the heterogeneity and randomness in the constantly
changing data stream. After experimental evaluation based on
real data sets, it indicates that the proposed method is fast, robust
and accurate compared to the traditional anomaly detection
methods.
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Research on the Amplitude–Phase
Motion Equation for the Modeling of
Wind Power System
Qunying Liu1*, Maojie Cai1, Yazhou Jiang2, Deqing Zhu1, Runsheng Zheng1, Shuheng Chen1

and Changhua Zhang1

1University of Electronic Science and Technology of China, Chengdu, China, 2Clarkson University, Potsdam, NY, United States

The increasing penetration of wind power together with its high volatility could significantly
impact the transient stability of the power grid. To quickly evaluate this impact, current
engineering practice is primarily relying on time-domain simulation, which is
computationally expensive despite that the results are more accurate. To solve this
computational complexity issue, the amplitude–phase motion method is proposed to
establish the electromechanical transient simulation model of the double-fed induction
generator (DFIG) for wind energy. However, the traditional amplitude–phase motion
equation (APME) suffers from the instability control from the abrupt change of terminal
voltage induced by the system changes or flickers. To improve the transient stability of
DFIG, this study firstly incorporates the q-axis current together with the amplitude change
of terminal voltage into the phase error of the phase-locked loop (PLL). Then, the output
phase of the terminal voltage of DFIG is highly combined with the q-axis current and the
amplitude of terminal voltage to improve the internal control effect of the typical APME. The
simulation results in the four-machine two-area power system with one wind farm
demonstrate that the proposed method is able to maintain a stable operation of the
wind farm and the power grid when experiencing a sharp disturbance of wind speed.

Keywords: wind farm, amplitude–phase motion equation, stability and robustness, dynamics, power-electronic
interface

1 INTRODUCTION

To achieve a sustainable energy system of the future, it is imperative to integrate more variable
renewable energy, such as wind and solar, and other new energy sources into the power grid. High
wind power permeability is the development trend under the requirement of emission reduction and
green energy. The installed wind power capacity was 330 million kW in China in 2021 (Yan et al.,
2021). The wind turbines are connected to the grid through power-electronic converters, which
results in the low inertia compared to the traditional power system with dominantly fossil
fuel–driven generators. Therefore, the power system experiences much more extended swing
under contingencies, which degrades the stability margin. Another significant issue resulting
from the power-electronics–based power system is harmonic oscillation (Ebrahimzadeh et al.,
2019). Compared to the PSS and AVR for traditional synchronous generators with a time constant of
seconds, power converters for wind and solar are modulated in ns, which provides much faster
dynamics and causes multiple time-scale control problems in the power system (Yuan et al., 2017).
Therefore, the traditional modeling method of power system stability analysis may not be able to
capture these emerging issues from power-electronic dominant power grids with renewables. It is in
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an urgent need to study the operational characteristics of power-
electronic grid–connected renewables and provide theoretical
support to maintain a stable operation of the power system
with high penetration of new energy.

For the transient stability of the power system under high wind
power penetration, it is important to establish a low-order,
accurate, and open model (Zhang et al., 2017). The modeling
analysis methods can be divided into three categories generally:
the eigenvalue analysis method based on the state space theory,
the impedance analysis method, and the amplitude–phase
motion equation method. The eigenvalue analysis is a time-
domain analysis method based on the state space, which is
used to analyze the small signal stability in traditional power
systems (Wang and Blaabjerg, 2019). The results are accurate
while imposing a high computational complexity in simulation
(Zong et al., 2020; Liu et al., 2021; Wu et al., 2021). The
impedance method regards each device in the power system as
an impedance, which can be characterized by its voltage and
current. In this method, the grid and the generator are regarded as
the combination of ideal source and impedance, respectively.
Usually, the Nyquist criterion is used to determine the stability of
power systems (Wen et al., 2016; Yan et al., 2016; Gao et al., 2018;
Duan and Sheng, 2019). These models are simple in principle and
easy to implement for analysis (Arabi et al., 2000). However, the
impedance must be recalculated under different operation
conditions. Moreover, the generator side cannot be regarded
as a current source model if the output impedance of the
generator is not large enough (Sun, 2011). It lacks the
connection among key physical states in the dynamic process,
so it is difficult to be applied to analyze dynamic problems at
multiple time scales for large-scale power systems (Yuan et al.,
2016).

How to keep the clear description of system characteristics
without sacrificing the computation speed has always been the
pursued goal. When the dynamic process of the power system
suffers a disturbance, the power on each component will be
changed to achieve a new balance by regulating the amplitude
and phase of voltage as well. By the amplitude–phase motion
equation method, the clear description between power imbalance
and system states can be constructed (Yang et al., 2020), by
simplifying the external characteristics into the amplitude and
phase changes of voltage (Huang et al., 2019). In nature, by
changing the voltage amplitude and phase, the amplitude and
phase motion equation reproduces the system characteristics
from the view of power balance between the input and the
output of the whole system, which is explicit in the physical
meaning and is simpler in modeling.

The modeling of DFIG has been realized in many research
studies. Both the impendence method and the amplitude–phase
method have analyzed the small signal dynamical behavior of
power systems focusing on the different input–output relation.
Through analysis, He et al. (2019) have concluded that the
amplitude and phase motion equation of a single-machine
infinite-bus system is similar to the classical second-order
swing equation for a synchronous generator connected to an
infinite bus, which supports the application of amplitude and
phase motion equation in a dynamic process. This method

applies to a wide range of scenarios, such as multi-input
multi-output models and new perspective of equivalent
system. The multi-input multi-output model is regarded as a
single-input single-output equivalent model on the current time
scale, and its voltage amplitude and phase dynamics are analyzed,
respectively, in the study of Li et al. (2019). In the study of Zhao
et al. (2018), the rotation of the rotor and the voltage of the
capacitor are regarded as a real dynamical system, and the
relationship between power balance and voltage change has
been analyzed from the perspective of the component voltage
vector. The vector controls have been proposed to solve the
multiple time-scale problems of the electronic power system.
In the study of Zhang et al. (2018), a frequency modulation
method based on the phase motion equation has been proposed,
and a typical phase-locked loop (PLL) synchronous vector
control has been used to solve the problem of islanding. The
time-scale problems of DC voltage control of the power system
with the voltage source converter (VSC) connected to the grid
have been studied by Yuan and Yuan (2018). The vector controls,
including the DC voltage control, the phase-locked loop control,
and the terminal voltage control, have been introduced to
effectively replace the detection of VSC terminal voltage with
the output power.

The angle stability has been realized to be a crucial factor that
affects the stability of the power system. A typical APME model
for the DFIG is proposed by Zhang et al. (2017), based on which
the phase information has been added into the current-limiting
control module by a feedback control loop. However, considering
that the decrease of the voltage amplitude or the flicker of
terminal phase affects the phase in the PLL and changes the
dynamics of phase in the terminal voltage, a terminal voltage
feedback control is further introduced into the DFIG model,
which will make the change of terminal voltage phase closer to the
real scenarios. Then, an improved APME model is established,
and three cases are analyzed, including the steady-state process,
the load changes, and the wind changes. The results show that the
improved APME model does not change sharply with the change
of wind speed.

2 OPERATION CHARACTERISTIC OF DFIG

A typical DFIG model is shown in Figure 1A. The stator side is
directly connected to the grid through a transformer, while the
rotor side is connected to the grid through an alternative current
(AC)–direct current (DC)–alternative current (AC) converter.
The control of DFIG mainly depends on the rotor side controller
and the grid side controller. In general, the active power and
reactive power of DFIG are mainly controlled to maximize the
utilization of wind energy at the rotor side. The controller on the
grid side keeps the DC voltage constant by changing the
modulation coefficient, which also keeps the input power and
the current in the sinusoidal waveform.

Figure 1B is the GSC/RSC controller of the typical DFIG
model. The active and reactive power is calculated by the
terminal voltage and its current. The PLL controller
samples phase information from terminal voltage, and this
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phase information combining with frequency obtained by the
PLL controller is the basis for establishing the dq coordinate.
The system is decoupled in the dq coordinate. The power
system after decoupling can be more convenient for analysis
and control. The active power can be controlled independently
by adjusting the q-axis current of rotor, while the reactive
power can be controlled independently by the d-axis current of
rotor. Figure 1B shows a method to decouple the system. In
the GSC controller module, the DC voltage Vdc between two
converters, grid side current igd, and phase of PLL θpll are used
to control the voltage of grid side converter VGSC. In the RSC
controller module, the reactive power Q, terminal voltage Vt,
rotor speed ωr, rotor current ird/irq, and the error between the
phase of PLL and the phase of rotor θpll -θr are used to control
the voltage of rotor side converter VRSC.

The DFIG is a strongly coupled system because of the flux
between stator windings and rotor windings. There exists a
rotor magnetic field while three-phase AC is acting on the
rotor windings. This field cuts the stator windings to produce

the induced three-phase current. In return, the field produced
by AC on stator windings also influences the current on rotor
windings by changing its magnitude and phase. Thus, there are
mutual constraints among stator current, rotor current, and
stator voltage. The electromagnetic torque equation, active
power equation, and reactive power equation are listed as the
following equation, in which both components on the dq-axis
have effects on power and torque:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ps � 3
2
Re(usdq

.
ipsdq
. ) � 3

2
(usdisd + usqisq),

Qs � 3
2
Im(usdq

.
ipsdq
. ) � 3

2
(usqisd − usdisq),

Te � 3
2
np(Ψsdisq − Ψsqisd) � 3

2
np(Ψrqird − Ψrdirq)

� 3
2
npLm(isqird − isdirq) ,

(1)

FIGURE 1 | (A) Typical DFIG model. (B) Control module of the typical DFIG model.
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where Ps is the active power; Qs is the reactive power; s is the
electromagnetic torque; usdq is the stator dq-axis voltage; isdq is
the stator dq-axis current; Ψ sd represents the component of flux
on the d-axis; Ψ sq represents the component of flux on the q-axis;
np is the number of pole-pairs; and Lm is the mutual inductance
between the stator and the rotor.

The vector control (VC) method is the core control method of
DFIG, which can decouple their relationship and make the
control of DFIG simpler. In the VC method, the stator current
is transformed into dq-axis current on dq coordination. If the
stator flux linkage is chosen as the d-axis, the components of
stator flux can be written as Eq. 2 and the voltages on the dq-axis
are shown as Eq. 3:

{Ψsd �
∣∣∣∣Ψsdq

∣∣∣∣ � Ψs,
Ψsq � 0,

(2)
usd � 0, usq � Us � ω1Ψs, (3)

where Ψ s is the magnitude of stator flux; Ψsdq is the vector of
stator flux space; and ω1 is the velocity of synchronous angular.

The electromagnetic torque equation can be simplified as Eq.
4, in which the magnitude of torque is only determined by the
stator flux on the d-axis and rotor current on the q-axis. The
stator flux on the d-axis is almost a constant here, so the rotor
current on the q-axis can dominate the magnitude of
electromagnetic torque. The active and reactive power can be
simplified as Eq. 5. Equation 5 is further simplified as Eq. 7 by
Eq. 6. Under the condition that the stator flux remains
unchanged, the active power is only determined by the rotor
current on the q-axis and the reactive power is mainly determined
by the rotor current on the d-axis:

Te � 3
2
np(Ψsdisq − Ψsqisd) � −3

2
np
Lm

Ls
Ψsirq, (4)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ps � 3

2
usqisq � 3

2
Usisq,

Qs � 3
2
usqisd � 3

2
Usisd,

(5)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
isd � Lm

Ls
(ims − ird),

isq � −Lm

Ls
irq,

(6)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ps � −3

2
ω1Ψs

Lm

Ls
irq,

Qs � 3
2
ω1Ψs

Lm

Ls
(ims − isd),

(7)

where Ls represents the inductance of stator windings and ims is
the field current of stator.

The time scale of the AC current control loop and the DC
voltage control loop is quite faster than that of the
electromechanical characteristics, so they have often been
ignored in the conventional control. The GE model, ignoring
the AC current control loop and the DC voltage control loop, uses
the main characteristics to describe the system (Clark et al., 2010).
Under the premise that the main characteristics of DFIG can be
reflected in the electromechanical time scale, this model is simple
and the results are accurate, while its order is lower. Therefore, the
GE model has been widely used in power system simulation.
Hence, the GE model is taken as an example to analyze the
structure and the control mode of the wind turbine. The control
block of the GE model is shown in Figure 2.

The rotating speed is calculated according to the
electromagnetic torque and mechanical torque. Then, the
reference value of the electromagnetic torque is calculated by
the reference speed. The active current is given by the
electromagnetic torque, speed, and the terminal voltage. The
difference of reactive power is used to calculate the voltage
reference. In the transient process, when the terminal voltage
amplitude decreases, the active component of current will
decrease due to the inertia, while the PI control will damp the
collapse and increase the voltage by increasing the reactive
current. Of course, the amplitude change of the terminal
voltage will directly affect the active current, and the following
equation gives its mathematical expression:

ipd−pll �
⎧⎪⎨⎪⎩ imax,

imax − kvΔVt,
0,

ΔVt < 0
0≤ΔVt ≤ 0.4
0.4≤ΔVt

(8)

where imax is the maximum transient current of DFIG, whose
value is set to 1.2 p.u. The control parameter kv is set to 3.05 by

FIGURE 2 | Control block of the GE model.

FIGURE 3 | dq-axis spatial relationship.
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default, and ipd−pll is the expected output of active current on the
d-axis.

Considering that the voltage drop ΔVt is within [0, 0.4 p.u.],
and the voltage drop is 0.1 p.u., the following equation can be
obtained:

ΔVt � 0.9 − Vt. (9)
The spatial relationship on the dq-axis is shown in Figure 3.
The transient current ipll of any phase and magnitude can be

expressed by a combination of the dq-axis current amplitude
and the phase output θpll of PLL. The transient current ipll is
also a spatial vector, which can be expressed in the form of
magnitude and phase. The dq-axis will rotate with the change
of the frequency and phase of the terminal voltage, which can
be obtained from the PLL block connected to the terminal of
DFIG. After decomposing current ipll into two vertical
components, the active and reactive power of DFIG can be
controlled, respectively, through iq and id. Then, the spatial
vector ipll is decomposed on the dq-axis for analysis and
control: ⎧⎪⎪⎨⎪⎪⎩

i2d + i2q � i2pll,

θpll � arctan
iq
id
.

(10)

3 DFIG MODEL CONSTRUCTION BASED
ON AMPLITUDE–PHASE MOTION
EQUATION
The idea of amplitude–phase motion equation is to construct
its physical relationship through the change of the external
input to the output. Physically, the object studied can be
regarded as a black box. When the input power of the
system is not balanced with the actual output power, the
voltage of each component in the system will change in
amplitude and phase, in order to achieve a new balance.
Therefore, the model can reflect the dynamics of the
external voltage amplitude and phase. Its physical nature is
that the unbalanced power between the expected output and
the actual output of the power system is embodied by the
change of voltage amplitude and phase. Both the expected
active power and reactive power are the reference values
calculated by the control part.

Due to a large inertia of turbine, the electromechanical time
scale with a time constant of 1 s is slow compared to the
electromagnetic phenomenon (wind converter control is in
ns). As the current time scale and voltage time scale are usually
0.01 and 0.1 s, respectively, it is assumed that the change and
control of both the active power and the reactive power are
instantaneous in the electromechanical time scale.

Since the actual output power of DFIG is the terminal
voltage multiplied by the conjugate current, combined with
Eqs 8–10, the actual outputs of active power and reactive
power are calculated as follows:

P + jQ � V
.

tp I
.

pll
� Vte

jθt(ipd − jipq)e−jθpll
� Vt(ipd cos θerr + ipq sin θerr − jpipq cos θerr

+ jpipd sin θerr),
(11)

where θerr � θt − θpll; I
.

pll represents the conjugation of the
current phasor vector; V

.

t represents the phasor of the voltage
vector; ipd is the expected output of active current on the d-axis; ipq
is the expected output of reactive current on the q-axis; θt is the
terminal voltage phase; θpll is the output phase of the PLL; and
θerr is the phase error of the PLL. In this expression, the
parameters θerr, which have direct influences on the phase
error of PLL, are determined by the terminal voltage phase
and the output phase of the PLL. In the actual transient
process, both the decrease of voltage amplitude and the flicker
of voltage phase will affect the phase dynamics of DFIG. Hence, it
is desired to improve the above expression for the improved
transient performance by making θerr directly respond to the
change of terminal voltage amplitude. Meanwhile, phase
dynamics also correlated with the variation of reactive current
iq. In this study, the expected reactive current on the q-axis is also
deduced to construct the relationship with θerr, which is
expressed as

P + jQ � V
.

tp I
.

pll
� Vte

jθt(ipd − jipq)e−jθpll
� Vte

jθt(ipd − jipq)ejθpll e−2jθpll
� Vte

jθt(ipd − jipq)ejθpll e−2j arctanipqipd , (12)

θerr � θt + θpll − 2 arctan
ipq
ipd
. (13)

The active and reactive power can be obtained as

P + jQ � Vt(ipd − jipq)ejθerr . (14)
Furthermore, Euler’s formula eix � cos x + ip sin x is used to

expand Eq. 14 in order to observe the active and reactive power,
respectively. The following results can be obtained:

P + jQ � Vt(ipd − jipq)(cos θerr + jp sin θerr)
� Vt(ipd cos θerr + ipq sin θerr − jpipq cos θerr + jpipd sin θerr).

(15)
Now, the unification of the right and left sides of the equation

has been achieved. Both sides of the equation are complex
numbers composed of real and imaginary parts. They can be
further expressed as

( P
Q
) � Vt[ cos θerr sin θerr

sin θerr −cos θerr ][ ipdipq ]. (16)

It can be seen from Eq. 13 that the phase error θerr of PLL is
jointly determined by the actual terminal voltage phase, the
phase on the phase-locked loop, and the expected current
reference on the dq-axis. In the expression of θerr, the terminal

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8641225

Liu et al. Modeling the Amplitude-Phase Motion Equation

213

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


voltage cannot be reflected directly. By using Eq. 15 and Eq.
16, d-axis current ipd is deduced from the voltage amplitude.
Furthermore, ipd in Eq. 13 is replaced, and the terminal voltage
amplitude is introduced into θerr, as shown in the following
equation:

ipd � imax − kvΔVt � imax − kv(0.9 − Vt). (17)
Then, θerr is changed as

θerr � θt + θpll − 2 arctan
ipq

imax − kv(0.9 − Vt), (18)

where the amplitude of terminal voltage Vt and the current iq
are coupled into the phase error θerr of PLL. From the

perspective of control, the changes of terminal voltage
amplitude and the q-axis current are fed to the phase
dynamics of DFIG, by adding a feedback control to the
typical model.

Figure 4 shows the derived amplitude–phase motion
equation model based on the typical model of DFIG. The
left side of the block diagram is the actual outputs of the active
and reactive power of DFIG. The right end is the terminal
voltage, and the middle is the control module based on the
derivation equation above, in which there are the voltage
control loops, the current control loops, and the phase
deviation feedback loops from left to right.

FIGURE 4 | Improved amplitude–phase motion equation model.

FIGURE 5 | Four-machine two-area wind power system.
FIGURE 6 | Block diagram of the four-machine two-area power system.
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4 CASE STUDY

In order to verify the proposed optimization model, a typical
IEEE benchmark case of a four-machine two-area power system
with one wind farm has been established according to the
schematic diagram in Figure 5, which has been analyzed and
calculated by comparing the typical amplitude–phase motion
equation model and the improved amplitude–phase motion
equation model.

Figure 5 is further transformed to the block diagram of the
four-machine two-area power system model (shown in Figure 6)
for simulation. It consists of an improved amplitude–phase
motion equation model of DFIG proposed in this paper and
three traditional thermal generators. The generator G1 of the first
subsystem is the optimization model based on the
amplitude–phase motion equation, and the generator G3 of
the third subsystem is the PV bus composed of the
synchronous generator set. Generators G2 and G4 in the other
two subsystems are PQ buses composed of the synchronous
generators. The four generators in the power system are
separated into four subsystems. In this part, the impedance
modeling method is used to model the transmission network.
According to the voltage and current relationship, each
component is equivalent to a complex impedance model. The
main components involved include the transmission lines,
transformers, loads, and compensation capacitors. The general
transmission line is equivalent to the complex impedance model,
which is the combination of the resistance and reactance, while
the long-distance transmission line is equivalent to the parallel
form of the complex impedance and the capacitance admittance
between the line and the ground. The transformer is equivalent to
three complex impedances by a ∏ equivalent model. The
compensation capacitor is equivalent to admittance G + jB.
The loads, L1 and L2, are expressed as constant impedance
models and are represented by the complex impedance.

The simulation platform is shown in Figure 7. The four-
machine two-area power system with the improved
amplitude–phase motion equation is embedded in Figure 7B.

In Figure 7A, an impeller and a blade that simulates the change of
wind speed are used as the source of variable wind speed for the
case study. The details are discussed in Section 4.2. In Figure 7B,
the wind turbine control system includes the auxiliary power
supply control, output display, and wind simulation unit. The
terminal voltage and the current signals needed by the
amplitude–phase motion equation model come from the
output unit.

Under the different operation conditions and with the
different network structure parameters, the improved
amplitude–phase motion equation is studied in the four-
machine two-area power system model established here. At
the same time, the performance of the four-machine two-area
power system, with a typical amplitude–phase motion equation
model, is given for comparison with the improved one under the
same operation condition. And the advantages of the improved
APME model are analyzed in this section.

4.1 Operation Condition I: Steady-State
Process Simulation
The operating conditions are set as follows: the parameters of G1
are P1 andQ1, the parameters of two constant impedance loads in
the system are RL1 + jXL1 and RL2 + jXL2, while YL1 and YL2 are
the admittance of loads. The parameters of G2 are Vt2, P2, and
Q2. The parameter of G3 is U3, and the parameters of G4 are Vt4,
P4, and Q4. In the steady-state simulation, there is no fault set.
The values of each parameter are set as shown in Table 1.

FIGURE 7 | (A) Impeller of DFIG. (B) Wind turbine system.

TABLE 1 | Values of parameters.

Parameters Values (p.u.)

P1, Q1 1, −0.2
P2, Q2, Vt2 1, 0.2, 1
U3 1
P4, Q4, Vt4 1, 0.2, 1
RL1 + jXL1, RL2 + jXL2 1.02 + j1.02
YL1, YL2 0.4902 − j0.4902

FIGURE 8 | Voltage and current curves on load under operation
condition I of the improved APME model.
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Figure 8 is the voltage and current curve of the load in the
power system with the improved APME model of DFIG, where
IL1 represents the current passing through L1 and UL1 represents
the voltage of L1. IL2 represents the current passing through L2,
and UL2 represents the voltage of L2. It can be seen from Figure 8
that when the four-machine two-area power system has been

started, the improved APME model has been regulated to reach a
stable state very soon. The voltage and current in stabilization are
within the reasonable range. The simulation result of the model is
in line with the theoretical analysis of the power grid.

Figure 9 displays the voltage and current curves of the load in
the power system with a typical DFIG model. By comparing
Figures 8, 9, it can be seen that the voltage and current curves of
loads in the system reach a stable state quickly in both the
improved and the typical model with a similar trend. The
static parameters of loads are shown in Table 2. The
difference of voltage and current before and after the DFIG
model is improved is calculated.

The simulation results of the typical model are used as a
reference to analyze the parameter difference of the two models,
and the difference of current on L1 can be derived as

FIGURE 9 | Voltage and current curves on load under operation condition I of the typical APME model.

TABLE 2 | Voltage and current details on loads under operation condition I.

Improved APME Typical APME Difference (%)

IL1 0.6237 0.6223 0.225
UL1 0.8997 0.8977 0.223
IL2 0.7868 0.7851 0.217
UL2 1.135 1.132 0.265

FIGURE 10 | Voltage and current curves on load with wind speed change of the improved APME model.

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8641228

Liu et al. Modeling the Amplitude-Phase Motion Equation

216

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


IL1diff �
∣∣∣∣∣∣∣∣IL1After − IL1Before

IL1Before

∣∣∣∣∣∣∣∣ × 100%. (19)

The differences of the four parameters are all lower than 0.3%,
which means that the steady-state process demonstrated by the

two models under this set of parameters is basically the same. The
improved APMEmodel runs in line with the typical model under
the same parameter setting. Its simulation performs the same as
typical ones, without any fluctuation in the steady state, which
verifies that the improved APME model is available under this
group of parameter setting.

4.2 Operation Condition II: Impact of Wind
Speed
Due to its randomness, the wind speed changes constantly with
the change of temperature and air pressure, and gust wind may
occur occasionally, which leads to shape changes of the speed. To
simulate this change, the wind speed in a day is roughly divided
into five periods: 2 m/s from 6 to 9 a.m., 4 m/s from 9 a.m. to 13
p.m., 6 m/s from 13 to 17 p.m., 8 m/s from 17 to 19 p.m., and

FIGURE 11 | Voltage and current curves on load with wind speed change of the typical APME model.

TABLE 3 | Values of parameters.

Parameters Values (p.u.)

P1, Q1 0.125, -0.2
P2, Q2, Vt2 1, 0.2, 1
U3 1
P4, Q4, Vt4 1, 0.2, 1

FIGURE 12 | Voltage and current curves on load with the increase of load of the improved APME model.
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10 m/s after 19 p.m. All parameters are set to be the same as those
in operation condition I, except the power injection from
the DFIG.

Figure 10 shows the variation of voltage and current of the
loads in the four-machine two-area power system, when wind
speed changes with time mentioned above. As shown in
Figure 10, the change of wind speed directly causes the
output power change of DFIG, thus affecting the voltage and
current of the load in the grid. When the wind speed changes
suddenly, the voltage amplitude of loads does not change sharply,
which indicates that the optimization model proposed in this
paper has strong robustness and anti-interference ability.

In order to verify the model proposed in this paper, it is
necessary to simulate the typical amplitude–phase motion
equation of DFIG model under the same conditions.
Figure 11 is the result of a typical model, without
optimization control mentioned in this paper, in which the
voltage and the current of the loads with the change of wind
speed can be observed. The key parameters of simulation are set
as follows: the variation of wind speed is divided into five sections,
1.1, 0.9, 0.85, 1.25, and 1 successively. The output power of the
conventional generator G2 is P2 � 1, Q2 � −0.2. The output
voltage of G3 is 1 p.u., and the output power of the
conventional generator G4 is P4 � 1, Q4 � 0.2. The value of
two constant impedances in the power system is YL1 � YL2 �
0.4902 − j0.4902.

The results show that the output voltage of DFIG follows the
change of wind speed. Compared with the improved APME
model, it is more sensitive to the change of wind speed. As
such, it is concluded that its robustness is not as strong as the
improved model. Actually, the output of DFIG is not allowed to
change significantly with the change of wind speed. Otherwise,
DFIG is a great fluctuation to the power system, which will cause
the instability of the whole system. In addition, it can be seen from
the results that the voltage and current of the loads in the system
are slightly higher when wind speed changes suddenly. Themodel

proposed here can keep the voltage and current fluctuating within
a small range.

4.3 Operation Condition III: Impact of Loads
The loads have a great influence on power system stability, and
the capacity to contain load variation within a certain range is also
an index to be considered. The variation of the load voltage in the
four-machine two-area model at different load rates is studied. In
a general power system, the voltage may lose stability when the
wind power exceeds 4% of the total power generated in the
system. In order to ensure a better operating state of the model,
the voltage and current with the increase of load are calculated

FIGURE 13 | Voltage and current curves on load with the increase of load of the typical APME model.

TABLE 4 | Voltage and current details of Load 2 before and after improvement (per
unit).

RL1/RL2 UL2 (B-O) UL2 (A-O) IL2 (B-O) IL2 (A-O)

0.80 0.9044 1.105 0.8226 0.9767
0.85 0.8912 1.084 0.7750 0.902
0.90 0.8795 1.066 0.7338 0.8374
0.95 0.8690 1.049 0.6980 0.7811
1.00 0.8596 1.0350 0.6664 0.7316
1.02 0.8561 1.0290 0.6548 0.7134
1.04 0.8527 1.0240 0.6438 0.6961
1.05 0.8511 1.0210 0.6385 0.6878
1.06 0.8495 1.0190 0.6333 0.6796
1.08 0.8464 1.0140 0.6232 0.6638
1.10 0.8434 1.0090 0.6135 0.6487
1.12 0.8405 1.0000 0.6043 0.6204
1.14 0.8377 1.0000 0.5955 0.6204
1.16 0.8350 0.9960 0.5871 0.6072
1.18 0.8324 0.9920 0.5790 0.5944
1.20 0.8299 0.9880 0.5712 0.5822
1.22 0.8274 0.9842 0.5637 0.5704
1.24 0.8251 0.9805 0.5565 0.5591
1.26 0.8228 0.9770 0.5495 0.5483
1.28 0.8206 0.9735 0.5428 0.5378
1.30 0.8185 0.9702 0.5364 0.5277
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under the output power of the wind turbine to account for 4% of
the total generating capacity of all generators. As a result, the
parameters of four generators are set as shown in Table 3, while
the load parameter changes gradually from YL1 � YL2 � 0.6250 −
j0.6250 p.u. to 0.3846 − j0.3846 p.u.

Figure 12 demonstrates the overall trend of the voltage and
the current when loads decrease with an increased load
impedance in the improved APME model. The amplitude of
current change is larger than that of voltage, and the changes of
voltage and current amplitudes of L2 are larger than those of L1.
The amplitude of current change is larger than that of voltage
when the power of loads changes. It means that this model tries to
keep the voltage stable. Obviously, when keeping the parameters
of generator unchanged, the increase of the loads causes the
reallocation of the power of the power system, and the voltage at
the load bus will decrease, which is consistent with the actual
operation situation.

The increased load in a typical APME model is studied too
(shown in Figure 13). The changes and trends of the voltage and
the current are the same with the improved model proposed in
this paper. Table 4 shows the voltage and current of L2 before and
after being improved in the DFIG model, in the same scenario of
the increased load, which once again proves the following
conclusion: this model keeps the voltage stable, and both the
improved and typical models have the same dynamic trends when
loads increase.

5 CONCLUSION

An improved APME model for transient analysis based on the
amplitude–phase motion equation has been proposed in this
paper. In the actual transient process, the decrease of voltage
amplitude or the flicker of voltage phase will affect the phase
dynamics of DFIG. Based on the typical amplitude–phase motion
equation model of DFIG, the phase dynamics of DFIG is

improved, and a different expression of θerr is derived, which
is equivalent to adding a feedback control to the control loops of
DFIG. The amplitude of the terminal voltage and the q-axis
current are introduced to influence the phase error of the PLL.
That is, the output current of the current control unit and the
terminal voltage amplitude are introduced into the phase control
loop of the terminal voltage, so that the phase output of the
terminal voltage can directly reflect the terminal voltage
amplitude. As a result, the control loop inside the DFIG is
improved, and the coupling model becomes stronger, which
makes the operation characteristics closer to the real scenarios.
When the wind speed changes sharply, the proposed model in
this paper has better robustness and smooth operation ability
than the typical one.
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Optimal Capacity Planning of Power to
Hydrogen in Integrated
Electricity–Hydrogen–Gas Energy
Systems Considering Flexibility and
Hydrogen Injection
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1Department of Automation, Hangzhou Dianzi University, Hangzhou, China, 2School of Electrical and Control Engineering, Henan
University of Urban Construction, Pingdingshan, China, 3Electric Power Research Institute, Beijing, China

With increasing penetration of renewable energy, it is important to source adequate system
flexibility to maintain security of supply and minimize renewable generation curtailment. Power
to hydrogen (P2H) plays an important role in the low-carbon renewable dominated energy
systems. By blending green hydrogen produced from renewable power into the natural gas
pipelines, it is possible to help integrate large-scale intermittent generation and smooth the
variability of renewable power output through the interconnection of the natural gas network,
hydrogen energy network, and electric network. A two-stage stochastic mixed-integer
nonlinear planning framework for P2H sizing and siting is proposed in this paper,
considering system flexibility requirements. The problem is then reduced to a mixed-
integer second-order cone (MISOC) model through convex transformation techniques in
order to reduce the computation burden. Then, a distributed algorithm based on Bender’s
decomposition is applied to obtain the optimal solution. A modified hybrid IEEE 33-node and
Gas 20-node system is then used for simulation tests. The results showed that investment of
P2H can significantly reduce the total capital and operational costs with lower renewable
generation curtailment and electricity demand shedding. Numerical tests demonstrated to
demonstrate the validity of the proposed MISOC model.

Keywords: power to hydrogen (P2H), hydrogen injections, system flexibility, low carbon, benders decomposition

1 INTRODUCTION

Over the recent years, various renewable energies, such as solar power and wind power, have seen rapid
development. However, the connection of large-scale renewable energy to the electric network has
dramatically changed the characteristics and increased the uncertainty of power flow, posing significant
challenges to system operations in terms of power balancing and load following. Flexible resources, such
as demand-side response, large-scale energy storage, power to hydrogen, etc., are the key to integrating
large-scale renewable generation.

For environmental reasons, coal-fired generations are gradually being phased out, leading to a scarcity
of flexible resources. As a result, energy storages, such as pumped storage, compressed air energy storage,
chemical battery storage, etc., have developed by leaps and bounds in recent years. However, the
development of large-scale pumped storage and compressed air storage is constrained by geographic and
geological conditions. Chemical battery storage is not limited by geography, but their discharge time is
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1 min–8 h (Mongird et al., 2019) and is suitable for medium- or
short-term (Zablocki, 2019) use. As hydrogen has the appealing
characteristics of being stored for the longer term and on a large
scale, hydrogen energy storage has the prospects of being used as a
long-term or seasonal energy storage. With the high penetration of
renewable energy, the green hydrogen produced by P2H using
surplus renewable energy can be stored on a large scale or used
as an industrial raw material.

As a result, over the past few years, the development of
green hydrogen has attracted the increasing attention of
researchers and governments due to its characteristics of a
high energy density and the ability to store it in large
quantities. The total abandoned renewable energy has
decreased from 312.523 to 66.797 MWH with the presence
of power to hydrogen (Heris et al., 2020). To reduce CO2

emissions, the cost-optimal design and operation of power to
gas in Germany are studied in depth (Welder et al., 2018). In
addition, the value of hydrogen storage in pipes and salt
caverns has been analyzed (Welder, 2018).

In addition, Ref. Dolci et al. (2019) and Hu et al. (2020) present
the power-to-hydrogen pathways, and the technical advances and
barriers to green hydro development are also given. The green

hydrogen-based power-to-gas facility is investigated in Germany
and Texas in Glenk and Reichelstein (2019), which shows that
green hydrogen production is already cost-competitive in niche
applications. With ultra-high penetration of renewable energy, an
optimal planning model (Pan, 2020) for electricity–hydrogen
integrated energy systems considering power to hydrogen and
seasonal storage is constructed in Pan et al., (2020). Li et al. (2019)
have developed operation optimization modeling of power to
hydrogen in active distribution networks coordinated with the
district heating network (Li et al., 2019). Gils et al. (2019) have
investigated the transition pathway toward a climate-neural
energy system in Germany and concluded that hydrogen plays
a critical role in the seasonal balance of power supply and demand
but cannot completely replace other coupling options (Gils et al.,
2021).

Hydrogen is an important industrial raw material, and it is
only economically beneficial to convert hydrogen into methane
when subsidies are provided (Robinius et al., 2017). Liu et al.
(2020) indicate that both power to hydrogen (P2H) and power to
methane (P2M) help to reduce operational costs and decrease
CO2 emissions. From the perspective of energy system operation,
the impact of P2H on the system flexibility is analyzed (Cloete
and Hirth, 1922) in Cloete et al. (2020) and Ge et al. (2020) . With
the increasing penetration level of renewable energy, the
traditional grid is evolving into a new energy system with
widespread participation of variable generation and flexible
demand (Gea-Bermúdez et al., 2021). The large-scale, long-
duration energy storage devices will be one of the key enablers
in the low-carbon renewable-dominated energy systems. To
improve the management efficiency and deal with the
stochastic nature of renewable energy, this paper aims to
investigate the site selection and optimal capacity
determination approach of large-scale energy storage
technologies, also known as P2H, and their role in enhancing
system flexibility.

The contributions and innovations of this article are as follows:
first, a two-stage stochastic mixed-integer planning framework for
P2H sizing and siting is proposed, considering the uncertainty of the

FIGURE 1 | Basic structure diagram of a hybrid renewable energy
system.

FIGURE 2 | Wind out power/load forecast error.
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renewable energy output and the investment cost of the P2H
equipment. The model’s objective was to minimize the
investment cost, operation cost, renewable output curtailment
cost, and electricity demand shedding cost. Second, by blending
permissible green hydrogen produced from surplus renewable
energy into the natural gas pipelines, the effects of the injected
hydrogen concentration on the gas pipeline transmission coefficient,
that is, gas specific gravity, net calorific value, gas compressibility
factor, etc., were investigated. Third, based on the system flexibility
supply–demand balance mechanism, we quantified the enhanced
effect of P2H on hourly system flexibility.

The rest of this article is organized as follows: the low-carbon-
emission hybrid renewable energy system structure is proposed in
Section 2, and the modeling of renewable energy and load demand
uncertainties are also described. In Section 3, a two-stage stochastic
planning model of P2H has been constructed, considering system
flexibility and hydrogen injections. The nonlinear nonconvex terms
are simplified to obtain a mixed-integer second-order cone (MISOC)
programming model in Section 4. In Section 5, a distributed
algorithm for the model is designed based on Bender’s
decomposition and cut plane. Simulations are carried out to verify
the effectiveness of the proposed MISOC model and solution
algorithm in Section 6. The conclusion is illustrated in Section 7.

2 INTEGRATED
ELECTRICITY–HYDROGEN-GAS SYSTEM

2.1 System Description
The integrated electricity–hydrogen-gas energy system is
illustrated in Figure 1. It consists of the power system, natural
gas distribution system, and carbon-free hydrogen system. The
interaction between the power system and the natural gas system
is realized mainly through a combined cycle gas turbine (CCGT).
The CCGT generation unit with a fast-responding, high efficiency
uses natural gas from the distribution gas system to generate
electricity. The connection of large-scale renewable energy to the
distribution network makes it possible to produce hydrogen by
electrolyzing water with renewable energy. It is worth noting that
hydrogen is more accessible to store for long periods than
electricity. Therefore, hydrogen storage technology can be used
as a medium- or long-term energy storage option for excess
renewable energy. In this article, green hydrogen produced by
surplus renewable energy sources plays a vital role in the
integrated electricity distribution system, natural gas system,
and hydrogen energy system. Power-to-hydrogen devices make
full use of surplus renewable energy, and it is then blended and
injected into the existing gas distribution pipeline with a maximal
volumetric limit proportion of 15% hydrogen.

In future high-renewable energy penetration scenarios, the
uncertainty and intermittence of renewable energy output will
significantly impact supply power reliability. To deal with these
problems, the system’s flexibility needs to be enhanced urgently.
Based on the characteristics of flexible resources in the distribution
network, we have developed a system flexibility supply and demand
balance model. In addition, considering the direct injection of
hydrogen produced by P2H into the natural gas pipelines, the

hydrogen concentration on the gas specific gravity, the calorific
value, and the compressibility factor have been investigated. Finally,
a two-stage stochastic planning model is constructed with the
objective of minimizing the investment and operation costs
during the planning horizon. In the proposed hybrid energy
system, we consider several renewable energy generation units,
such as wind turbines and photovoltaics, equipped in the system.
To promote renewable energy consumption and enhance the
system’s flexibility, the investment cost of P2H and the renewable
energy curtailment cost are included as one of the optimization
objectives. Scenario generation and reduction methods have been
utilized to address renewable energy sources and load uncertainty.

2.2 Uncertainty Modeling and Scenario
Generation
A scenario-based approach is adopted to deal with the
uncertainty and stochastic characteristics of renewable output
and electrical load demand (Dagoumas and Koltsaklis, 2019). For
the sake of simplicity, renewable generation output and load can
be modeled as follows:

Pload,t � Pfore
load,t + ΔPload,t t � 1, . . . , 24

Pwind,t � Pfore
wind,t + ΔPwind,t t � 1, . . . , 24

(1)
.

The forecast errors, ΔPwind,t, andΔPload,t, are assumed to be
Gaussian distribution. The probability density functions of
normally distributed random variables are discretized in Figure 2

ΔPload
i,t � αloadi,t i ∈ interval 1,/interval 7

ΔPwind
j,t � βwindj,t j ∈ interval 1,/interval 7

(2)
.

where ΔPload
i , and ΔPwind

j are the probabilities of intervals 1–7 at
time t related to prediction errors, and their specific values are
αloadi,t , and βwindj,t .

Then, the corresponding cumulative distribution functions
(CDFs) are calculated separately using the probability density
functions for the discrete intervals described above. Based on
Monte Carlo simulations, two random variables,
η ∈ [0, 1] and λ ∈ [0, 1], are generated. The randomly
generated variables η and λ are compared with the cumulative
probability distribution functions values above, respectively, to
determine in which interval η and λ lie in. If
CDF(interval 1)≤ η< CDF(interval 2), then, the binary
variable BLoad

2,t,s equals to 1, and the other binary variables
BLoad
(1,t,s), . . . , B

Load
(7,t,s) related to load prediction errors equal to 0;

the same applies to λ

scenario (s) � [BLoad
(1,t,s), . . . , B

Load
(7,t,s), B

Wind
(1,t,s), . . . , B

Wind
(7,t,s)]t�1,...,24∑7

interval�1
BLoad
(interval,t,s) � 1 ∀t,∀s

∑7
interval�1

BWind
(interval,t,s) � 1 ∀t,∀s

(3)

The probabilities of the generated scenarios are listed as
follows, and the sum of the probabilities of all scenarios equals
to 1
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πs �
∏t�1
24
( ∑i�1

7
(BLoad

i,t,s × αload
i,t ) × ∑j�1

7
BWind
j,t,s × βwindj,t )

∑s�1
Ns

(∏t�1
7
(BLoad

i,t,s × αloadi,t ) × ∑j�1
7

(BWind
j,t,s × βwindj,t )⎞⎠

∑Ns

s�1
πs � 1

(4)

Due to a large number of scenarios, it will lead to the burden
of computation. It is generally essential to balance the solving
tractability and the modeling accuracy. Therefore, the scenario
reduction techniques using the fast forward algorithm
(Hajiabbas and Mohammadi-Ivatloo, 2020) are listed as
follows:

Ps � ∑24
t�1

Pload
t,s +∑24

t�1
Pwind
t,s ∀s

v(s, s,) � |Ps − Ps, | ∀s
(5)

where Pload
t,s and Pwind

t,s are the load demand and renewable energy
output at time t under the typical scenario s, respectively. v(s, s,)
is a matrix of Ns multiplied by Ns , which is the distance
between Ps

s1 � arg
⎧⎨⎩ min

s′ ∈ Ω
∑
s∈Ω

πsv(s, s})⎫⎬⎭
ΩS � ΩS ∪ {s1}
ΩJ � Ω∖{s1}

(6)
.

After obtaining the first selected scenarios through the
above steps, the distance between the chosen and
nonselected scenarios is calculated, and the set of scenes
chosen is updated

si � arg{ min
S′ ∈ Ω

Σ
s ∈ ΩJ∖{s}} πs

min
ss,, ∈ ΩS ∪ {s} v(s, s

,,)}
ΩS � ΩS ∪ {si}
ΩJ � ΩJ∖{si}

(7)
.

Finally, the probabilities of the reduced scenarios are
calculated. The probability of a nonselected scenario is
added to the probability of a selected scenario that is close
to it. The specific calculation is as follows:

πp
s � πs + Σ

s, ∈ J(s) πs, S ∈ Ωs S′ ∈ ΩJ (8)

3 OPTIMAL P2H PLANNING CONSIDERING
FLEXIBILITY REQUIREMENTS IN AN
INTEGRATED MULTI-VECTOR ENERGY
SYSTEM

In this section, a two-stage stochastic dynamic mixed-integer
nonlinear programming model is constructed for optimal P2H
planning to minimize the investment and annual operation costs
(Bramstoft et al., 2020) of integrated multi-vector energy systems.

3.1 The Objective Function
The optimal P2H planning problem considering the system
flexibility requirement can be formulated as the following
stochastic model:

min f � Cinv + Cope (9)
Cinv � ∑

i∈Ωp2h

r(1 + r)τi,ξ
(1 + r)τi,ξ − 1

IiP
max
i ci (10)

Cope � D∑Ns

s�1
π(S)∑T

t�1
⎡⎢⎣ ∑

i∈Ωele

eelei Pele
i,t,s+∑

n∈Ωsaurce

gsaurce
n Psaurce

n,t,s + ∑
j∈Ωrenew

crenewj ΔPrenew
j,t,s

+ ∑
k∈Ωload

cloadk ΔPload
k,t,s + ∑

m∈Ωgas

cgasm ΔPgas
m,t,s

⎤⎥⎥⎥⎦
(11)

subject to

0≤Pmax
i ≤ �P

max
i ∀i (12)

Ii ∈ {0, 1} ∀i ∈ Ωp2h (13)
0≤ ∑

i∈Ωp2h

Ii ≤Nmax (14)

∑
i∈Ωp2h

IiP
max
i ≤Pmax (15)

Pele
i,t,s, P

saurce
n,t,s ,ΔPrenew

j,t,s ,ΔPload
k,t,s ,ΔP

gas
m,t,s ∈ Ωo ∀t,∀s (16)

FIGURE 3 | Schematic of the coupling relation between
electricity–gas–hydrogen energy networks.
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The objective function (9) comprises two terms: P2H
investment cost Cinv and operation cost Cope. Cope includes the
costs of purchasing electricity and gas, the renewable energy
curtailment cost, and the electricity and gas load shedding cost. It

is worth noting that the generation cost of CCGT is not included
in the operation cost as it is already calculated in the output costs
of the gas sources. Equation 12 sets the maximum capacity
investment of each P2H. Equations 14, 15 limit the number
of installed P2H devices and the total investment cost. The binary
variable Ii is a decision variable on whether a prospective P2H
device is constructed at node i or not.D, eelei , crenewj , cloadk in Eq. 12
are the number of days in the year, the time-of-use electricity
price, the cost of abandoned renewable energy, and the load (Liu
et al., 2020), respectively.

3.2 Operation Constraints
3.2.1 Power Distribution Network
The power flow equations of the radial distribution network can
be presented by the DistFlow model, which can be seen as follows
(Li et al., 2020):

Pij + Pg
j − rijiij � ∑

k∈π(j)
Pjk + Pd

j ∀t,∀s (17)

Qij + Qg
j − xijiij � ∑

k∈π(j)
Qjk + Qd

j ∀t,∀s (18)

Uj � Ui − 2(rijPij + xijQij) + (zij)2iij ∀t,∀s (19)
iijUi � P2

ij + Q2
ij ∀t,∀s (20).

Eq. 17 above can be modified with high penetration renewable
energy connection as follows:

Pij + Pg
j − rijiij + Prenew

j − ΔPrenew
j + PCCGT

j

� ∑
k∈π(j)

Pjk + Pd
j − ΔPload

j + Pp2h
j (21)

.

where Pij, Qij are the active and reactive powers through line
l(ij), respectively. Definitions of the several optimization
variablesUi, rij, iij, xij, zij, Pd

j , Q
g
j , Q

d
j are in Ref. Heris et al., 2020.

We can depict the boundary constraints in the power
distribution network as follows:

0≤PCCGT
j,t,s ≤PCCGT,MAX

j ∀j,∀t,∀s (22)
0≤Prenew

j,t,s ≤Prenew,max
j,t,s ∀j,∀t,∀s (23)

0≤Pele
j,t,s ≤

ele,max
j,t,s ∀j,∀t,∀s (24)

0≤ΔPload
j,t,s ≤P

d
j ∀j,∀t,∀s (25)

.
0≤Pp2h

j,t,s ≤P
max
j ∀j,∀t,∀s (26)

Pmin
ij ≤Pij,t,s ≤ �P

max
ij ∀t,∀s (27)

Qmin
ij ≤Qij,t,s ≤ �Q

max
ij ∀t,∀s (28)

Umin
j ≤Uj,t,s ≤Umax

j Uref � V2
ref (29).

Equation 21 constrains the power balance at node j,
considering the curtailment of renewable energy and shedding
load. Equations 22, 23 enforce limits on the output of the CCGT
generation unit and each renewable energy source. Equation 24
depicts the boundary of the amount of electricity purchased.
Equations 25–29 give the lower and upper bounds on the
variables ΔPload

j,t,s , P
p2h
j,t,s, Pij,t,s, Qij,t,s, Uj,t,s.

FIGURE 4 | Structure of the distributed algorithm.

FIGURE 5 | Flowchart of the distributed algorithm.
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3.2.2 Natural Gas Distribution Network
The steady-state flow equation Eq. 20 related to the pressure of
gas and the flow rate in the distributed gas network is depicted as
follows:

Qij � 1.1494 × 10−3(Tb

Pb
)⎡⎣(∣∣∣∣∣P2

i − P2
j

∣∣∣∣∣)
GTfLZf

⎤⎦0.5D2.5 (30)

where G, Tf, L, Z, f indicate the gas specific gravity, the
average flowing temperature of the gas, the pipe length
(km), the gas compressibility factor, and the friction factor,
respectively. Terms Tb, Pb are the base temperature and
pressure, respectively.

It is important to note that the gas thermal–physical properties
change with its composition (Deymi-Dashtebayaz et al., 2019).
When green hydrogen produced from renewable energy sources
is injected into a natural gas pipeline, the gas thermo-physical
properties vary with the hydrogen concentration, which can be
described below:

Zi � a · vi + b i ∈ Ωsaurce (31)
LHVgas

i � c · vi + d i ∈ Ωsaurce (32)
Gi � e · vi + f i ∈ Ωsaurce (33)
0≤ vi ≤ 15% i ∈ Ωsaurce (34).

where LHVgas
i is the net calorific value of gas mixtures at node i

and vi is the hydrogen concentration by volume injected into the
pipeline. In addition, a, b, c, d, e, f are constants. From Eqs 31–33
above, we can also see thatZi, LHVgas

i , Gi are each approximately
linearly related to the hydrogen concentration vi at gas node i
(Dolci, 2019). Equation 34 enforces the upper and lower bounds
on the concentration of hydrogen in a natural gas pipeline. No
additional investment in gas distribution pipelines and end-use
appliances is needed within this concentration range.

In addition to the above constraints, certain boundary
constraints need to be considered

Pmin
i,t,s ≤Pi,t,s ≤Pmax

i,t,s ∀i,∀t,∀s (35)
Qmin

l,t,s ≤Ql,t,s ≤Qmax
l,t,s ∀l(ij),∀t,∀s (36)

0≤Psaurce
n,t,s ≤Psaurce,max n ∈ Ωsaurce,∀t,∀s (37)

0≤ΔPgas
m,t,s ≤P

gas,load
m,t,s m ∈ Ωgas,∀t,∀s (38)

Pj,t,s � βij · Pi,t,s ∀t,∀s (39).

Equations 35, 36 enforce limits on the pressure of the gas node
and the flow rate in each pipeline. Equations 37, 38 indicate the
upper and lower bounds for natural gas source output and
shedding gas load.

Pressure drops occur during the transmission of natural gas.
Therefore, a compressor is placed in the natural gas pipeline to

FIGURE 6 | Configuration of the hybrid renewable energy system.
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maintain the nodal pressure at the required level. Equation 39
indicates the gas pressure relationship at nodes i and j. βij is the
ratio of the compressor inlet pressure to the outlet pressure.

Considering the effect of hydrogen injection, the energy
balance equation for each natural gas distribution network
node is formulated as follows:

Psaurce
j,t,s + (1/α)Ph2 saurce

j,t,s + ∑
i∈Ωs

Qij,t,s � ∑
k∈Ωr

Qjk,t,s+∑
GT∈Ωcg

Pgas
GT,t,s + Pgas,load

j,t,s − ΔPgas
j,t,s, ∀t,∀s

(40)

α � LHVCH4

LHVH2
(41)

Ph2 saurce
i,t,s � Cij · Ph2

j,t,s (42).

where LHVCH4 , LHVH2 are the net calorific values of natural gas
and hydrogen, respectively, while α is their ratio. Equation 40
enforces the nodal gas balance for the gas distribution network.
In this equation, the shedding gas load and hydrogen injection are
considered. Due to the decrease in the Wobbe index of the gas
mixture, it is worth considering the differential properties of the
calorific value of natural gas and hydrogen. Equation 42 indicates
that the green hydrogen produced by P2H is coupled to the gas
source and then blended with natural gas at a specific concentration.

3.2.3 Flexibility Supply and Demand Balance
When renewable energy’s share is relatively low, the volatility and
uncertainty have less impact on the energy system. At this stage of
the planning process, the flexibility supply and demand balance in
the system is usually not considered for the time being. However,
with a high proportion of renewable energy, insufficient flexibility
supply can lead to a large number of renewable energy
curtailments, which prevents the system from operating
correctly (Koltsaklis and Dagoumas, 2018). Therefore, the
system’s flexibility is quantified in the process of optimizing
the size of P2H.

Flexibility in the integrated energy system is characterized by
multiple time scales, locations, and directions (Agbonaye et al.,
2021). From the prospect of time scale, system flexibility can be
categorized into very short-term ramp (≤ 15min), short-term
ramp (15min − 4h), and peak shaving (24h) (Lu et al., 2018). This
article focuses on the supply–demand of system flexibility at an
hourly scale.

Flexibility resources such as P2H, CCGT, etc., are introduced
to supply flexibility. Of these, P2H, CCGT, and system power
purchase can provide both upward and downward flexibility,
while wind abandonment can only provide downward flexibility,
and shedding load can only supply upward flexibility. The
detailed formulae are shown below:

FIGURE 7 | Time-of-use electricity price.
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Fs up
p2h,t,s � ∑

p2h∈Ωp2h

min(Rdown
p2h τ, Pp2h

p2h,t,s − Pmin
p2h,t,s)∀t,∀s (43)

Fs down
p2h,t,s � ∑

p2h∈Ωp2h

min(Rup
p2hτ, P

max
p2h − Pp2h

p2h,t,s)∀t,∀s (44)

Fs up
GT,t,s � ∑

GT∈Ωgt
min(Rup

GTτ, P
CCGT MAX
GT − PCCGT

GT,t,s )∀t,∀s (45)

Fs down
GT,t,s � ∑

GT∈Ωgt
min(Rdown

GT τ, PCCGT
GT,t,s − PCCGT MIN

GT )∀t,∀s (46)

Fs up
buy,t,s � ∑

buy∈Ωele

min(Rup
buyτ, P

ele,max
buy,t,s − Pele

buy,t,s) ∀t,∀s (47)

Fs down
buy,t,s � ∑

buy∈Ωele

min(Rdown
buy τ, Pele

buy,t,s − Pele,min
buy,t,s ) ∀t,∀s (48)

Fs up
k,t,s � ∑

k∈Ωload

ΔPload
k,t,s ∀t,∀s (49)

Fs down
j,t,s � ∑

j∈Ωrenwe

ΔPrenew
j,t,s ∀t,∀s (50)

Fs up
sum,t,s � Fs up

p2h,t,s + Fs up
GT,t,s + Fs up

buy,t,s + Fs up
k,t,s ∀t,∀s (51)

Fs down
sum,t,s � Fs down

p2h,t,s + Fs down
GT,t,s + Fs down

buy,t,s + Fs down
j,t,s ∀t,∀s (52).

where Rup
p2h, R

up
GT, R

up
buy represent the upward ramp rates of P2H,

CCGT, and the power purchase, respectively, and
Rdown
p2h , Rdown

GT , Rdown
buy are the downward ramp rates of P2H,

CCGT, and the power purchase, respectively. Fs up
sum,t,s, F

s down
sum,t,s

denote the total upward and downward flexibility
capacities provided by the various flexibility resources,
respectively.

Equations 43, 45, 47, 49 define the upward flexibility capacity,
and Eqs 44, 46, 48, 50 explain the downward flexibility capacity. It is
also observed that Eqs 51, 52 give the total flexibility supply capacity.

The flexibility demand arises mainly from fluctuations in the net
load. Therefore, the proposed hybrid system’s upward and
downward flexibility demand can be described by the following
equations:

Pnet
t,s � ∑

k∈Ωload

Pd
k,t,s − ∑

j∈Ωrenew

Prenew
j,t,s ∀t,∀s (53)

FD up
t,s � Fnet

t+1,s − Fnet
t,s (Fnet

t+1,s ≥F
net
t,s ) (54)

FD down
t,s � Fnet

t,s − Fnet
t+1,s (Fnet

t+1,s ≤Fnet
t,s ) (55).

The system flexibility supply–demand equilibrium equation is as
follows:

Fup
t,s � Fs up

sum,t,s − FD up
t,s ≥ 0 ∀t,∀s (56)

Fdown
t,s � Fs down

sum,t,s − FD down
t,s ≥ 0 ∀t,∀s (57)

Equations 56, 57 emphasize that the system’s ability
to supply flexibility is greater than the demand for
flexibility.

FIGURE 8 | Predicted values of electrical load, wind output, and the gas load.
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FIGURE 9 | Power demand load, wind power, and the net load of the system.

TABLE 1 | Other parameters used in the simulation.

Parameter r ci $/kW gsaurce $/SCF crenew $/MW cload $/MW cgas

Value 0.08 1300 0.0746 200 900 0.4

TABLE 2 | Comparison of planning and operation costs.

Cost
term

Total
cost M$

Annualized
investment cost/M$

Electricity
purchase cost/M$

Gas purchase
cost/M$

Renewable output
curtailment
cost/M$

Electricity demand
shedding
cost/M$

Gas demand
shedding cost/M$

Case 1 22.648 0 11.81 9.9691 0.6524 0.21681 0
Case 2 21.854 0.28313 11.992 9.551 0.027705 0 0

TABLE 3 | Case 2 results.

Equipment Node Capacity/kW Investment cost/M$

P2h1 15 469.7 0.61061
P2h2 18 802.7 1.0435
P2h3 22 0 0
P2h4 26 188.9 0.24557
Total 1461.3 1.8997
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3.2.4 Modeling of Energy Coupling Devices
A schematic of the coupling relation between
electricity–gas-hydrogen energy networks is illustrated in
Figure 3. P2H plays a crucial role in coupling multi-energy
networks, and CCGT links the gas networks and power grid
effectively.

The simplified P2H and CCGT models are given in the
following equations:

PCCGT
j,t,s � ηGT · Pgas

GT,t,s GT ∈ Ωcg, j ∈ Ωgt,∀t,∀s (58)
Ph2
j,t,s � γj · Pp2h

j,t,s j ∈ Ωp2h,∀t,∀s (59)
where ηGT, γj are the energy conversion efficiencies of CCGT and
P2H, respectively.

4 MODEL SIMPLICATIONS

The model constructed above is a mixed-integer
nonlinear nonconvex programming model, which is
difficult to solve quickly and efficiently. It is therefore
essential to simplify the model to reduce the computational
burden.

The nonlinear terms IiPmax
i , iijUi and terms of form

min(X,Y) are dealt with in Appendix A.
There are quadratic terms in Eq. 30, so Eq. 30 is nonlinear

and nonconvex. The results tend to fall into the
local optimum, and it is not easy to obtain the global
optimum exactly. Here, Eq. 30 can be reformulated as
follows:

FIGURE 10 | Optimal generator outputs of case 1.

FIGURE 11 | Optimal generator outputs of case 2.
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ρ · Q2
ij � ξ · (P2

i − P2
j) (60)

ξ � { 1 Pi ≥Pj

−1 Pi <Pj
(61)

ρ � (GTfLZfPb)2
T2
bD

5(1.1494 × 10−3)2 (62)
.

Let πi � P2
i , πj � P2

j . Then, Eq. 62 can be rewritten as follows:

ρ · Q2
ij � ξ · (πi − πj) (63)

Let xl be the gas flow direction. When xl � 1, it means Qij ≥ 0.
When xl � 0, it denotes Qij < 0. Therefore, the transmission
characteristic constraint and capacity constraint denoted by
Eq. 65 can be equivalently expressed as follows:

(2xl − 1)πi + (1 − 2xl)πj � ρ · Q2
ij (64)

−Qmax
ij (1 − xl)≤Qij ≤ xl (65).

Equation 66 can be further relaxed to
(2xl − 1)πi + (1 − 2xl)πj ≥ ρ · Q2

ij (66).

For the line l � (i, j), new variables zli � xlπi and zlj � xlπj are
introduced due to the product of variables xl and π. Constraint Eq.
68 is further replaced with equations in Singh and Kekatos, 2020.

The nonlinear, nonconvex terms are converted into mixed-integer
second-order cone constraints with the above transformation

xlπi ≤ zli ≤xl�πi (67)
πi + (xl − 1)�πi ≤ zli ≤ πi + (xl − 1)πi (68)

xlπj ≤ zlj ≤xl�πj (69)
πj + (xl − 1)�πj ≤ zlj ≤ πj + (xl − 1)πj (70)

2zli − 2zlj + πj − πi ≥ ρ · Q2
ij (71)

−Qmax
ij (1 − xl)≤Qij ≤xlQ

max
ij (72).

5 DISTRIBUTED ALGORITHMS BASED ON
BENDER’S DECOMPOSITION AND CUT
PLANE
Since large-scale mixed-integer programming models are difficult to
solve in an efficient and quick manner, this section develops a
distributed algorithm based on Bender’s decomposition (Gharaei
et al., 2019). The basic idea of the distributed algorithm is to group
the constraints and variables of a complex problem intomore minor
and easily tractable master problems and subproblems, which is
shown in Figure 4.

The section below details the master problem and the
subproblem based on Bender’s decomposition and cut plane.

FIGURE 12 | Power output of each unit of case 2.
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The master problem with respect to the problem Eq. 9 is
formulated as follows (Conejo et al., 2006):

min ∑
i∈Ωp2h

r(1 + r)τi,ξ
(1 + r)τi,ξ − 1

Zici + η (73)

Cope +∑ λ(k)i (Pmax
i − Pmax(k)

i )≤ η (74).

This is subject to constraints Eq. 12–Eq. 15, Eq. A3, and Eq. 74.
The subproblem related to Eq. 9 is depicted below:

min Cope (75)
Pmax
i � Pmax(k)

i : λi (76).

The dual variablesλiwith respect to equation constraint (79)
are given following a colon. The subproblem is subject to
constraints Eqs 18, 19, Eqs 21–29, Eqs 31–42, Eqs 43–59, Eqs
67–72, Eq. 76, and Eqs A1, A2.

The detailed interactions between the master problem and the
subproblem are presented below.

Step 1. Initialization. Set LB � −∞, UB � +∞, k � 0.

Step 2. Solve the aforementioned master problem Eq. 76 to
obtain the optimal values Zp

i , η
p and update lower

bound LB � ∑
i∈Ωp2h

r(1+r)τi,ξ
(1+r)τi,ξ −1(Zp

i )kci + (ηp)k .

Step 3. Call the commercial solver Gurobi to solve the
subproblem in (78) and update the upper
bound min(UB, ∑

i∈Ωp2h

r(1+r)τi,ξ
(1+r)τi,ξ −1(Zp

i )kci + (Cp
ope)k) .

Step 4. If UB − LB≤ ε, the optimal values are obtained and the
algorithm terminates. Otherwise, update the iteration counter
k � k + 1, and go to Step 2.

It is noted that if k � 0, then the constraint Eq. 75 is not
incorporated in the master problem. The flowchart of the
distributed optimization algorithm to solve the two-stage
stochastic dynamic MISOC program is shown in Figure 5.

6 CASE STUDY AND DISCUSSION

6.1 Description of Test Systems
In this section, simulations are carried out to verify the
effectiveness of the proposed MISOC model and solution
algorithm. The configuration of the simulation test systems
is presented in Figure 6, which is composed of a modified IEEE
33-bus distributed network and a Belgian 20-node gas network
comprising two gas compressors, four gas sources, and 1
CCGT. The wind turbine capacity installed at bus 15 is
3 MW, and the other three 1 MW wind units are located at
buses e18, e22, and e26. The installed capacity of the CCGT

FIGURE 13 | Total upward flexibility supply–demand of case 1.
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unit at bus e33 is 1 MW, which obtains its gas supply from
node g8. In addition, two gas compressors are employed in the
distribution gas network to manage the gas pressures in the gas
network. The CCGT unit is the coupling device between the
electricity and gas system. It is worth noting that the variables ρ
of pipelines are considered constants, calculated in terms of a
permissible hydrogen concentration of 10 vol%.

The time-of-use electricity price is illustrated in Figure 7.
The predicated electrical load, the wind output power, and the
gas load of the hybrid renewable energy system are shown in
Figure 8. Based on Monte Carlo simulation and scenario
reduction techniques, these data were used to generate the
10 operation scenarios for the study. The system net load is
depicted in Figure 9. With high penetration renewable energy
connection, it can be seen that the peak-valley difference of the
demand becomes greater. At the same time, the net load profile
varies more steeply. Therefore, it is urgent to enhance the
system’s flexibility and promote the consumption of renewable
energy.

The other parameters used in the simulation are depicted in
Table 1, and some of them can be found in Ref. Menon, 2005.

6.2 Simulation Results
In order to verify the performance and effectiveness of the two-
stage MISOC model and the distributed solution algorithm
proposed in this article, two cases are designed for

comparative analysis. The simulations are carried out on a
laptop with Intel i7-9750H CPU and 16 GB memory.

Case 1. Basic scenario, optimal operation of the hybrid renewable
energy system without P2H. The case mainly analyzes the total
operation costs without P2H.

Case 2. Comprehensive scenario, coordinated operation, and
planning of the hybrid renewable energy system with P2H, the
flexibility, and hydrogen injections are also taken into account.
The case primarily discusses the total investment and operation
costs of the system, and it also focuses on the impact of P2H on
the system flexibility.

6.2.1 Planning and Operation Result Analysis
The annual total costs of the two cases are provided in Table 2,
including investment costs, purchased electricity costs,
purchased gas costs, renewable energy curtailment costs, the
electricity load-shedding cost, and the gas load-shedding cost.
A comparison of the data in the sixth and seventh columns of
Table 2 shows that after the construction of P2H, the
renewable output curtailment cost drops from M$ (million
dollars) 0.6524 to M$0.027705, and the electricity demand
shedding cost decreases fromM$0.21681 to M$0. It can also be
seen that the annual total cost of case 2 is reduced by M$0.794
compared to case 1 by reducing the renewable energy

FIGURE 14 | Total downward flexibility supply–demand of case 1.
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curtailment costs and the load-shedding costs. Although the
capital costs of P2H exist in Case 2, the annual total cost is still
lower than that of case 1. In the meantime, we conclude that
the abandoned wind power reaches 0.1814 and 0.1981 MW in
Case 2, which occurs at wind turbines 1 and 2 at 3 a.m. 4 a.m.,
respectively. This phenomenon occurs largely because the
wind speed is higher, and wind turbines produce more
power when the electrical load is lower.

The planning results of P2H in Case 2 are shown in Table 3. It is
shown that the installed capacity of P2H at buses 15, 18, and 26 is
469.7, 803, and 189 kW, respectively. The total investment cost of
P2H is M$1.8998. The life cycle of P2H is assumed to be 10 years.
Therefore, the annual investment cost is M$0.28313, considering the
interest rate. It is worth noting that the capacity of the wind
generator equipped at bus 15 is 3MW, which is larger than the
other three. Meanwhile, the electricity demand in this area is high,
and the wind power output is mainly supplied to the electrical
consumers. Thus, the capacity of P2H installed at bus 15 is lower
than that of bus 18.

Take scenario 5 as an example. The optimal generator outputs of
two cases in the hybrid renewable energy system are shown in
Figures 10, 11. In this scenario, the renewable energy penetration
level is 40%. As demonstrated from Figures 4, 10, wind generators,
the distribution system operator, and the CCGT unit supply the
electrical load demand to the end users, and the electrical load
shedding mainly occurs at 11 p.m. P2H participates in the operation

of the system as a flexible unit in Case 2. As shown in Figure 11, in
Case 2, four wind generators, one CCGT unit, and the distributed
system operator serve as the source to supply electricity to the
consumers and P2H. The higher wind speeds from 1 to 7 a.m. make
the wind turbine generators output more power. However, the
power demand of end users is low during this time. P2H
produces hydrogen using surplus wind power to reduce
renewable curtailment. At 8 in the morning, the electrical load
demand increases sharply, and the output of the wind turbines
decreases, at which point the CCGT unit starts to supply the
electrical load. The electrical load peaks at 10 a.m. and 11 a.m.
When the CCGTunit output reaches itsmaximumpower, P2Hdoes
not consume power. The electricity price is high at this stage, so the
electricity purchase is less. With the gradual reduction of power load
demand, the output power of the CCGT unit decreases. From 10 to
12 p.m., the electricity load gradually decreases. On the contrary, the
wind generators’ output increases. The P2H units consume surplus
renewable energy to produce hydrogen during this period, and the
CCGT generator does not supply electricity to consumers.

As can be seen from Figure 11, case 2 yields smaller load-
shedding and renewable energy curtailment than case 1. P2H
plays a vital role in promoting the consumption of renewable
energy.

The power output of the CCGT unit, the power purchased
from the grid, and the four wind generators of case 2 are shown
in Figure 12.

FIGURE 15 | Total upward flexibility supply–demand of case 2.
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6.2.2 System Flexibility Analysis
This part investigates the hybrid renewable energy system’s
flexible supply and demand balance. The effect and role of
P2H in system flexibility supply are evaluated by comparing
the results of the two cases.

The total upward/downward flexibility supply and demand of
case 1 are comparatively studied in Figures 13, 14. As shown in
Figure 13, the blue line represents the total upward flexibility
supply, and the orange line indicates the upward flexibility
demand. We can also learn from Figure 13 that the demand
for upward flexibility is greater at 6, 7, and 8 a.m. and reaches its
maximum at 7 a.m. At 7 in the morning, the upward flexibility
adequacy is less than 0, which indicates that upward flexibility
supply is less than upward flexibility demand. Figure 14
illustrates the total downward flexibility supply and demand of
case 1. We can learn from the following figure that there is a
greater need for downward flexibility from 8 to 11 p.m. During
this period, the supply of downward flexibility has not been able
tomeet the demand for downward flexibility, and there has been a
shortage of downward flexibility.

The total upward/downward flexibility supply and demand
of case 2 are shown in Figures 15, 16, respectively. It is shown
in Figure 15 that there is a greater need for upward flexibility
during the period from 6 to 8 a.m. However, after the
construction of P2H, the lack of upward flexibility no
longer exists with the coordinated optimization of flexibility

resources. As can be seen in Figure 15, the same phenomenon
is present in downward flexibility. By comparing Figure 13
with Figure 15 and Figure 14 with Figure 16, we can conclude
that the system flexibility can be effectively enhanced after the
construction of P2H, which helps promote the consumption of
renewable energy.

7 CONCLUSION

This article proposes a low-carbon-emission hybrid renewable
energy system to utilize power, hydrogen, and natural gas in an
integrated mode. The P2H element serves as a key multi-energy
coupling device connecting the distributed power network and
gas and hydrogen networks.

In order to cope with the uncertainty of power load and
renewable energy output, multiple operating scenarios are
generated based on Monte Carlo simulations and the fast
forward algorithm. Then, a two-stage stochastic planning
model is constructed to consider the hybrid energy system
flexibility and hydrogen injections. The nonlinear, nonconvex
terms in the model are simplified, and a MISOC programming
model is constructed to reduce the computation burden and
further improve the solving efficiency. The results obtained by
solving the above MISOC model using the distributed
algorithm validate the effect of the construction of P2H.

FIGURE 16 | Total downward flexibility supply–demand of case 2.
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Simulation results show that P2H can effectively reduce
renewable energy curtailment, thus promoting the renewable
energy consumption. On one hand, the upward/downward
flexibility of the system has been enhanced by coordinating
P2H and other flexibility resources. On the other hand, by
injecting the hydrogen produced by P2H into the gas-
distributed pipeline, the cost of hydrogen is effectively
decreased, while reducing the system’s CO2 emissions.

Due to fluctuations in renewable energy output, the
operational efficiency of electrolysis equipment is
challenging to achieve in practice, and the actual available
capacity of the equipment is reduced.
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APPENDIX AMODEL SIMPLIFICATIONS

Term iijUi in Eq. 20 can be relaxed to the following second-order
cone programming constraints (Bobo et al., 2021):!!!!!!!!!!!

2Pij,t,s

2Qij,t,s

iij,t,s − Ui,t,s

!!!!!!!!!!!≤ iij,t,s + Ui,t,s ∀t,∀s (A1)

Equations 43–48 are of the form Z � min(X,Y) , which can
be dealt with the big M method

Y −X≤Mω
X − Y≤M(1 − ω)
Z≥Y −Mω
Z≤X +Mω
Z≥X −M(1 − ω)
Z≤Y +M(1 − ω)

(A2)

.

where ω is the binary variable, and ω � 1 indicates
that X≤Y .

The nonlinear term IiPmax
i in the objective function (10)

is the product of variables Ii and Pmax
i , which can be

equivalently replaced with the following constraints (Conejo
et al., 2016):

Zi ≤ Ii · �Pmax
i

Zi ≥ Ii · Pmax
i

Zi ≤Pmax
i + Pmax

i · (1 − Ii)
Zi ≥Pmax

i − �P
max
i · (1 − Ii)

(A3)

where Zi is an auxiliary variable used to substitute for
IiPmax

i . �Pmax
i , and Pmax

i are the upper and lower bound
values of Pmax

i , respectively. It can be observed that when
the binary variable Ii equals to 0, Zi � 0, and when
Ii � 1, Zi � Pmax

i .
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NOMENCLATURE

Binary Variable

I The P2H device is built or not (1:‘built’, 0:‘not’)

x Gas flow direction, (1:‘the gas flow rate is positive’ and 0: ‘otherwise’)

Sets

Ω The initial set of all generated scenarios

Ωcg A set of gas nodes connecting CCGT

Ωs A set of selected scenarios

ΩJ A set of remaining scenarios after the selected scenarios are removed

Ωp2h A set of candidate locations for P2H devices

Ωele A set of nodes that purchase electricity

Ωrenew A set of nodes equipped with renewable energy sources

Ωsource A set of nodes equipped with natural gas supply units

Ωo A set of feasible solutions to the operation optimization problem

Ωload A set of electric demand nodes

Ωgas A set of gas demand nodes

Ωgt A set of electric nodes equipped with gas turbines

Continuous variables

Pload,t Pwind,t Actual electric demand and renewable energy output at time t

Pfore
wind,t Pfore

load,t The predicted output of renewable energy/demand at time t

ΔPwind,t ΔPload,t The prediction errors about renewable energy output and
electric demand at time t

Pnet
t,s , F

D up
t,s FD down

t,s The net load and the total upward/downward
flexibility demand capacity at time t for the scenario s

Pmax
i Capacity of candidate P2H(MW)

Pp2h
j The consumed electricity by P2H

ΔPload
k,t,s The shedding electric load (MW)

ΔPgas
m,t,s The shedding gas load (m3)

Pele
i,t,s The power purchased from TSO

Psaurce
n,t,s The output of the gas source n

Pgas,load
j,t,s The gas load at node j , at time t, for scenario s

ΔPrenew
j,t,s The curtailment of renewable energy

Prenew
j , PCCGT

j , Pg
j The renewable energy output, the CCGT output, and

the power purchase at node j

Pgas
GT,t,s The gas consumed by CCGT

Qij Gas flow rate through the pipeline lij

Pi,t,s The pressure of gas node i at time t under the scenario s

Ph2
j,t,s , P

h2 saurce
i,t,s The output of hydrogen produced by P2H and the hydrogen

coupled to the gas source

Fs up
p2h,t,s, F

s up
GT,t,s

Fs up
buy,t,s, F

s up
k,t,s

The upward flexibility capacity provided by P2H, CCGT,

power purchase, and the shedding load

Fs down
p2h,t,s , F

s down
GT,t,s

Fs down
buy,t,s , F

s down
j,t,s

The downward flexibility capacity provided by P2H,

CCGT, power purchase, and the renewable curtailment

Fup
t,s , F

down
t,s The system upward and downward flexibility adequacy

Parameters

r, τi,ε The discount rate/life cycle of the device ε at node i

ci unit investment cost of candidate device ε ($/MWh)

πs The probability of each scenario

Ns The total number of all scenes

Cij The incident matrix related to the sites of P2H and gas sources
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Economic Boundary Analysis of
Echelon Utilization of Retired Power
Battery Considering Replacement
Cost
Yali Wang1, Ze Ye1, Wen Wei1,2*, Yongfei Wu1, Aijun Liu1 and Shuangfeng Dai1

1College of Economics and Management, Changsha University of Science and Technology, Changsha, China, 2College of
Economics and Management, Hunan University of Science and Technology, Yueyang, China

As a large number of new energy electric vehicles are retired, the sequential utilization of
retired power batteries has become one of the important means to improve the economic
benefits of batteries, but there is a problem of disunity between available capacity and cycle
life. Therefore, a peak-load power distribution method based on the principle of equal life of
retired power batteries was proposed, which could effectively avoid the life difference
caused by the battery difference and reduce the replacement cost. At the same time, in
order to give reasonable investment suggestions for the stepwise utilization of retired
power batteries, three economic boundary value models, including the payback period,
peak–valley price difference, and investment cost, were constructed based on the leveling
cost. Through the simulation of a 60 MW/160MWh lithium iron phosphate
decommissioned battery storage power station with 50% available capacity, it can be
seen that when the cycle number is 2000 and the peak–valley price difference is above 0.8
yuan/kWh, it has investment value.

Keywords: decommissioning power battery, echelon utilization, peak cutting and valley filling, power distribution,
economic boundary

INTRODUCTION

The state attaches great importance to the development of the new energy electric vehicle
industry and actively arranges it as a national strategic emerging industry. During the 14th Five-
Year Plan period, the total scale of new energy electric vehicle production and sales will reach
tens of millions of vehicles. However, when the EV battery’s available capacity falls below
70–80%, it must be decommissioned (Zhao et al., 2021a; Li Y Q et al., 2021; Xie et al., 2020). At
that time, the capacity of the decommissioned battery in China will be as high as 25 GWh (Zhang
et al., 2021). Direct scrapping will not only increase the processing cost but also cause a waste of
resources (Tian et al., 2020; Yan et al., 2019). To explicitly encourage the cascade utilization of
power batteries, the five departments issued management measures for the cascade utilization of
power batteries of new energy vehicles in September 2021 (Li J L et al., 2022). At the same time,
the majority of academics turned their attention to retired power battery echelon utilization (Lai
et al., 2021; Xu et al., 2019; Zhang H et al., 2020).

When the power battery is decommissioned, the available capacity is about 70%. If it is
selected and reorganized to participate in power grid service, it can not only reduce the battery
recovery pressure but also provide greater economic benefits (Jiang et al., 2021; Yu and Zhou,
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2020; Gao et al., 2022; Sathrea et al., 2015; Sedighizadeh et al.,
2019). According to Dipti et al. (2020), cascade lithium-ion
batteries exhibit better environmental benefits than new
batteries in some application scenarios, demonstrating the
social value of cascade utilization of retired power batteries.
Ma et al. (2021) applied decommissioned power batteries to
wind power smoothing scenarios and then reduced the amount
of abandoned air and improved the economic benefits of
decommissioned power batteries by constructing the
objective function of maximum daily returns. By
establishing the cascade utilization model, Fan et al. (2021)
improved the prediction accuracy of new energy and the
revenue of retired batteries. The moving average method
was used by Cui et al. (2020) to separate the predicted
power fluctuation components of wind power, and then,
retired power batteries were used to reduce wind power
fluctuation and improve wind power consumption. From a
demand-side management perspective, Fazelpour et al. (2014)
and Finn et al. (2012) proposed that charging step utilization
battery devices during off-peak load periods can reduce
charging costs and studied the charging and discharging
strategies of step utilization battery according to peak and
valley pricing. Sun et al. (2021) proposed that the project
exhibits investment value when the recovery price of step
utilization battery is lower than 0.4 yuan/Wh. The
normalization method is used to construct the economic
boundary analysis model, according to Li and Li (2021).
When the number of cycles is more than 2000 and the
peak–valley price difference is 0.8 yuan/kWh, profits can be
achieved.

From the above research, it is not difficult to find that it is
feasible to use retired power batteries to participate in the
peak load adjustment and fluctuation suppression of power
grid from the perspective of economy and technology, but the
available capacity and cycle life of retired batteries are not
uniform (Zhang J et al., 2020), and how to construct the
“peak–valley price difference” boundary value model in
electricity market transactions has become a research focus
(Cai and Li, 2021; Cao et al., 2021). Therefore, this paper
proposes a retired power battery cascade utilization
economic model and investment economic boundary
model taking into account replacement cost. Compared
with existing studies, this paper has the following
contributions:

1) This paper proposes a peak-load power distribution method
based on the principle of equal life of retired batteries to reduce
the replacement cost increased by the difference in cycle life, thus
improving the economy of the system.

2) This paper constructs three economic boundary models
based on leveling cost, including the payback period,
peak–valley price difference, and investment cost, which
can provide reasonable suggestions for the investment of
retired power battery’s echelon utilization.

ECONOMIC OPTIMIZATION MODEL OF
RETIRED POWER BATTERY CASCADE
UTILIZATION

Step Utilization Cost Model of Retired
Power Battery
The step utilization cost of power battery mainly includes battery
recovery cost, equipment cost (power converter and management
system cost), integration cost, replacement cost, operation and
maintenance cost, and scrap cost.

Cost Recovery (C1)

C1 � CB·EN, (1)
where CB is the unit price of the recovered battery, yuan/Wh, and
EN is the recovery rated capacity, Wh.

Equipment Cost (C2)

C2 � CP·PN + CM·EN, (2)
where Cp is the unit price of the power converter, yuan/W; CM is
the unit price of the management system, yuan/Wh; and PN is the
recovery rated power, W.

Integration Cost (C3)
Due to individual differences, charging and discharging
efficiency, available capacity, rated power, etc.,
decommissioned power batteries need to be screened,
classified, and assembled, thus increasing the cost:

C3 � CS·EN, (3)
where CS is the unit battery integration cost, yuan/Wh.

Replacement Cost (C4)
Based on the individual differences of retired batteries, the service
life termination time is not uniform during operation, and the
battery body needs to be replaced constantly (Li et al., 2022; Lu
et al., 2021). In the meantime, the battery access port
management system cannot be reused and must be replaced at
the same time. As a result, the cost of replacement includes both
the battery body and the management system:

C4 � n•(CB + CM)•E, (4)
where n is the number of replacement times expressed as

n � N•(T•m)
k

, (5)

where N is the project cycle, k is the number of remaining cycles
of the power battery, T is the number of operating days per year,
and m is the number of cycles per day.
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Operation and Maintenance Cost (C5)

C5 � CW•EN, (6)
where CW is the annual operation and maintenance unit price,
yuan/Wh/year.

Scrap Cost (C6)
After the service life of power battery, the cost of residual body
treatment is generally calculated by the residual value rate:

C6 � −(C1 + C2 + C3 + C4 + C5)•β, (7)
where β is the salvage rate.

Therefore, the power battery cost (C) can be expressed as
follows:

C � C1 + C2 + C3 + C4 + C5 + C6. (8)

Retired Power Battery Step Utilization
Income Model
At present, the power market is not perfect, and the incomes of
energy storage mainly include the following: first, direct incomes
of low storage and high generation to earn power price difference
and peak adjustment compensation (Chen et al., 2022; Wang
et al., 2020) and, second, indirect incomes of reducing thermal
power generation through energy storage to save environmental
costs (Li et al., 2020).

Peak Cutting and Valley Filling

B1 � (ηPD − PC)ΔtPprice, (9)
where B1 is the income from peak cutting and valley filling, η is
the charge–discharge efficiency, Pprice is the real-time peak–valley
price difference of power grid, △t is each charge and discharge
time, PC is the charging power, and PD is the discharge quantity.

Peak Adjustment Compensation

B2 � e∑T
t�1
ηPD, (10)

where B2 is the annual peak regulation compensation income and
e is the contract price.

Environmental Income

B3 � ∑H
h�1

ηPDθhΔtPprice,h, (11)

where B3 is the environmental benefit, H is the total number of
pollutants, θh is the emission density of the hth pollutant, and
Pprice,h is the unit emission cost of the hth pollutant.

Therefore, the power battery income (B) can be expressed as
follows:

B � B1 + B2 + B3. (12)
In summary, the net present value of successive utilization of

retired power batteries can be expressed as follows:

NPV � ∑N
i�1
(B − C), (13)

where N is the project cycle.

POWER DISTRIBUTION METHOD OF
RETIRED POWER BATTERY STEP
UTILIZATION
Due to the difference in rated capacity loss and available power
consumption (as shown in Figure 1) (Fan et al., 2021), the
charging and discharging efficiency and depth of
decommissioned power batteries are different. As a result, the
available capacities of retired power batteries vary (Klein et al.,
2016; Zhao et al., 2021b). If the even distribution principle is
followed when participating in peak-load cutting and valley
filling, it may result in insufficient energy supply for some
batteries and redundancy for some batteries. At the same time,
if the battery is charged and discharged sequentially according to
the size of available capacity, it may increase the battery
imbalance damage (that is, the battery charge and discharge
frequency is not uniform) and then increase the replacement
cost. As a result, based on the principle of decommissioned power
battery life span, this paper proposes a method to allocate
charging and discharging power based on battery capacity,
thereby avoiding the problem of increasing replacement cost
caused by inconsistent charging and discharging. The specific
implementation process is as follows:

Step 1: Determine the required charge–discharge efficiency of
the system (△P).

Step 2: Initialize the total available capacity of the current
retired power battery (△PD):

ΔPD � ∑K
k�1

ΔPk, (14)

where△Pk is the available capacities of retired power batteries in
group K and K is the total number of groups.

Step 3: Determine the ratio coefficient of charge and discharge
by the processing method of normalization (g):

g �
⎧⎪⎪⎨⎪⎪⎩

ΔP
ΔPD

,ΔP≤ΔPD

1 , ΔP≥ΔPD.

(15)

Step 4: Determine the charge and discharge amount of each
group:

ΔPk 1 � ΔPk•g. (16)
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ECONOMIC BOUNDARY MODEL BASED
ON LEVELING COST

Payback Period Boundary Model
The levelized cost of energy (LCOE) is widely used at home
and abroad to evaluate the economy of power generation
projects (Li and Li, 2021). The boundary of the investment
payback period refers to the time required for power
generation projects from investment to full investment
recovery. The longer the project investment payback period,
the higher the investment risk:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑n
i�0
NPV � 0,

∑n
i�1

Ri

(1 + r)i � ∑n
i�1

Ci

(1 + r)i,
(17)

where Ri is the income in the ith year, Ci is the input cost in the ith
year, n is the boundary life of the payback period, and r is the
discount rate.

The power battery ladder utilization gains can be expressed by
the sum of discounted values multiplied by the LCOE and the
current year’s power production En, and then, Eq. 14 can be
further expressed as follows:

∑n
i�1

LCOE × En

(1 + r)i � ∑n
i�1

Ci

(1 + r)i, (18)

En � η × DOD × EN, (19)
where η is the charge–discharge efficiency and the depth of
discharge (DOD) is the charge–discharge depth.

Investing in the LCOE Boundary Model
The investment LCOE boundary value refers to the LCOE
required to recover the investment in the whole life cycle,
according to formula (15):

LCOE �
∑N
i�1

Ci

(1+r)i

∑N
i�1

En

(1+r)i
(20)

Investment Cost Boundary Model
The boundary value of investment cost refers to the maximum
acceptable recovery cost value of investment recovery within the
whole life cycle according to the current LCOE value (about 0.7
yuan/kWh) (Fan et al., 2021):

CB � ⎛⎝LCOE × ∑N
i�1

En

(1 + r)i −∑N
i�1

(C4 + C5)
(1 + r)i − C2 − C3 − C6

⎞⎠/EN

(21)

ANTI-TRUTH ANALYSIS

Simulation Parameters
Taking 60 MW/160 MWh as an example, the usable capacity of
the energy storage system is 50%, the specific parameters are
shown in Table 1 (Li and Li, 2021), the peak-to-valley time-of-use
electricity price of non-residential users is shown in Table 2, the
capacity decay rate is calculated according to 5%/100 times (Sun
et al., 2021), and the environmental cost parameters are shown in
Table 3.

Economic Benefit Analysis
The decommissioned power battery model is solved by a genetic
algorithm (Chen, 2016; Hlal et al., 2019; Saini and Gidwani, 2022;
Jiang et al., 2019), in which the original load (Wei et al., 2021) and
peak adjusted curve are shown in Figure 2, and the output curve
after peak shaving of the decommissioned power battery is shown
in Figure 3. Assuming that the decommissioned power battery’s
service life and project life are both 5 years, no need exists for
replacement costs at this time, and the annual investment cost
and income of the decommissioned power battery are shown in
Table 4.

According to Figure 2, finding that energy storage
demonstrates a good effect of “peak shaving and valley filling”
is not difficult, effectively assisting the power grid to participate in
peak regulation. Simultaneously, according to Table 4, it can be
seen that the decommissioned power battery demonstrates
certain economic benefits in participating in peak shaving, and
the investment payback period is 4.2 years, which can recover the
cost during the life cycle and exhibits investable value.

Profit Margin Analysis
Analysis of Economically Sensitive Parameters
According to formula (17), the current LCOE = 0.86 (yuan/
kWh); however, the current peak-to-valley electricity price
difference is 0.6 yuan/kWh, indicating that the
decommissioned power battery ladder uses only the
peak–valley electricity price difference income that relies on
peak-to-valley filling, and it does not exhibit profitability.
When combined with the cost of the decommissioned power
battery in Table 4 and the parameters in Table 1, it is clear that
the price of the recovery price, the number of cycles, and the
technical cost (including equipment cost and integration cost) of
the single battery result in a significant impact on the economic

FIGURE 1 | Schematic diagram of available capacity of different retired
power batteries.

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8762994

Wang et al. Echelon Utilization of Retired Power Battery

243

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


utilization of the decommissioned power battery ladder.
Therefore, this section analyzes the relationship between
battery recovery unit price, technical cost, and LCOE sensitive
parameters in the case of 1,500 cycles, 2,000 cycles, and 2,500
cycles, respectively, as shown in Figures 4–6, respectively.

In Figure 4, when the number of cycles k = 1,500 times, the
battery cost boundary is about 0.4 yuan/kWh, and the technical
cost boundary is 0.25 yuan/kWh, or the sum of the two is about
0.65 yuan/kWh. In Figure 5, when k = 2,000 times, the battery

cost boundary is about 0.5 yuan/kWh, and the technical cost
boundary is 0.35 yuan/kWh, or the sum of the two is about 0.85
yuan/kWh. In Figure 6, when k = 2,500 times, the battery cost
boundary is about 0.52 yuan/kWh, and the technical cost
boundary is 0.35 yuan/kWh, or the sum of the two is about
0.87 yuan/kWh. However, when the number of cycles exceeds
2,000, the boundary cost change is not obvious because the
charging and discharging power, depth, and usable capacity of
decommissioned batteries are essentially identical, with the only
difference being the difference in life.

It is not hard to see from Figures 4–6 that, under the same
battery recycling unit price and technical cost, the LCOE
continues to decline as the number of cycles increases. At
present, the maximum peak-to-valley price difference of the
electricity price of Jiangsu residents is 0.8154 yuan/kWh, while
the peak-to-valley price difference of 35 kV industrial users can
reach 0.89 yuan/kWh, and the peak-to-valley price difference of
1–10 kV industrial and commercial users in Beijing can reach
1.14 yuan/kWh. When the number of cycles exceeds 2,000 times,
making a profit is a possibility. At the same time, the National
Development and Reform Commission issued the “Notice on

TABLE 1 | Parameters of echelon energy storage.

Parameter Numerical value Parameter Numerical value

CB (yuan/Wh) 0.5 T (days) 330
CP (yuan/W) 0.5 N (years) 10
CM (yuan/Wh) 0.15 η 0.85
CS (yuan/Wh) 0.3 r 5%
CW (yuan/kWh/year) 0.05 k (number of cycles) 2,500
e (yuan/kWh) 0.5 m 2
β 5%

TABLE 2 | Time-of-use (TOU) power price.

Species Peak Flat section Trough Peak–valley price
differencePeriod Price Period Price Period Price

Residents 8:00–12:00
17:00–21:00

1.0 12:00–17:00
21:00–4:00

0.6 04:00–8:00 0.3 0.7

Industrial 8:00–12:00
17:00–21:00

1.3 12:00–17:00
21:00–4:00

0.8 04:00–8:00 0.4 0.9

TABLE 3 | Type and cost of emissions.

Gas species Displacement (kg/MWh) Cost (yuan/kg)

Dust 0.5 2.92
SO2 0.5 6.24
NOx 0.75 8.03
CO2 0.3 0.03
CO 0.05 1.01

FIGURE 2 | Comparison diagram of post-peak load involving original
load and energy storage.

FIGURE 3 | Output curve of the decommissioned power battery.
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Further Improving the Time-Sharing Electricity Price
Mechanism” (National Development and Reform Commission,
2021), which stipulates that the peak-to-valley electricity price
difference reaches 4:1, further providing usable space for energy
storage investment.

Economic Boundary Value Analysis
In recent years, the price of lithium iron phosphate batteries and
the cost of energy storage technology have both declined, further
improving the profit margins of power battery cascade utilization.
As a result, this section investigates the payback period boundary

value, LCOE boundary value, and investment cost (battery
recovery and technical cost) boundary value based on the
aforementioned economic model of cascade utilization of
power batteries. For the study of the payback period boundary
value, assuming that the whole life cycle of the decommissioned
power battery is 8 years, the number of cycles is 2,000 times, the
current LCOE is 0.7 (yuan/kWh) (Li and Li, 2021), and the
investment cost changes are shown in Figure 7. Then, the

TABLE 4 | Annual investment costs and benefits of decommissioning power batteries.

Cost and benefit items and composition Amount of money

Fixed investment cost (ten thousand yuan) Battery investment cost 8,000
Equipment investment cost 3,900
Integration cost 1800

Average annual investment cost (ten thousand yuan) Operation and maintenance cost 80
Scrap cost -17.2

Average annual income (ten thousand yuan) Direct income 3,293.3
Environmental income 35.1

NPV (ten thousand yuan) 525.6

FIGURE 4 | K = 1,500 times sensitive cost parameter relationship.

FIGURE 5 | K = 2,000 times sensitive cost parameter relationship.

FIGURE 6 | K = 2,500 times sensitive cost parameter relationship.

FIGURE 7 | Change trend of investment cost of the retired power
battery.
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relationship between the payback period boundary value and the
evolution trend of energy storage cost is shown in Figure 8.

According to Figure 8, as energy storage costs are reduced, the
payback period boundary value continues to shrink. For example,
in 2026, when the energy storage cost is reduced to 0.8 yuan/kWh,
the payback period boundary value is approximately 7.8 years,
allowing the investment cost to be recovered over the life cycle.
The payback period is reduced to 4.8 years when the cost of
energy storage falls to 0.58 yuan/kWh in 2030.

In the study of LCOE boundary values, according to Eq. 20,
it can be seen that the current LCOE = 0.86 (yuan/kWh),
making the profit difficult. Figure 9 depicts the relationship
between the LCOE boundary value and the cost evolution
trend of the decommissioned power battery when the total life
cycle of the decommissioned power battery is 8 years and the
number of cycles is 2,000.

From Figure 9, it is not difficult to find that, with the
continuous reduction of costs, the LCOE boundary value
continues to decrease, which indicates that the profit space
is getting larger and larger, and when it is 2028, the LCOE is
reduced to 0.6 yuan/kWh, meeting the current peak-to-valley
price difference in most domestic provinces. A better chance of
achieving profitability before 2028 occurs if the National
Development and Reform Commission is constantly

formulating and releasing the peak–valley electricity price
spread policy.

When the decommissioned power battery life cycle is 8 years
and the number of cycles is 2000, the decommissioned power
battery cost boundary study refers to the corresponding
investment cost value when the LCOE boundary value
changes. Figure 10 depicts the relationship between the two.

From Figure 10, finding that the cost boundary value of
decommissioned power batteries is directly proportional to
LCOE is not difficult. Peak and trough electricity price spread
in Jiangsu, Zhejiang, Hubei, and Shandong provinces will reach
0.7486 yuan/kWh, 0.503 yuan/kWh, 0.6116 yuan/kWh, and 0.568
yuan/kWh, respectively, under the new regulations. At this point,
the national peak-to-valley electricity price difference is roughly
0.6 yuan/kWh, and if one only relies on “peak shaving and valley
filling” to earn the peak-to-valley price difference income, the cost
must be reduced to less than 0.8 yuan/kWh to achieve the
decommissioning power battery cascade utilization profit.
Combined with the cost change forecast of Figure 7, the
investment recovery period needs to wait until 2026.

CONCLUSION

In this paper, an economic model of “peak-load cutting and valley
filling” for retired batteries was established, as well as an
economic boundary model based on leveling cost, to address
the step utilization problem of a large number of retired power
batteries. Through the simulation analysis of an actual
decommissioned battery storage power station, the following
can be concluded:

1) The decommissioned battery storage power station exhibits
a good effect of “peak cutting and valley filling,” and it can
effectively assist the power grid to participate in peak regulation.
At the same time, it results in certain economic benefits, and the
investment payback period is 4.2 years, which can recover the cost
in the life cycle and exhibits investable value.

2) Battery recovery costs, technical costs, and cycle times all
demonstrate an impact on the investment benefit and decision to
decommission a battery storage power station. The retired battery

FIGURE 8 | Payback boundary value.

FIGURE 9 | LCOE boundary value.

FIGURE 10 | Cost boundary value.
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cascade utilization demonstrates an investment value when the
cycle number is 2,000 and the peak–valley price difference is
greater than 0.8 yuan/kWh.

3) With the continuous introduction of peak–valley price
difference policy and the continuous development of energy
storage technology, a large space of investment value exists for the
cascade utilization of retired power batteries. This paper’s analysis of
an economic boundary model based on leveling costs provides a
theoretical foundation for investors to make investment decisions.

In summary, the echelon utilization of decommissioned power
batteries is affected by factors such as investment costs, peak-to-
valley price differences, and cycle times. Therefore, when making
investment decisions, investors need to make reasonable
arrangements according to the actual working model.
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The coordinated optimization scheduling of the integrated energy systems is vital in multi-
energy complementarity and hierarchical utilization. However, the centralized optimization
is inferior to the distributed optimization of the large-scale multiregion integrated energy
system (MRIES) in data processing capacity and information security. This study proposes
a distributed computing architecture based on the edge computing unit (ECU), which
takes the energy hub as the main body and sets the partitioning principle and method of
MRIES. The ECU can finally realize the whole-system collaborative optimization of MRIES,
which contains electrical, natural gas, and district heating networks through internal
autonomous optimization and boundary information interaction with the cloud computing
center. At the same time, an improved nested algorithm based on the consensus-
alternating direction method of multipliers is proposed, which ensures the convergence
of the mixed-integer linear program and effectively improves the convergence speed.
Combining the advantages of the model and algorithm provides a theoretical and
algorithmic support for the optimization research of the MRIES.

Keywords: edge computing unit, multiregional integrated energy system, distributed collaborative optimization,
energy hub, energy conservation

1 INTRODUCTION

Carbon peak and carbon neutrality targets put forward higher requirements for accelerating
energy transformation in China. Therefore, the optimization of energy structure, energy
conservation, and improvement of energy efficiency has become the most basic direction
of energy development (Yunzhou et al., 2021). The construction of the IES is conducive to
promoting the integration of source, network, load and storage, and multi-energy complementarity,
which can realize the sustainable development for optimizing energy structure and improving
energy efficiency. As the crucial part of IES research, RIES (Na et al., 2020) is mostly
modeled in the form of EH. With EH as the main body, the RIES can be divided into
functional units such as industrial areas, commercial areas, and residential areas. Based on
the advantages of the geographical range, the RIES can conveniently realize the flexible
optimization and scheduling decisions, which cannot be achieved without the assistance of
multi-energy collaborative management, direct monitoring, and analysis of the operational
data. Therefore, the RIES is an effective control and computing unit of IES intelligent evolution
at present.
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The IES distributed optimization has unique advantages
over the centralized optimization in data acquisition cost,
processing difficulty, application scale, information privacy, and
security. A reasonable partition method of the IES and a
suitable distributed algorithm are the fundamental problems
of the IES distributed optimization. Haozhong et al. (2019) and
Jianzhu Chen et al. (2019) used the different improved ADMM
to conduct the distributed optimization of the IES based on
the energy network decoupled. Jianzhu Chen et al. (2019) took
CHP as the central part of the model and optimized the
RIES in the distributed double layer, which took the delay of
the bottom thermal ring network into account. In the study
by Zhang et al., (2018), ADMM was adopted to optimize the
pricing strategy of the multi-EH system with the underlying
heating network. In the studies by Chen et al. (2018) and
Chen et al. (2021), the static and dynamic characteristics of the
EHs were taken into consideration and optimized, respectively.
Zhang et al. (2018) proposed a multi-agent bargaining learning
method, which optimized the large-scale IES in a distributed
way, while the EH worked as the agent. Based on C-ADMM,
Xu et al. (2019) improved the algorithm and analyzed the
MRIES consisting of electrical, gas, and thermal three-ring
networks with the four EHs. In comparison, Wen et al. (2017)
used an improved method based on the C-ADMM dealing
with the distributed optimization of a large-scale electric-gas
system. ADMM was used for the distributed optimization
of the multi-agent IES in the study by Haitao et al. (2021).
Wu et al. (2020) used a hierarchical optimization method to
carry out the distributed optimization of the electric–thermal
system.

At present, the distributed collaborative optimization of the
MRIES still has shortcomings:

(1) The role of MRIES in energy management and allocation
is weakened by the decoupling method based on the
different energy networks, which will be more complicated
with the increase of the number and types of coupling
devices.

(2) The distributed optimization with the EH as the main body
does not consider the upper and lower energy network
constraints. As a result, the global optimal solution cannot
be obtained directly through the data interaction between the
EHs.

(3) There is lack of a suitable distributed algorithm considering
the EH off-design performance to support the expansion of
the MRIES.

Therefore, this study proposes a distributed computing
architecture based on an ECU and develops an IES partitioning
method corresponding to it. And then, this study puts forward
an improved algorithm adapted to the distributed characteristics
of the model, forming a complete set of distributed computing
methods based on ECU.

With the EH as the main body, the ECU is equivalent to RIES
in geographical scope and structural level. The global optimal
scheduling scheme is finally obtained through optimization
within the unit and information interaction with the cloud.
This architecture not only protects the information privacy

and security of the RIES but also dramatically reduces the
pressure of data transmission, storage, and processing in the
cloud through edge computing, which reduces the difficulty
of processing complex data of the IES. In addition, this study
proposes a set of IES partitioning methods according to
the connected positions of the EHs to reasonably partition
ECU regions and provide a model basis for algorithm
improvement. Based on the detailed RIES model, the improved
C-ADMM nested algorithm fits the ECU model well, which
can solve the nonconvergence problem caused by MISOCP
and guarantee the optimization results with fewer iterations.
They complement each other and provide a theoretical and
methodological support for the MRIES distributed cooperative
optimization.

In this article, the concept of the proposed ECU, modeling
method, and improved algorithm are introduced in detail, and
an example of the MRIES is used to verify the scalability and
effectiveness of them.

2 EDGE COMPUTING UNIT FRAMEWORK
FOR IES DISTRIBUTED OPTIMIZATION
SCHEDULING

Internet of things, cloud computing, edge computing,
and other technologies have played an important role in
smart home management (Albataineh et al., 2020), power
market (Chen S. et al., 2019), smart grid (Liu et al., 2021),
(Cao et al., 2019), and other fields, but they have not fully
emerged in the IES. Therefore, the ECU model proposed
in this article will serve as a new energy management
framework and provide a new idea for the unified management
and coordinated scheduling of the IES multiple energy
sources.

2.1 Framework of Edge Computing Unit
Corresponding to the cloud computing center in the IES, the ECU
proposed in this article is the local energy data management unit,
which can reduce cloud computing burden by finishing a part
of the computing tasks at the local (Weisong et al., 2017). The
structure of the ECU model presented in this article is shown in
Figure 1.

EC, HP, CHP, and GB, as the coupling equipment convert
power and natural gas into cold, heating, and power. Cooling and
power are directly supplied to the local load, while the heating is
transmitted to the HS or the DHN to jointly support the heating
demand of the local load.

The modeling method of the upper radiant heat network
is similar to that of the power grid and natural gas
network. Therefore, the ring heating network is only
established at the lower layer in this study for heat
circulation. The ring network has high security and reliability
(Wang et al., 2016), and the computing method for the ring
network also meets the requirements of the radial heating
network.
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FIGURE 1 | Structure diagram of ECU.

The ECU supports the multizone expansion, where the units
are connected to each other through a power grid, natural gas
network, and DHN, becoming the main body of the MRIES.

2.2 Data Exchange Process of
Optimization Scheduling in Multiregion
Integrated Energy System
The ECU obtains the data of the devices and nodes through
the local awareness layer and submits the boundary information
to the cloud after internal optimization. Then, the cloud feeds
back the consensus information obtained from the centralized
computing to each ECU. After that, the ECU adjusts the internal
operation according to the consensus information. The MRIES
achieves global optimization through several iterations.

The centralized optimization needs to submit all the
device data to the cloud, which results in vast costs of
communication facility construction, data transmission, storage,
and processing. It deviates from the energy development idea
of energy conservation and emission reduction. Meanwhile, the
information security and privacy cannot be guaranteed, as shown
in Figure 2A.

Figure 2B shows the distributed optimization based on the
energy system decoupled. Each computing unit needs to process
the data of the whole system, which is themainstream distributed
computing method at present. Although the amount of cloud
workload is reduced by two to three times, it is still affected by
the wide geographical range of the MRIES. Meanwhile, the cost
of the communication facility construction is still relatively high.
In addition, this method deconstructs the EHmodel, resulting in
the separate operation of each coupling device. As the number
and types of the coupling devices increase, the computational
complexity of this method will increase and the cost of data
transmission and storage will also increase significantly.

The decoupled method based on the ECU is shown in
Figure 2A, where the data are transmitted within the RIES
and only submits the boundary information at the coupling
point between the ECUs to the cloud. This decoupled method
dramatically reduces the cost of communication facility
construction, data transmission, storage, and processing, while
ensuring the security and privacy of the data. Furthermore,
the ECU collects the data of three types of energy and
processes them in a centralized manner, which can better play a
synergistic role in optimization. In addition, this method lays
a foundation for future research work of the unified energy
management.

FIGURE 2 | Data flow of different optimization methods in IES. (A) Data flow of the centralized optimization and the ECU architecture distributed optimization. (B)
Data flow of the distributed optimization decoupled according to energy networks.
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3 MODELING OF THE EDGE COMPUTING
UNIT

3.1 IES Decoupled Principle Based on
Edge Computing Unit
As previously mentioned, EH is the main body and the energy
management unit of the RIES. Therefore, the EH serves as the
main body of the ECU to decouple the energy system. The
partition principle should be based on the whole system’s lowest
communication cost. The communication cost is proportional to
the physical distance between the nodes. Therefore, we decouple
the energy networks separately according to the adaptive method
of P-median problem as shown in Eq. 1.

min∑
r∈R
∑
f ∈F

lrf yrf

s.t.∑
r∈R

yrf = 1, ∀f ∈ F

yrf ∈ {0,1} , ∀r ∈ R,∀f ∈ F.

(1)

The objective function minimizes the information
transmission distance within the network partitions, while the
constraints ensure that the nodes are completely partitioned
without repetition and omission. The IES model contains an
electrical network, natural gas network, and DHN in the study.
Therefore, the objective function should be applied in the three
networks. After that, we can get the indices of the nodes in each
unit of every network, but we need to further determine the
boundaries between the units to provide the boundary data for
cloud computing. As a result, section 3.2 provides a decoupled
method to distinguish the boundaries between the units under
different EH connection conditions.

3.2 IES Decoupled Method Based on the
Edge Computing Unit
As previously mentioned, the units contain different nodes but
are connected by an energy transmission line. The transmission
line also falls within the scope of unit internal optimization, so
the virtual node needs to be inserted into the transmission line to
establish clear boundaries between the units and serve as a data
collection point of the connecting transmission line.

This study proposed a decoupledmethod, where the EH serves
as the core in each ECU. Based on the connected position of
the EH to the energy network, the whole system is decoupled
by the partition method as given below. In Figure 3, the source
represents the source of the energy network, which is the
generator in the electrical network and the compressor in the
natural gas network. EH represents a real hub.The virtual node is
located in the middle of the transmission line, and the node data
are the energy data in the middle of the transmission line. The
virtual transmission line is lossless, aiming to reduce the coupling
degree between the nodes.

3.2.1 Tandem Type
This type refers to the nodes of the EHs that are series nodes in
the network. It contains three subtypes, such as the head subtype,
concatenation subtype, and end subtype.

FIGURE 3 | Network partition method.

The concatenation subtype refers to the condition where the
node of the EH is neither the end nor the head in the network. In
this condition, the energy transmission line should be split in the
middle and inserted with a virtual node on each side of the EH.
The virtual node is included by the ECUs on both sides, and the
insertion position of the virtual node is the boundary between the
units. The data of the virtual node during the local optimization
within the ECU are the boundary information submitted to the
cloud.

The head/end subtype refers to the condition where the node
of the EH is the head/end in the network. In this case, a virtual
node should be inserted into the middle of the transmission line
on only one side.

3.2.2 Parallel Type
This type contains two subtypes: same node subtype and same
level node subtype, which, respectively, mean the EHs connected
to the same nodes and the same level nodes in the network, as
shown in Figure 3. When dealing with the same level node, a
virtual node is inserted in the middle of one transmission line
to transform it to the end subtype. As for the same node subtype,
these node data for the EHs couple tightly, so a section of virtual
transmission line should be added before each EH, which is
transformed into the same level node subtype.

The energy networks are decoupled based on the
abovementioned methods. The total energy consumption of a
single ECU is the amount of the difference between the inflow
and outflow.

3.3 Electrical Network Model in the Edge
Computing Unit
In this study, the Distflow model is used to simulate the
power flow of the distribution network in the ECU (Baran and
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Wu 1989), and the SOCP is used to deal with the nonlinear
model. The power balance of the node described in Eqs 2–4 is
the voltage loss equation, and Eq. 5 represents the relationship
between the branch current, node voltage, and power.

Pin
j,t =− ∑

g∈Π
(j)PG

g ,t − ∑
pv∈Π
(j)PPV

pv,t − ∑
wt∈Π
(j)PWT

wt,t − (Pij,t − ̂Iij,tRij)

+ ∑
o∈Ω
(j)Pjo,t + ∑

d∈Π
(j)PLD

d,t + P
EH
j,t . (2)

Qin
j,t = −(Qij,t − ̂Iij,tXij) + ∑

o∈Ω
(j)Qjo,t + ∑

d∈Π
(j)QLD

d,t . (3)

̂Vj,t = ̂Vi,t − 2(Pij,tRij +Qij,tXij) + ̂Iij,t (R2
ij +X

2
ij) . (4)

(2Pij,t)
2 + (2Qij,t)

2 + ( ̂Iij,t − ̂Vi,t)
2 ≤ ( ̂Iij,t + ̂Vi,t)

2 . (5)

The capacity limitation of the transmission line is shown as
Eq. 6.

{
̂Imin
ij,t ≤ ̂Iij,t ≤ ̂I

max
ij

̂Vmin
i ≤ ̂Vi,t ≤ ̂V

max
i
. (6)

Power consumption of the ECU is shown as Eq. 7.

PECU
n,t = ∑

i∈Iuppern

Pin
i,t − ∑

j∈Jundern

Pin
j,t . (7)

3.4 Natural Gas Network Model in the
Edge Computing Unit
The natural gas network model in the ECU is similar to the
electrical network, including the node energy balance constraint
and pipeline transport constraint. Eq. 8 represents the balance
between the inflow and outflow of node b.

Gin
b,t = −Gab,t + ∑

ω∈Λ
(b)Gbω,t +∑

d∈Υ
(b)GLD

d,t +G
EH
b,t . (8)

The natural gas network in this article is a medium–low
pressure network without considering the compressor model
(Hu et al., 2020). The second-order cone programming is used
to relax the Weymouth equation of the natural gas network, as
shown in Eq. 9 (Liu et al., 2020). Eqs 10,11 are the upper and
lower limits of the gas transmission volume and natural gas
pressure of the pipeline, respectively.

(Gab,t)
2 + (Kabπb,t)

2 ≤ (Kabπa,t)
2 . (9)

0 ≤ Gab,t ≤ G
max
ab . (10)

πmin
a ≤ πa,t ≤ π

max
a . (11)

The natural gas consumption of the ECU is shown as Eq. 12.

GECU
n,t = ∑

a∈Aupper
n

Gin
a,t − ∑

b∈Bunder
n

Gin
b,t . (12)

3.5 DHN Model in the Edge Computing
Unit
This study uses the available heating Hav to describe the thermal
flow in a pipe. Two strong-coupled variables, temperature T and
mass flow q in theDHNmodel are decoupled to form the thermal
flow network model and the basic flow-temperature equation.

The linearized heat loss equation shows as Eq. 14, and
Wei et al., (2017) prove that it has good accuracy when the initial
temperature is 88 ∼92°C. Section 4.2 will introduce the improved
distributed algorithm based on linear heat loss.

Hav = μq (T −T rw) (13)

ΔHav
uv = 2pi

T sw −Te

∑R
luv. (14)

The setup of the reference direction of heating medium flow
in the DHN is shown in Figure 4. The EHn represented the nth
EH. The thermal flow network model is shown as Eq. 15.

{
{
{

HEH
n,u,t +∑m∈Ψ(u)H

av
um,t = 0

Hav
um,t = −(H

av
mu,t −ΔHav

mu) , ifH
av
mu,t > 0

Hav,min
um ≤H

av
um,t ≤Hav,max

um , ifH
av
um,t > 0

. (15)

A mixed-integer model of the thermal flow network is
established based on the abovementioned equation to obtain the
available heating distribution. Combined with the basic flow-
temperature equation below, we can calculate the transmission
temperature and thermal flow in the pipe.

{{{{{{{{{{
{{{{{{{{{{
{

HEH
u,t = kqEHu,t (TEH

u,t −T rw)
Hav

uv,t = kquv,t (Tuv,t −T rw)
TEH
u,t = Tu,t , ifHEH

u,t > 0
TEH
u,t = T sw, ifHEH

u,t < 0
Tuv,t = Tu,t , ifH

av
uv,t > 0

qEHu,t +∑m∈Ψ(u)qum,t = 0
quv,t + qvu,t = 0

. (16)

The DHN operation cost is caused by the operation cost of
circulating water pumps in the network. Therefore, the EHR is
introduced to describe the cost of the circulating water pumps.
Eq. 17 represents the heat network operation cost of the nth ECU.

FIGURE 4 | Direction of heating medium flow in the DHN.
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Each pipe is configured with a circulating water pump in this
study.

Cheat
n =∑

t

W

∑
p=1
(EHRpce,t |Hp,t|) . (17)

3.6 EH Model Considering Off-Design
Performance
The EH is the energy conversion main body of the ECU.
In this article, the standard matrix model is adopted for the
EH model (Wang et al., 2017), and the piecewise linearization
method is used to improve the accuracy of the EH model
(Huang et al., 2019).

The energy flow direction of the coupling equipment is
shown in Figure 5. Eqs 18–20 describe the standard model
of the EH. The heating output from the EH and the heating
obtained from the DHN jointly support the heat load in this
region.

V = [PGrid
in PEC

in PHP
in PCHP

in PGB
in PEC

out P
HP
out P

CHP
out, e P

CHP
out, h P

GB
out P

HS
in PHS

out ]
T .

(18)

V1 = [PEH GEH Lcool Lelec (Lheat −HEH) 0 0]T (19)

Z ×V = V1. (20)

To simplify the nonlinearity of the coupling equipment
efficiency, this study uses the piecewise linearization method
as shown in Eqs 21–23 dealing with the nonlinear efficiency
function of the coupling devices instead of the constant
efficiency.

FIGURE 5 | Energy flows inside the EH.

X = X0 +∑
γ∈Γ

σγ. (21)

FL (X) = F (X0) +∑
γ∈Γ

ηγσγ. (22)

Iγ+1 (Xγ −X_γ) ≤ σγ ≤ Iγ (Xγ −X_γ) . (23)

3.7 Objective Function of the Edge
Computing Unit
The model of the ECU has been completed. The internal power
grid and the natural gas network build up the SOCP, while the
DHN and EH build up the MILP problem. This study takes
the minimum economic cost as the optimization objective, and
the objective function and the constraints of each ECU are
shown in Eq 24.

min∑
t
[(ce,tP

ECU
n,t + cg ,tG

ECU
n,t ) +

W

∑
p=1
(EHRpce,t |Hp,t|)]

s.t. (2) − (16) , (18) − (23)
. (24)

4 NESTED ALGORITHM BASED ON
C-ADMM

The ADMM algorithm performs well in the distributed
optimization and has many improved forms. The multiregion
expansion form of the standard ADMM, which guarantees
convergence, is complex and does not conform to the
calculation form of the ECU proposed in this article
(Wang et al., 2013). The GS-ADMM cannot guarantee the
convergence of multiregion expansion when n ≥ 3, which is
in the form of a serial computation (Ma et al., 2016). The C-
ADMM supports the multizone expansion and is a parallel
computing form, so it is used as the improved basis of the
distributed algorithm in this study.

It is the key to coordinate the consensus information for
the C-ADMM. The ECUs connect with each other through
the power line, natural gas pipeline, and heat pipe as shown
in Figure 6. The coupled information includes P,Q, I,U of the
power line, G,π of the natural gas pipeline, and H of the heat
pipe, which has an equality relationship with the consensus
parameters at the virtual node as shown in Eq. 25.

xαβ,α,t = zαβ,t = xαβ,β,t (25)

According to Eq. 24, the Lagrange expansion of the C-
ADMM is shown in Eq. 26. Eq. 27 is used to update the
consensus variables and penalty factor.

Ln =
T

∑
t=1
{(ce,tP

ECU
n,t + cg ,tG

ECU
n,t ) +

W

∑
p=1
(EHRpce,t |Hp,t|)

+ ∑
α∈Θn

[λαβ,α,t (xαβ,α,t − zαβ,t) +
ρ
2
‖xαβ,α,t − zαβ,t‖

2

2
]}. (26)
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FIGURE 6 | Consensus variables between the ECUs.

{
{
{

zk+1αβ,t =
1
2 [x

k+1
αβ,α,t + x

k+1
αβ,ρ,t +

1
ρ (λ

k
αβ,α,t + λ

k
αβ,β,t)]

λk+1αβ,α,t = λ
k
αβ,α,t + ρ(x

k+1
αβ,α,t − z

k+1
αβ,t)

. (27)

In order to ensure the convergence of the optimization
problems with discrete variables, previous work improved
the C-ADMM algorithm, such as solving the MISOCP

nonconvergence caused by the ring natural gas network through
the nested computation of the discrete variables relaxation
(Wen et al., 2017). The nonconvergence problem was solved
by embedding the NC-ADMM method into the subproblem
(Chen et al., 2020).

In order to ensure the convergence of the MISOCP
constituent, a nested subalgorithm was added to the C-
ADNN algorithm in this article, as shown in Eq. 28. The
additional increment term describes that all the ECUs support
transmission loss of the DHN which can constrain the direction
of each iteration and improve the convergence speed, while
the loss linearization of the heat network is the premise of
this improvement. The algorithm flow chart is shown in
Figure 7.

Ln = (25) + λHloss (
N

∑
n=1

HEH
n,t −

W

∑
p=1

ΔHav
p )+

ρ
2
‖

N

∑
n=1

HEH
n,t −

W

∑
p=1

ΔHav
p ‖

2

2

.

(28)

The nested subalgorithm is introduced as given below.

Step 1. Initializing the discrete variables B, k, and θ. Setting the
error tolerance δ.

FIGURE 7 | Algorithm flow chart of the improved C-ADMM.
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Step 2. Combining Eqs 2–16 and Eqs 18–23 to solve Eq. 29
and then obtaining the value of CB, before which
the unknown variable CB takes place of the discrete
variable B.

Ck+1
B,s = arg min

C_B←B
[(27) +

S

∑
s=1

θ
2
‖Bk

s −C
k
B,s + z

k
B,s‖

2

2
]. (29)

Step 3. Updating the discrete variables B and auxiliary variables
zB as shown in Eq. (30).

{
{
{

Bk+1
s = arg min

B
∑Ss=1‖B

k
s −C

k
B,s + z

k
B,s‖

2

2

zk+1B,s = z
k
B,s + (B

k
s −C

k
B,s)

. (30)

Step 4. Comparing the error obtained by Eq. 29 with δ. If the
error is little enough, the iterative process will be broken,
and if on the contrary, steps two to four will be repeated.

The addition of the nested subalgorithm makes the solution
approach the feasible region infinitely. When the difference
between the original and the dual errors of the original problem
is small enough, the convergence process can be sped up
significantly.

5 CASE STUDY

5.1 System Description
According to the partition method, the insertion of virtual
nodes into the energy networks and partitioning them is
based on the principle stated in section 3.1. The ECUs
can completely contain all the nodes without repeat, as
shown in Figure 8A. The partition details are shown in
Figure 8B.

This article uses the improved C-ADMM algorithm to
complete the distributed optimization of the MRIES in two
scenarios.

Scenario A: Optimizing the MRIES containing electrical, gas,
and heating networks based on the ECUs.

Scenario B: Optimizing the MRIES containing the electrical
and natural gas networks based on the ECUs.

In both the scenarios, the MRIES have the same loads.
Nevertheless, in Scenario B, the coupling equipment produces the
heating to meet the heating demands.

Conversion efficiency functions of the coupling devices are
shown in Table 1. The types of coupling devices in the MRIES
are shown in Table 2. The energy prices and loads of each EH are
shown in Figure 9.

The codes were written in MATLAB 9.4.0.813654 (R2018a),
and all the experiments were conducted on a desktop with
3.00 GHz Intel Core i5 and 16.0 GB RAM.

FIGURE 8 | MRIES partition based on ECU. (A) Overall partition of MRIES. (B) Partition details of MRIES.
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TABLE 1 | Parameters of the energy coupling equipment.

Coupling
Device

Capacity
(kW)

Efficiency Function

EC 400 Out = −0.00003041*In3+0.01901*ln2+0.2593*ln
HP 400 Out = 3*In
CHP e:300 Out = 0.0001150*In2+0.2305*In

h:420 Out = 0.0001611*In2+0.3228*In
GB 900 Out = 0.8*In
HS 800 h = −0.00005*In+0.93

(3.2 MWh) g = −0.00005*Out+0.93

TABLE 2 | Region type and the configuration of EHs.

Region Types Equipment

EC HP CHP GB HS

  EH1 Residential area ✓ ✓ ✓
  EH2 Office area ✓ ✓ ✓ ✓
  EH3 Business area ✓ ✓ ✓ ✓
  EH4 Industrial area ✓ ✓ ✓ ✓

5.2 Analysis of Optimization Results
The improved algorithm proposed is used to optimize this
MRIES in this article. The energy inputs to the equipment
of the four ECUs in the different scenarios are shown in
Figure 10.

As shown in Figure 10A, to support the heating load
concentrated inmidday, the HP is constantly working during low
loading time of energy consumption when the power is cheaper.
The heating is stored in the HS at night, which releases when the
electricity price is high. In addition to this, the GB supports the

remaining heating demand. Since there is no GB in EH3, it can
only generate heat through the CHP. Furthermore, EH3 has the
largest electric load at midday. As a result, the CHP runs at full
capacity at all the time. In addition, the CHPs in EH2 and EH4
also run at full capacity at midday when the electric and heating
load is large. On the other hand, the electric and heating load is
relatively small in EH1. Therefore, the CHP is mainly used for
power and heating supply in the peak load period, and the HP
will start up for heat supplement during the flat power demand
period.

As shown in Figure 10B, EH4 uses HP and GB with a high
cost to supply heat due to the lack of DHN for heat exchange
in scenario B. EH3 no longer needs to provide the heating to
the DHN, which produced significant heating in scenario A.
As a result, the utilization rate of HP and HS becomes lower.
The overall energy cost response of the MRIES weakened in
scenario B.

The heating generated by the EH, which is beyond the
local heating load, is transmitted to the DHN. As shown in
Figure 11, the energy represented by the blue block is equal
to the energy of other color blocks higher than the heat load
line (except the purple block that indicates heating storage).
It should be noted that for the intuitive description, the load
curves in Figure 11 are superimposed of electricity, gas, and
heating load curves.

Because the coupling of the ECU in the electric network and
natural gas network is only reflected in energy transmission,
the energy interaction of each ECU in the DHN is mainly
analyzed. The energy outputs of each EH device and the energy
interaction with the DHN are integrated into Figures 11A–D.
Evidently, the DHN realizes the heating interaction between
the ECUs and dramatically increases the flexibility of energy
utilization of the system. In scenario A, the EH1 internal
equipment composition is relatively simple, which mainly

FIGURE 9 | Model data of MRIES. (A) Energy price of system. (B) Daily cooling load of each EH. (C) Daily heat load of each EH. (D) Daily electrical load of each EH.
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FIGURE 10 | Energy input of each equipment. (A) Energy input of each equipment in scenario A. (B) Energy input of each equipment in scenario B.

absorbs the heat from the DHN. Although EH4 has many
types of internal heat generation equipment, it still mainly
absorbs the heat from the DHN due to its large heating
load.

From Figure 11E–H, we can see that the heating support of
EH3 is significantly reduced in scenario B. EH1, EH2, and EH4
have to convert energy through the coupling equipment in their
units to meet the local loads, confirming the previous analysis
conclusion. The total energy cost of scenario A is 12,281.24
dollars while that of scenario B is 15,234.56 dollars. For now,
we can get the importance of the multi-energy cooperative
scheduling.

5.3 Comparison of Algorithm Performance
The accuracy and convergence performance of the algorithm
proposed are improved in this article. As analyzed previously, the
improved algorithm can realize the MRIES global optimization
through the unit internal optimization and information
interaction between the units.The distributed optimization is not
based on the whole system data; it can only approach the result
of the centralized algorithm infinitely but cannot be better than
that, and the insufficient iteration of the MISOCP will aggravate
this error. The centralized algorithm which optimizes based on

the whole system data can provide a precision reference for
the improved distributed algorithm. The improved C-ADMM
algorithm in this article adds the nested subalgorithm, which can
not only overcome the nonconvergence problem caused by the
MISOCP but can also approach the feasible region more closely
than the C-ADMM algorithm, making the results more accurate.
The results of the centralized algorithm, C-ADMM algorithm,
and improved C-ADMM algorithm are shown as Table 3. The
total energy cost error of the improved C-ADMM algorithm is
about 0.1%. In contrast, the error of the C-ADMM algorithm
is about 1.3%. In addition, the electricity and gas cost error
are also relatively less. This shows that the improved algorithm
proposed in this article achieves better optimization results than
the original C-ADMM.

By comparing the convergence performance of the improved
algorithm proposed in this article with that of the C-ADMM,
the improved algorithm meets the accuracy requirement after
40 iterations. In comparison, the original algorithm needs 90
iterations under the same parameters as shown in Figure 12. In
this article, the unit internal optimization and the information
interaction between the units with the cloud are integrated and
simulated on a computer. According to the simulation statistics,
the C-ADMM algorithm takes 79.71 s, while the improved
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FIGURE 11 | Energy components of the EHs in scenario A and B. (A) Energy components of EH1 in scenario A. (B) Energy components of EH2 in scenario A. (C)
Energy components of EH3 in scenario A. (D) Energy components of EH4 in scenario A. (E) Energy components of EH1 in scenario B. (F) Energy components of
EH2 in scenario B. (G) Energy components of EH3 in scenario B. (H) Energy components of EH4 in scenario B.

C-ADMM algorithm takes 40.76 s. Therefore, the convergence
performance of the improved algorithm is better than that of the
original algorithm.

The rationality of the distributed optimization with the
ECU as a subsystem was verified by the improved algorithm.

At the same time, the improved algorithm is proven to
be superior to the original algorithm. The ECU provides
a standard unit form for the improved consensus-ADMM
algorithm, and their strengths are closely combined to achieve
good optimization results.

TABLE 3 | Comparison of the algorithm error.

Algorithm Total cost Power cost Natural gas cost

data/$ error data/$ error data/$ error

  Centralized optimization 12,281.24 0 5,950.02 0 6,343.91 0
  C-ADMM 12,436.12 1.3% 5,694.48 4.3% 6,741.64 6.3%
  Improved C-ADMM 12,293.95 0.1% 5,715.71 3.9% 6,578.99 3.7%
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FIGURE 12 | Comparison of the residual convergence in the distributed algorithms.

6 CONCLUSION AND PROSPECTS

From the perspective of the data interaction architecture, this
study compares the differences, advantages, and disadvantages
of the centralized optimization and distributed optimization,
where the IES is decoupled according to the energy networks
and the distributed optimization based on the proposed
ECU framework. In addition, a unified network partition
method is proposed, and the ECU model is introduced
in detail.

This study improved the C-ADMM method to adapt to the
ECU model. A study case verifies the improved convergence
performance of the improved algorithm, and the algorithm was
proven to assist the ECU model in completing the distributed
optimization of the MRIES well.

In conclusion, the ECU model proposed in this article
can fully play the advantages of energy utilization and data
management of the RIES and serve as a distributed unit
connected to the upper energy network and the lower load
layer. Moreover, it breaks through the limitation that the IES
distributed optimization with EH as the main body failed to
consider the constraints of networks. In addition, the ECU
framework can be used as the unit of the MRIES for further
research, such as model predictive control and study for the
uncertainty involved by wind power and photovoltaic. In
addition, the future work will consider carbon emission in

the optimization objective for the carbon peak and carbon
neutrality targets.
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NOMENCLATURE

Abbreviations
ADMM Alternating direction multiplier method

C-ADMM Consensus-alternating direction multiplier method

CHP Combined heat and power

DHN District Heating Network

ECU Edge computing unit

EC Electrical chiller

EHR Electricity consumption to transferred heating quantity ratio

EH Energy hub

GB Gas boiler

GS-ADMM Gauss–Seidel alternating direction multiplier method

HP Heat pump

HS Heat storage

IES Integrated energy system

MILP Mixed-integer linear programming

MISOCP Mixed-integer second-order cone programming

MRIES Multiregion integrated energy system

NC-ADMM Nonconvex alternating direction multiplier method

RIES Regional integrated energy system

SOCP Second-order core programing

Indices
a,b,ω Index of natural gas network nodes

d Index of loads in energy networks

g,pv,wt Indices of electrical generating units, photovoltaic power plants,
and wind turbines

i, j,o Index of electrical network nodes

k Index of iteration numbers

p Index of heating network pipelines

r, f Indices of unpartitioned nodes and EH nodes in energy networks

s Index of binary variables

t Index of time intervals

u,v,m Index of heating network nodes

Parameters
μ Proportionality constant

ρ Penalty factor in the C-ADMM algorithm

∑R Total thermal resistance between the heat medium and surrounding
medium per kilometer of pipe

θ Penalty factor in the subalgorithm

ce,t,cg,t Electricity price and natural gas price at t

Kab Weymouth characteristic parameter of the pipeline ab

luv Length of the pipe uv

N Number of EHs

pi Circular constant

S Number of binary variables

W Number of pipes in the DHN

Sets
γ ∈ Γ Set of segments in piecewise linearization

Λ(b),Υ(b) Set of loads and downstream nodes connected to node j in the
natural gas network

Φ(u) Set of downstream nodes connected to node u in the DHN

Π(j),Ω(j) Set of devices and downstream nodes connected to node j in
the power system

Θn Set of energy transmission lines between the nth ECU with others

Aupper
n ,Bunder

n Set of upstream and downstream virtual nodes of the ECU
n in the natural gas network

Iuppern , Jundern Set of upstream and downstream virtual nodes of the ECU n
in the power system

Variables
𝚫Hav

p Available heating loss of the pth pipe

𝚫Hav
uv ,𝚫Hav

mu Available heating loss of pipe uv and pipemu
̂Iij,t Square value of branch ij current at t

̂Imax
ij , ̂I

min
ij Lower/upper bounds of square value of branch ij current

̂V(⋅),t Square value of the node voltage at t

̂Vmax
i , ̂V

min
i Lower/upper bounds of square value of node i voltage

𝕀γ, 𝕀γ+1 Binary variables to guarantee the continuity of X and FL(X)

Xγ,Xγ Lower/upper bounds of the γ-th segment of X

π(⋅),t Gas pressure of node at t

πmin
a ,πmax

a Lower/upper bounds of gas pressure of node a

σγ,ηγ Value of the γ-th segment of X and coefficient of the γ-th segment of
FL(X)

EHRp The EHR of the water pump p

CB,zB,B Continuous variable, auxiliary variable, and binary
variable,CB ∈ [0,1]

Cheat
n Cost of the DHN connected to EH n

F (X) ,FL(X) Nonlinear function and its linearized function

G(⋅⋅),t Natural gas in pipeline at t

Gin
(⋅),t Natural gas injected into the node at t

Gmax
ab Upper bounds of natural gas in the pipeline ab

GEH
b,t Natural gas injected to the EH connected to node b at t

GLD
d,t Natural gas injected to load d at t

GECU
n,t Natural gas consumption of the ECU n at t

HEH Heating input of EH from the DHN

Hav Available heating
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Hp,t Heating transferred in pipe p

HEH
u,t Heating injected into the EH connected to the node u at t

Hav,min
um,t ,H

av ,max
um,t Lower/upper bounds of available heating from node u

to nodem

Hav
um,t ,H

av
mu,t Available heating fromnodeu to nodem andnodem to node

u at t

Hav
uv,t ,H

av
vu,t Available heating from node u to node v and node v to node

u at t

Lcool,Lelec,Lheat Cooling, electricity, and heating loads of the EH

PEH,GEH Power and natural gas input of the EH

P(⋅⋅),t ,Q(⋅⋅),t Active power and reactive power on branch at t

Pin
(⋅),t ,Q

in
(⋅),t Active power and reactive power injected to node at t

PCHP
in ,P

CHP
out, e ,P

CHP
out, h Input and output energy of the CHP

PEC
in ,P

EC
out Input and output energy of the EC

PGB
in ,P

GB
out Input and output energy of the GB

PGrid
in Input energy from the grid

PHP
in ,P

HP
out Input and output energy of the HP

PHS
in ,P

HS
out Input and output energy of the HS

PLD
d,t ,Q

LD
d,t Active power and reactive power injected to load d at t

PG
g ,t Active power generated from the generator g at t

PEH
j,t Active power injected to the EH connected to node j at t

PECU
n,t Power consumption of the ECU n at t

P PV
pv,t Active power generated from photovoltaic power plants pv at t

PWT
wt,t Active power generated from wind turbine wt at t

q Mass flow

qEHu,t Mass flow injected into the EH of node u at t

quv,t,qvu,t Mass flow from node u to node v and node v to node u at t

Rij,Xij Resistance and reactance of branch ij

T,Te Real temperature and ambient temperature

Trw,Tsw Return water temperature and supply water temperature

T(⋅),t Node temperature at t

TEH
u,t Temperature of heat medium injected into the EH connected to node

u at t

Tuv,t,Tvu,t Temperature of heat medium from node u to node v and node
v to node u at t

V Matrix of coupling equipment’s input and output energy

V1 Matrix of the EH’s input resources and loads

X,X0 Continuous variable and its initial value

xαβ,α,t,xαβ,β,t Coupling variables on both sides of the virtual node at t

yrf Binary variable of node r partition to region f

Z Standard matrix of the EH

zαβ,t Consensus variable of the virtual node at t

λαβ,α,t,λαβ,β,t Lagrangemultipliers of the ECUs on both sides of the virtual
node at t

λHloss Lagrange multiplier in terms of the transmission loss in the DHN at t

Bk
s ,Bk+1

s The sth binary variables in the kth and the (k+ 1)-th iteration

Ck
B,s,C

k+1
B,s The sth continuous variables in the kth and the (k+ 1)-th

iteration

zkB,s,z
k+1
B,s The sth auxiliary variables in the kth and the (k+ 1)-th iteration
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