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Editorial on the Research Topic

Consequences of global change in coastal ecosystems from a
multidisciplinary perspective
On the need to investigate ecosystems from a
multidisciplinary perspective

Ecosystems will play a key role in the future of our planet, as they are capable of great

adaptabilty and are resilient to climate (e.g. Bulleri et al., 2018). However, they are also

vulnerable to multifactorial disturbances (e.g. anthropic/Gómez et al., 2022). An ecosystem’s

long-term response to global change (climate change, biodiversity loss, changes in water

cycling, etc.) is also affected by the natural, epistemic, and aleatory uncertainty of

the environment.

The methods used to evaluate an ecosystem mean that the services it provides are difficult

to quantify and predict. While ecosystem conservation strategies should come from a

combination of different perspectives, they are commonly tackled via independent

disciplines, such as coastal management, coastal engineering, ecology, water quality, etc.

and therefore, insights into the long-term conservation of our ecosystems is still a key

challenge. The starting point to address ecosystem conservation on a changing planet must be

a multidisciplinary characterization of the physical and environmental context.
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Summary of contributions

Through nine papers, this special issue emphasises the need to

address multi-scale problems with multidisciplinary perspectives in

which key physical and environmental issues are highlighted:

Biomass loss

Coastal protection

Future scenarios
Biomass loss

Extreme heatwaves at sea may cause ecosystem loss. For example,

Magel et al. analyzed the effect of the increase in water temperature on

eelgrass and macroalgae in the marine heatwave of 2013-2016 in the

northeast Pacific Ocean in four estuaries (Willapa Bay, Washington,

and Netarts Bay, Yaquina Bay, and Coos Bay, Oregon). They found

that the eelgrass biomass declined for shallower estuaries, with

normally higher temperatures. In contrast, there was a neutral or

temporarily positive change in aboveground eelgrass biomass in the

deeper and colder estuaries.

Similar conclusions were found in another study in the Coos

Estuary by Marin Jarrin et al., which also analyzed the impacts of the

unusually warm oceanic and atmospheric conditions that occurred

from 2014-2016. They found that an increase of at least 1.5°C for over

100 days induced stress and caused eelgrass loss at some stations in

this shallow estuary.

At the other end of the temperature spectrum, Ren et al. examined

abundance and composition in the bacterial community in Aoshan

Bay, in the southern Yellow Sea, during a cold surge in January 2021.

They identified differences in the abundance of bacteria in the sea ice

and in seawater, presumably from the physical impact of ice formation.

Also associated with biophysical changes, Fang et al., used an

integrative model to show that the 304 ton decrease in ragworm

biomass in the Western Scheldt estuary (Netherlands) between 1955

and 2010 was driven by alterations in peak current velocities and

inundation times in the intertidal habitat, resulting from deepening,

dredging and disposal activities.
Coastal protection

Changes in hydrodynamic patterns and ecosystem health may alter

valuable ecosystem services, such as coastal protection. On a local scale,

Maximiliano-Cordova et al. studied how plants contribute to mitigating

duneerosionduringa single storm,bymonitoringduneevolutiononthree

beaches in the state of Veracruz, Mexico. They found that plants provide

dune resistancebut that this resistance is site- and species-specific, strongly

depending on the pre-storm dune and conditions for species.

Salt-marsh ecosystems also provide valuable coastal protection

services, although anthropization and extreme events damage the

marsh vegetation and alter this capacity. Reents et al. investigated the

response of salt-marsh vegetation to extreme hydrodynamic conditions

in a true-to-scale flume experiment. They found salt-marsh vegetation

generally had high robustness, although this varied between species:

pioneer species showed higher resistance than the high-marsh species.
Frontiers in Marine Science 025
Future scenarios

As climate change and local and regional anthropization are often

responsible for ecosystem loss, McMahon et al. developed a spatially

explicit risk model to determine the impacts of various factors on

seagrass along the 35,000 km of the Australian coast. They identified

two risk hotspots based on climate change (i.e., increase temperature,

increased rainfall, and sea level rise), and many other areas at high risk

due to multiple threats (e.g., resuspension, industrial pollution,

shipping accidents).

Regarding marine species, Diaz-Carballido et al. generated

models in Maxent for four climate change scenarios (RCP2.6,

RCP4.5, RCP6.0, and RCP8.5) to predict the geographic

distribution of 25 carcharhinid sharks that inhabit Mexican waters.

They determined that by 2050, climate change will reduce the areas

suitable for most of these species.

Loss of ecosystem services can be quantified in terms of economic

losses. For example, Fernández-Dıáz et al. estimated a loss of 6 billion

USD for flooding related to the loss of ecosystem services in

Mexico under a scenario of sea level rise of +0.84 m from SSP5-8.5

(2081-2100).
Outlook

While the papers in this special issue do not give a definitive

answer as to how coastal ecosystems and their services are affected by

climate change processes, they do illustrate how physical and

environmental perspectives should be integrated to get a system

understanding. We hope this special issue will inspire scientists to

document case studies, and to measure key parameters in order to

gain a full understanding of how coastal ecosystems function and,

over time, feed into predictive models to help better manage them.
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The impact of storms on coastal dunes and beaches and the effects they induce in
topography and plant communities are natural processes that contribute to maintaining
natural coastal dynamics. However, because coasts are often densely populated, these
phenomena are perceived as major threats to human property. To protect human assets
sustainably, nature-based defenses have emerged as an option. Coastal dunes act as
natural buffers that mitigate the extent of erosion and inland flooding, and their resistance
depends on the biogeomorphological feedback between the plants and the dunes. This
study aimed to evaluate the effect of one winter storm on beach and dune topography
and the plant communities, and to explore the effect of plants in mitigating erosion on
beaches with different geomorphological features. The effects on plant communities
were evaluated by comparing diversity and plant cover before and after the storm.
Later, the role of plants in conferring dune resistance against erosion was examined by
measuring erosion on the exposed face of the dunes considering plant cover and plant
richness. The results did not show significant differences in plant diversity and plant
cover between pre-and post-storm conditions, but turnover of species was recorded.
The dune building species were not affected but inland species disappeared. Erosion
was reduced when the dunes were higher and, furthermore, plant cover was negatively
correlated with erosion on these dunes. The results showed a reduced impact of the
storm on the plant communities, which is important as it facilitates the recovery of dunes
by the dune-building species and protects them in a subsequent storm. The novelty of
this study is that: (a) it demonstrates the species-specific role of plants in mitigating
dune erosion in field conditions; (b) it shows the interaction between plant-related
features and geomorphological variables in promoting dune resistance to erosion, and
(c) it explores the immediate effect of a winter storm on the plant community and
dune-building species.

Keywords: coastal erosion, vegetation, foredunes, plant cover, plant diversity, storms, erosion mitigation
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Maximiliano-Cordova et al. Impact of a Winter Storm

INTRODUCTION

Tropical cyclones and winter storms are major drivers in shaping
coastal geomorphology through energetic waves, storm surges,
set-up, and strong winds which may induce dramatic changes
(Coch, 1994; Castelle et al., 2015; Masselink et al., 2016). On wave-
dominated sandy coasts, these natural, episodic phenomena are
frequently associated with considerable erosion on the beach and
dunes (Vellinga, 1982; Carter, 2013; Davidson et al., 2020). After
a storm episode, the beach face is lowered and cut back, and a
vertical scarp is often seen, due to the loss of sand volume on
the dry beach (Hesp, 2002; Carter, 2013; Castelle et al., 2015).
However, this sand will return and accumulate on the beach and
dunes when calm conditions prevail if the sediment budget is not
affected by natural or human processes, and the beach-surfzone
has no net sediment deficit (Carter, 2013; Davidson-Arnott et al.,
2018). In brief, the coastal response, including the volume of
sand that will be eroded during a storm, depends on storm-
related features, the cluster of storms (Karunarathna et al., 2014),
the synchronicity of environmental variables (e.g., tide, wind
direction; Guisado-Pintado and Jackson, 2018, 2019), and factors
such as dune height (Pries et al., 2008), the slope of the beach
and dunes (Vellinga, 1982), the mechanical characteristics of the
bed material (e.g., type of sediment, diameter, and sand density;
Overton et al., 1994), the sand volume stored on the beach and
dunes (Sigren et al., 2018), the compaction of the foredune (Nishi
and Kraus, 1997), the presence of a berm and sand bars (Figlus
et al., 2011), the length of foredune ridge (Houser, 2013), and the
width of the beach and dunes (Saye et al., 2005; Pries et al., 2008;
Davidson et al., 2020).

Besides the geomorphological features of the coast, the impact
of storms is also relevant for plant communities and coastal risk
management. Plant communities are commonly disturbed by the
environmental conditions associated with storms, such as heavy
precipitation, flooding, high salinity concentrations, accretion,
and erosion (Wolner et al., 2013; Brantley et al., 2014; Cheplick,
2016). The effects of storms on plant communities depend on
the spatial and temporal scale of the storm, its magnitude,
storm clustering, and the species-specific responses of the plants
growing in the different dune habitats (foredunes, interdunes,
and back dunes; Judd and Sides, 1983; Gornish and Miller, 2010;
Miller et al., 2010; Miller, 2015). Some of these effects include
a reduction in plant species richness and diversity (Judd and
Sides, 1983; Miller et al., 2010; Cheplick, 2016), species turnover
(Synder and Boss, 2002; Miller et al., 2010), changes in species
dominance, and their distribution in the dune habitats (Gornish
and Miller, 2010), and changes in plant cover or abundance
(Cheplick, 2016).

Moreover, because of the biogeomorphological feedback
between dunes and plants, the geomorphological responses of
the beaches and dunes during storm (but also during dune
development and the recovery of the dune) depend on the
response of the plant communities and the species-specific
response (Stallins and Parker, 2003; Stallins, 2005; Wolner et al.,
2013; Brantley et al., 2014). The close interaction between
dune plants and coastal dunes occurs because plants entrap,
collect, and stabilize sediment, and thus shape dune topography

(Moreno-Casasola, 1986; Hesp, 1991, 2002; Hesp et al., 2019).
By acting as sediment traps, plants accumulate sand, accelerate
accretion, build dunes, withhold sand, and help mitigate erosion.
Dune geomorphology depends on factors such as plant zonation
(Doing, 1985; Maun and Perumal, 1999; Durán and Moore,
2013), plant density and height (Hesp, 2002; Hesp et al., 2019),
and plant architecture (Zarnetske et al., 2012; Charbonneau
et al., 2016, 2021). Consequently, different dune types shaped
by distinct species could differ in their resistance to erosion
(Charbonneau et al., 2021). In addition to burial by sand,
plants on the backshore and incipient dunes are also tolerant to
salinity (Maun, 1998), so they are likely to survive and recover
after the impact of storms, which bring sand movement and
flooding with salt water. The resistance and tolerance of plants
to storm conditions is of relevance because if dune-building
species are harmed, the recovery of the dunes (growth and
development) could be arrested and bring about changes in dune
morphology. In consequence, storm protection might decrease
and the recovery of dunes after the storm could be arrested.
Inland vulnerability after subsequent storms may thus increase.

In terms of coastal risk management, when storms are likely
to damage human infrastructure and result in the loss of
human lives, the above-mentioned biogeomorphological system
generated through the dynamic interaction between plants
and dunes, becomes highly relevant. This is especially true
for coastal green infrastructure solutions whose premise is
to protect exposed human interests from ocean hazards, and
potentially from sea-level rise, by working with natural processes
(Temmerman et al., 2013; Spalding et al., 2014; Chávez et al.,
2021). Coastal dunes are often the first natural terrestrial defense
against storm impact. Dunes help to reduce the landward
extent of erosion, overwashing, the impact of waves (swash,
collision, overwash, and inundation; Sallenger, 2000), and the
degree of damage to property, by dissipating wave energy, and
reducing/preventing floods (Sigren et al., 2018). The protective
role of the dunes lies in their natural ability to adjust to the natural
disturbances in the littoral (including storm impacts) by changing
their morphological configuration (their relative position and
form) migrating landward or seaward in response to wind, waves,
and sea-level rise (Davidson-Arnott, 2005; Saye et al., 2005).

In addition to the role of plants in promoting the development
of these natural barriers, they can also help reduce beach and
dune erosion during storms. Laboratory studies have shown
that erosion on vegetated dunes is reduced or slowed down,
in comparison with dunes without vegetation (Kobayashi et al.,
2013; Silva et al., 2016; Figlus et al., 2017; Bryant et al.,
2019). It has also been demonstrated that their roots contribute
to strengthening the cohesiveness of the sand (Sigren et al.,
2014; De Battisti and Griffin, 2020), while the above-ground
plant parts slow wave uprush, and reduce wave overtopping
and overwashing (Silva et al., 2016; Figlus et al., 2017; Feagin
et al., 2019), displace the wave breaking point seawards and
deaccelerate the undertow close to the shoreline (Mendoza et al.,
2017). Furthermore, Charbonneau et al. (2017) demonstrated
that the reduction of erosion is species-specific. These findings
are supported by Maximiliano-Cordova et al. (2019), while
Odériz et al. (2020) determined that the spatial location of
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the plants on the dune affects the erosion patterns, as well
as the mass, density, and depth of the roots (Davidson et al.,
2020). To our knowledge, only three studies performed in
field conditions have tested the effect of plants in conferring
dune resistance to wave-induced erosion. Lindell et al. (2017)
observed that when plants were removed, wave erosion was
greater than that on dunes where the vegetation remained, while
Charbonneau et al. (2017) and Biel et al. (2017) documented
species-specific dune resistance. Nevertheless, there is a large
information gap concerning field conditions which demonstrate
how protection offered by plants could depend on the plant- and
geomorphological-related features that vary between beaches.

In brief, the impact of even a single storm event is a complex
process because it may affect the topography and morphology of
the beach and dunes as well as the plant community developing
in this environment. In addition, in field conditions, as revealed
in findings from laboratory experiments, plants can have a
negative impact on erosion and play a protective role. Based
on the above, this study aims to: (I) analyze how beach and
dune profiles were affected by one winter storm; (II) analyze
the impact of this storm on the plant communities established
on the beach, the backshore and dunes; (III) examine how pre-
existing morphological conditions of the beach-dune complex
affect erosion; and (IV) explore whether plant cover and plant

species richness help mitigate beach erosion in different dune
and beach geomorphologies. Our working hypotheses were: (a)
Plant cover and diversity decrease because of the impact of
the storm, which also induces changes in species composition
and dominance of the dune-building species. (b) Pre-existing
beach and dune geomorphological conditions determine storm-
induced erosion. Beaches with higher dunes are less likely to be
eroded and overwashed than those that are flatter. (c) Plants help
mitigate beach and dune erosion, which is expected to decrease
with increasing plant cover and species richness. Ultimately, our
premise was that the interaction between plants and geoforms
modifies beach and dune response to the impact of storms.

MATERIALS AND METHODS

Study Sites
Three beaches located in the central region of the Gulf of
Mexico, on the coast of Veracruz (Mexico), were studied:
Riachuelos, Navarro, and La Mancha (Figure 1). The climate
is warm and sub-humid (Martínez et al., 2014) with mean
yearly temperatures ranging from 22 to 25◦C, and total annual
precipitation fluctuating between 1,200 and 1,650 mm (Infante-
Mata et al., 2011). The rainy season is from August to September,

FIGURE 1 | Location of the study sites in the state of Veracruz, Mexico. Images based on satellite images from Google Earth.
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coinciding with the season of tropical cyclones (Martínez et al.,
2014). Winter storms, known locally as “nortes,” occur from
November to February and can generate storm surges exceeding
1.5 m and extreme winds of 80 to 100 km/h (Ramírez and
Reséndiz, 2002). Both of these phenomena produce energetic
waves (Psuty et al., 2009) and can consequently induce dramatic
changes in the topography of the beach and dunes.

The three beaches are fed by sand from at least one of the
two most important rivers on the central coast of Veracruz.
Riachuelos receives sediment from the Tecolutla River while
Navarro and La Mancha receive sediments from the Tecolutla
and Filobobos rivers. In addition, sediment from adjacent
lagoons such as “El Llano” and “La Mancha” is supplied to
the beach-dune system of La Mancha. On the central coast of
Veracruz, the along-shore sediment is transported from north to
south, and its distribution on the coast depends on waves and
currents. Aeolian transport is also important, contributing to the
alongshore sediment supply, especially in embayed coasts, such
as La Mancha (Psuty et al., 2009). Therefore, well-developed dune
systems are likely to be found in the study area.

The three beaches are different in terms of their
geomorphological features, as well as the dominant vegetation
growing on the beach and coastal dunes (Table 1). Incipient
dunes generated by the creeping vine species Ipomoea pes-
caprae and the succulent Sesuvium portulacastrum are formed
on the beach at Riachuelos and La Mancha, with established
foredunes behind them. At both sites, the incipient dunes
are developed behind the high tide line and do not form a

continuous ridge parallel to the coast. At Navarro, there is a
well-formed continuous foredune ridge formed by the grass
Panicum amarum and no incipient dunes are found here.
Instead, a second well-formed foredune is developed behind
the first one. These geomorphological differences are associated
with the dominant plant species growing at each location (in
addition to other biophysical variables). They are relevant in
determining the response of the beach and dunes to the impact
of storms. For instance, a continuous dune ridge is expected to be
more resistant to the impact of waves than isolated dunes, which
are more susceptible to scarping and erosion (Claudino-Sales
et al., 2008). Therefore, the effects of the storm on beach and
dune topography, the plant communities, and the effect of the
plants in creating dune resistance versus erosion, were explored
on different beaches, with different geomorphologies and plant
dominance. For simplicity, from here on, although different,
both types of dunes are referred to as “dunes.”

Storm Conditions
This study focuses on the impacts of a single winter storm event
which took place in 2019. Winter storms are milder than tropical
cyclones and therefore less destructive. As winter storms occur
shortly after the rainy season, the vegetation is fully developed,
plant cover is likely to be at a maximum, and plants can more
effectively protect the backshore and dunes from erosion. In turn,
tropical cyclones occur during the summer, when the vegetation
is recovering from the spring-time drought, so they are likely to
be less effective in providing protection.

TABLE 1 | Main geomorphological attributes of the beaches studied (* geomorphological features estimated from field surveys performed before the storm).

Features Riachuelos Navarro La Mancha

Geomorphological features* Exposed open beach Exposed open beach Headland-bay beach

Tidal range
(Davies, 1964)

Microtidal (<2 m) Microtidal (<2 m) Microtidal (<2 m)

Surfzone-beach type
(Short and Wright, 1983; Wright and Short,
1984)

Intermediate longshore bar-trough Intermediate longshore bar-trough Intermediate rhythmic bar and
beach

Beach slope (field observations) Gentle slope Steep slope Gentle slope

Dune types* Incipient dunes and established
foredunes

Foredune Incipient dunes and established
foredunes

Swash zone width (m; mean ± se)* 20.00 ± 1.15 21.66 ± 0.33 33.00 ± 4.72

Backshore width (m; mean ± se)* 32.66 ± 2.90 21.33 ± 0.66 29.33 ± 6.35

Dune system width (m; mean ± se)* 76.33 ± 3.48 33.66 ± 3.48 60.00 ± 6.80

Dune-beach-swash zone width (m;
mean ± se)*

129.00 ± 3.78 76.66 ± 3.71 122.33 ± 6.66

Foredune height (m; mean ± se) 2.03 ± 0.28 3.32 ± 0.33 1.06 ± 0.08

Sediment
(Flores, 2016)

Fine Fine Fine

Sediment size (D50; mm)
(Flores, 2016; Martínez et al., 2017)

0.256 0.254 0.222

Sediment roundness
(Flores, 2016)

0.871 0.877 0.869

Sediment sphericity
(Flores, 2016)

0.827 0.836 0.830

Dominant species on the backshore and
embryo dunes (field observations)

Sporobolus virginicus, Sesuvium
portulacastrum, Palafoxia lindenii,
and Ipomoea pes-caprae.

Panicum amarum and Sporobolus
virginicus

Sporobolus virginicus, Sesuvium
portulacastrum, Palafoxia lindenii,
and Ipomoea pes-caprae.
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We studied the effects of winter storm Number 12, which
arrived at the Gulf of Mexico on November 12th, 2019. Even
though 11 winter storms had previously occurred in the Gulf
of Mexico, this was the first of the season to affect the coast
of Veracruz. According to the reanalysis of ERA5 (Copernicus
Climate Change Service (C3S), 2017), the storm had sustained
winds of up to 15.5 m/s, significant waves heights of up to 4.5 m,
with a mean wave period of 9 s, and induced 27.95 mm of
precipitation. The winds had a predominant Northwest direction,
and were mainly moderate in velocity (Figure 2A). The prevailing
waves arrived from the north and were high (Figure 2B). It is
important to mention that the lack of bathymetry for the three
beaches means that the description of the wave propagation
during the storm could not be more accurate.

Fieldwork
The topography and vegetation of the beach and dunes were
monitored before and after the impact of a single winter storm, in
September and November 2019, respectively. At each study site,
three transects were established, perpendicular to the coastline
(Figure 1). The length of the transects varied depending on the
width of the beach, the number of dune ridges, and the limit
of private properties at the back of the beach. The transects in
Riachuelos and Navarro were set from the toe of the second dune
ridge toward the ocean, while in La Mancha they were set from
the toe of the stabilized foredune toward the ocean (Figure 3A).
On each transect, three control points were marked to facilitate
their relocation in the post-storm monitoring. The first marker
was placed at the beginning of the dune-ocean transect and
was considered as the zero reference point (x = 0 and y = 0
coordinates). The second marker was placed in the middle of the
transects and the third in the swash zone of the beach. All three
points were georeferenced with a GPS (Garmin GPSMAP R©64)
and the first and the second points were also marked with
aluminum stakes.

Monitoring of Topography (Beach and Dune Profile)
The pre- and post-storm beach and dune profiles were measured
along the three transects set on each beach, from the dune toward

the ocean (Figure 3A), beginning at a previously set point of
a known height (our x = 0 and y = 0 coordinates), with two
inclinometers made in the laboratory (Figure 3B; Emery, 1961;
Krause, 2004). The instruments measured changes in topography
between two points set at distances of either 0.5 or 1 m, depending
on the topography (Figures 3B–D).

The zero-level of the sand surface used as the x = 0 and
y = 0 (height and distance) reference point to measure changes
in topography was set based on a 1 m aluminum stake which was
marked every 1 cm, with positive and negative numbers, from the
zero-line drawn in the middle of the stake. The stake was buried
in the sand so that the zero-line coincided with the level of the
sand. Following the storm, the topography was measured again,
erosion and accretion were registered, and the reference point
was adjusted so that the changes in topography could be assessed
similar to Davidson-Arnott and Law (1996).

Vegetation Monitoring
Plots (2× 2 m) were established at two meter intervals to monitor
the vegetation along each transect (Figure 3E). The first plot was
at the x = 0, y = 0 coordinates used to measure the topography,
and subsequent plots were placed at two-meter intervals with the
last plot being located at the seaward-most limit of vegetation on
the backshore. The corners of each plot were georeferenced and
three plots per transect were marked with aluminum stakes to
locate them precisely in the post-storm monitoring.

The number of plots monitored per beach and per transect
varied, depending on the beach width and the distribution of
plants on the foredunes and backshore. Before the storm, 52
plots were monitored at Riachuelos, 24 at Navarro and, 47 at La
Mancha. After the storm 54, 24, and 40 plots were monitored,
respectively. In each plot, every vascular plant species was
identified and the percentage of plant cover per species, the total
percentage of plant cover, and the percentage of bare sand were
estimated visually (Martínez et al., 2001, 2019). For each plot,
the visual percent cover estimations were performed by the same
person to avoid bias. When species were unknown, three samples
were collected for identification in the herbarium at the Institute
of Ecology (XAL), in Xalapa, Veracruz.

FIGURE 2 | (A) Wind velocity and (B) significant wave height roses associated to the Winter Storm Number 12 (November 12–15, 2019).
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FIGURE 3 | (A) Beach and dune profile showing the direction in which the profiles were measured from the foredune to the swash zone. (B) A self-made instrument
to measure changes in height (y) between two points separated by a known distance (x). Each time that the user advances, in one-m segments (or 0.5 m segments),
changes in height can be measured. Because of the direction in which the profiles were measured (from the dunes to the beach), positive slopes were mainly
associated with protected faces of the dune (C), and negative slopes with the exposed face (D). (E) Picture showing one of the plots where vegetation was sampled.

Data Analyses
Topography
The beach profiles measured, as explained above, were processed
and analyzed with ArcMap 10.5. The x, y coordinates from
each transect were projected as points, transformed into lines,
and then into a single polygon, by joining the lines with a
straight, horizontal line drawn from the first to the last point.
This line was set at a constant height and serves as the baseline
of the polygon. Then, the “union” tool of ArcMap was used
to overlap the pre-and post-storm profiles. After the overlap,
new polygons were created for each pair of profiles, producing
new polygons showing accretion, erosion, and no changes in
the topography. The area of the new polygons was calculated

with the “calculate geometry” tool of ArcMap and then the
volume of sand eroded or accreted was calculated for (i) each
entire profile, (ii) the frontal dune, backshore, and beach of
each profile (measured from the base of the lee slope of
the dune to the lowest seaward elevation surveyed) and, (iii)
each two-meter segment where the plot to monitor vegetation
had been placed.

Beach volume was calculated based on the area of the polygon
and by assuming that changes measured in the profile were the
same in the adjacent 0.25 m on each side of the transect (0.5 m in
total). Thus, changes in the volume were calculated as Eq. 1.

V = Ab× h
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where V = volume, Ab = base area (polygon area) and, h = height
(0.5 m). For the three areas where the volume was calculated, net
erosion was estimated by subtracting the total accretion from the
total erosion. In the case of the erosion on the entire profile and
erosion on the frontal dune and beach, an analysis of variance was
performed to see whether the amount of erosion varied between
the beaches. The analysis was run in R Studio (R version 3.6.1
“Action of the Toes”; R core Team, 2019).

In addition, for each profile, the maximum height (m) of the
first incipient, or foredune, was calculated as the vertical distance
from the sea level to the crest of the dune, and with the x, y
coordinates, the following variables were calculated: width of the
backshore (m), slope of the backshore and the stoss slope of the
dune. The slopes were calculated as the slope of the line (Eq. 2)
and then they were expressed as angle (θ) in sexagesimal degrees
(Eq. 3).

m =
y2− y1
x2− x1

where x1 and y1 represent the coordinates of the first point of the
profile (the beginning) and x2 and y2 represent the coordinates
of the second point (the end) of the segment.

θ = tan1(m)

It is important to clarify that since the profiles were measured
from the dunes toward the ocean, positive values refer to the lee
face of the foredunes (the higher the positive number, the steeper
the slope on the lee face of the dunes) and negative slopes were
measured on the stoss face of the dune (the greater the negative
numbers, the steeper the slope in the exposed faces of the embryo
dunes). However, for the statistical analysis in which the slopes
were considered, the absolute values of the slopes were used.
Finally, values close to 0 indicate a gentle or flat slope.

Assessing the Effect of the Winter Storm on the Plant
Community
The effect of the winter storm on the plant community was
determined based on changes in plant cover, plant diversity,
and species dominance. For each sampled plot, and at each
observation date, the percentage of species cover was converted
into m2 (Martínez et al., 2001, 2019) as Eq. 4.

Percent plant cover× total area of each plot
100

Then, plant cover per species (m2), total plant cover (m2),
and species richness were used to evaluate: (i) the changes
in plant cover, (ii) plant diversity, and (iii) the Relative
Importance Value (RIV).

Plant cover
Two paired sample t-tests were performed (i) to look for
differences in overall plant cover between pre- and post-storm
conditions at each site by considering all the plots located on the
dunes and backshore, and (ii) to explore the changes in seaward
vegetation established on the dunes closest to the ocean (incipient
dunes for Riachuelos and La Mancha and foredunes for Navarro).
To achieve this, first, we added total plant cover per transect so

that for each beach, we had three plant cover values before the
storm and three after the storm, which were compared with a
t-test for each site. Then, we focused the analyses on the three
vegetated plots located closest to the ocean (per transect) and
followed the same procedure that was used for the complete
transects. The tests were run in R studio (R version 3.6.1 “Action
of the Toes”; R core Team, 2019).

Alpha-diversity
Alpha diversity was evaluated using the concept of “effective
numbers of species” (Jost, 2006; Eq. 5), a method that is
equivalent to Hill’s number (Hill, 1973). This method
has mathematical properties that accurately capture the
diversity concept, the replication principle is met and the
magnitude of the differences in diversity between two
communities can be interpreted adequately (Jost, 2006;
Cultid-Medina and Escobar, 2016).

qD ≡

( S∑
i=1

Pq
i

)1/(1−q)

Where:
qD is the diversity of the community according to the chosen

diversity index (Jost, 2006). It depends on the proportional
abundance per species (Pi) and the exponent q (Jost, 2006; Cultid-
Medina and Escobar, 2016). The exponent and superscript q
is called the “order of diversity” and indicates the sensitivity
to common and rare species (sensitivity to species abundance).
For the study, the q values used were: 0 (◦D) which is the
species richness, 1 (1D) which is the common species (Shannon
diversity), and 2 (2D) which is the number of dominant species
(Simpson diversity; Jost, 2006).

The values of the three orders of diversity were measured
before and after the storm and were compared. Because the
methods established by Jost (2006) and Hill (1973) were used,
the comparison is only possible if the sample coverage is the
same in the two communities (Chao and Jost, 2012). Therefore,
it is necessary to know the sample coverage, which is a measure
indicating the proportion of the statistical population represented
by the species sampled (Eq. 6; Chao and Jost, 2012). Thus, before
estimating and comparing diversity, sample coverage (Ĉm) was
calculated.

Ĉm =
(

1−
f 1
n

[
(n− 1) f 1

(n− 1) f 1+ 2f 2

])
× 100

Where f1 and f2 are the numbers of singletons and doubletons,
respectively, and n is the abundance of the sample. The values
of sample coverage range from 0 (minimal completeness) to
100 (maximum completeness). When the completeness value is
close to 100, and it is similar to the species assemblages to be
compared, then diversity values (qD) can be compared directly
(Chao and Jost, 2012; Cultid-Medina and Escobar, 2016). Finally,
comparisons between the different orders of diversity (0, 1, and 2)
were performed, considering the overlap between the confidence
intervals (CI) at 95% (Cumming et al., 2007). Data analyses were
performed with the iNEXT library (Hsieh et al., 2016) in R studio
(R version 3.6.1 “Action of the Toes”; R core Team, 2019).
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Beta-diversity
For each site, beta-diversity (variations in species composition)
was evaluated as the total dissimilarity between two species
assemblages at two-time steps (the pre-and post-storm; Baselga,
2010). The total dissimilarity was computed as the Jaccard Index
(βjac; Eq. 7). Additionally, its two partition components, species
turnover (βjtu; Eq. 8), and nestedness (βjne; Eq. 9) were considered
(Baselga, 2010, 2012; Baselga and Orme, 2012).

Jaccard dissimilarity (Eq. 7):

βjac =
a+ c

a+ b+ c

Turnover component of Jaccard dissimilarity (Eq. 8):

βjtu =
2 min(b, c)

a+ 2 min(b, c)

Nestedness-resultant component of Jaccard dissimilarity
(Eq. 9):

βjne =
max

(
b, c
)
−min(b, c)

a+ b+ c
×

a
a+ 2 min (b, c)

where:
a is the number of shared species in both sites (in this study,

on both dates), b is the number of species present on the first
date but not on the second, and c is the number of species
present on the second date but not on the first (Jaccard, 1912;
Baselga, 2012). The index ranges from 0 (null dissimilarity) to
1 (complete dissimilarity; Baselga, 2012). The analysis was run
with the betapart library (Baselga and Orme, 2012) in R studio (R
version 3.6.1 “Action of the Toes”; R core Team, 2019).

Relative importance value
Relative importance value was calculated per site by adding
relative frequency (the number of plots where each species was
observed, divided by the total number of plots) and relative cover
(the total cover per species, divided by the total plant cover).
The result was divided by 2 to obtain a value ranging from 0
(very scarce) to 1 (very abundant), which facilitates comparisons
between species and sites or dates (Brower and Zar, 1977).

Pre-Existing Conditions and Beach-Dune Erosion
After the Winter Storm
First, we explored the effect of pre-existing morphological
conditions on beach and dune erosion by incorporating
the geomorphological parameters measured in the field, and
calculated from the field surveys, into a Principal Component
Analysis (PCA). With this, we explored the relative contribution
of each variable to the geomorphological variability between the
three beaches. We also looked for possible correlated variables.
From this prior analysis we intended to select the most relevant
variables, to statistically assess the variables most related with
erosion. Furthermore, to show that the most relevant variable
can vary greatly on the beaches, an analysis of variance was
performed to compare the beaches studied. Once the variables
were selected, we ran a Generalized Linear Mixed-Effects Model
(GLME) to evaluate the net erosion on the entire beach profile,

as a function of the most relevant geomorphological variables.
In this model, the variable site (beach identity) was used as a
random component.

Second, to see whether plants mitigated erosion, linear
regression analyses were performed using the information from
the vegetated plots located closest to the ocean. This decision
was made because it has been demonstrated that plant cover is
positively correlated with the distance from the beach. Then, to
avoid errors of comparison, plots that were directly impacted
by storm surges and waves, and had reduced vegetation cover,
were not compared with the plots further inland that had
higher vegetation cover. Thus, at Riachuelos and La Mancha,
three plots per transect were considered, whereas at Navarro
only two plots per transect were analyzed because the beach is
narrower. The plots selected were all on the stoss slope of the
dunes and backshore.

The following variables were evaluated for each beach with
the linear regressions: plant cover, plant richness, and the overlap
cover index. This index was estimated, as the plant cover is only
the cover visible in a 2D aerial view. When dunes (in this case the
plots) are covered by one or more species that do not overlap,
plant cover is a good proxy to study its effects on mitigating
erosion. In this case, the maximum plant cover value is ≤4 m2,
because this is the maximum area of each plot. However, when
two or more species coexist and overlap in a plot, plant cover
is stratified, since the plant cover of taller species could be on
top of the plant cover of shorter species. The total plant cover
of all species found in a plot could be more than 4 m2 because of
the juxtaposition of species. When this occurs, the cover could
be highly relevant in reducing the erosion induced by waves.
Therefore, a value for this stratification (overlap) was calculated
(Eq. 10) to test its possible effects in reducing erosion.

Overlap cover index = Total plant cover+ (2× overlap)

Where:
Total plant cover = the addition of plant cover per

species in the plot.
Overlap = the addition of plant cover and bare sand (if it was

present) minus the total area of the plot (4 m2).
Two is a constant number, used only to magnify the

resulting values.
The analyses were run in R Studio (R version 3.6.1 “Action of

the Toes”; R core Team, 2019), the PCA was run with the “rda”
library of the “Vegan” package (Oksanen et al., 2019), and the
GLME was run with the “glmer” function of the “lme4” package
(Bates et al., 2015). Finally, the analysis of variance and the linear
regressions were performed with the “lm” function.

RESULTS

Erosion Induced by a Single Winter
Storm Event
The impact of the storm varied between the sites. Based on field
observations after the storm and analyses of the beach and dune
profiles, washover penetration was documented at Riachuelos
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and La Mancha, where the dominant regime of wave impact,
based on Sallenger (2000), was swash and overwash, but only
over the incipient dunes. However, in La Mancha, there was
lateral variation in the storm impacts, and collision regime was
also observed. At Navarro, there was no evidence of washover
penetration, and only the collision regime was observed on the
foredunes (Figures 4–6).

Erosion was the dominant process taking place during
the storm along each transect. No net accretion (income
of sand to the system) was documented (Figure 7), and
the accretion was only of the sand stored on the dunes,
repositioned along the transects. Only in La Mancha, profile
1, was accretion observed on the backshore, whereas on the
other beaches accretion took place on the back of the dunes.
At Riachuelos erosion occurred not only on the stoss slope
of the foredunes and backshore, but also on the back of
the dunes (Figure 7). At Navarro, erosion mainly occurred
on the stoss slope of the foredune, and slight accretion was
observed on the back of the foredunes (Figure 7). At La
Mancha, erosion took place on the backshore, and incipient
dunes (Figure 7).

In terms of the total net erosion (the sum of the erosion
taking place on all three transects for each beach), Riachuelos
had the highest value, followed by La Mancha, and then Navarro.
Nonetheless, the analysis of variance (P ≤ 0.05) did not show any
statistical differences for the erosion taking place on the three
beaches (F value = 0.44; P = 0.66; Figure 8A). The same trend
was seen for the net erosion taking place on the dunes closest to
the ocean (F value = 0.16; P = 0.84; Figure 8B).

Response of the Plant Community to the
Impact of the Winter Storm
Plant Cover
There was no clear impact of the storm on the vegetation.
Plant cover increased in Riachuelos and Navarro, but decreased
in La Mancha, although these differences were not statistically
significant (Table 2). The same trends were observed on the
seaward plots (Table 2).

Alpha Diversity
A total of 32 species were recorded on all the beaches in the
two sampling periods, with 28 species occurring in both periods.

FIGURE 4 | The surf-zone and dunes of Riachuelos. (A) Dune, beach, and surf-zone features. (B) The incipient dunes and species before the storm. (C) The
incipient dune during the storm, showing the wave-induced erosion.
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FIGURE 5 | The surf-zone and foredunes of Navarro. (A) Dune, beach, and surf-zone features. (B) The foredunes and species before the storm. (C) The foredunes
during the storm, showing the wave-induced erosion.

There were variations between the sites: 18 species were recorded
in Riachuelos, 15 in Navarro, and 24 in La Mancha. On the
three beaches, the sample coverage (evaluated as part of the
diversity analysis to make the comparisons between the two
sampling periods) was ≥96%. Thus, diversity comparisons of
each order of diversity were done directly, and no extrapolation
or interpolation methods were necessary (Chao and Jost, 2012).
In Riachuelos, we observed a slight increase in the three orders
of diversity. Species richness (0D) increased from 16 to 18 before
and after the storm, respectively. The number of common species
(1D) increased from 10 to 11 and the dominant species (2D)
from 8 to 9. The species that appeared after the storm, prompting
the increase in species richness were the inland grass Cenchrus
echinatus and forb Cyperus rotundus. In contrast, no changes
were observed in Navarro (Figure 9A). Before and after the
storm, species richness was 14, the number of common species
was 10, and the dominant species 9. Finally, in La Mancha,
the three orders of diversity decreased after the storm. Species
richness (0D) was the order with the greatest change, since it
decreased from 21 to 17; while the common and dominant species

varied from 12 to 11 and from 9 to 8, respectively. The inland
species Bidens pilosa, Commelina erecta, Euphorbia dioica, and
the beach plant Oenothera drummondii are the four species that
disappeared after the storm. Despite the slight changes observed
in Riachuelos and Navarro, the analyses performed with the 95%
CI did not reveal significant differences for any order of diversity
(◦D, 1D, and 2D) in any of the beaches studied (Figure 9A), which
means that in terms of alpha diversity, the plant communities
were not significantly affected by the winter storm.

There were, however, slight differences in the RIV between
pre- and post-storm conditions. On the three beaches, the grass
Sporobolus virginicus was the dominant species before the storm.
However, after it, this species became the third and second
most dominant species in Riachuelos and Navarro, respectively,
being replaced by Croton punctatus and P. amarum, respectively,
(Figure 9B). In La Mancha, S. virginicus continued to be the
most dominant species and its dominance slightly increased
after the storm. Of the three beaches, La Mancha had the
fewest changes in species ranking (Figure 9B). Concerning
the species with geomorphological relevance being considered
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FIGURE 6 | The surf-zone and dunes of La Mancha. (A) Dune, beach, and surf-zone features. (B) The incipient dunes and species before the storm. (C) The
incipient dunes during the storm, showing the wave-induced erosion.

dune-building plants, in Riachuelos, we observed that some
had lower RIV (Ipomoea pes-caprae and S. virginicus) after the
storm, while others (Palafoxia lindenii) remained unchanged. In
contrast with Riachuelos, in Navarro Ipomoea pes-caprae and
S. portulacastrum remained unchanged and the RIV of P. lindenii
decreased. Furthermore, on this beach, the dune building and
sand stabilizer grass, P. amarum, was the most dominant species
after the storm, replacing S. virginicus. In La Mancha, as was
previously mentioned, no major changes were observed and the
two important dune building species (S. virginicus and P. lindenii)
remained the most dominant. Finally, and coinciding with our
observations at Riachuelos, in La Mancha the importance value
of Ipomoe pes-caprae also fell.

Beta Diversity
The Jaccard index was used to show changes in species
composition on the three beaches, after the winter storm. The
Jaccard dissimilarity (Bjac) in Riachuelos (0.11), Navarro (0.13),
and La Mancha (0.41) showed that La Mancha had the greatest
dissimilarity values between the pre- and post-storm species
assemblages, while Riachuelos and Navarro had lower values,

closer to 0 which indicates less dissimilarity. The turnover
component (βjtu) in Riachuelos was zero while Navarro (0.13)
and La Mancha (0.30) had almost similar values to those for the
total dissimilarity. Regarding the nestedness component (βjne),
Riachuelos had the same value (0.11) that the total dissimilarity,
while Navarro had a zero value and La Mancha 0.11. These results
indicate that changes in species assemblages were site-dependent.
In Riachuelos, the arrival of two new species was recorded,
however, no species disappeared (nestedness), while in Navarro
changes were due to species turnover and the number of species
did not vary between pre-and post-storm species assemblages.
Finally, in La Mancha, dissimilarities due to species turnover and
nestedness were observed, however, the first was dominant.

Species turnover before and after the storm varied between
sites. In Ricahuelos, the two new species found after the storm
were C. echinatus and C. rotundus. In Navarro, Erigeron longipes
was present before the event but absent after it, while Palafoxia
texana appeared after the storm. In La Mancha, E. longipes,
B. pilosa, C. erecta, O. drummondii, Lantana camara and
Schizachyrium scoparium were observed before the storm but
were absent after it. The species present after the storm, but
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FIGURE 7 | Pre-and post-storm profiles on Riachuelos, Navarro, and La Mancha. Note that scale in axes y and x is not the same for all the beaches because of the
differences in length and height of the beach and dune systems.

FIGURE 8 | Erosion at the study sites: (A) mean erosion on the three transects; (B) mean erosion on the frontal dunes (from the lee slope to the windward slope) and
the lowest seaward point surveyed.

absent before it, were Parthenium hysterophorus, Macroptilium
atropurpureum and C. rotundus.

Pre-Existing Conditions Related to
Beach-Dune Erosion and the Role of
Plants
The PCA shows differences between the geomorphological
features of the beaches studied. Axis 1 and Axis 2 accounted for 70

and 17% of the total data variability, respectively, (Figure 10A).
Dune height, the stoss slope of the dune and slope of the
backshore appear on the positive extreme of Axis 1. A strong
correlation was found between dune height and the slope of the
backshore (r2 = 0.85), and dune height and the stoss slope of the
dune (r2 = 0.76). Beach width was associated with Axis 2 and no
strong correlations were observed with dune height (r2 = –0.35),
backshore width (r2 = –0.56), or the stoss slope of the dune
(r2 = –0.53).
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TABLE 2 | Mean plant cover, p-value, and t-test value for all the plots on the three beaches, and in the frontal plots.

All plots Seaward plots

Plant cover
(mean ± se)

(m2)

P-value
(≤0.05)

t Plant cover
(mean ± se)

(m2)

P-value
(≤0.05)

t

Riachuelos
Bs 55.6 ± 6.8

0.052 –4.19
Bs 10.0 ± 1.1

0.11 –2.75
As 87.9 ± 7.9 As 12.4 ± 1.9

Navarro
Bs 26.1 ± 3.8

0.07 –3.45
Bs 7.4 ± 0.2

0.16 –2.15
As 38.8 ± 6.9 As 11.4 ± 1.8

La Mancha
Bs 42.7 ± 8.6

0.057 0.65
Bs 5.6 ± 1.4

0.95 –0.06
As 39.7 ± 13.2 As 5.7 ± 0.4

Before the storm (Bs) and After the storm (As).

FIGURE 9 | (A) Plant diversity on the three beaches before (Bs) and after the storm (As). Species richness (0D), the number of common species (1D), and the
dominant species (2D) in the community were evaluated. Error bars correspond to the 95% CI. (B) Relative Importance Value (RIV) on the three beaches before (Bs)
and after the storm (As). Only the five most dominant species on each beach are shown. Letters next to the point denote the name of the species: Sv (Sporobolus
virginicus), Cp (Croton punctatus), Cr (Canavalia rosea), Od (Oenothera drummondii), Pl (Palafoxia lindenii), Pa (Panicum marum), Ii (Ipomoea imperati), Ce (Cenchrus
echinatus), Bp (Bidens pilosa), Fc (Fimbristylis cymosa), Ip (Ipomoea pes-caprae), and Tp (Trachypogon plumosus).

In the biplot, the points that corresponded to Navarro were
located on the positive extreme of Axis 1, while the points from
Riachuelos and La Mancha were located in the center of the plot
and toward the negative extreme of the same axis (Figure 10A).
This shows that the beach at Navarro is narrower, and the
dunes are higher, with steeper exposed face slopes, compared
to Riachuelos and La Mancha. These results coincide with the
field observations and the metrics shown in Table 1. Finally, the
analysis of variance to compare the dune heights of the beaches

(the variable with most contribution and associated correlation
with the other geomorphological variables) also shows that
they were statistically different for the beaches, with Navarro
having the highest dunes and La Mancha the lowest (P = 0.002;
Figure 10B).

Based on this information and the correlation analyses, dune
height and backshore width were selected as good predictors
to evaluate the effect of the geomorphological variables in
erosion using the GLME. The results showed a significant effect
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FIGURE 10 | (A) Geomorphological variables included in the Principal Component Analyses. (B) Mean height of the frontal dunes on the three beaches (incipient
dunes for Riachuelos and La Mancha, and foredunes at Navarro).

of dune height (Chisq = 20.51, P < 0.001), backshore width
(Chisq = 58.81, P < 0.001) and the interaction of both variables
(Chisq = 9.39, P = 0.002). Erosion was greater on the beaches
fronted by lower dunes (Figure 11A), and narrower beaches also
tended to lose more sediment (Figure 11B). The interaction of
both variables indicates that narrower beaches with higher dunes
are less prone to erosion, however, in some cases when beach
width increased, the erosion was also less.

Finally, the linear regressions performed to explore the effect
of plant cover, plant richness and the overlap cover index in
mediating erosion, only showed a significant negative correlation
between plant cover and erosion in Navarro (r2 = 0.84, P = 0.009;
Figure 11C) and a significant positive correlation between bare
sand and erosion (r2 = 0.84, P = 0.009; Figure 11D). On this
beach, severe erosion occurred when plant cover was reduced on
the exposed face of the dunes.

DISCUSSION

This study is novel because it: (a) demonstrates the species-
specific role of plants in mitigating dune erosion in field
conditions; (b) shows the interaction between plant-related
features and geomorphological variables in mitigating dune
erosion, and (c) explores the immediate effect of a winter
storm on beach and dune topography, the plant community,
and dune-building species. This is relevant because previous
work has focused on laboratory experiments and seldom
explored the interaction between plant-related features with
geomorphological attributes after exposure to a storm.

Our results are partially in accordance with our working
hypotheses. We expected that: (a) plant cover and diversity would

decrease after the impact of the storm and species dominance
would change; (b) pre-existing beach and dune geomorphological
conditions would determine storm-induced erosion; and (c)
plants would help mitigate beach and dune erosion. We found
that the winter storm did not have a significant impact on plant
cover and diversity, but species composition and dominance
varied for pre- and post-storm conditions. Beach and dune
erosion did not vary significantly among sites, although it was less
intense at Playa Navarro, where the highest dunes were observed.
The correlation between erosion and plant cover was significantly
negative only in Navarro.

Impacts of the Storm on Beach and
Dune Morphology
Coinciding with previous findings, our results show that pre-
existing conditions (dune and beach geomorphology before the
storm) are relevant in determining the run-up, and the outcome
of the storm on the beach and dune topography (Pries et al.,
2008). Erosion was lower on the beaches with higher frontal
dunes, but higher on narrower beaches (Vellinga, 1982; Saye et al.,
2005; Pries et al., 2008; Keijsers et al., 2014). In Navarro, the
narrowest beach with the highest dunes, erosion was induced
through collision regime, and the resistance to flooding from
the storm surge was conferred because the higher foredune
ridge prevented inland flooding (Sallenger, 2000). In contrast, in
Riachuelos and La Mancha, the lower dunes were more likely
to be overwashed and inundated, although the width of the
beach helped to reduce the effect of the storm surge (Keijsers
et al., 2014) and consequent destruction of the incipient dunes.
These results coincide with the previous findings of Houser et al.
(2008) who observed that areas with lower dunes are more prone
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FIGURE 11 | Erosion as a function of (A) dune height, (B) backshore width, (C) plant cover and (D) bare sand.

to overwashing, while the well-developed foredunes tend to be
eroded on the exposed face.

Impacts of the Winter Storm on the
Beach and Dune the Plant Communities
One of the most relevant characteristics of nature-based defense
for coastal protection is that natural ecosystems are capable of
recovering naturally after disturbances, such as storms. Indeed,
storms are natural events that are part of the natural dynamics
of the coasts. Although natural, the stress induced by winter
storms and tropical cyclones (e.g., hurricanes) on the coast
(e.g., inundation, high salinity concentration, overwash, scarping
and erosion, and burial) may have positive or negative impacts
on plant communities (Rodgers et al., 2009; Miller, 2015).
Consequently, we hypothesized that plant cover and alpha
diversity would decrease after the impact of the winter storm.
Additionally, we also expected to observe changes in species
composition and dominance, with the most tolerant species
becoming dominant after the storm.

Species richness was not altered by the storm, although species
composition did change. Most of the species involved in species
turnover were inland species (e.g., B. pilosa and E. dioica),
with low incidence, abundance, and plant cover, and which
were negatively affected by the storm. In turn, the abundance
of dune builder plants increased after the storm. These results
coincide with previous findings by Miller et al. (2010), who

demonstrated that beach and dune species are highly resistant to
storm conditions. These authors also recorded species turnover
after a storm, mostly owing to the arrival of grasses and forbs.
They noted that (i) major changes in plant cover on the incipient
dunes are more related to temperature and drought, rather than
to the action of waves, and (ii) species with higher occurrence are
more likely to respond positively to storms. In accordance with
this, the present study shows that in the three study sites, plant
cover of the most dominant dune-building species (for example,
Canavalia rosea, C. punctatus, Ipomoea pes-caprae, S. virginicus,
and P. lindenii), increased after the storm, probably due to the
rain brought by the storm, but also perhaps because of a positive
response to burial by sand (Martínez et al., 2002) in the overwash
areas where accretion occurred. It is important to mention that
the coast of Veracruz faced a severe drought in the year when
the study took place. Thus, when the rain from the winter storm
reached the coast, it was beneficial, rather than harmful, for the
plants (personal field observations).

Furthermore, the fact that the dune building species Ipomoea
pes-caprae, P. lindenii, S. virginicus, S. portulacastrum, and
P. amarum were little or not affected by the storm is relevant
because, besides being effective dune builders (Devall, 1992;
Stallins, 2002; Lonard and Judd, 2011; Lonard et al., 2013), these
species are known to help mitigate wave-induced dune erosion
(Silva et al., 2016; Feagin et al., 2019; Maximiliano-Cordova et al.,
2019). This means that these species maintain their protective
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role by building dunes and by resisting the impact of the storm.
However, this also depends on factors such as the sediment
budget and the storm incidence.

Pre-Existing Conditions and the Effect of
Plants in Mitigating Erosion
Experiments previously performed in wave flume conditions
have shown the effectiveness of vegetation in mitigating erosion
induced by storm waves (e.g., Kobayashi et al., 2013; Sigren
et al., 2014; Silva et al., 2016; De Battisti and Griffin, 2020).
However, to date, only the studies conducted by Charbonneau
et al. (2017), Lindell et al. (2017), and Biel et al. (2017) have
demonstrated the protective role of plants in field conditions. To
contribute to this field, the aim and novelty of the present study
were to explore the effect of plant-related features (plant cover,
overlap cover index, and plant richness), in mitigating erosion in
different beaches with varying morphological features, in order to
understand under what conditions plants confer dune resistance
against erosion. This study shows that plant richness and the
overlap cover did not affect erosion, except on one beach, where
plant cover was negatively correlated with erosion on the exposed
face of the dunes.

The differences in erosion observed at the three study sites
and the protective role of vegetation may be associated with
beach-dune morphology (Sallenger, 2000; Saye et al., 2005; Pries
et al., 2008) as well as the dominant species, because protection
may be species- and site-specific (Charbonneau et al., 2017;
Maximiliano-Cordova et al., 2019). Our results show that the
dominant species varied between beaches. The incipient dunes
of La Mancha and Riachuelos were covered by the creeping
vine Ipomoea pes-caprae, while the foredunes of Navarro were
covered by the tall grass P. amarum. Even though experimental
evidence has demonstrated the efficiency of both species in
mitigating beach and dune erosion in laboratory conditions (Silva
et al., 2016; Figlus et al., 2017; Maximiliano-Cordova et al.,
2019), it is possible that in field conditions, the architecture
of P. amarum is better at mitigating erosion as its plant cover
increases because the dunes that develop around this plant
are higher and the plants effectively trap sediment that would
otherwise be eroded. Nevertheless, there is a threshold in the
protective effect beyond which, erosion will not be mitigated
(Odériz et al., 2020).

The mechanisms involved in the protective role of vegetation
are diverse. Previous laboratory experiments have demonstrated
that dune plants primarily reduce the velocity of beach erosion
by attenuating wave swash and run-up with their stems and
leaves (Mendoza et al., 2017; Feagin et al., 2019), but they
do not compensate for the sediment deficit of the submerged
beach (Silva et al., 2016; Odériz et al., 2020). Feagin et al.
(2019) observed that plant roots also attenuated waves and
reduced erosion. Furthermore, Mendoza et al. (2017) explored
the mechanisms through which plant cover decreased dune
erosion. Their findings show that where plants were present, the
wave breaking point was displaced seawards, and bed velocities
close to the shoreline were lower, associated with a reduction of
the wave energy reflected on the beach. Both phenomena help

explain the protective role of vegetation on the beach, which
provides a slight, but relevant, contribution to the resilience and
resistance of the beach profile.

Hydrodynamic changes are species-specific (Bouma et al.,
2013), and hence, plant cover and architecture will play a
differential role in modifying the impact of waves. For instance,
I. pes-caprae mitigates wave impact and provides dune resistance
(Silva et al., 2016; Feagin et al., 2019; Maximiliano-Cordova
et al., 2019), but when plant cover increases, the results are
unpredictable (Silva et al., 2016). In some cases, the maximum
plant cover of this species could induce an increase in the
coefficients of wave reflection, and as a consequence, induce
greater dune erosion (personal observations). Instead, P. amarum
mitigates turbulence as plant cover increases (Figlus et al., 2017).
In laboratory conditions, it was demonstrated that P. amarum
and the similar Ammophila arenaria were more efficient in
mitigating erosion than forb species because of differences in
their aerial architecture and below-ground biomass (Figlus et al.,
2017; De Battisti and Griffin, 2020). These trends probably apply
to our results. For example, I. pes-caprae has long branches
that extend over the surface of the sand and abundant shallow
adventitious roots that grow a few centimeters below the surface
(Devall, 1992). In turn, P. amarum is a tall grass with dense and
compact roots. The plant architecture and below-ground roots
of both help mitigate the impact of storms, and retain sediment,
thus reducing erosion.

Finally, the protective role of plants is the result of reciprocal
interaction between plants and dunes which converts them
into a dynamic bio-shield that determines the extent of the
storm-induced effects. Indeed, beach and dune resistance is an
accumulative process that depends on the biogeomorphological
feedback between the plants and the dunes (Stallins and Parker,
2003; Durán and Moore, 2013; Charbonneau et al., 2021). In
brief, our results show that plant cover can help mitigate erosion.
However, this protective role is species- and site-dependent;
influenced by local geomorphological characteristics.

Caveats of the Study
Spatio-Temporal Dynamics
In temperate coasts, it is possible that the abundance and
diversity of plant species vary over time because of seasonal
changes during which annual species may be present or absent,
and plant cover varies drastically, depending on the weather
conditions. Unlike temperate coasts, in the tropics there are
almost no noticeable seasonal changes. For instance, annual
plants are absent; all species are perennial, and thus, they do
not disappear seasonally. This means that without disturbances
that cause major disruptions, plants remain present even during
the dry season, although their cover may decrease. Also,
there is no successional species turnover on the beach and
incipient dunes because of the recurrent disturbance events
which repeatedly set vegetation trends back to early pioneer
stages. Therefore, in our case, a spatio-temporal relationship is
likely to occur simultaneously, between the state of the vegetation
and geomorphological changes, because plant cover is highest
when storms occur (Martínez et al., 2001).
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One Single Storm
It is also important to acknowledge the limitations of a study with
only one single storm event. It is certainly necessary to explore the
cumulative effects of subsequent storms with different intensities,
as well as the time elapsed between them, because this affects
the possibility of plant recovery after the disturbance events. In
addition, long-term studies will contribute to the understanding
of the dynamic interaction between plants and geoforms. We
also lacked information on the bathymetry of the study sites, and
this would have been useful to describe the impact regime of the
waves during the storm and the redistribution of the sediment
along the surf zone.

Number of Replicates
The significant correlations between different environmental
variables (dune height, backshore width, plant cover, and bare
sand) and observed erosion were performed with a relatively
reduced number of replicates. This was due to the fact that
we chose the plots closest to the ocean to test the impact of
storm-induced waves on the dunes, with and without vegetation,
because the impact of waves decreases inland. Certainly, these
results would be strengthened with a greater number of
replicates, both within each beach and by adding more beaches.
Nevertheless, the general trends are statistically significant and
reveal interesting trends in field conditions which coincide with
laboratory experiments, as well as the relatively small number of
field observations performed previously (Feagin et al., 2019).

Applicability Worldwide
The study was only performed in three sites (three beaches), all
located on the Gulf of Mexico. Nevertheless, the results can be
extended worldwide, specifically to sandy coasts with vegetated
dunes, and which are exposed to storms (winter storms or
tropical cyclones; see for example, Costanza et al., 2021; Castelle
et al., 2015; Masselink et al., 2016). While sandy beaches are
heterogeneous, and dune-building plant species vary between
regions. Nevertheless, sediment dynamics and the tolerance of
dune building plants to salinity and sand movement is similar
between species (Maun, 1998). Therefore, the response of the
beach-dune system to the impact of storms is likely to be
parallel in coastal regions beyond the Gulf of Mexico. Thus,
in tropical and temperate latitudes, the interaction between
geomorphological features, plants and storms are likely to share
similarities. Nevertheless, further field observations are necessary
to confirm this assumption.

CONCLUSION

This study aimed to evaluate the impact of a single winter
storm on beach and dune morphology and plant communities,
and to explore whether plants help in reducing wave-induced
erosion in field conditions. The results show that: (1) erosion
and accretion occurred on the three beaches studied, but that
the patterns depend on the local geomorphological attributes
and pre-existing conditions. Erosion was less intense where
dunes were higher, although the beach was narrower (Navarro).

On the other hand, wider beaches with more gentle slopes
and shorter incipient dunes (Riachuelos and La Mancha) and
were more eroded. (2) The impact of the winter storm on
the plant communities established on the backshore and dunes
was most often observed on typical inland plant species. Dune-
building plants were not only tolerant to the storm, but they
also increased their plant cover, demonstrating their ability
to tolerate harsh storm conditions. (3) The protective role of
plant-cover and species richness in mitigating erosion was site-
dependent, and was only significant where erosion was less
intense, which coincided with higher dunes and a narrower
beach. The results from this study show that in field conditions,
plants can confer dune resistance. However, this protective role
is not linear because it is site- and species-specific, and depends
on pre-existing geomorphological conditions and the plant
species growing on the beach and dunes. Finally, concerning
the applicability of this study, our results help understand the
circumstances under which plants contribute to mitigating dune
erosion. This is relevant as there is growing global interest in
protecting coasts and mitigating erosion by means of ecosystem-
based solutions.
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Understanding how altered hydrodynamics related to climate change and
anthropogenic modifications affect ecosystem integrity of shallow coastal soft-
sediment environments requires a sound integration of how species populations
influence ecosystem functioning across heterogeneous spatial scales. Here, we
hindcasted how intertidal habitat loss and altered hydrodynamic regimes between 1955
and 2010 associated with geomorphological change to accommodate expansion in
anthropogenic activities in the Western Scheldt altered spatial patterns and basin-wide
estimates of ecosystem functioning. To this end we combined an empirically derived
metabolic model for the effect of the common ragworm Hediste diversicolor on sediment
biogeochemistry (measured as sediment oxygen uptake) with a hydrodynamic and
population biomass distribution model. Our integrative modeling approach predicted an
overall decrease by 304 tons in ragworm biomass between 1955 and 2010, accounting
for a reduction by 28% in stimulated sediment oxygen uptake at the landscape scale.
Local gains or losses in habitat suitability and ecosystem functioning were primarily
driven by changes in maximal current velocities and inundation regimes resulting
from deepening, dredging and disposal practices. By looking into the past, we have
demonstrated how hydro- and morphodynamic changes affect soft-sediment ecology
and highlight the applicability of the integrative framework to upscale anticipated
population effects on ecosystem functioning.

Keywords: soft-sediment biogeochemistry, bioturbation, animal – ecosystem function relationships, metabolic
theory of ecology, Western Scheldt estuary

INTRODUCTION

Coastal ecosystems are at the frontline of environmental change. Expanding human activities,
accelerating sea level rise, and changing wind climates modify hydrodynamic patterns that define
the delicate balance in physical exchange processes that underpin the ecology of these shallow
ecosystems (Birchenough et al., 2015; Khojasteh et al., 2021). Consequently, worldwide loss in
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FIGURE 1 | Study area: the Western Scheldt estuary (Netherlands) (A); model organism: Hediste diversicolor, common ragworm (B); sampling points: the colored
dots show the sampling points used for oxygen uptake measurements (C). The smaller black dots mark the location of the 3051 benthic samples collected between
2006 and 2010 and used to fit the H. diversicolor potential biomass distribution model. Coordinates are in Amersfoort - EPSG:4289.

ecosystem integrity during the Anthropocene has reduced
some of the critical services provided by the biodiversity of
these highly productive ecosystems to society (Barbier et al.,
2011 and references therein). According to the definition of
Reiss et al. (2009), the concept of “ecosystem functioning”
describes the combined effects of the natural processes that
sustain an ecosystem and it is determined by the interplay of
abiotic (physical and chemical) and/or biotic factors. A key
ecosystem function of coastal ecosystems is the efficient
processing of nutrient inputs from terrestrial sources, which
could otherwise cause eutrophication and disrupt marine
food webs. Soft-sediment dwelling animals (further referred
to as macrobenthos, typically including crustaceans, bivalves,
and bristle worms) play pivotal roles in the biogeochemical
cycling of estuaries and coastal ecosystems by channeling
nutrients and carbon assimilated into their biomass to higher
trophic levels such as wading birds and fish. Additionally, these
burrowing animals alter biogeochemistry at the sediment-water
interface via respiration, excretion, and indirectly through

their sediment reworking and ventilation activities (i.e.,
bioturbation; Kristensen et al., 2012) that importantly stimulate
the microbial mineralization of sedimentary organic matter
(Snelgrove et al., 2018).

Multiple anthropogenic pressures increasingly affect the water
column and sediment processes involved in macrobenthos-
mediated biogeochemical cycling (Knights et al., 2015). Key
examples are dredging and disposal practices that induce
bathymetric, hydrodynamic, and sedimentological changes of the
seabed that affect the distribution and bioturbation effects of
macrobenthos (e.g., Mermillod-Blondin and Rosenberg, 2006;
Cozzoli et al., 2017). Accordingly, quantifying the implications
of anthropogenic change to shallow coastal and estuarine
sediments for the delivery of ecosystem services, requires a
sound integration of the contributions of macrobenthos to
biogeochemical cycling, and sediment ecosystem functioning
in general. Although the functional role of macrobenthos
can exhibit a strong context-dependency across environmental
gradients (e.g., Cassidy et al., 2020), logistical constraints typically
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FIGURE 2 | Stimulated sediment oxygen uptake by ragworm biomass in each experiment. Sediments were collected from three locations with varying physical
characteristics (Supplementary Material 1). The fitted line is an allometric power function relating biomass and ecosystem functioning. Data from Fang et al. (2021)
are included in this figure.

limit replication of empirical studies across the landscape that can
impede spatial upscaling of functioning at the ecosystem level and
beyond. However, when the functional role of populations across
spatial gradients is well understood, a promising way to estimate
larger-scale functional implications of changing environments
is the integration of species ecosystem functioning models with
predictive population distribution models across environmental
gradients, even when the underlying mechanisms are complex
and difficult to unravel (e.g., Ellis et al., 2006). Such integrated
modeling framework can extrapolate changes on population level
to ecosystem functioning across heterogeneous spatial scales, or
can make predictions for different time periods. Hydrodynamic
variables are amongst the most important determinants for
macrobenthos distributions (Ysebaert et al., 2002), but they are
rarely measured with full spatial coverage therefore limiting
landscape applications, let alone that the temporal changes that
occurred during the Anthropocene has been recorded. Coupled
hydro- and morphodynamic models fill this gap as they describe
water motion, sediment transport and bed-level changes by
numerically solving a coupled set of mathematical equations
(Smolders et al., 2013).

To demonstrate this approach we integrated a metabolically
supported species-ecosystem functioning model with species
distribution predictions to assess the spatial and temporal
variation in ecosystem functioning in the Western Scheldt
(Netherlands) as an exemplar study (Figure 1A). The Western
Scheldt is a coastal plain estuary of high ecological and
economic importance protected under the EU Water Framework
and the Floods Directive. The estuary has underwent severe
geomorphological changes since the 1950s (De Vriend et al.,
2011) to accommodate safe navigation of larger ships to

the port of Antwerp, the second-largest marine harbor in
Europe. Ecosystem functioning was measured using sediment
oxygen uptake, which is a good proxy for total sediment
metabolism (Canfield et al., 1993) and includes the direct
and indirect contributions of macrobenthos to biogeochemical
cycling (Glud, 2008). We specifically considered the contribution
to sediment metabolism of the benthic ragworm Hediste
diversicolor (Figure 1B); a species widely distributed across the
coasts of the Americas and Europe including the intertidal river
banks and shoals of the Western Scheldt (Ysebaert et al., 2003)
and the bioturbation activities of which importantly stimulate
sediment biogeochemical cycling (e.g., Kristensen, 2001). We
first established an ecosystem functioning model by empirically
quantifying the contribution of ragworm population biomass to
stimulated sediment oxygen uptake across a diversity of sediment
types. Then we extrapolated stimulated ecosystem functioning
across the spatially heterogeneous landscape by integrating
the ragworm ecosystem functioning model with a ragworm
biomass distribution model based on hydrodynamic predictor
variables. Lastly, we estimated spatio-temporal variability in
ecosystem functioning between 1955 and 2010 as a result of
anthropogenically driven loss and/or change in habitat suitability
related to hydrodynamical modifications.

MATERIALS AND METHODS

Ragworm – Ecosystem Functioning
Model
Using laboratory experiments to characterize ecosystem-
functioning under various natural biomasses, we previously
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FIGURE 3 | Maximal expected ragworm biomass in 1955 (A) and 2010 (B) as estimated from a 0.95 quantile distribution model. Maximal stimulated sediment
oxygen uptake in 1955 (C) and 2010 (D) as estimated from the allometric scaling relation between ragworm biomass and stimulated sediment oxygen uptake.
Distribution of lost, gained, and prevailing intertidal habitats between 1955 and 2010 are presented in (E). Bar charts in (F) summarize basin-wide implications of
anthropogenic change for intertidal surface area, ragworm biomass, and the cascading effect on sediment oxygen uptake for lost (red), gained (blue), and prevailing
(gray) areas.

demonstrated that stimulatory ragworm bioturbation effect on
sediment oxygen uptake varies proportionally with population
biomass in sandy and muddy sediments of tidal flat in the lower
region of the estuary (Fang et al., 2021). Because macrobenthos

activity can vary with salinity (Verdelhos et al., 2015; but see
Murray et al., 2017), a third experiment (presented here) with
ragworms collected in the upper region of the Western Scheldt
(Supplementary Material 1) was undertaken following the same
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FIGURE 4 | Hydrodynamic (A–D), biomass (E), and ecosystem functioning (F) changes between 1955 and 2010. Average values for hydrodynamic variables for the
total basin, the prevailing and the lost intertidal habitats are presented according to inundation frequency categories (0–100, >66, 33–66, <33% of a full tidal cycle)
in Supplementary Material 5. Negative values (red color) imply a decreasing of the predicted hydrodynamic variable value between 1955 and 2010, while positive
value (green color) imply an increase.

methods reported in Fang et al. (2021). Briefly, total sediment
oxygen uptake was measured in 11 plexiglass microcosms (height
12.2 cm, inner diameter 3.6 cm) filled with 1 mm sieved sediment
to a depth of 6 cm, topped with seawater (salinity = 19.4) and

seeded with variable densities of differently sized individuals
(Supplementary Material 2). Sediment oxygen uptake was
calculated from the decline in dissolved oxygen concentrations
over time; these were measured continuously in the airtight
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closed microcosms using calibrated oxygen optodes (Pyroscience
OXROB10). The ragworm contribution to sediment ecosystem
functioning was calculated for each microcosm by subtracting
the oxygen uptake in one microcosm without ragworms. Analysis
of covariance (ANCOVA) was used to compare the ragworm
effect on ecosystem functioning between sediment types while
controlling for biomass. Ragworm population biomass was
normalized using log transformation in all experiments to meet
assumptions of the homogeneity of regression slopes and the
homogeneity of variances.

Upscaling Ragworm – Ecosystem
Functioning Effects
Four hydrodynamic variables, namely: (1) yearly averages of
maximal tidal current velocity (m·s−1); (2) salinity; (3) diel
variation in salinity; and (4) inundation time (% of submersion
during a full tidal cycle) – all known determinants of ragworm
distribution (Ysebaert et al., 2003) were predicted across a 20 m
triangular spatial grid overlaying detailed bathymetric maps of
the Western Scheldt for 1955 and 2010 using the 2Dh TELEMAC
hydrodynamic model (Smolders et al., 2013). Subsequently
these hydrodynamic variables were extracted from the 2010
hydrodynamic scenario for 3051 locations sampled between 2006
and 2011 in the Western Scheldt (BIS dataset, NIOZ-Yerseke
Monitor Taskforce, Figure 1C). Ragworm biomass distribution
in the estuary was then predicted based on the observed
biomass in the sampled locations and using the four physical
variables extracted by the 2Dh TELEMAC hydrodynamic model
as explanatory variables. To this end we used quantile regression,
a preferred method for species distribution modeling when only
a subset of possibly limiting governing variables are available
(Cade and Noon, 2003). We predicted ragworm biomass using
the upper (0.95) quantile to describe change in niche potential
in response to environmental drivers, after Vaz et al. (2008). The
distribution model was fitted up to second degree interaction
terms between explanatory variables and subsequently simplified
using a stepwise bi-directional elimination procedure (Venables
and Ripley, 2002; Supplementary Material 3). The explanatory
variable submersion time, expressed as a fraction between
0 and 1, was linearized via arcsin transformation. Similarly
to Cozzoli et al. (2014), to validate our forecast for the
95th quantile of the H. diversicolor biomass distribution,
the whole dataset was iteratively sampled with replacement
(9999 iterations). Due to sampling with replacement, some
observations are repeated and others remain unpicked. The
model was fitted on the sampled observations (training dataset)
and used to predict the unpicked ones (validation dataset). The
distribution of the coefficients estimated through the iterations
of the pseudoreplication procedure was used to estimate the
significance and confidence intervals of the estimates of the
distribution model. The predicted values were discretized in 10
logarithmic classes, for which the corresponding 95th sample
quantile of the validation data was calculated. To finally asses
the validity of the model, observed and predicted quantiles were
plotted against each other and checked for linear correlation
(Supplementary Material 4).

The relationship between ecosystem functioning and ragworm
biomass (Stimulated oxygen uptake = aBiomassb, where a is
the quantified coefficient and b the allometric scaling exponent;
see section “Results”) was used to convert the ragworm
population effect on sediment oxygen uptake and constrained
to the inundation time (i.e., the period of the tidal phase
when bioturbation can stimulate sediment oxygen uptake from
the water column). The predicted biomass distribution and
ragworm-stimulated oxygen uptake maps were generated for
1955 and 2010 to evaluate the implications of deepening,
dredging and disposal practices that increasingly occurred
since 1955 (De Vriend et al., 2011). The pseudoreplication
test previously described and used to validate the biomass
distribution model requires a large training and validation
dataset. Consequently, in this study we were able to validate
the biomass distribution model only. A much greater number
of field observations should be collected to properly validate the
predicted ecosystem functioning scenario.

RESULTS AND DISCUSSION

Ragworm-Ecosystem Functioning Model
The biomass-dependent stimulation of sediment oxygen uptake
by ragworms did not vary between sediment types (ANCOVA:
biomass effect F1,24, p < 0.001; sediment type effect F2,24,
p = 0.24; biomass × sediment type interaction F2,24, p = 0.40),
despite differences in granulometry, organic matter content or
salinity (Supplementary Material 1) and a combined stimulatory
effect per gram biomass increased sediment metabolism to the
power 0.71 (Figure 2) across all environmental contexts. This
uniformity likely results from the fact that burrow ventilation
by ragworms is restricted to the lumen and a few mm in
the burrow wall (Nielsen et al., 2004) and suggests that the
ragworm bioturbation effect on sediment ecosystem functioning
is proportional to its energetic requirements corroborating the
allometric scaling exponent of ∼0.75 for the relation between
body size and metabolism that is evidenced across taxonomic
groups (Brown et al., 2004). Cozzoli et al. (2018) further support
this theory by demonstrating that sediment resuspension can be
ascribed to the overall metabolic rate of bioturbating populations.

Habitat Change and Ecosystem
Functioning
Maximum ragworm biomass occurred in the most elevated
intertidal areas (Figures 3A,B) corroborating this species’
preference for low-energy environments, i.e., low current
velocities and low inundation time (Ysebaert et al., 2002). These
conditions are usually associated to fine sediments, i.e., mud
or silt, and high organic matter sediment load (Cozzoli et al.,
2013). In contrast, ragworm-mediated sediment oxygen uptake
peaked at intermediate surface elevations (Figures 3C,D) due to
the opposing patterns in inundation time and ragworm biomass
along the intertidal elevation gradient, that both positively relate
to stimulated ecosystem functioning.

Anthropogenically induced changes in fluvial geomorphology
between 1955 and 2010 (Figure 3E) increased seawater
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penetration into the estuary, modified local daily salinity
fluctuations, and altered the inundation time and current
velocities in the intertidal region (Figures 4A–D). Overall,
channel deepening and erosion of lower intertidal areas led to the
permanent inundation of 34 km2, accounting for the direct loss
of 216 tons of potential intertidal ragworm biomass, or 22% of
the potential biomass achievable in 1955 (Figure 3F). This was,
in part, offset by creation of 20 km2 of new intertidal habitat
(i.e., previously fully submersed habitat) in close proximity to
the shoals (Figure 3E) and potentially inhabited by 85 tons, or
13% of ragworm biomass present in 2010. The overall decrease
in intertidal habitat surface was stronger in the marine and
intermediate sectors of the estuary (respectively, shrinking of 19
and 17% of the intertidal surface present in 1955) than in the
riverine one (shrinking of 9%) (Figure 3E).

The 73 km2 of prevailing intertidal habitat underwent a
distinct increase in average maximum current velocity, especially
in the most elevated intertidal habitats (1955; 0.16 ± 0.10
SD m·s−1 vs. 2010; 0.31 ± 0.11 SD m·s−1; Figure 4 and
Supplementary Material 5), reducing their suitability for
ragworms. Similarly, newly developed intertidal habitats in 2010
had a higher maximal current velocity as compared to the lost
habitat (gained habitat; 0.43 ± 0.12 SD m·s−1 vs. lost habitat;
0.11 ± 0.12 SD m·s−1), and experience a longer submersion
time (+11%) in comparison to the lost habitats. The change in
hydrodynamics was more drastic for the marine and intermediate
portion of the estuary (respectively, average increases of 74 and
84% in maximum current velocity between 1955 and 2010) than
for the riverine sector (increase of 25% only) (Figure 4B and
Supplementary Material 5). Differently, the riverine sector of
the estuary experienced the strongest increase in daily salinity
variation, with an increase of 73% between 1955 and 2010 in the
intertidal area (Figure 4D and Supplementary Material 5).

Collectively, direct habitat loss and change in habitat
suitability over time reduced ragworm population biomass by
32% between 1955 and 2010, causing a predicted reduction
in ecosystem functioning by 28% across the estuary (1955;
204 Kmol·day−1 vs. 2010; 147 Kmol·day−1)(Figure 3F). The
joint effect of larger intertidal habitat loss and stronger increase
in tidal current velocity made so that the strongest reduction in
ragworm population biomass was predicted in the marine and
central sectors of the estuary (respectively decrease in potential
ragworm biomass of 43 and 38% from 1955 to 2010) than
in the riverine one (decrease in potential ragworm biomass of
20%) (Figure 4E and Supplementary Material 5). This implies
a predicted reduction in ecosystem functioning of 36 and 34% in
the marine and central sectors of the estuary, respectively. The
decrease in ecosystem functioning in the riverine sector was of
16% only (Figure 4F and Supplementary Material 5).

In addition to basin-wide estimates, our approach hindcasted
changes in biomass at a smaller scale, with the implications for
ecosystem functioning primarily depending on the local interplay
of biomass and inundation time. For example, geomorphological
changes generally reduced habitat suitability for ragworms on
the river banks whereas implications for biomass and ecosystem
functioning were more variable on the shoals with, e.g., predicted
gains in habitat suitability toward the brackish part of the estuary

where reductions in inundation time co-occurred with lowered
current velocities (Figures 4E,F).

CONCLUSION

By combining quantitative estimates of functioning under
varying environmental contexts, spatio-temporal data describing
hydrodynamic conditions, and modeling tools, we have shown
how small-scale studies can be upscaled from a population
perspective to the larger spatial (landscape) scales necessary to
underpin effective ecosystem-based management in the current
era of global change. The integrative modeling framework can
be applied to predict functional implications of hydrodynamic
change resulting from, e.g., alternative dredge disposal strategies,
sea level rise, or river flooding regimes. By looking in the
past in the specific case study presented here, we demonstrated
how particularly the ultimate balance between maximal current
velocities and inundation time in the intertidal habitat will
define faunal-mediated functioning in future estuaries and
soft-sediment shorelines. Finally, the allometric scaling of
ecosystem functioning with population biomass corroborates
the metabolic theory of ecology, supporting the possibly wider
application of the integrated framework to assess ecosystem
functioning change.
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Climate change is currently considered one of the main phenomena affecting marine
species through expansion or contraction of their distribution. Being ectothermic
organisms, sharks of the family Carcharhinidae could be highly susceptible to the effects
of climate change. These sharks are of great ecological importance, which is reflected in
their role in the integrity of coastal and oceanic ecosystems as top predators that act to
maintain the stability of the food chain, as well as providing economic value through
fishing, consumption, and ecotourism. Currently, their populations are threatened
by fishing pressure and anthropogenic activities, including meeting the demand for
shark fins. Despite the ecological and economical importance of carcharhinid sharks,
knowledge regarding how they are impacted by climate change remains scarce.
Ecological niche modeling is a tool that allows analysis of future potential distributions
under different climate change scenarios and could contribute to future planning
activities and improved conservation outcomes for sharks. We generated models in
Maxent in order to predict the potential geographic distribution of 25 carcharhinid
sharks that inhabit Mexican waters, projecting this onto future climate change scenarios
(RCP2.6, RCP4.5, RCP6.0, and RCP8.5) to calculate the potential losses and gains
in their distribution areas by the year 2050. The greatest shifts in suitable areas were
observed for the sharks Triaenodon obesus (gained area) and Carcharhinus porosus
(lost area). Overall, under all four RCP future scenarios, six species presented gains in
suitable area and 19 species presented losses. The greatest loss of suitable area for
carcharhinid sharks was found with RCP8.5; however, under this high-emissions global
warming scenario, seven species actually showed an increase in distribution area. Our
results therefore indicate that climate change could reduce suitable areas for most of the
species by 2050. Assessment of the distribution of shark species under climate change
is urgently required in order to prioritize conservation efforts toward the most vulnerable
species and to ensure the natural function of marine ecosystems, thus maintaining the
important ecosystem services they provide to human society.

Keywords: ecological niche modeling (ENM), suitable area, sharks, RCP, carcharhinid, climate change
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INTRODUCTION

Climate change is currently considered one of the main
phenomena that influence the phenology and physiology of some
marine species, through modification of environmental variables
(Parmesan and Yohe, 2003; Jones et al., 2013; Poloczanska et al.,
2013). The tropical marine fauna is among the groups of animals
most sensitive to climate change, since the members evolved in
a relatively stable thermal environment (Rosa et al., 2014) and
are expected to respond to environmental change by shifting
their distributions to areas more conducive to maintaining a
physiological optimum (Hobday, 2010; Tittensor et al., 2010;
Cheung et al., 2012, 2015; Hazen et al., 2013; Nakamura et al.,
2013; Robinson et al., 2015; Fogarty et al., 2016).

Regarding the modification of environmental variables, the
global average sea surface temperature is predicted to rapidly
rise by 1–3◦C, as a result of the greenhouse effect (IPCC, 2013).
Changes in sea surface temperature are often accompanied by
variations in salinity, which is another environmental variable
that could be modified by climate change. For instance, decreased
salinity can be due to the melting of glaciers and ice sheets,
while increased salinity can be produced by higher sea surface
temperatures and evaporation (Durack et al., 2012). Variations in
salinity are also related to large-scale changes in water movement
and it has been speculated that increased wind stress due to
climate change could lead to increased coastal currents and
upwelling (Bakun, 1990).

Recent evaluations of species distribution have assessed the
potential impacts of climate change on both terrestrial and
marine organisms (Peterson et al., 2011; Jones et al., 2013;
Wabnitz et al., 2018). One taxonomic group of marine fishes that
has been put at risk by the rapid environmental modification
imposed by climate change is Chondrichthyes (sharks, rays, and
chimeras) (Field et al., 2009). Some studies of shark species in
particular have described potential changes in their distribution
in response to projected changes in climate, which are related
to the reduced or increased availability of suitable habitat
and poleward shifts in their distribution (Hare et al., 2016;
Tanaka et al., 2021). Other studies have evaluated the potential
distribution of carcharhinid sharks with climate change using
species distribution modeling and generally report a reduction
or shift in suitable area for future distributions under different
climate change scenarios (Jones et al., 2013; Lezama-Ochoa et al.,
2016; Gonzalez-Pestana, 2018; Birkmanis et al., 2020; Crear et al.,
2020).

In this context, ecological niche models (ENM) can be
employed to describe the geographic and ecological aspects
of species and are widely used to assess potential future
distributions using a correlative approach between species
presence records and environmental variables (Jones and
Cheung, 2015; Chefaoui et al., 2019). To assess shifts in
future species distributions using ecological niche modeling,
it is common to use environmental variables from different
future scenarios derived from general circulation (GCMs)
and atmosphere-ocean general circulation (AOGCMs) models
(Wiens et al., 2009; Harris et al., 2014; Peterson et al., 2018).
In the Special Report on Emissions Scenarios (SRES), the

Intergovernmental Panel on Climate Change (IPCC) published
a family of greenhouse gas scenarios (A1, A2, B1, and B2) that
comprise storylines of different demographic, societal, economic,
and technical change that assume different future increases in
greenhouse gas emissions (IPCC, 2000). These initial emission
scenarios were recently updated in the IPCC Fifth Assessment
Report (AR5) by replacement with Representative Concentration
Pathways (RCPs) that refer to radiative forcing (2.6, 4.5, 6.0,
and 8.5 W/m2 by 2,100) and represent alternative greenhouse
gas concentration trajectories. These RCPs include a mitigation
scenario involving an initial increase in temperature followed
by a decline (RCP2.6), two intermediate scenarios (RCP4.5
and RCP6.0), and finally an extreme scenario with very high
annual greenhouse gas emissions and a very marked temperature
increase (RCP8.5) (IPCC, 2013).

The consequences of climate change could also be reflected
in the integrity of the ecosystem due to the close inter-
dependency between it and the sharks. This relationship signifies
that, in coastal and oceanic habitats, the sharks keep the food
web healthy, maintain the carbon cycle and comprise one of
the largest groups of apex predators. Sharks occupy a high
trophic level in marine habitats and play a key role in the
structure, function, and health of marine ecosystems (Davidson
and Dulvy, 2017). Food webs are essential for the stability,
maintenance, and control of the populations of the commercial
and non-commercial species that occupy the lower trophic levels,
indirectly affecting the economy. Given all of these functions,
sharks also help to preserve the stability of ecosystems (such as
coral reefs) and thus maintain the provision of their ecosystem
services (Motivarash et al., 2020).

In addition to the effects of climate change on sharks,
populations of their functionally important species assemblages
have declined because of rising fishing pressure, increasing their
risk of global extinction (Pacoureau et al., 2021). The depletion of
sharks could also be the result of indirect anthropogenic threats,
including loss or contamination of their habitat (Worm and
Tittensor, 2011; Sguotti et al., 2016). This factor can be added
to the disadvantages conferred by their intrinsic low phenotypic
plasticity (Rosa et al., 2014) and life history patterns (e.g.,
slow growth, reduced fecundity, late sexual maturity, and long
gestation time) (Cortés, 2000). Carcharhinids are subject to high
fishing mortality as a result of intentional and incidental capture
in a variety of fisheries (Bond et al., 2012; Dulvy et al., 2014),
of which there are high levels in Mexico (Sosa-Nishizaki et al.,
2020). Intentional fishing of Carcharhinids is mainly conducted
to obtain liver oil, cartilage, meat, or fins, for example, in the case
of Carcharhinus falciformis and Prionace glauca (Camhi et al.,
2008; Santana-Morales et al., 2020). Furthermore, shark cage
diving is currently a prominent feature of ecotourism activities
in various parts of the world, including Mexico (Haas et al., 2017;
Cisneros-Montemayor et al., 2020).

The members of the Carcharhinidae family include around 12
genera and 50 species, distributed worldwide in both tropical and
temperate marine waters. This study focused on 25 carcharhinid
sharks that inhabit the waters of Mexico and other areas of the
world (Castro, 2011; Saldaña-Ruiz et al., 2019). Of these, 16%
are categorized as vulnerable (VU), 52% as near threatened (NT),
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16% as data deficient (DD) and 4% as not evaluated (NE) by the
International Union for Conservation of Nature (IUCN, 2020).

As the climate continues to warm and change, its effects on
vulnerable species should be examined via studies of ecological
niche modeling (Hill et al., 2011; Bellard et al., 2012; Lezama-
Ochoa et al., 2016; Davidson and Dulvy, 2017). Despite the
possible impacts of climate change on shark distribution and
their ecological importance and economic value, information on
elasmobranch fish remains scarce (Rosa et al., 2014; Davidson
and Dulvy, 2017). Knowledge of potential distribution shifts
under different scenarios could support scientists and decision
makers in the development of appropriate strategies to reduce
climate change impacts on biodiversity through actions of early
intervention, such as the design of potential protection areas that
could become zones of suitable habitat under future climatic
conditions (Bellard et al., 2012; Pacifici et al., 2015; Wilkening
et al., 2019). The aim of this study was to use ecological
niche modeling to evaluate potential changes in the global
geographic distribution areas of the 25 carcharhinid sharks
that inhabit Mexican waters, considering the climate change
scenarios RCP2.6, RCP4.5, RCP6.0, and RCP8.5 for the year 2050.
This information could help identify the species that are most
vulnerable to climate change and quantify the percentage range of
gains/losses over time in order to estimate their risk of extinction
and thus inform the creation of a network of protected areas to
ensure their persistence.

MATERIALS AND METHODS

Species distribution modeling through estimation of the
ecological niche is a correlative approach that uses species
presence records (occurrence data of the entire life stages of
species) and environmental variables that describe the climatic
features of the area in which the species is distributed (Soberón
and Nakamura, 2009). In the following sections, we address the
different steps that we used to model the potential geographic
distribution of carcharhinid sharks under different climate
change scenarios.

Occurrence Data
Occurrence records of the complete known distribution of the
species in the coastal and marine areas of the Atlantic, Pacific,
and Indian Oceans were obtained from the databases of Global
Biodiversity Information Facility (GBIF1), speciesLink2, VertNet3

and the Ocean Biogeographic Information System (OBIS4). We
also used occurrences from Del Moral-Flores et al. (2015) and the
ichthyological collections of CNPE–IBUNAM5 and CIICMYLP-
UNAM6. Most of the occurrence records comprised preserved
specimens or human observations recorded from 1960 to 2017.

1http://www.gbif.org
2www.splink.org.br
3www.vertnet.org
4www.iobis.org
5www.unibio.unam.mx
6www.icmyl.unam.mx

A thorough inspection of each occurrence record was
conducted in R 3.4.4 (R Core Team, 2018) in order to eliminate
duplicate records and those with no specified location. We
also cross-checked each occurrence record with the information
available in the published literature in order to eliminate those
that originated outside the known distribution or within the land
mask of the Global Self-Consistent, Hierarchical, High resolution
Shoreline (GSHHS) database (Wessel and Smith, 1996) in a
Geographic Information System (GIS) (ArcMap 10.5). To reduce
the effects of sampling bias, we filtered a large number of points
grouped into specific areas using the function ‘GridSample’ of
the ‘dismo’ package. This function divides the area in which
the model is calibrated (see Section “M Area” for definition of
calibration area) into different grid cell sizes and selects a number
of occurrences in each cell as defined by the user. In this record
filtering procedure, we selected a grid cell size of one or two
degrees, depending on the lower or higher number of occurrence
points (respectively), and one occurrence in each cell to maintain
the best visual compromise between the largest possible number
of occurrence data and a suitable level of homogeneity, according
to Voda et al. (2015). This record thinning procedure eliminates
the number of occurrences derived from repeated sampling
events in the same area (Hijmans, 2012; Hijmans and Elith, 2013),
but was not applied to those species with <100 occurrence points.

Environmental Data
Since the model is correlative, the algorithm obtains the
environmental information relative to each point of occurrence
(species presence record) that provides an estimate of the general
environmental profile of the species. For this analysis, we used the
known distribution of each species (at the regional or global scale,
see “M Area” Section) (Table 1), current environmental data
layers expressed for the entire current period (2000–2014), and
future climate projection layers (2040–2050) obtained from the
repository Bio-ORACLE (Ocean Rasters for Analysis of Climate
and Environment)7. These layers were developed specifically to
model marine species distributions (Tyberghein et al., 2011;
Assis et al., 2017). The repository contains ocean rasters for
analysis of climate and environment derived from both satellite-
based and in situ data in regular two- and three-dimensional
spatial grids, at a spatial resolution of 5 arcmins (∼9.2 km2). We
selected environmental variables based on published information
pertaining to species-habitat associations of carcharhinid sharks
and their availability in the repository. Under this criterion, we
used six different predictors for the variables of temperature,
salinity, and current velocity, based on monthly averages for the
current period: the long term average (mean); the minimum
(min) and maximum (max) records; the long-term average of
the minimum (ltmin) and maximum (ltmax) records per year;
and range (range), which is the average of the absolute difference
between the minimum and maximum records per year (Assis
et al., 2017). These provide a total of 18 surface environmental
variables, which we used to generate our models (Supplementary
Table 1). In addition, we used their future projections based on
the four RCP (RCP2.6, RCP4.5, RCP6.0, and RCP8.5) for the year

7https://www.bio-oracle.org/
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TABLE 1 | List of modeled species, divided into groups according to their M area.

Group Species Initial Filtered Calibration/evaluation Number of MEOW
and buffer

Know distribution

1 Carcharhinus cerdale 20 20 14/6 13 EP

Nasolamia velox 168 63 44/19 37 EP

Rhizoprionodon longurio 736 235 164/71 18 EP

2 Carcharhinus acronotus 349 102 71/31 17 WA

Carcharhinus isodon 555 40 28/12 18 WA

Carcharhinus perezi 306 79 55/24 18 WA

Carcharhinus porosus 268 58 41/17 50 WA

Rhizoprionodon porosus 185 109 74/33 20 WA

Rhizoprionodon
terraenovae

891 118 83/35 21 WA

3 Carcharhinus brachyurus 1718 184 129/55 144 AO, PO, MS

Carcharhinus brevipinna 1051 194 136/58 123 AO, IP, MS

Carcharhinus leucas 12462 86 60/26 138 CS

4 Carcharhinus signatus 906 119 84/35 44+ buff. AO

Negaprion brevirostris 5158 98 69/29 16 AO, EP

5 Carcharhinus
albimarginatus

4193 221 155/66 110+ buff. IP

Carcharhinus altimus 815 213 149/64 142 CS

Carcharhinus obscurus 2782 301 211/90 152+ buff. CS

Carcharhinus plumbeus 3114 300 210/90 156+ buff. AO, IP, MS

Triaenodon obesus 1659 137 98/39 109+ buff. IP, EP

6 Carcharhinus falciformis 8185 600 421/179 182+ buff. CL

Carcharhinus galapagensis 587 144 101/43 170+ buff. CL

Carcharhinus limbatus 3609 340 239/101 173+ buff. CS

Carcharhinus longimanus 2334 404 283/121 168+ buff. CS

Galeocerdo cuvier 4939 559 391/168 174+ buff. CS

Prionace glauca 7119 1110 777/333 206+ buff. CS

TOTAL 64109 5826

Initial number of occurrences, the number after filtering, and those used to conduct the calibration and evaluation process. Number of marine ecoregions (MEOW) used
for constructing the M areas and including the buffer. Known distribution of species [AO (Atlantic Ocean), WA (western Atlantic), PO (Pacific Ocean), EP (eastern Pacific),
IP (Indo-Pacific), MS (Mediterranean Sea), CL (Circumtropical), and CS (Cosmopolitan)].

2050. We calibrated the models of the 25 carcharhinid sharks
with two different sets of variables created as potential predictors
of niche models (‘set_1’ and ‘set_2’). The former comprised all
of the variables and the latter only the non-correlated variables.
For ‘set_2,’ collinearity was reduced in order to avoid instability
in parameter estimation and bias in the inference statistics
(Dormann et al., 2012). In order to reduce collinearity among
variables, we used the variance inflation factor (VIF). This factor
excludes the highly correlated predictor variables from the set
through a stepwise procedure based on the square of the multiple
correlation coefficient and produced by regressing one predictor
variable against all other predictor variables. Predictor variables
greater than 10 VIF in value were removed and used to form
‘set_2.’ A VIF value greater than 10 is a signal that the predictor
variables have high collinearity (Montgomery and Peck, 1992).
This value statistically indicates a significant multicollinearity
and is used in studies of niche modeling (Naimi and Araújo,
2016; Pradhan, 2016). However, the modeling algorithm we used
(MaxEnt) compensates for high collinearity of variables using
a method for regularization that addresses feature selection in
order to assign relative contributions by weighting the variables

throughout the analysis (Elith et al., 2011; Mendoza-González
et al., 2016). For this reason, we also used ‘set_1.’

M Area
The M areas represent the geographic regions where the
models are calibrated (calibration area) and are accessible to a
species or population via dispersal over extended time periods
(Peterson and Soberón, 2012; Banks, 2017). The importance of
considering the M area when estimating ecological niches has
been demonstrated, since it helps when transferring correlative
models to other areas and has no effect on the calibration and
validation processes (Barve et al., 2011; Peterson et al., 2018).
Various different approaches can be adopted in order to calibrate
the study area correctly, including the use of polygons, buffers,
or distances based on species dispersal ability, among others.
However, the question of how to better define the calibration
area remains to be addressed (Simões et al., 2020). We developed
an M area for each species based on the 232 marine ecoregions
for coastal and shelf areas of the world (MEOW) of Spalding
et al. (2007). The criterion used to define the extent of the
species distribution was based on ecological delimitation and
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dispersal abilities for two cases. The first case considered only
the MEOW for the species that are distributed in the coastal
and shelf areas, and which presented specific characteristics such
as homogeneous composition of species, upwelling, nutrient
inputs, temperature regimes, etc. (Spalding et al., 2007). These
MEOW were selected when they contained at least one point
of occurrence for each species, and they were then grouped
to form the species M area (M areas independent for each
species). For some sharks, the known distribution was found
in small areas within the MEOW but far from their limits;
however, we still considered the complete extension of the
MEOW, since they are considered biogeographic units within
which the sharks could spread out given their dispersal capacities.
In the second case, when the occurrence points were beyond the
limits of MEOW, such as for non-coastal sharks, the M area was
estimated through a 100 km radius buffer created around each
occurrence, based on the dispersal ability of other pelagic and
carcharhinid sharks (Speed et al., 2010; Acuña-Marrero et al.,
2017; Spaet et al., 2017). Regarding the possible mobility of
organisms through this region, we used a sea currents raster
mask (Sun, 2018) as a basis for joining the resulting separated
buffer areas with the marine ecoregions. In both cases of M
area, we considered the total area of accessibility of the species
(Barve et al., 2011).

Finally, we identified the following distributions for our
study species: AO (Atlantic Ocean), WA (western Atlantic),
PO (Pacific Ocean), EP (eastern Pacific), IP (Indo-Pacific),
MS (Mediterranean Sea), CL (Circumtropical), and CS
(Cosmopolitan). The number of marine ecoregions involved
in constructing the M region per species, for which a buffer
was applied, is shown in Table 1. The resulting model maps
are presented in six groups depending on the M area of the
species. The first three correspond to distributions only in
MEOW and the second three correspond to distributions
in MEOW and the generated buffers: (1) distribution in
the eastern Pacific Ocean (EP), (2) distribution in the
western Atlantic Ocean (WA), (3) distribution in the
Mediterranean Sea and some oceans (AO, PO, MS, and
IP), (4) distribution in eastern Pacific and/or Atlantic Ocean
(AO, EP), (5) distribution in some ocean regions including
the Mediterranean Sea (IP, CS, AO, MS, and EP), and (6)
distribution in all ocean regions (Atlantic, Pacific, and Indian)
including the Mediterranean Sea (with distributions CL
and CS).

Construction of Models
For model calibration, we used MaxEnt 3.4.1 (Phillips et al.,
2006), an algorithm based on the maximum entropy approach
that is commonly used to estimate the potential distribution
of species by correlating presence-only data with sets of
environmental variables (Elith et al., 2010). This algorithm is
very flexible and has many parameters that can be changed
by users; however, the models are often constructed based on
simple protocols by using the default parameter settings (i.e.,
auto-features) in the traditional platform, which could ultimately
produce non-optimal (over-complex or over-simplistic) models.
This could present a problem, particularly when dealing with

a small number of occurrence points, in which case the
recommendation is to evaluate the best potential combination of
multiple parameterizations that can produce good fits for small
data sets (Warren and Seifert, 2011; Radosavljevic and Anderson,
2014; Morales et al., 2017). Given the time-consuming nature
of performing this task manually, we ran Maxent in R (R Core
Team, 2018) using the kuenm package8 as an automated tool
that allows users to generate many Maxent candidate models
with varying calibration settings (feature classes, regularization
multiplier, and sets of environmental variables) to obtain a
species-specific parameterization, thus increasing the robustness
of models over a much shorter time (Cobos et al., 2019).
Feature classes (FC) are defined as transformations applied to
the different covariates used in models to allow modeling of
complex relationships. A regularization multiplier (RM) is a
parameter that adds new constraints or imposes penalties on
the model to prevent over-complexity and/or overfitting (Elith
et al., 2010). Prior to the calibration process, the dataset of
each species was randomly partitioned into training (70%) and
validation (30%) data (Mendoza-González et al., 2016). The
calibration process for candidate model creation was performed
with a parameter setting using the kuenm-cal function using a
combination of 15 feature classes (all potential combinations
of four feature classes: linear, quadratic, product, and hinge);
nine values of the regularization multiplier (1, 1.5, 2, 2.5, 3,
3.5, 4, 6, and 10) and the two sets of environmental variables
(‘set_1’ and ‘set_2’). Two models were created for each parameter
setting: one based on the complete filtered and thinned dataset
of occurrences, and the other based only on the training data.
The former is used to calculate model complexity and the latter
to calculate significance and omission rates (Cobos et al., 2019).
Likewise, the Jackknife function of Maxent was used to identify
the percentage of contribution from each environmental variable
(Phillips et al., 2006). Candidate model evaluation and best
model selection were developed using the kuenm-ceval function.
This function completes the process of calibration by evaluating
and selecting models according to the following hierarchical
evaluation criteria: (1) statistical significance of the model, using
the area under the curve ratio (AUC) of the partial receiver
operating characteristic (ROC) tests, with 500 iterations and 50%
of the data used for bootstrapping, in which the AUC ranges from
1 to 2 (1 representing a random model, 2 representing a better
than random performance); (2) model performance: predictive
ability with omission rates (OR) ≤ 5%, which is our level of
confidence in the training data; and (3) model complexity: based
on the Akaike Information Criterion (AIC), which indicates how
well the models fit to the data while penalizing complexity to
favor more parsimonious and less overfitted models. Finally, we
used the kuenm-mod function, which generated final continuous
models of probability (suitability) with the parameter sets
selected as best, including one model per species that met
the three hierarchical evaluation criteria (AUC, OR, and AIC)
and its corresponding environmental set (1 or 2). Once the
model that best projected the distributions of the current time
period was determined, it was used to transfer the projections

8https://github.com/marlonecobos/kuenm
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to the four RCP scenarios of the future for each species
(Cobos et al., 2019).

Projections to Future Scenarios (RCP)
The best final models per species in the current period were
projected to the four RCPs (2.6, 4.5, 6.0, and 8.5) for the
year 2050 using the kuenm-cal function. These scenarios are
based on average data from different Atmosphere-Ocean General
Circulation Models (AOGCMs: CCSM4, HadGEM2-ES, and
MIROC5) available in Bio-ORACLE (see Text Footnote 7)
(Assis et al., 2017).

Three different strategies can be used to extrapolate the models
to the future: (1) truncation, which considers all conditions
outside the calibration data range as unsuitable; (2) clamping,
which extrapolates the marginal values in the calibration area
as the prediction for more extreme conditions; and (3) actual
extrapolation, which extends the response curve based on trends
obtained from the calibration conditions (Qiao et al., 2019).
In order to choose the optimum strategy, we calculated the
climatic analogy (environmental similarity) between the present
and future scenarios through the extrapolation risk in model
transfers via mobility-oriented parity (MOP), which calculates
the environmental difference between current (calibration
region) and future (transfer region) scenarios (Owens et al.,
2013). Since the MOP analysis indicated large areas of uncertainty
for the projection of models under future scenarios, we used the
truncated response, thus strongly reducing the combinations of
environmental conditions under which models are calibrated in
the present (Owens et al., 2013; Cobos et al., 2019). This step was
applied using the kuenm-mop function implemented by kuenm
(Cobos et al., 2019).

Current and future binary maps [suitable areas (1) –
unsuitable areas (0)] were obtained by thresholding the final
continuous models (present and future) using the criterion of
5% of allowed omission in the training presence (Cooper and
Soberón, 2018). This cut-off threshold value for generating the
binary maps utilizes the suitability values less than or equal to
5% in the presence points (training data) to classify absence (0)
and those that exceed this value to classify presence (1). This
percentage value was determined based on a fixed allowable
omission error rate among the calibration data, assuming that
up to 5% of the occurrence data may have included errors that
misrepresented the environments used by the species. This value
is considered appropriate when input data are heterogeneous and
uncontrolled in origin (Anderson et al., 2003; Peterson et al.,
2008; Costa et al., 2009) and is also the parameter that measures
error associated with the presence localities dataset (Costa et al.,
2009). Shifts in suitable areas for the current and different future
scenarios were then obtained per species, through spatial analysis
in a GIS (ArcMap 10.5), to produce three categories: (i) lost or
contraction areas (areas suitable at present but not in the future),
(ii) gained or expansion areas (areas unsuitable at present but
suitable in the future), and (iii) maintained or stable suitable
areas (areas suitable at present and in the future). These areas
were then mapped, and percentage values for the gained, lost
and maintained suitable areas for each species in each of the
four future RCP scenarios calculated as the proportion of each

category in relation to the total area of study, which is the M area
of each species (area of category/total area ∗ 100). We calculated
the total shift of suitable areas by subtracting the loss of suitable
area per species from the total percentages of gain, under all four
future scenarios.

RESULTS

A total of 64,109 presence records were compiled for the 25
species of carcharhinid sharks, and 5,826 occurrences remained
after data cleaning. After filtering, the occurrence records ranged
from 20 (Carcharhinus cerdale) to 1,110 (Prionace glauca)
(Table 1). The lowest number of marine ecoregions used for
constructing the accessible or M area was 13 and the highest was
206, including the buffer (Table 1). Following calibration of the
25 species models with the two different sets of variables, the
best qualified according to the metrics described in the previous
section were selected to be modeled with ‘set_1’ (18 species: all
predicted variables) and ‘set_2’ (seven species: non-correlated
variables only, Supplementary Table 2 and Table 2).

A total of 270 candidate models were created per species,
considering the combinations of 15 feature classes, nine
regularization multipliers and two environmental data sets. The
model evaluation presented statistical significance (P < 0.05),
with the AUC ratios of partial ROC > 1 and some close to 2,
indicating good model performance. Indeed, the performance
in most of our models met the defined permissible omission
rate threshold or better than random expectation (omission
rates ≤ 5%), except for C. falciformis (0.07), Carcharhinus
signatus (0.08), Galeocerdo cuvier (0.06), and T. obesus (0.07)
(Table 2). According to the jackknife test results, there
were differences among the species in terms of the relative
importance of the environmental predictors (EP) used to
construct the models. For example, the relative importance values
of “Range surface temperature” (ST_range) and “Minimum
surface current velocity” (CV_min) were highest in six species,
“Maximum surface temperature” (ST_max) and “Average of
the maximum records of temperature per year” (ST_ltmax)
presented their highest values in three species, and “Mean
surface temperature” (ST_mean) and “Range surface salinity”
(SS_range) had their highest values in two species (Table 2).
The final continuous models for the 25 species with the optimal
parameterizations and the occurrences used for calibration were
mapped (Supplementary Figures 1–25).

The mobility-oriented parity (MOP) analyses revealed areas
with strict extrapolation risk or non-analogous environmental
combinations for all species. For this reason, we decided to
employ truncated estimates to create the future scenario maps
(for all RCP scenarios) for each species. In this paper, we
present the suitable areas gained, lost, and maintained, relative
to the current species distribution, using binary maps only for
the two most contrasting scenarios of low (RCP2.6) and high
(RCP8.5) greenhouse gas emissions (Figures 1–6). Binary maps
that present this information for all four RCP scenarios (2.6;
4.5; 6; and 8.5) are provided in 100 future maps for all species
(Supplementary Figures 26–50).
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TABLE 2 | Optimal parameters in kuenm models for each species, divided into groups according to their M area: regularization multiplier (RM), feature classes (FC) [linear
(l), quadratic (q), product (p), and hinge (h)], set of environmental variables (Pred. Sets), AUC ratio of Partial ROC (AUC), omission rate accepting 5% error in training data
(OR ≤ 5%).

Group Species RM FC Pred. sets AUC ratio OR 5% No. of
param

EP (%)

1 C. cerdale 1.5 lqp set_1 1.9 0 3 ST_ltmin 27.9%

N. velox 1 q set_1 1.7 0 9 ST_ltmax 33.6%

R. longurio 2 l set_2 1.6 0.04 9 ST_range 37.3%

2 C. acronotus 6 lqh set_1 1.3 0.03 14 CV_min 32.7%

C. isodon 1.5 lq set_1 1.8 0 10 ST_range 32%

C. perezi 1.5 l set_1 1.3 0 9 CV_min 40.2%

C. porosus 1 q set_1 1.4 0 14 SS_min 39.9%

R. porosus 1.5 q set_1 1.2 0 9 CV_min 43.6%

R. terraenovae 1 lq set_1 1.4 0.03 10 CV_min 37.6%

3 C. brachyurus 6 lh set_2 1.3 0.02 19 ST_range 50.8%

C. brevipinna 2.5 lph set_1 1.2 0.03 72 CV_min 21.6%

C. leucas 1.5 lq set_1 1.3 0.04 11 ST_range 39.5%

4 C. signatus 3 lqp set_1 1.1 0.08 37 SS_ltmin 17.4%

N. brevirostris 1 lq set_2 1.1 0.03 11 ST_range 23.7%

C. albimarginatus 2 lp set_1 1.2 0.05 35 ST_ltmax 20.1%

C. altimus 1.5 lqh set_1 1.2 0.05 22 SS_range 38.3%

C. obscurus 3 qp set_1 1.1 0.04 35 ST_range 22.5%

C. plumbeus 4 lh set_2 1.2 0.03 8 ST_max 40.1%

T. obesus 6 h set_2 1.1 0.07 36 CV_min 37.7%

6 C. falciformis 6 l set_1 1.1 0.07 10 ST_mean 52.6%

C. galapagensis 6 h set_1 1.1 0.05 11 ST_mean 60.8%

C. limbatus 6 p set_1 1.2 0.05 29 SS_range 19.8%

C. longimanus 3.5 pq set_2 1.2 0.05 38 ST_max 34.8%

G. cuvier 1 l set_2 1.1 0.06 10 ST_max 42.1%

P. glauca 3.5 lqph set_1 1.1 0.05 89 ST_ltmax 44.2%

Number of parameters (No. of param.). Environmental predictor with the greatest percentage contribution to the model (EP%).

FIGURE 1 | Suitable areas maintained, gained, and lost by the year 2050 under low (RCP2.6) and high (RCP8.5) greenhouse gas emission scenarios in species with
an M area in the eastern Pacific Ocean: Carcharhinus cerdale, Nasolamia velox, and Rhizoprionodon longurio.

For the species with distribution in the eastern Pacific Ocean
(EP, group one), the area of greatest loss for the three species
corresponded to the Gulf of California, while those of greatest
gain were closer to the equator (Figure 1). For the species with
distribution in the western Atlantic Ocean (WA, group two),
the areas of greatest loss generally occurred in the northern
Gulf of Mexico, with only Carcharhinus perezi showing areas
of considerable gain in both scenarios. For the three species
with distribution in the Mediterranean Sea and some oceans
(AO, PO, MS, IP, and group three), there was a very wide
area of maintenance or stability. In comparison, the areas

of contraction or loss were very small, and corresponded to
Southeast Asia (Figure 3). For the species with distribution in
eastern Pacific and/or Atlantic Ocean (AO, EP, and group four),
the areas of greatest loss generally occurred in the northern Gulf
of Mexico for both species, while C. signatus and Negaprion
brevirostris presented areas of loss in west Africa and in the
Gulf of California, respectively (Figure 4). For the species with
distribution in some ocean regions including the Mediterranean
Sea (IP, CS, AO, MS, EP, and group five), the areas of loss
for Carcharhinus albimarginatus, Carcharhinus altimus, and
Carcharhinus obscurus were regionalized in South Asia. This is in
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FIGURE 2 | Suitable areas maintained, gained, and lost by the year 2050 under low (RCP2.6) and high (RCP8.5) greenhouse gas emission scenarios in species with
an M area in the western Atlantic Ocean: Carcharhinus acronotus, Carcharhinus isodon, Carcharhinus porosus, Carcharhinus perezi, Rhizoprionodon porosus, and
Rhizoprionodon terraenovae.

contrast to Carcharhinus plumbeus and T. obesus, which generally
presented maintained and gained areas across almost all of their
distribution (Figure 5). Similar to the previous group, for the
species with distribution in all ocean regions (Atlantic, Pacific,
and Indian), including the Mediterranean Sea (with distributions
CL, CS, group six), the unsuitable areas were found in South Asia,
except for the species Carcharhinus longimanus and G. cuvier,
which presented large maintained areas. The six species in this
group presented gained areas in the extreme north and south of
their respective M areas (Figure 6).

For all of the species in general, considering the four
RCP scenarios, the highest gain in suitable area was found
for T. obesus, while the highest loss in suitable area was for
C. porosus and the highest maintained suitable area was for
G. cuvier (Table 3). Under all four RCP future scenarios,
the total shifts (gain – loss) presented losses in suitable areas
for 13 species but gains for six species. However, under at
least one RCP future scenario, 19 species showed losses while
11 presented gains. In most species, the main future losses
of suitable area were observed under the extreme scenario
RCP8.5 (Figure 7). For sharks in group one, C. cerdale showed
a loss of suitable area under all climate change scenarios.
In group two, all of the species presented losses in suitable
area, except C. perezi, which showed small gains in all RCP
except for RCP8.5. For groups three and four, the species
showed loss of suitable area, except for Carcharhinus leucas
and N. brevirostris, respectively, which showed low percentages
of gain in suitable areas. Groups five and six presented the
species with highest percentages of gain (Figure 7). On average,
under all four RCP future scenarios, Carcharhinus porosus
(in group two) was the species that presented the highest
losses, while T. obesus (in group five) presented the highest
gains (Figure 7).

DISCUSSION

The results of this study show that most of the species presented
a shift in their distribution in response to the projected changes
in climate. The suitable area for carcharhinid sharks showed
a general trend of decline in the future for most species,
although the suitable area of some species is expected to increase.
In general, the loss of suitable area is predominantly found
around the equatorial band, the Gulf of Mexico, and the Indian
Ocean; in contrast, the areas that present gains in suitability are
predominantly on the periphery of the M areas.

Regarding changes in environmental variables and shifts in
range, in our study, temperature range, and other variables
related to temperature, made the highest contributions to the
niche models. This supports the findings of other studies on
shark distributions (Lezama-Ochoa et al., 2016; Birkmanis et al.,
2020). Being ectothermic organisms, in common with other
teleost fishes, the physiological functions of many sharks are
controlled and determined by temperature and their thermal
tolerance limits. This makes them susceptible to negative impacts
as a result of climate change (Rosa et al., 2014; Schlaff et al.,
2014). Unlike bony fish, the k-selected life strategy of the
Chondrichthyans, characterized by long generation times and
low fecundity, impedes their adaptation to rapid environmental
change imposed upon them as a result of human activities
(Wheeler et al., 2021). In addition, the projected negative future
change (loss of suitable area) in our modeled species could be
related to some theoretical expectations, in which the physiology
and behavior of ectothermic and tropical species are strongly
affected by temperature gradients (Chin et al., 2010; Feary et al.,
2013; Rosa et al., 2014; Schlaff et al., 2014). This could be
because tropical species live close to their thermal limits, and
have a lower capacity for acclimation compared to temperate
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FIGURE 3 | Suitable areas maintained, gained, and lost by the year 2050 under low (RCP2.6) and high (RCP8.5) greenhouse gas emission scenarios in species with
an M area in the Mediterranean Sea and some Oceans (Atlantic, Pacific, and Indian): Carcharhinus leucas, Carcharhinus brevipinna, and Carcharhinus brachyurus.

species, implying their possible vulnerability to even slight
increases in habitat temperature (Cheung et al., 2009; Comte
and Olden, 2017). However, vulnerability to rising temperatures
will depend mostly on the thermal tolerance and acclimation
capacity of the organism in question (Rodriguez-Dominguez

et al., 2019), and these are parameters that remain unknown
for most species. With regard to shifts in shark distributions
related to changes in salinity, the long-term impacts on sharks
are not well understood. However, these impacts are known
to depend on the duration of exposure. For instance, some
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FIGURE 4 | Suitable areas maintained, gained, and lost by the year 2050 under low (RCP2.6) and high (RCP8.5) greenhouse gas emission scenarios in species with
occurrence points outside of marine ecoregions and M areas in the Pacific and/or Atlantic Ocean: C. signatus and N. brevirostris.

FIGURE 5 | Suitable areas maintained, gained, and lost by the year 2050 under low (RCP2.6) and high (RCP8.5) greenhouse gas emission scenarios in species with
occurrence points outside of marine ecoregions and M areas in some regions of the Oceans (Atlantic, Pacific, and Indian), including the Mediterranean Sea: C.
albimarginatus, C. altimus, C. obscurus, C. plumbeus, and T. obesus.

sharks can tolerate decreased salinity, although this implies
increased energy costs to maintain osmotic balance, and they
tolerate increases in salinity by retaining more salts such as
urea in their blood (Yates et al., 2015; Dwyer et al., 2019;
Vedor et al., 2021). Such exposure to salinity levels beyond
the preferred range of the sharks could affect their physiology,
as well as their abundance and distribution (Drymon et al.,
2013). The range of a marine fish is also influenced by ocean
currents, although this aspect has received scant attention in
the context of climate change (Feary et al., 2013). Distribution
shifts could also be related to the oceanographic conditions
of each ocean, since climate change can impact the strength,

direction, and behavior of the main currents (Hoegh-Guldberg
and Bruno, 2010). Ocean currents have also been described
as an oceanographic predictor for certain species of sharks,
given their active behavior and use of these currents in the
search for food (Bradie and Leung, 2017; Ranintyari et al., 2018;
Báez et al., 2019).

A few attempts have been made to estimate the potential
current or future distribution areas of carcharhinid sharks
using Maxent, or other modeling approaches, in which the
decrease of suitable area has also been reported. Jones et al.
(2013) applied three species distribution models projected to
one climate change scenario (SRES A2 to 2050), with two sets
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FIGURE 6 | Suitable areas maintained, gained, and lost by the year 2050 under low (RCP2.6) and high (RCP8.5) greenhouse gas emission scenarios with
occurrence points outside of marine ecoregions and M areas in all regions of the oceans (Atlantic, Pacific, and Indian), including the Mediterranean Sea: C.
falciformis, Carcharhinus galapagensis, C. limbatus, C. longimanus, G. cuvier, and P. glauca.

of variables to determine the potential impacts on commercial
fish in the North Sea, finding a contraction in total suitable
area of 11.6% for Angel sharks (Squatina squatina) and other
elasmobranchs, such as rays. Gonzalez-Pestana (2018) predicted
habitat suitability for smooth hammerheads (Sphyrna zygaena)
under current and future climate change scenarios for the
period 2040–2050, indicating that the suitable habitat for this
species will shift to a more coastal distribution in the future.
For carcharhinid sharks, Lezama-Ochoa et al. (2016) found that
Carcharhinus falciformis presents losses in suitable area, under
SRES A2 climate change scenarios for 2100, of 15.5% in the
Atlantic Ocean, 9.9% in the Pacific Ocean, and a minimum
change of 1.4% in the Indian Ocean. Our results for C. falciformis
showed that the maximum loss in suitable area was 10% under
RCP8.5 and the minimum was 4.3% under RCP2.6. Although
the effects of RCP8.5 could be compared to the SRES A2
scenario of the IPCC (2013), we did not evaluate the shift in
potential distribution for each ocean separately. Birkmanis et al.
(2020) predicted a decrease in suitable areas for C. falciformis
under the RCP4.5 and RCP8.5 scenarios (2050–2099) on the
coast of Australia, and reported the same in this region for
C. obscurus, C. longimanus, and P. glauca. In contrast to these
results, our study found a general increase in suitable area
for C. longimanus under all RCP scenarios. This discrepancy
could be due to the fact that our study considered the known
worldwide distribution, which is the same distribution that was
used as the calibration and projection area. However, distribution
shifts can be observed at the regional level, showing a reduction
in the distribution area of this species within the Australian

EEZ, which coincides with that reported by Birkmanis et al.
(2020).

The projected expansions of suitable areas for some species
under the RCP8.5 and RCP4.5 scenarios may contrast with
previous studies that suggest a greater contraction of suitable
areas under severe future climate scenarios (Perry et al., 2005;
Dulvy et al., 2008). Such differences in the predictions may be
due to the thermal tolerance of the species coupled with their
high capacity for movement, which provides the opportunity
to move to higher latitudes and avoid the increase in water
temperature. In this regard, Sunday et al. (2015) state that
the high movement capacity and the latitudinal range of the
species have positive relationships with their distribution area
under climate change. Other studies conducted with carcharhinid
sharks (Lezama-Ochoa et al., 2016; Birkmanis et al., 2020), in
which no gain area was reported, contrast with our results,
possibly due to the difference in the geographic regions for
which modeling was conducted, the diverse size of the study
areas (M area from Birkmanis et al., 2020) or the specific
future scenarios used [for example, SRES A2 from Jones et al.
(2013) and Lezama-Ochoa et al. (2016)]. Nevertheless, our
results are congruent with some bioclimatic theories that predict
an overall expansion of niches with climate change in some
tropical fish (Genner et al., 2004), and also support the general
trend of gain in areas as a result of climate change-induced
temperature rises (i.e., poleward shifts) (Booth et al., 2011). In
addition, Coro et al. (2016) found that endangered and near
threatened species of some wide-range elasmobranchs, such as
Alopias vulpinus and Alopias pelagicus, showed positive trend
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TABLE 3 | Percentage of not suitable (NS), gained (G), lost (L), and maintained (M) areas, and total shift (TS) in the potential geographic distribution of each species under the RCP future scenarios, divided into groups
according to their M area.

RCP2.6 RCP4.5 RCP6.0 RCP8.5

Group Species NS G L M TS NS G L M TS NS G L M TS NS G L M TS

1 C. cerdale 60.3 10.6 13.3 15.8 −2.7 60.4 10.5 21.1 8 −10.5 59.4 11.4 14.3 14.8 −2.9 59.4 11.5 20.6 8.5 −9.1

N. velox 61.3 5.3 9.4 24 −4.1 59.7 6.8 14.1 19.3 −7.3 62.9 3.7 11.4 22 −7.7 52.4 14.2 12.9 20.5 1.3

R. longurio 67.3 9.4 5.6 17.7 3.8 65 11.7 9.7 13.6 2 69.2 7.6 6.4 16.9 1.2 61.9 14.9 8 15.3 6.9

2 C. acronotus 49.8 5.2 7.3 37.7 −2.1 48.1 6.9 10.2 34.9 −3.3 49.7 5.3 7.1 37.9 −1.8 49.4 5.6 15.9 29.1 −10.3

C. isodon 72.6 3.6 8.4 15.4 −4.8 71.8 4.4 9.6 14.2 −5.2 72.6 3.6 7.8 16 −4.2 72.7 3.5 13 10.9 −9.5

C. perezi 32.4 12.5 9 46.1 3.5 32.1 12.8 11.9 43.2 0.9 32.5 12.4 8 47.2 4.4 31.4 13.5 21.9 33.3 −8.4

C. porosus 35.6 2.2 12.9 49.3 −10.7 36.4 1.3 16.4 45.8 −15.1 35.5 2.2 10.8 51.4 −8.6 35.7 2.1 28.3 33.9 −26.2

R. porosus 44.8 0.7 8.8 45.8 −8.1 44.9 0.6 11.1 43.5 −10.5 45.0 0.4 9.5 45.1 −9.1 45.0 0.4 21.3 33.3 −20.9

R. terraenovae 67.8 0.7 10.3 21.2 −9.6 68.2 0.3 12.2 19.3 −11.9 67.9 0.6 9.5 22 −8.9 68.2 0.4 15.8 15.7 −15.4

3 C. leucas 39.1 3.9 3.2 53.8 0.7 38.3 4.7 4.1 52.9 0.6 38.9 4.1 2.8 54.2 1.3 38.7 4.3 5.2 51.8 −0.9

C. brachyurus 50.1 1.4 5.4 43.1 −4 49.9 1.6 7.7 40.9 −6.1 50.0 1.5 6 42.5 −4.5 50.2 1.3 8.7 39.8 −7.4

C. brevipinna 35.2 1.6 11.2 52.1 −9.6 35.2 1.6 13.6 49.6 −12 35.4 1.3 10.8 52.5 −9.5 35.1 1.7 15.7 47.6 −14

4 C. signatus 16.9 3.9 9.1 70.1 −5.2 14.8 6 10.6 68.6 −4.6 18.4 2.5 7.9 71.3 −5.4 18.0 2.9 16.8 62.4 −13.9

N. brevirostris 11.1 6.2 4.8 77.9 1.4 10.4 7 9.4 73.3 −2.4 12.2 5.1 4.7 78 0.4 10.1 7.2 11.4 71.3 −4.2

5 C. albimarginatus 24.9 9.3 5.7 60.1 3.6 23.3 10.9 11.1 54.8 −0.2 25.0 9.2 6.6 59.3 2.6 22.0 12.2 13.9 52 −1.7

C. altimus 31.3 3.7 5.9 59 −2.2 30.3 4.8 7.4 57.6 −2.6 30.9 4.2 6.3 58.7 −2.1 29.9 5.1 7.6 57.3 −2.5

C. obscurus 10.6 2.6 6 80.8 −3.4 10.4 2.8 7.9 78.9 −5.1 11.2 2 7.7 79.1 −5.7 11.1 2.1 11.6 75.2 −9.5

C. plumbeus 23.9 10.9 1 64.2 9.9 21.0 13.8 0.8 64.5 13 23.6 11.1 0.9 64.4 10.2 21.7 13.1 0.8 64.4 12.3

T. obesus 15.4 12.6 0.9 71.1 11.7 14.2 13.8 0.9 71.1 12.9 16.8 11.3 0.9 71.1 10.4 14.2 13.9 0.8 71.2 13.1

6 C. falciformis 19.0 3.5 4.3 73.2 −0.8 18.3 4.2 8 69.4 −3.8 18.9 3.6 5.3 72.2 −1.7 17.9 4.6 10 67.5 −5.4

C. galapagensis 17.6 3.7 5.1 73.6 −1.4 16.5 4.8 9.3 69.4 −4.5 17.5 3.8 6.3 72.5 −2.5 16.0 5.3 11.4 67.3 −6.1

C. limbatus 38.1 10.5 2.8 48.5 7.7 36.3 12.3 6.5 44.9 5.8 38.3 10.3 3.6 47.8 6.7 35.8 12.8 8.4 43 4.4

C. longimanus 33.7 10.8 0.9 54.7 9.9 31.3 13.1 0.5 55 12.6 33.8 10.7 0.7 54.8 10 32.3 12.2 0.6 54.9 11.6

G. cuvier 13.2 6.7 1 79 5.7 12.8 7.1 0.8 79.3 6.3 13.3 6.6 0.8 79.2 5.8 12.1 7.8 0.8 79.3 7

P. glauca 20.0 5.1 8.1 66.8 −3 19.1 6 10.4 64.5 −4.4 20.2 4.9 8.6 66.3 −3.7 18.7 6.4 11.9 63 −5.5

M values in bold italics denote the largest maintained areas. TS values in bold font denote percentages > 10, highlighting the larger shifts (negative and positive) within each RCP scenario.
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FIGURE 7 | Total shifts in suitable areas for 25 carcharhinid shark species under future climate change scenarios (RCP2.6, RCP4.5, RCP6.0, and RCP8.5) for 2050,
divided into groups according to their M area.

variation and gains in suitable area under future distribution
projections in the niche models of AquaMaps for 20509. This
agrees with our study, in which species of wide distribution
presented gains in suitable area, although one of the species
of narrow distribution also showed such gains. On the other
hand, large marine organisms are constrained not only by their
physiological limits but also by their mobility and the accessibility
of thermal refuges. This could be the reason why Carcharhinus
limbatus, a shark with a preference for deeper waters during
daylight hours, showed gains in suitable area probably through
the requirement of the species to avoid the increased water
temperatures (Barnes et al., 2016).

Regarding the losses and gains of suitable area found for
carcharhinid sharks, the relationship between species niche
properties as indicators of species sensitivity and climate change
has been proved (Thuiller et al., 2005), as well as some hypotheses
regarding which species will be more sensitive. For example,
Rosa et al. (2014) indicated that the more active pelagic sharks
would experience greater negative physiological impacts from
increasing ocean temperatures than their benthic counterparts.
This could be because more active pelagic lifestyles correlate
with higher metabolic rates (which are temperature dependent)
compared to those of the less active benthic or bathyal species.
For instance, we found percentages of suitable area loss for
Rhizoprionodon terraenovae, an obligate-ram ventilator that must
move by swimming at speed or finding a swift current in
which to linger in order to continually force water through
its gills to breathe (Parsons and Hoffmayer, 2005), and for

9www.aquamaps.org

Carcharhinus isodon, which is described as an active shark (Kells
and Carpenter, 2011). Nevertheless, C. plumbeus is an obligate
ram-ventilating apex predator that, in our study, presented
gains in suitable area under all RCP scenarios (Crear et al.,
2019). In contrast, we found a low percentage of loss in
suitable areas presented by the sedentary species T. obesus
(Whitney et al., 2012). There is also evidence that suggests
negative effects on suitable area in species that are restricted
to a single habitat throughout their life cycle, such as in the
case of sharks strictly associated with coral reefs (Kibria et al.,
2017; Heupel et al., 2019). This was consistent with the reef
shark C. perezi under scenario RCP8.5, but disagrees with that
found for the other scenarios and for the other reef shark T.
obesus, which presented gains under all RCPs. With respect
to these gains in suitable area, Heupel et al. (2019) state that
there is a need to focus on reef sharks in order to better
predict consequences for their populations, given that coral
reefs are the habitats most threatened by climate change. It
should also be considered that species present complex and
dynamic geographical structures that are difficult to model
(Coro et al., 2016).

In addition to the effect of climate change due to the
physiological and biological characteristics of the species, their
shifts in distribution could be related to their biological
interactions with other organisms (Gervais et al., 2020), since the
first response of species to altered environmental conditions is
to adjust their behavior (Wong and Candolin, 2015). One such
adjustment is distribution shifts in apex predators such as the
large sharks (Heard et al., 2017) because novel combinations
of prey species could generate reorganization of species, even
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among the trophic webs (Lurgi et al., 2012; Cameron et al., 2019).
It has also been observed that expansion of the distribution range
is dominated by dietary generalist species (Evans and Moustakas,
2018; Bartley et al., 2019). In our results, G. cuvier and C.
longimanus (which presented the greatest gain in suitable area)
have been defined as generalist predators or species that exploit
abundant food resources (Matich et al., 2011). In contrast, the
shark C. leucas presents more specialized dietary profiles (Matich
et al., 2011) and, according to our results, has presented few
changes in its distribution.

The occurrence of a shift in species distribution can lead to
pervasive and often unexpected consequences for both biological
communities and human society (Pecl et al., 2017). A change
generated by the distribution or extinction of sharks, as top
predators that regulate the populations of other species, could
significantly affect the health of seagrass beds, coral reefs, and
other vital marine habitats, with a consequently impact on the
fishery and ecotourism industries and economy in some regions
(Motivarash et al., 2020). Hammerschlag et al. (2019) state that
researching ecosystem services and their relationship to top
predators is challenging, but is nevertheless important in order to
determine how changes associated with climate change in aquatic
systems will affect the ecological functions and ecosystem services
provided by predators.

Knowledge of the future potential distribution of vulnerable
and key species such as sharks could be of value to the
design of conservation programs that focus on sites that
present the ecological features required by these species in
order to face climate change. Niche and distribution modeling
offer useful information for incorporation into strategies of
environmental management, especially with regard to marine
conservation and planning (Marshall et al., 2014). It is therefore
important to investigate the impact of climatic change in shark
distribution shifts in order to adequately assess their future
management in Marine Protected Areas. This is important
in terms of the protection of mobile marine species, such
as chondrichthyan fishes, among others, especially if such
changes require a reassessment of their interactions with fisheries
(Carlisle et al., 2019).

METHODOLOGICAL CAVEATS

Predicting and mapping the contractions and expansions of
suitable areas for threatened and endangered species is critical for
monitoring and restoring their natural populations (De Oliveira
et al., 2019). Several studies have modeled the potential future
distribution of species; however, there are multiple sources of
variation and uncertainty in the geographic predictions and
their interpretation that are associated with the methodology
(Peterson et al., 2018; Alkishe et al., 2020). To avoid this, in
this study, we modeled the potential distribution of the study
species based on different sets of environmental variables, a more
robust metric of statistical significance such as the partial ROC,
and the mobility-oriented parity (MOP) (Peterson et al., 2008;
Owens et al., 2013; Cobos et al., 2019). Moreover, although there
were many areas of strict extrapolation of risk conditions in

the future that show a non-analog environment (MOP results),
the truncated response used in our models acts to strongly
reduce the combinations of environmental conditions under
which models are calibrated in the present (Owens et al., 2013)
and projected to future RCP scenarios, in order to reduce
uncertainty (Thuiller et al., 2004). As a consequence, this study
improves the general understanding of the ecological niche and
potential distribution of carcharhinid sharks and estimates their
distribution under the reliable climate change scenarios featured
in recent literature. According to our evaluation results and
expert knowledge on this group of sharks, and by modeling
presence-only data, the models obtained are informative and
adequately describe the current potential distributions (Cobos
et al., 2019), which indicates their utility in terms of making
further projections and predicting shifts in habitat suitability
(Warren and Seifert, 2011).

Another caveat is related to the small sample sizes for
some species of sharks used to create the niche models. In
this regard, Pearson et al. (2007) emphasize that these models
should only be interpreted as regions that have environmental
conditions similar to those in which the species is known to occur.
However, this kind of model created in Maxent has previously
generated good results, even with small sample sizes (<10)
(Phillips et al., 2006) such as some of those used in our study.
The integration of ecologically relevant predictors and variables
in a 3-dimensional space (e.g., primary productivity, dissolved
oxygen throughout the water column) significantly affects shark
distributions with climate change (Deutsch et al., 2015; Feitosa
et al., 2020; Vedor et al., 2021). Where this information is
available, it could therefore be considered to significantly increase
the performance and transferability of the niche models (Regos
et al., 2019). However, despite the fact that remotely sensed data
has recently become more available, environmental predictors
remain limited for the marine environment and therefore
probably lack important ecological factors (Werkowska et al.,
2016). This is a general problem for marine ecological niche
modeling in contrast to 2-dimensional modeling for terrestrial
species, since most oceanographic layers are only representative
of the uppermost layers of the water column (Whittock et al.,
2016; Assis et al., 2017; Melo-Merino et al., 2020). In addition,
some studies that model future species distributions recommend
the use of other variables, such as dispersal capacity, genetic
adaptation, species behavioral plasticity, and biotic interactions
(Robinson et al., 2011; Bentlage et al., 2013; Sirois-Delisle
and Kerr, 2018; Brodie et al., 2019; Gómez-Ruiz and Lacher,
2019). Certain studies have attempted to solve this problem by
using oceanographic variables at multiple depths in the current
distribution (Bentlage et al., 2013; Duffy and Chown, 2017) and
applying future scenarios evenly throughout the entire water
column (Crear et al., 2020). However, these environmental layers
are still not available in all areas and under different climate
change scenarios and were therefore excluded from this study.
Despite this limitation, the environmental variables that were
used in this study (temperature, salinity, and current velocity)
have been described as important factors that affect current
marine habitats and thus future shark distributions (Rosa et al.,
2014; Ranintyari et al., 2018; Vedor et al., 2021).
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CONCLUSION

Our results show the usefulness of correlative models based
on the ecological niche theory in terms of modeling the
future potential distribution of carcharhinid sharks through
presence records and environmental variables. We conclude that
climate change will have important effects on the distribution
of carcharhinid sharks by the year 2050, highlighting losses
of suitable area for most species. The carcharhinid sharks
presented the greatest loss of suitable area under the severe
future climate scenario RCP8.5. The shark species with the
greatest loss of suitable area was C. porosus and the shark
with the highest gain in suitable area was T. obesus. Species
distribution modeling approaches, such as that utilized in this
study, represent an attempt to identify changes in the distribution
patterns of carcharhinid sharks and can provide basic primary
information of potential value to the improvement of decision-
making processes in biodiversity conservation. The preservation
of sharks as key elements in the present and future is important
to the maintenance of ecosystem services of great value to
human society, as well as to conserve the natural function of the
marine ecosystems.
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Globally marine-terrestrial interfaces are highly impacted due to a range of human
pressures. Seagrass habitats exist in the shallow marine waters of this interface, have
significant values and are impacted by a range of pressures. Cumulative risk analysis is
widely used to identify risk from multiple threats and assist in prioritizing management
actions. This study conducted a cumulative risk analysis of seagrass habitat associated
with the Australian continent to support management actions. We developed a spatially
explicit risk model based on a database of threats to coastal aquatic habitat in Australia,
spanning 35,000 km of coastline. Risk hotspots were identified using the model and
reducing the risk of nutrient and sediment pollution for seagrass habitat was assessed.
Incorporating future threats greatly altered the spatial-distribution of risk. High risk from
multiple current threats was identified throughout all bioregions, but high risk from
climate change alone manifested in only two. Improving management of nutrient and
sediment loads, a common approach to conserve seagrass habitat did reduce risk, but
only in temperate regions, highlighting the danger of focusing management on a single
strategy. Monitoring, management and conservation actions from a national and regional
perspective can be guided by these outputs.

Keywords: coastal habitat, seagrass, risk assessment, climate change, management

INTRODUCTION

Spatially-explicit risk assessment is an important tool to identify and manage habitats at a range
of spatial scales from local catchments to the globe (Grech et al., 2011; Halpern et al., 2015;
Turschwell et al., 2021). This requires explicit knowledge of both the focal habitat and the threats,
at the same spatial scale. As the spatial extent of the focal area reduces (e.g., a region to bay), a
spatially explicit approach becomes more feasible as appropriate data-sets are more readily available
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(Grech et al., 2011). Increasing the size of the focal area
(e.g., region to bioregion or nation) becomes challenging
due to knowledge gaps relating to habitats and threats and
mismatches in the spatial extent, temporal overlap and types
of data (Specht et al., 2015). Broadscale assessments are
possible through applying an explicit range of assumptions
(Halpern and Fujita, 2013).

Coastal habitats provide valuable ecosystem services (Barbier
et al., 2011) but are under increasing pressure, particularly as
climate change manifests (Halpern et al., 2015). Marine spatial
planning is an emerging discipline to address the piecemeal
governance of these often multi-jurisdictional environments, a
factor believed to have contributed to declining health of marine
ecosystems worldwide (Foley et al., 2013). Spatially-explicit risk
assessment at appropriate scales to complement policy, such as
at the state or national level could significantly contribute to
improved conservation of coastal habitats. For marine habitats,
Halpern et al. (2015) provided a global assessment, while Grech
et al. (2011) demonstrated the applicability of the approach in the
Great Barrier Reef region, part of a state. We argue that evaluating
risk at a national level is critical for both marine spatial planning
and the allocation of national environmental management
resources. It can also provide insight for the focus of management
practices which are often at much smaller scales such as local
government areas or states, while also placing it in the context
of risk to climate change pressures which require management
at a global scale. This national approach can also feed into blue-
carbon policy and actions (Commonwealth of Australia, 2019)
and contribute to international sustainable development goals
for oceans where currently national environmental accounts are
being developed to assess the extent, condition and threats to
key ecosystems including seagrass to actively inform decision-
making1.

Seagrasses grow around the globe in nearshore coastal
habitats, are one of the most highly valued ecosystems (Barbier
et al., 2011) and are sensitive to anthropogenic pressures
(Waycott et al., 2009; Turschwell et al., 2021). Despite increased
management, research and monitoring, in many areas they
continue to decline (Dunic et al., 2021). Terrestrial activities
combined with runoff threaten seagrasses, as well as physical
disturbance (e.g., dredging, trawling, and accidents at sea)
and climate change (e.g., increased temperature and sea level
rise). Globally, urban, agricultural and industrial runoff, coastal
development and dredging are considered to be the greatest
threat to seagrasses (Grech et al., 2012) and recent global
trajectory analysis has shown poor water quality and destructive
fishing practices are the best predictors of seagrass decline
(Dunic et al., 2021).

The goal of our study is to perform a spatially-explicit
risk assessment of current and future threats to seagrass
ecosystems across the Australian continent, incorporating states
and bioregions. To achieve this, three objectives were set: (1)
to create the first national seagrass map; (2) generate relevant
national threat maps and assign risk from these threats; (3)
perform a spatially explicit cumulative risk assessment with the

1https://eea.environment.gov.au/accounts/ocean-accounts

map and risk layers. Adopting a national approach enables risk to
seagrass habitats to be presented at a spatial scale that is beyond
the experience of most stakeholders. We suggest, as Landis (2003)
proposed, that operating at these broad scales for risk assessment
will allow informed management and conservation decisions.
Resources and effort can be focused to mitigate risk to seagrass-
dominated coastal habitats and inform where further targeted
studies are of most benefit.

MATERIALS AND METHODS

The approach for the spatially explicit cumulative risk assessment
is summarized in Figure 1 and followed the approach of Halpern
et al. (2015). This involved creating a seagrass habitat map in
coastal waters of Australia (Figure 2A) and identifying and
developing spatially explicit risk maps of threats to seagrass
(Table 1). All layers were standardized to a 10 km × 10 km grid
size, the minimum size available across all layers. The cumulative
risk assessment was conducted in the online open source InVEST
Habitat Risk Assessment Model (Sharp et al., 2015). Validation of
the outputs (individual threat layers and cumulative risk layers)
was conducted by surveying 42 seagrass experts. Scenarios were
tested to demonstrate how management actions could impact
cumulative risk. More details on each step are provided below.

Seagrass Map Generation
A nation-wide seagrass habitat map (10 km × 10 km grid
size) was created based on the base-map of Mount and Bricher
(2008) where each grid call was categorized as seagrass present
or absent. Additional layers were added to the map: UNEP
2005 Seagrass Distribution Map (Green and Short, 2003) and
an expert opinion layer from members of the Australian Centre
for Ecological Analysis and Synthesis working group (Kilminster
et al., 2015). The generated and freely available maps for each
state are available at https://portal.tern.org.au/robert-franklin-c-
canto/19365 and all have the acronym ACEAS at the end of the
file name (Canto et al., 2014a,b,c,d,e,f,g). Then additional sources
were added to this map (QDPI-F, 2009; McKenzie et al., 2014;
TropWATER, 2016). The deep water seagrass map (QDPI-F,
2009) was categorized as the probability of seagrass occurrence.
All cells with a probability of 25% or above were included.
This final map is the maximum observed seagrass extent, as the
data sources that generated the map span 1976–2014. Therefore,
presence does not imply that seagrass is currently present, but
there is the potential for seagrass to be present. In the north
of Australia there was paucity of information, and even with
the expert knowledge layer, we acknowledge that there may be
areas of potential seagrass habitat that have not been identified.
Additionally, due to the long timescale of observations, there
may be areas that are no longer viable for seagrass habitat due
to environmental change.

Threat Layer Generation
We attempted to find Australia wide, spatially explicit
(10 km × 10 km grid size) datasets that represented threats
to seagrass habitat identified by Grech et al. (2012) based on
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FIGURE 1 | Flow chart to demonstrate the approach for the cumulative risk assessment in this study.

two categories: current anthropogenic and climate-change
threats. Data was not available for all threats identified by
Grech et al. (2012) at a national scale (Supplementary Table 1).
Seven data layers were acquired for current anthropogenic
threats representing the top four ranked threats globally (Grech
et al., 2012) and three climate-change threats were acquired
(Table 1). The anthropogenic threats include: (1) acute risk
of sediment and nutrient inputs; (2) chronic risk of sediment
and nutrient inputs; (3) resuspension; (4) ports and dredging;
(5) industrial pollution; (6) shipping accidents and (7) oil and
gas production accidents. The climate change threats based
on predictions in 2070 include: (8) increased temperature; (9)
increased rainfall and (10) sea level rise. These are available
at https://catalogue.aodn.org.au/geonetwork/srv/eng/catalog.
search#/metadata/0419a746-ddc1-44d2-86e7-e5c402473956?
uuid=0419a746-ddc1-44d2-86e7-e5c402473956 (Canto et al.,
2016). Due to the data types available at the national scale
sometimes multiple inputs were required to generate each threat
layer (see Table 1).

Risk Assignment – Exposure and
Magnitude
To assign the risk for each threat layer, the standard approach of
Kaplan and Garrick (1981) was followed where risk is calculated
based on the likelihood defined by exposure and magnitude, with
the consequence defined as the vulnerability of seagrass habitat
to that threat. Exposure was based on the spatial co-location of
the seagrass grids and threat layers. Magnitude of the threat was
based on the intensity of threat in that cell categorized into: no
risk = no exposure to threat, Low, Moderate or High likelihood
following the approaches of Sharp et al. (2015) (Table 1). We
used two main approaches to assign a Low, Moderate and High
likelihood of risk. For Port infrastructure and dredging, Shipping
accidents and Oil and gas well accidents, the approach was
simple, if it was present in a grid cell it was categorized High risk,
cells adjacent to High were categorized Moderate, adjacent to
moderate categorized as Low and all other cells were categorized

as No risk. For all other threats there were quantitative values
so the magnitude categories were based on these numbers.
However, the quantitative relationship between the magnitude of
the threat and seagrass response or condition was unknown for
most threats. This uncertainty combined with the following two
factors led us to incorporate a standard approach for assuming
risk. Firstly, different seagrass species have different tolerances to
the threats we assessed (e.g., Lee et al., 2007). Secondly, across
Australia there are three bioregions with a unique suite of species
(Kilminster et al., 2015) so it is likely that different species and
bioregions will have different tolerances. We assumed a similar
risk profile over the continental scale and based it on percentiles
with grid cells <25th percentile classified as Low, 25–75th as
Moderate and >75th High (Table 1). This approach was not
followed in two of the threat layers, industrial pollution and
future risk from sea level rise due to the nature of the data and
our understanding of the potential risk. The detailed approach for
each threat to define exposure and magnitude is detailed below
and the risk map for each threat at the national scale is presented
in the Supplementary Figures 4–13.

Urban/Agricultural Runoff
This threat was divided into two threat layers: acute sediment
and nutrient inputs and chronic sediment and nutrient inputs,
as the frequency and magnitude of delivery of nutrients and
sediments from rivers into coastal environments is likely to have
differential effects on seagrasses. We assumed that continual
supply of nutrients or sediment over time would be a chronic
risk to seagrasses primarily from smothering and eutrophication,
whereas pulsed events would be an acute risk to seagrass
primarily due to turbid plumes. Both forms of sediment and
nutrient delivery have been demonstrated to have negative effects
on seagrass (e.g., Cardoso et al., 2010; Lambert et al., 2021).

Acute Sediment Nutrient Risk
This threat layer was derived by considering the catchment
condition moderated by the likelihood of large pulses of flow
along river channels as well as the total volume of the flow.
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FIGURE 2 | Australia-wide map showing three seagrass bioregions with (A) seagrass habitat, major rivers, size of catchments and case study areas of 30 pixels (as
seagrass habitat generally forms a narrow band along the coast it has been expanded to make it visible at this scale), (B) cumulative current risk, (C) cumulative
future risk, and (D) current and future risk combined. Pie charts in each bioregion show the proportion of cells with high, moderate or low cumulative risk. Seagrass
in the south-east bioregion has higher proportion of high-risk in all scenarios.

Specifically, the disturbance of the catchment (as identified in
the National Estuary Audit 2000, n = 974 estuaries2) was used
to describe catchment condition. As sediment and nutrient loads
are strongly linked to catchment clearing and land use, we
assumed that catchments that were near pristine and largely
unmodified would pose a low risk to seagrasses in terms of
sediment and nutrient loads. Similarly, the highest risk would be
from catchments which are extensively modified, with a moderate
risk from those moderately modified.

We considered that estuaries receiving very pulsed streamflow
were more susceptible to acute nutrient and sediment loads.
To determine the pulse regime, we compiled streamflow data
from the Australian Bureau of Meteorology supplemented by

2http://www.ozcoasts.gov.au/search_data/estuary_search.jsp

the Western Australian Department of Water Data3,4 () which
described the daily flows from the period 1990–1999 from 241
stream gauging stations Australia-wide. Gauging stations within
250 km of the coast were ‘matched’ to the nearest point on
the Australian coastline linked to the appropriate waterway,
and estuaries matched with their nearest streamflow. We then
calculated a pulse metric based on the number of days which
daily streamflow was greater than 1SD above the mean daily
streamflow [determined on ln(ML + 0.01) of daily data for each
gauging station]. This is a generic threshold and the choice of
1SD was to capture the majority of the ‘above baseline’ flows.
We then applied the criteria that if the pulse metric was <25th

3bom.gov.au
4water.wa.gov.au
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TABLE 1 | A summary of the threats included in the cumulative risk analysis.

Risk categorization based on exposure and magnitude of effect

Current threat Variable High Moderate Low None

(1) Acute risk of sediment
and nutrient inputs

(a) Catchment condition Highly modified Modified Pristine/largely
unmodified

No river
enters cell

(b) Number days daily stream
flow > 1SD above mean daily
stream flow

>75th 25–75th <25th na

(c) Buffer: natural log of annual flow
(ML)

>75th 25–75th <25th na

(2) Chronic risk of sediment
and nutrient inputs

Ratio of mean daily flow and
monthly variance with catchment
condition and buffer described
above

>75th 25–75th <25th na

(3) Resuspension Time shields parameter exceeds
0.25 (the threshold to initiate
sediment movement) (%)

>75th (>15%) 25–75th (0.9–15%) <25th
(<0.9%)

0%

(4) Ports and dredging Presence port in cell Present Adjacent H Adjacent M All other

(5) Industrial pollution (a) Coastal catchment adjacent
coast zoned as industrial land use
(% area)

>90th (>10%) 25–90th (2–10%) <25th (<2%) 0%

(b) Buffer Adjacent H Adjacent M

(6) Shipping accidents Presence vessel track in cell Present Adjacent H Adjacent M All other

(7) Oil and gas production
accidents

Presence oil and gas production
well in cell

Present Adjacent H Adjacent M All other

Climate-change

(8) Increased temperature Predicted sea surface temperature
increase for 2070 (A1B scenario)

>75th (3.2◦C) 25–75th (2.8–3.2◦C) <25th (2.8◦C) <2.0◦C

(9) Increased rainfall Predicted increase in rainfall in the
wet period for 2070 (A1B scenario)

>75th (>100mm) 25–75th (50,100 mm) <25th
(0–50 mm)

<0 mm

(10) Sea level rise Predicted sea level increase for
2070 (A1B scenario)

>90th >200 mm 40–90th 50–200 mm 0.01–40th
10–50

<0.01th
<10 mm

percentile, then streamflow was more constant so acute risk was
assumed to be zero. If the pulse metric was within the 25–
75th percentile, the acute risk was assumed to be reduced and
acute risk greatest for estuaries where the pulse metric >75th
percentile. The risk of acute sediment and nutrient delivery for
each estuary was determined based on the catchment condition
and pulse metric as summarized in Supplementary Table 2,
where 4 is high risk, 3 moderate risk and 2 low with one
indicating no risk. Different risk categories were assigned based
on the combination of catchment condition and streamflow.
For example, for acute nutrient and sediment delivery, if the
catchment condition was pristine or largely unmodified and
the pulse metric was <25th percentile indicating that likelihood
of pulse events was low, then there was no overall risk from
this threat. However, at the other end of the spectrum we
assumed that if the pulse metric was >75th percentile, then
the likelihood of pulse events was higher and the overall risk
to seagrasses would increase as the catchment modification
increased (Supplementary Table 2). Streamflow data were
processed and analyzed in R (R Core Team, 2021), and the
code/data used are provided as Supplementary Material (SX).

Once the risk values were generated for each estuary that
had been linked to the streamflow data as described above,
the spatial extent of the influence of the threat, termed buffer,

was considered based on annual streamflow. Areas with higher
annual streamflow would have greater sediment and nutrient
risks than those which received less annual streamflow. The
annual flow data was derived from the same dataset as above
and the metric defined as ln(annual flow, ML). Areas receiving
streamflow of 20 333 ML/yr or less, were in the lowest 25th
percentile, and the spatial extent of impact was considered small.
A medium extent of impact was assigned for flow between 20 333
and 181 680 ML/yr (25–75th percentiles) and >181 680 ML/yr
was assigned a large extent of impact. The spatial extent was
estimated based on both the risk of acute sediment and nutrient
risk in the estuary (1–4 above) and the streamflow category
(Supplementary Figure 1). For estuary discharge points with a
low risk of acute nutrient and sediment discharge and a small
streamflow there was no buffer, so only the cell adjacent to
the estuary discharge point, marked by X in Supplementary
Figure 1 was assigned the risk. For estuary discharge points with
a moderate or high risk of sediment and nutrient discharge but
a small streamflow, a buffer of 1 10 km × 10 km grid cell was
added around the estuary discharge point. As the streamflow
increased, we assumed the spatial extent of the area at risk
would increase as demonstrated in Supplementary Figure 1. The
greatest spatial extent was 5 10 km × 10 km grids from the
estuary discharge point which is conservative as turbid plumes
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TABLE 2 | A comparison of the vulnerability measure for each threat addressed in this study in comparison to other studies that have assessed the vulnerability of
threats to seagrass habitat.

Threats assessed Vulnerability Vulnerability Threats Vulnerability Consequence

This study Grech et al., 2012 Tropical
Indo-Pacific

Temperate
Southern

Halpern et al.,
2008

Global rating in this study

Current risk

Industrial pollution Urban/industrial runoff 2.6 2.86 Non-point
sources of
pollution

1 Moderate

Acute sediment and nutrient loads Agricultural runoff 2.6 2.86 Nutrient input 1.2 High

Chronic sediment and nutrient
loads

2.6 2.86 High

Resuspension Nd nd Moderate

Port infrastructure and dredging Urban/port infrastructure
development

2.5 2.78 Moderate

Dredging 2.5 2.78

Shipping accidents Shipping accidents (e.g., oil
spills)

1.87 2.07 Commercial
activity

1.9 Low

Oil and gas production accidents 1.87 1.87 Benthic
structures

1.6 Low

Future risk Future risk

Changes in sea surface
temperature

Changes in sea surface
temperature

1.9 1.89 Increase
temperature

2.1 Moderate

Increases in rainfall Increase in severity of
tropical cyclones

2.21 1.16 Moderate

Sea level rise Sea level rise 1.5 1.53 Low

during peak flood events have been measured up to 100 km from
the coast (Devlin et al., 2001). Also to take into account that
the risk from sediment and nutrient delivery would decline with
distance from the discharge point due to dilution of sediment
and nutrients (Devlin et al., 2001) we modified the risk level of
the buffer with distance from the discharge point. The way the
modification occurred was dependent on both the acute nutrient
and sediment delivery risk level and the volume of the flow. For
low acute sediment and nutrient risk there was no change in the
risk level in the buffer. For moderate and high acute sediment
and nutrient risk the risk declined for all cells adjacent to the
discharge point by one risk level. For example with a high acute
sediment and nutrient risk, all cells in the buffer dropped to
moderate. But under moderate and high sediment and nutrient
risk with a high streamflow, this risk was kept for one adjacent
cell, and then all other cells in the buffer declined by one risk
category (Supplementary Figure 1). The risk likelihood output
is displayed in Supplementary Figure 4.

Chronic Sediment Nutrient Input Risk
The chronic sediment and nutrient input risk was derived
following a similar approach as the acute risk, but the flow
metric varied. We considered that water bodies which received
their streamflow more constantly throughout the year were
more susceptible to chronic nutrient and sediment load. To
categorise the hydrologic regime, we calculated a hydrologic
metric based on the ratio of the mean daily flow and the monthly
variance. The rationale was to create a metric that reflected
the constancy of the streamflow where lower values indicated a

more constant flow over monthly time periods and higher values
indicated more patchy flow. This captured a different timescale
to acute sediment and nutrient threat. If the hydrologic metric
was <25th percentile, then streamflow was more constant so
chronic risk assumed to be greater. If hydrologic metric was
>75th percentile, streamflow was more patchy, so chronic risk
assumed to be reduced. No adjustment was made for estuaries
where hydrologic metric was between 25 and 75th percentiles.
Once again the final risk in the estuary was estimated based on the
catchment condition and the hydrologic metric as summarized
in Supplementary Table 2 and the buffer generated based on
the annual flow as described for acute sediment and nutrient
risk (Supplementary Figure 1). The key difference between
the chronic and acute risk metrics is that the acute metric is
cumulative across the time period (i.e., it is an absolute value of
the number of days for which flow exceeded a threshold) and
the chronic metric is a relative value that integrated across the
time period to categorize daily streamflow in context of how
variable flow is at the monthly scale. The risk likelihood output
is displayed in Supplementary Figure 5.

Industrial Pollution Risk
The industrial pollution layer was generated from the industrial
class cover of the Australian Bureau of Agricultural and
Resource Economics and Sciences (ABARES) 2005–2006 land use
map derived from an AVHRR satellite image5. This industrial
pollution layer assumes that with more industrial land use in

5https://data.gov.au/data/dataset/a18dbf2b-c0fe-4a26-b39a-e553bf6c39b5
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FIGURE 3 | An example of how spatially explicit current (A–G) and future (H–J) threats were applied to Tasmania (10 km × 10 km grid cells). Only cells where
seagrass is present are shown. The risk of each threat was categorized as high, medium, low or no risk if there was no exposure to that threat. Each threat was
weighted based on the consequence of exposure to this threat and the confidence in the threat was assessed through a survey with experts.
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FIGURE 4 | Case study of 30 seagrass cells from each bioregion. (A) Tropical North (Gulf of Carpentaria), (B) South East (Sydney-Newcastle), and (C) South West
(Albany) showing the breakdown of individual threats contributing to the current cumulative risk (left) and future cumulative risk (right). A similar cumulative risk (e.g.,
high) can be derived from different combinations of individual threats.

a 10 km × 10 km grid cell, the greater chance of industrial
pollution reaching the marine environment, either through direct
runoff, groundwater contamination or atmospheric deposition.
In this approach, we only considered the grid cells that were
adjacent to the coast, and not those further inland, hence the
limitation is that we capture industrial pollution from direct
run-off and groundwater contamination, but not from surface
run-off from catchments further inland. The percentage of the
terrestrial grid cell adjacent to the coast that contained industrial

pollution was calculated, based on the number of pixels within
each cell (total of 100). The categorisation of this threat was
slightly modified compared to the other quantitative measures. If
the terrestrial grid cells adjacent to the coastal grid cell contained
no industrial land-use, then it was considered to have no exposure
to industrial pollution. If less than the 25th percentile (2% of the
grid cell was industrial) this was categorized as low likelihood
(=low risk). The cut-off for the high risk was set at the 90th
percentile (10% of the grid cell was industrial), not the 75th
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percentile, as we assumed a higher level of industrial pollution
was need to create a high risk. Therefore a moderate likelihood
(=medium risk) was assumed to occur between the 25 and 90th
percentile (2–10%) and greater than the 90th percentile (>10%)
a high likelihood (=high risk). Buffers were created adjacent to
any moderate or high likelihood cells to account for transport of
industrial pollution in the marine environment. Any marine grid
cell adjacent to a high risk cell was considered a moderate risk,
and those adjacent to a moderate risk cell were considered a low
risk. If any grid cell was allocated more than one risk category,
then the highest category was maintained. The risk likelihood
output is displayed in Supplementary Figure 8.

Sediment Resuspension Risk
Sediment resuspension is related to acute and chronic sediment
delivery, but it represents a different pressure to seagrass
ecosystems. The risk from resuspension of sediments to seagrass
ecosystems is not just due to the delivery of sediment, but the
sediment grain size distribution and how this interacts with
waves and currents where finer sediments and greater tidal
and wave energy would result in higher resuspension. The
Geological and Oceanograhic Model of Australia’s Continental
Shelf (GEOMACS) was used and the dataset “Percentage of
the time that the Shields parameter exceeded 0.25 applied
to predict the risk from resuspension. The Shields parameter
defines the bed shear stress required to initiate sediment
movement. When it is >0.25, conditions on the seabed are
highly mobile, hence there is more chance of resuspending
sediments which can have a negative impact on seagrasses due
to reductions in light.

We assumed that with a greater percentage of time above
the Shields parameter of 0.25 there would be a greater risk
due to sediment resuspension. No quantitative relationship is
known for the percentage of the time the shields parameter
is above 0.25 and seagrass condition so the approach of
assigning a low risk below the 25th percentile (0.8% of
the time), a high risk above the 75th percentile (15.8% of
the time) and a moderate risk between the two. There was
no exposure and hence no risk to seagrass habitat from
resuspension when the Shields parameter did not exceeded
0.25 at any time (Hemer, 2006; Hughes et al., 2010; Harris
and Hughes, 2012). The risk likelihood output is displayed in
Supplementary Figure 6.

Port Infrastructure and Dredging Risk
The threat to seagrass habitat from port infrastructure and
dredging was assessed based on the locations of ports in Australia
provided by the Australian Customs & Border Protection
Service6. We assumed that there was a high risk to seagrass habitat
when there was a port located in a grid cell, a moderate risk
in cells adjacent to a high cell, and a low risk in cells adjacent
to moderate. We considered that there was no exposure to the
threat of port infrastructure and development and hence no risk
in all other grid cells. The risk likelihood output is displayed in
Supplementary Figure 7.

6http://data.gov.au/dataset/australian-ports

Shipping Accidents Risk
The threat to seagrass habitat from shipping accidents was
predicted from vessel track history in Australia sourced from
the Australian Maritime Safety Authority7 over the whole 2012
period recorded with a 3 h frequency. We assumed that there was
a high risk to seagrass habitat when there was a history of vessels
tracking through a grid cell, a moderate risk in cells adjacent to
a high cell, and a low risk in cells adjacent to moderate adjacent
cells. We considered that there was no exposure to the threat of
shipping accidents and hence no risk in all other grid cells. The
risk likelihood output is displayed in Supplementary Figure 9.

Oil and Gas Accidents Risk
The threat to seagrass habitat from oil and gas accidents
was predicted from the location of oil and gas wells in the
coastal environment. Gas pipelines were not considered, as this
information is restricted. The location of oil and gas production
wells was sourced from GeoSciences Australia8. We assumed that
there was a high risk to seagrass habitat when an oil and gas
well was in a grid cell, a moderate risk in cells adjacent to a
high cell, and a low risk in cells adjacent to moderate adjacent
cells. We assued that there was no exposure and hence no risk
in all other grid cells. The risk likelihood output is displayed in
Supplementary Figure 10.

Increase in Sea Surface Temperature Risk
Different seagrass species have different temperature tolerances
(Lee et al., 2007) and in Australia species are distributed across
locations that have a broad temperature range (Kilminster et al.,
2015). Therefore some locations, such as at the range edge
may be more susceptible than other locations (Jordà et al.,
2012). To employ a consistent and justifiable assumption for
impacts of increased temperature we used published data on
short-term responses to increased temperature. This may be
an overestimate of the response, as we have no understanding
about adaptive capacity to changing temperatures. The majority
of studies on the effects of short-term temperature increases to
seagrasses have shown negative effects with increases of 2◦C
or more (Seddon et al., 2000; Waycott et al., 2007; Collier
et al., 2011; Moore et al., 2013; Thomson et al., 2015). The
OzClim Mk3.5 model 2070 predictions of sea surface temperature
were used9 and the risk assigned using a percentile approach
as follow, High > 3.2◦C (75th percentile), Moderate 2.8–3.2◦C
(25th – 75th) and Low < 2.8◦C (25th percentile). The predicted
temperature always increased by more than 2◦C so a no risk
category was not assigned. The risk likelihood output is displayed
in Supplementary Figure 11.

Change in Rainfall Risk
We assumed that a greater rainfall would lead to more sediment
and nutrient delivery, more flooding and more low light events
that could impact seagrasses (Collier et al., 2012) and hence either
more acute or chronic sediment and nutrient risk to seagrasses.
The predicted change in rainfall in 2070 dataset by OzClim

7https://www.operations.amsa.gov.au/Spatial/DataServices/MapProduct
8http://dbforms.ga.gov.au/www/npm.well.search
9www.csiro.au/ozclim
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TABLE 3 | Comparison of how the percentage of cells under the different current cumulative risk categories changes following a simulated nutrient reduction.

Bioregion Scenario Percentage of cells

No risk Low risk Moderate risk High risk

South East Current 0.3 5.3 35.7 58.7

Nutrient and sediment management 0.3 6.4 44.2 49.1

Tropical North Current 1.4 36.1 54.4 8.1

Nutrient and sediment management 1.4 36.1 54.5 8.1

South West Current 0.9 19.5 60.5 19.1

Nutrient and sediment management 0.9 19.6 61.4 18.1

High risk is reduced in the south-east bioregion with nutrient reduction, but not in the other two bioregions, indicating other threats are contributing significantly to the
cumulative risk.

GFDL-CM2.1 model (see Text Footnote 9) was used and we
focused on the period of the year that was considered the wet
period, as the OzClim predictions provided predictions based on
wet and dry periods. For this threat the standard percentile risk
approach was applied. We classified this data as no risk if the
rainfall was not predicted to increase, low risk if it increased up
to 50 mm per year (<25th percentile), moderate if it increased
50–100 mm and a high risk if it increased more than 100 mm
(>75th percentile). The risk likelihood output is displayed in
Supplementary Figure 12.

Sea Level Rise Risk
An increase in sea level can have a negative effect on seagrasses if
the shoreline is hardened and they cannot colonize new habitats,
also seagrasses can be lost on the deeper edge if light becomes
limiting to growth (Waycott et al., 2007; Saunders et al., 2013).
Saunders et al. (2013) modeled the impact of sea level rise on
a large embayment in Queensland and found that the area of
seagrass declined by 17% with a 1.1 m rise in sea level. Obviously
these predictions are location specific but we used these as a
guide to categorize the likelihood of the risk. Dataset on the
projected departure from global mean (A1B scenario) at 2070
(mm) from 17 model simulations was used10 to quantify sea level
increase. For this threat the standard percentile approach was not
used as it did not align well with the predictions of seagrass loss
with a 1.1 m rise as a 1 m increase in sea level was equivalent
to the 75th percentile and we considered a 17% loss moderate.
Therefore the percentile values used were 40th percentile (0.5 m
rise) for the low – moderate cutoff, 90th percentile (2.0 m rise)
for the moderate to high cutoff. If no increases were predicted,
then no risk was assumed, less than 50 mm was low, 50–200 was
moderate as this spanned the level predicted by Saunders et al.
(2013) to have an impact, and >200 mm a high likelihood. The
risk likelihood output is displayed in Supplementary Figure 13.

Vulnerability or Consequence of the
Threat
The consequence of the threat was based on the vulnerability
rating of Grech et al. (2012) and Halpern et al. (2015),
incorporating the frequency, functional impact, ability to resist,
ability to recover and certainty of the impact of that threat

10http://www.cmar.csiro.au/sealevel/sl_proj_regional.html

(Table 2). Similar but not identical threats were assessed in these
studies so to develop the consequence ratings, the threats in
each study were grouped into similar categories, the consequence
rating ranked, and then the consequence measure grouped into
high, moderate and low consequence (Table 2).

Spatially Explicit Cumulative Risk
Analysis
The cumulative risk assessment was conducted in the online
open source InVEST Habitat Risk Assessment Model (Sharp
et al., 2015). The final seagrass map was overlayed with the
likelihood of each threat layer defined as either 1- no exposure,
2- low, 3- moderate and 4- high likelihood. The consequence
layer in Invest was kept the same as the likelihood layer but the
consequence of the threat was simulated by replicating the layer.
If the consequence was low, one layer was used, moderate, two
replicate layers and high, three replicate layers. In InVEST the
cumulative risk (R) of multiple threats layers (J) is calculated
based on the euclidean distance as

R (i) =
∑J

j = 1
R(ij)

The euclidean distance provides a conservative, additive
approach due to the uncertainty of the response to interactions
between threats (Halpern and Fujita, 2013). The cumulative risk
output was scaled into four categories, No cumulative risk, <25th
percentile low cumulative risk, 25–75th percentile moderate risk
and >75th percentile high cumulative risk.

A cumulative risk assessment was conducted for three sets: (1)
current threats only (n = 7), (2) climate change threats based on
2,070 predictions (n = 3) and (3) combining current and climate
change threats that simulate 2070 scenarios. When combining
the current and climate change sets, no changes were made
to the current risk assessment, we assumed no changes on the
threat and no changes in the vulnerability due to adaptation
occurred. Therefore this provides a tool to identify hotspots of
risk under current conditions and into the future, helping to
prioritize management actions. To demonstrate how risk varies
spatially and under these cumulative risk calculations the data
was summarized by each bioregion, the South West, South East
and Tropical North (Figure 2). In addition, an area within
bioregion containing 30 10 km × 10 km grid cells was selected
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to demonstrate in a higher resolution the spatial variability in
current and future threats and cumulative risk.

Validation of Individual Threat Layers and
Cumulative Risk Assessment
The outputs from the nation-wide risk assessment for each threat
layer (n = 10) and for the cumulative risk layers from two sets,
current and climate change based on 2,070, were assessed by 42
seagrass experts at the Australian Marine Science Association
Conference in 2015 (Supplementary Figure 2). These experts
self-selected and had experience working in seagrass research
or management from particular regions in Australia and only
provided validation data from the areas they had experience in.
Two approaches were used: a quantitative assessment to assess
how the risk assignment for each threat based on exposure,
magnitude and consequence of the threat and the cumulative risk
assessment model output deviated from the expert opinion; and
a qualitative assessment to measure the confidence of the experts
in the same outputs. For each approach, the experts were asked
to assess three areas in their region of expertise (Supplementary
Table 3). The qualitative assessment was carried out first on one
grid cell in a particular region, then the experts were shown
the model outputs and asked to give a confidence rating across
all cells in that region, following the methods of Hoque et al.
(2018). For the quantitative assessment experts were asked to
provide their opinion of whether it was 0 = no risk, 1 = low risk,
2 = moderate risk and 3 = high risk for each threat input layer
and cumulative risk assessment output layer. For the qualitative
assessment experts were asked to provide a ranking of 0 = no
confidence, 1 = low, 2 = moderate and 3 = high confidence in
the information provided.

Testing Management Scenarios
To test how nutrient and sediment management strategies impact
the overall cumulative risk under current conditions the risk
rating for chronic and acute sediment and nutrient risk were
modified and cumulative risk model re-run. Cells with high or
moderate risk from nutrient and sediment load were dropped
down one risk level, but cells already with low risk remained at
low. This data was summarized by bioregion.

RESULTS

Cumulative Risk Assessment
Individual threat layers showed different spatial patterns of risk
as demonstrated by the examples from Tasmania (Figure 3)
and compared to the cumulative risk results (Figure 2),
reinforcing the value of assessing multiple threats cumulatively
(Supplementary Figures 4–9). For example, the Tropical North
case-study (Gulf of Carpentaria) has very low current risk levels
and the South East case-study (Sydney) has much higher current
risk levels, yet similar future cumulative risk categories were
derived for both of these regions (Figure 4). In the Tropical
North case-study the high cumulative risk from future climate
change threats was driven by the combination of high risk from

increased temperature and sea-level rise, whereas in the South
East case-study it was driven by the combination of high risk
from temperature and increased rainfall (Figure 4). This again
highlights the need to consider a range of threats for management
decision-making and recognizing different regions may require
different strategies.

There was much more spatial variation in the cumulative risk
of current threats compared to future climate change threats,
which were generally consistent across bioregional scales, the
scale at which climate operates (Figure 2). When combining
current and future pressures, some high risk hotspots and low
risk ‘cold-spots’ changed. For example cumulative risk from
current threats was lowest in the Tropical North (greatest
proportion of low risk, Figure 2B), with a cold-spot in the Gulf
of Carpentaria. However, when adding the high threat future
pressures, this area became moderate to high risk. On the other
hand, isolated hotspots of high risk that were distributed along
the eastern coast of Australia under current pressures expanded
into a widespread band of high risk when combined with future
pressures, especially in the South East bioregion and the Great
Barrier Reef World Heritage Area (GBRWHA, east coast of
Australia in the Tropical North bioregion).

When simulating nutrient and sediment management
strategies by reducing the areas with high or moderate risk for
chronic and acute sediment risk by one category, cumulative
risk in the South East bioregion reduced (Table 3). In other
bioregions this did not result in the cumulative risk to seagrass
habitat being reduced.

Validation of Individual Threat Layers
We generated ten spatially explicit threat layers specific for
seagrass habitat across the Australian continent using a range of
data sources (Table 1). When summarized across all of Australia,
experts had the highest confidence in the risk assigned to climate
change threats (increased temperature and changes in rainfall)
as well as localized shipping accidents. There was a moderate
confidence for all other layers (Supplementary Figure 3). For
the quantitative assessment the experts matched quite closely the
model predictions for all climate change threats as well as the
risk from resuspension and shipping. For the remaining threats
there was a slight overestimate of the model for threats from oil
and gas wells, industry and ports and dredging, on average 0.5–
0.8 units, with an overestimate of ∼1 category (1.2 units) for
threat from sediment and nutrients (Supplementary Figure 3).
This overestimate was mostly driven by respondents that were
experts from Western Australia and Queensland indicating that
their perceived threats are higher than model predictions. This
is likely because most evidence for seagrass decline historically is
due to eutrophication.

DISCUSSION

One of the challenges for environmental management is having
information at the appropriate spatial and temporal resolution
and extent to aid decision making (Specht et al., 2015). This is
very apparent at national levels and across bioregions because
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information is disparate and is derived from local stakeholders
with different types of information. We have begun to address
some of the challenges by developing a set of publicly available,
national, spatial threat maps representing ten pressures for
seagrass ecosystems along the 35,000 km coastline of the
Australian continent. It is a data resource that can be used for
future work, adapted to assess other habitats or also be used as a
local-scale or nation-wide tool to aid decision making in the face
of multiple threats and limited resources (Pressey et al., 2007). In
addition, the approach can be applied to other regions around the
globe to assess risk to seagrass habitats.

This resource was then used for a spatially explicit cumulative
risk analysis based on the ten threat layers, identifying hotspots
of high and low risk for coastal seagrass habitat based
on the exposure and vulnerability to a range of relevant
pressures. This standardized approach provides a tool to
enable informed decision making at a national level (Tulloch
et al., 2015). Currently the Australian Federal government is
developing national environmental accounts for blue-carbon
habitats including seagrasses. To do this habitat maps, condition
of the habitat and potential threats to these habitats is required
and these are assessed over time (see Text Footnote 1). This
resource can be used to support these activities. Although, many
of the major identified threats to seagrass habitat were sourced
(Grech et al., 2012; Turschwell et al., 2021), information at
the national scale for some key threats are still missing such
as trawling or aquaculture (Turschwell et al., 2021). There is
still effort needed to improve the representation of threats at
a national level and this aligns with the priority to address
the challenges for improving ocean health, where Claudet et al.
(2020) indicated more integration of information is needed to
support decision-making.

High cumulative risk areas were identified based on exposure
to threats from current practices. These were generally associated
with population, agricultural and/or industrial centers and were
distributed around Australia, although the greatest proportion
was in the most densely populated South East bioregion
(Figure 2B). Globally loss of seagrass habitat has been attributed
to deterioration of water quality from increased nutrient and
sediment loads (Waycott et al., 2009; Turschwell et al., 2021)
so load reduction is a management strategy commonly used
to protect seagrass habitat, although not always successful
due to the complex nature of the systems (Unsworth et al.,
2015). It is a current management focus in all bioregions in
Australia (Jackson et al., 2016; Brodie et al., 2017). Interestingly,
the high cumulative risk predicted in this study could be
reduced somewhat through simulating reductions in nutrient and
sediment loads, but only in the South East. In the Tropical North,
around the Great Barrier Reef World Heritage Area, reducing
nutrients and sediments, did not reduce the cumulative risk
from current threats. The environmental protection policy for
seagrass habitat in the GBRWHA, part of the Tropical North,
focuses on improving water quality and managing the impacts of
dredging (Anon., 2015). Grech et al. (2011) also recommended
focusing management on agricultural inputs (nutrient and
sediments) due to the large catchment areas. However, our
analysis indicates that focusing on this alone will not reduce

the risk of impact to seagrass habitat. Threats with the greatest
individual risks for the Great Barrier Reef example based on
our analysis, includes resuspension, ports and shipping as well
as risk from increased rainfall (Supplementary Figures 6, 7, 9,
12). So reducing sediment loads may contribute somewhat to
resuspension risk by reducing the pool of sediments that could
be resuspended. But increased risk from rainfall requires global
action to reduce the rate of greenhouse gas emissions and the
changes in weather patterns. To manage for this scenario actions
to increase resilience of seagrass habitats to these cumulative
threats combined with interventions to facilitate recovery and or
restore habitats is needed.

This study highlighted that when managing habitat based
on risk at a national level; taking into account future risk
from climate change altered the spatial pattern of risk. The
2,070 model projections used can be considered conservative
as climate change effects may manifest at a faster rate than
these predictions (IPCC, 2019). Similar to current threats, other
climate change threats have also not been included such as
heat waves, so further effort is needed to create these threat
layers and develop a process to assign risk. Despite this, the
incorporation of climate change risk into the future was valuable
as it provided further insights to inform management decisions.
For example, if high risk to seagrass habitat is predicted mostly
from a set of current threats, reducing these specific threats
could be the focus for management. But if high risk is predicted
mostly from climate change threats then management actions
for resilience building, facilitated recovery and restoration would
be important to consider. When both current and future threats
generate high risk an approach combining both sets of actions
is needed. By assessing the cumulative risk from both current
practices and future threats, the footprint of high risk increased,
particularly in the South East and Tropical North bioregion.
For example, in the globally significant GBRWHA, high risk has
been identified from current threats in six hot-spots (Figure 2B)
but when this is combined with threats from climate change
(Figure 2C), this expands into a much larger, almost continuous
band in the central and southern GBRWHA. Our approach
re-affirms the importance of managing risk as a cumulative
challenge (Grech et al., 2016) and the value of projecting future
scenarios to guide where resilience building and restoration
actions are most needed.

Cumulative risk assessment does not imply impact or predict
response in a habitat. It is used as a tool to identify where
multiple threats occur and assists decision-making based on a
number of assumptions: that risk of multiple threats is additive;
and the vulnerability of the seagrass habitats to these threats
is known (Halpern and Fujita, 2013). We know that this is a
simplification of the real world as the suite of seagrass species
changes across bioregions and different species vary in their life-
history strategy influencing their ability to resist and recover from
disturbance, hence influencing their vulnerability (Kilminster
et al., 2015). This has been highlighted recently where life-
history was a strong predictor of the trajectory of seagrass
change over time (Turschwell et al., 2021). Assemblage-specific
vulnerabilities based on life-history could be integrated into this
risk assessment framework, though this is presently limited to
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smaller site-specific areas where more detailed habitat mapping
is available. This tiered approach from using national maps with
predicted extent down to assemblage or species composition
at the bioregional level could be used to generate more
confidence in predicting risk and prioritizing management
actions for local-scale management. To improve confidence,
further work is also needed to understand the interaction of
these multiple threats to seagrass habitats (e.g., Ontorio et al.,
2019).

Priority areas for conservation were identified based on
the cumulative risk assessment, as those that had no or low
cumulative risk under current conditions and included locations
in the Tropical North. However, when climate threats were
considered the risk rating of some of these areas increased (e.g.,
Gulf of Carpentaria) and new areas of low risk were identified
(southern coast of the South West bioregion). Some of these
locations align with World Heritage Areas and Commonwealth
or State managed marine parks (Anon, 2016). We recommend
taking action to assess whether management plans are in place to
conserve this habitat and if feasible actions are in place to manage
the multiple threats by either reducing the risk of the threats
or actions to build resilience, facilitate recovery and restore
seagrass habitats.

Our analysis has highlighted hotspots of risk which
correspond with known areas of seagrass loss (e.g., Kendrick
et al., 2002; Bryars and Neverauskas, 2004) but there are areas
that were identified as low risk where in recent years seagrass
1,000 km2 losses have occurred associated with a marine heat-
wave event (Thomson et al., 2015; Strydom et al., 2020). This
reiterates the need for additional threat layers to incorporate the
risk of marine heat-wave events. Our approach is designed as
a tool for guiding broad-scale conservation and management
action with a range of assumptions, and does not account for rare
events in a stochastic model of risk. Areas categorized as low risk
should not be considered ‘safe’, in fact management strategies
should be developed for threat mitigation and management,
although the approach may vary compared to the high risk areas.
By taking a national approach to our risk assessment we enable
identification of regions with similar risk profiles where regional
evaluations can be refined and a tiered approach as described
above, implemented.

Monitoring, management and conservation actions can be
focused based on the outputs of this research, such as tailoring
monitoring programs to incorporate indicators of known current
and future high risk threats and seagrass habitat response and
prioritizing management actions locally on threats that have a
high risk. For climate-change mitigation planning actions to
build resilience, facilitate recovery and restore seagrass habitats
could be implemented in areas of high risk from future pressures.
By incorporating the cumulative risk outputs with a decision
making framework (e.g., Tulloch et al., 2015) investments can be
prioritized to management actions from a national perspective
and contribute to national environmental accounting which
requires assessment of habitat extent, condition and threats to the
habitat over time.
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The 2013-2016 northeast Pacific Ocean marine heatwave (MHW) had myriad impacts on
marine communities, but little is known about how this event affected coastal estuaries.
We examined the extent to which elevated temperatures associated with the offshore
MHWwere observed in four estuaries (Willapa Bay, Washington and Netarts Bay, Yaquina
Bay, and Coos Bay, Oregon) and the responses of macrophytes at marine dominated
sites within these estuaries. Records of eelgrass (Zostera marina), ulvoid macroalgae (Ulva
and Enteromorpha spp.), and environmental characteristics, including water temperature,
were analyzed over three periods: before (2006-2010), during (2015-2016), and after
(2017-2019) the MHW. During the MHW, all four estuaries experienced “estuarine
heatwaves” (anomalous warm water events) at monitoring stations and there was an
associated decline in macroalgae biomass. In northern estuaries (Willapa and Netarts
bays) where water temperatures are normally higher and estuaries are shallower,
aboveground eelgrass biomass declined and did not recover for at least three years
after the MHW. In southern estuaries (Yaquina and Coos bays), where water temperatures
are normally colder and estuaries are deeper, the MHW was associated with a neutral, or
temporarily positive, change in aboveground eelgrass biomass. Our analysis supports the
hypothesis that upwelling intensity and estuarine depth determined the severity of MHW
impacts on macrophytes at marine dominated sites, and that the colder and deeper
estuaries in the south may serve as refuges for eelgrass but not macroalgae. We suggest
that estuary-specific responses were predictable given the drivers of macrophyte
abundance at marine dominated sites, and that baseline ocean upwelling and estuarine
temperature can be used to anticipate macrophyte responses at marine dominated sites
to MHWs in the future.
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INTRODUCTION

Over the past century, climate change has led to longer and more
frequent extremes in ocean temperatures that can have dramatic
effects on marine and coastal ecosystems (Oliver et al., 2018).
Marine heatwaves (MHWs) are defined as prolonged periods of
anomalously high sea surface temperature (Hobday et al., 2016)
and are superimposed on the existing anthropogenic warming
trend of the global ocean (Domingues et al., 2008; Wijffels et al.,
2016). However, the impacts of MHW events likely differ from
those caused by gradual ocean warming, and there has been
increased interest in how these acute thermal events affect
biophysical and biogeochemical processes (Cavole et al., 2016;
Benthuysen et al., 2020). A number of significant MHWs have
occurred in the last 20 years, including a 2003 event in the
Mediterranean Sea (Olita et al., 2006), several events between
2011 and 2016 around the continent of Australia (Pearce and
Feng, 2013; Oliver et al., 2017; Benthuysen et al., 2018), a 2012
event in the northwest Atlantic Ocean (Chen et al., 2014), and
the most extreme MHW on record known as “The Blob” in the
northeast (NE) Pacific Ocean, which persisted from 2013-2016
(Di Lorenzo and Mantua, 2016).

Following the offshore formation of the NE Pacific Ocean
MHW in 2013, coastal sea surface temperature anomalies were
observed along the US west coast beginning in January 2014 and
extending through August 2016 (Gentemann et al., 2017).
Documented changes from this large event included decreases
in primary production, geographical shifts of species ranging
from copepods to sharks, mass strandings of marine mammals
and seabirds, and closures of economically important fisheries
from harmful algal blooms (reviewed in Cavole et al., 2016). In
addition, offshore foundational marine macrophytes, including
giant kelp and bull kelp, were strongly affected (Cavanaugh et al.,
2019; Rogers-Bennett and Catton, 2019). However, the extent to
which this MHW propagated into Pacific coastal estuaries
triggering “estuarine heatwaves,” with subsequent effects on
estuarine macrophytes (including seagrass and macroalgae),
has not been considered. Furthermore, little is generally known
about how MHWs interact with local-scale physiographic
characteristics of estuaries to amplify or diminish their impacts.

Seagrasses and macroalgae are the foundation of highly
productive estuaries by providing habitat for commercially
important fish species, coastal protection via wave attenuation,
and nutrient cycling (Barbier et al., 2011; Smale et al., 2013;
Nordlund et al., 2016). Moreover, there is growing interest in
conservation and restoration of marine macrophytes for their
important role in the carbon cycle (Howard et al., 2017) and their
potential to mitigate ocean acidification (Hendriks et al., 2014;
Magel, 2020). However, it is estimated that roughly 30% of the
global seagrass distribution has been lost, prompting concern
over the future of this critical habitat (Orth et al., 2006; Waycott
et al., 2009). Negative impacts of MHWs on seagrasses have been
documented in Australia (Thomson et al., 2015; Kendrick et al.,
2019) and seagrasses are known to be sensitive to elevated water
temperature, particularly for populations near their thermal
limits (Marbà and Duarte, 2010; Koch et al., 2013; Kaldy et al.,
Frontiers in Marine Science | www.frontiersin.org 270
2017; Lefcheck et al., 2017; Aoki et al., 2020). Less is known,
however, about the causes of estuarine macroalgae loss, with
most attention focused on macroalgal blooms and
eutrophication (except see Sfriso and Marcomini, 1996). In
addition, seagrasses and macroalgae exhibit a range of
interactions with one another depending on estuarine
conditions (Burkholder et al., 1992; Hauxwell et al., 2001;
McGlathery, 2001; Armitage et al., 2005; Burkholder et al.,
2007; Hessing-Lewis et al., 2011). Thus, it is important to
understand the resilience of both seagrasses and macroalgae to
MHWs in order to anticipate the consequences of these events
and guide conservation and management (Unsworth
et al., 2018).

Shallow mudflat habitats in estuaries can transition between
seagrass dominated, macroalgae dominated, or unvegetated mud
in response to environmental conditions (Nyström et al., 2012),
indicating a range of community states in these ecosystems. The
dynamics that produce these states can be non-linear, driven by
biophysical feedbacks between vegetation, sediment, and the
water column (e.g., McGlathery et al., 2013; Maxwell et al.,
2017; O’Brien et al., 2018), and differences in the physiological
tolerances of seagrasses and macroalgae to variable light
intensity, water temperature, and nutrients (Roca et al., 2016).
These nonlinearities present significant challenges for estuarine
conservation and restoration if they result in further declines, or
lags in system recovery, after the removal of the original
perturbation (Nyström et al., 2012; Roca et al., 2016; Maxwell
et al., 2017; O’Brien et al., 2018).

Here we explore the response and recovery dynamics of
native eelgrass (Zostera marina) and ulvoid macroalgae (Ulva
spp. and Enteromorpha spp.) in estuaries along the US Pacific
Northwest coast that were exposed to the recent NE Pacific
Ocean MHW. In these estuaries, macrophytes experience a range
of water temperatures (Thom et al., 2003), urbanization and
eutrophication (Shelton et al., 2017), and disturbance from
aquaculture practices (Tallis et al., 2009). Most studies have
shown US Pacific Northwest eelgrass to be relatively resilient to
these perturbations as indicated by their high production and
wide distributional range (Thom et al., 2003; Hessing-Lewis and
Hacker, 2013). For instance, a recent study of the long-term
dynamics of Z. marina in Puget Sound showed that, at the
ecosystem scale of a large coastal basin, eelgrass abundance
remained stable despite both anthropogenic and environmental
change over the last 40 years (Shelton et al., 2017). Against
thermal stress, Z. marina is thought to be “protected” in this
region because eelgrass currently exists well within its reported
temperature tolerance (up to about 30°C) (Lee et al., 2007).
Coastal upwelling likely contributes to this high productivity and
apparent resilience (Kaldy and Lee, 2007; Hessing-Lewis and
Hacker, 2013). However, declines have also been observed along
the US west coast, including small bays of the San Juan Islands,
Washington in 2003 (Wyllie-Echeverria et al., 2003), Morro Bay,
California from 2007-2013 (Walter et al., 2018), and the upper
reaches of Coos Bay, Oregon starting in 2016 (Magel, 2020). In
addition, studies of Z. marina in the US Pacific Northwest have
shown decreased growth at water temperatures above 15°C
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(Thom et al., 2001; Kaldy et al., 2017), which is lower than those
considered stressful at other locations within the species’
worldwide distribution (Kaldy and Lee, 2007).

In this study, we combine data from eelgrass and macroalgae
surveys in four US Pacific Northwest estuaries (from north to
south: Willapa Bay, Netarts Bay, Yaquina Bay, and Coos Bay;
Figure 1) spanning 400 km of coastline and 14 years that covered
the periods before, during, and after the NE Pacific Ocean
MHW. These estuaries experience differences in oceanographic
conditions that influence macrophyte production (Hessing-
Lewis and Hacker, 2013). Along the coast, upwelling strength
and the duration of the upwelling season increases from north to
south (Hickey and Banas, 2003). This spatial variation in
upwelling, combined with coastal topography (Hickey and
Banas, 2008) and watershed drivers (Howarth et al., 2011),
creates a latitudinal gradient in estuarine water temperature
and nutrient concentrations (Brown et al., 2007; Brown and
Ozretich, 2009). Estuaries in central and southern Oregon, such
as Yaquina Bay and Coos Bay, tend to be colder and have higher
nutrient concentrations compared to estuaries in the north such
as Netarts Bay and Willapa Bay, resulting in differences in
Frontiers in Marine Science | www.frontiersin.org 371
macrophyte biomass and community structure (Thom et al.,
2003; Hessing-Lewis and Hacker, 2013). Previous research by
Hessing-Lewis and Hacker (2013) showed that southern
estuaries (i.e., Coos Bay and Yaquina Bay) had high total
macrophyte biomass dominated by ulvoid macroalgae, whereas
northern estuaries (i.e., Netarts Bay and Willapa Bay) had lower
macrophyte biomass that was dominated by native eelgrass. The
dominance of ulvoid macroalgae in southern estuaries was
associated with cold and nutrient-rich, ocean-derived water
while eelgrass production was negatively correlated with these
conditions (Hessing-Lewis and Hacker, 2013; Kaldy, 2014). With
high epiphyte and ulvoid macroalgae biomass, competition for
nutrients and light between primary producers could also limit
eelgrass, although previous research in the US Pacific Northwest
has found little evidence of competition between eelgrass and
ulvoid macroalgae (Hessing-Lewis et al., 2011; Hessing-Lewis
and Hacker, 2013; Hessing-Lewis et al., 2015). Instead, eelgrass
and ulvoid macroalgae in US Pacific Northwest estuaries appear
to be responding to different drivers.

Given the differences in the chemical, physical, and ecological
structure of US Pacific Northwest estuaries, we asked three
questions to explore the resilience of estuarine macrophytes to
a strong MHW event: 1) Did spatiotemporal patterns in eelgrass
and ulvoid macroalgae biomass change before, during, or after
the 2013-2016 NE Pacific Ocean MHW? 2) If biomass did
change, was recovery observed in the post MHW period and
were responses coherent across estuaries and macrophyte taxa?
Finally, 3) if there was variability in the response and recovery of
macrophytes, was it influenced by differences in estuary-specific
oceanographic and estuarine conditions, including the extent to
which elevated temperatures associated with the MHW were
observed in these estuaries?
METHODS

Study Sites and Macrophyte Surveys
We considered the change in aboveground eelgrass (native
Zostera marina) and ulvoid macroalgae (Ulva and
Enteromorpha spp.) biomass and environmental characteristics,
including water temperature, before (2006-2010), during (2015-
2016), and after (2017-2019) the NE Pacific Ocean MHW in four
estuaries (Willapa Bay, Washington, and Netarts Bay, Yaquina
Bay, and Coos Bay, Oregon, US; Figure 1). These estuaries vary
in oceanographic, estuarine, and watershed conditions
(Appendix A: Tables S1 and S2). Willapa Bay and Netarts Bay
are shallower with more intertidal area (relative to estuary size)
compared to Yaquina Bay and Coos Bay (Lee and Brown, 2009).
Yaquina Bay and Coos Bay have larger catchment sizes, greater
population density, and higher freshwater nutrient loads
compared to Willapa Bay and Netarts Bay (Appendix A:
Table S1).

Within each estuary, we conducted annual surveys during
peak macrophyte biomass at a single contiguous intertidal
eelgrass bed from 2016–2019 (Figure 1). Past studies have
found that the biomass of macrophytes in these estuaries is
highest in July and August and does not vary much over the
FIGURE 1 | Map of the study sites in four estuaries of the US Pacific
Northwest coast, including Willapa Bay, Washington and Netarts Bay,
Yaquina Bay, and Coos Bay, Oregon. Gray circles on each inset map indicate
the location of macrophyte sampling. Site locations and characteristics are
given in Appendix A: Tables S1, S3.
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summer (Hessing-Lewis et al., 2011; Magel, 2020). Hayduk et al.
(2019) performed multiple surveys at marine dominated beds
and found similar biomass of eelgrass and ulvoid macroalgae
among sites within each estuary, whereas differences among
estuaries were significant. Therefore, we utilized individual
sites to characterize annual variation within estuaries and
differences among estuaries. The beds were located close (<
6 km) to the mouth of each estuary (Figure 1) and within ±
0.1 m of mean lower low water, where they experienced marine
dominated conditions, including high salinities, high nutrients,
and cold waters associated with ocean upwelling (Brown and
Ozretich, 2009; Hessing-Lewis and Hacker, 2013). These surveys
were combined with previous annual surveys conducted in 2006-
2010 (Hessing-Lewis and Hacker, 2013) and 2015 (Hayduk et al.,
2019) that used the same sampling methods at many of the same
sites. Unpublished data for our Willapa site were obtained from
M. Hessing-Lewis for 2007-2010, which differed from the site
reported in Hessing-Lewis and Hacker (2013). Data were not
collected in Willapa Bay in 2015 nor in Netarts Bay in 2007
and 2009.

The annual surveys consisted of haphazard placement of 15–
20 0.5-meter x 0.5-meter (or 0.25 m2) quadrats within the
eelgrass bed at each site during low tide. Percent cover of
eelgrass and ulvoid macroalgae, number of eelgrass shoots, and
the wet volume of ulvoid macroalgae were recorded. Field
samples of at least 20 randomly collected eelgrass shoots and
volumes of ulvoid macroalgae were collected, frozen, and
returned to the lab for processing. In the lab, epiphytes were
gently scraped from each eelgrass shoot using a microscope slide,
and each shoot was dried (60°C for 48-72 hr) and weighed.
Epiphyte samples were similarly dried and weighed for samples
collected from 2016–2019 but not for the prior years. To estimate
the annual aboveground biomass of eelgrass per 0.25 m2 at each
site, we multiplied the mean eelgrass per shoot biomass by the
average shoot density from the field surveys. Annual epiphyte
load was calculated as the average epiphyte biomass per average
eelgrass shoot biomass.

To determine macroalgae biomass per 0.25 m2, this study and
Hessing-Lewis et al. (2011) established relationships to convert
field measurements of either percent cover or wet volume (mL)
to dry weight biomass (grams). For the Hessing-Lewis et al.
(2011); Hessing-Lewis and Hacker (2013), and Hayduk et al.
(2019) studies, the dry weight biomass was converted from
macroalgae percent cover using the relationship: Macroalgae
Dry Weight = Log (1.61 × Percent Cover – 3.83) (R2 = 0.85, p
< 0.001, n = 199 field samples). For this study, dry weight
biomass was converted from macroalgae wet volume using the
relationship: Macroalgae Dry Weight = –0.67 × Wet Volume +
29.04 (R2 = 0.90, p < 0.001, n = 97 field samples).

Water Temperature Climatologies and
Estuarine Heatwaves
Estuarine water temperature (°C) records were obtained from
monitoring locations nearest to macrophyte survey sites in each
estuary (see Appendix A: Table S3 for data sources). Data were
combined from two sources in each estuary: the Northwest
Frontiers in Marine Science | www.frontiersin.org 472
Association of Networked Ocean Observing Systems
(NANOOS) and another local source (see Appendix A: Table
S3 for additional sources). These additional datasets helped to fill
in gaps in the NANOOS time series to create a more complete
temperature record in each estuary, particularly during the focal
years of our study (2006-2019). Overlapping daily average water
temperature records from NANOOS were regressed with the local
dataset for each estuary to ensure close agreement (see Appendix
B for additional detail on the water temperature dataset
comparisons). In addition, sea surface temperature records from
1979-2019 were obtained from an offshore mooring buoy located
near Cape Blanco, Oregon (Appendix A: Table S3).

From the compiled datasets, daily average water temperature
was calculated for each estuary and the coastal ocean. Water
temperature climatologies and categorization of heatwaves for
each estuary and the coastal ocean were determined using the R
package ‘heatwaveR’ (Schlegel and Smit, 2018). This program
determines MHWs based on the Hobday et al. (2016) definition
and categories established by Hobday et al. (2018). Briefly,
Hobday et al. (2016) consider a warm water occurrence to be a
MHW if the event lasts for 5+ days, with temperatures above the
90th percentile based on a historical baseline. Graphs of the long-
term climatology overlaid with MHW events were produced for
each estuary and the coastal ocean. A cumulative intensity metric
(°C above average x number of days elevated) was also used to
capture the severity and the duration of heatwave events that
occurred during the specified time period of the study [see the
‘heatwaveR’ documentation (Schlegel and Smit, 2018) for
additional information on this metric]. For each estuary,
cumulative intensity of all heatwaves was summed from
November 2013 through January 2016, the duration of the NE
Pacific MHW (Schmeisser et al., 2019), in order to compare the
relative severity of heatwaves experienced by the four estuaries.

Environmental Factors Dataset
We compiled a dataset of average ocean upwelling, surface
current strengths, and estuarine water temperature and salinity
during June and July for each year (2006-2010 and 2015-2019)
and estuary (see sources and data in Appendix A: Tables S3 and
S2, respectively). Mean Ekman transport (referred to here as
upwelling index, m3 s-1 100 m-1 of coastline) was calculated from
sea level pressure maps and were averaged for a 0.5 degree
latitude radius around the geographic coordinates of the mouth
of each estuary following the method of Gouhier et al. (2010).
Mean offshore (cm s-1 west) and alongshore (cm s-1 south)
currents were obtained from Oregon State University’s
CODAR dataset and were averaged for a 0.6 degree latitude/
longitude radius around the geographic coordinates of the
mouth of each estuary. Current data were filtered for values
with at least 50% coverage. Ekman transport (upwelling index)
and current strengths measure different aspects of upwelling
along the coast. Records of salinity were also compiled from
monitoring locations nearest to macrophyte survey sites in each
estuary (Appendix A: Table S3). Watershed size, normalized by
estuary area [catchment area (km2) per estuary area (km2)], was
obtained for each estuary fromHessing-Lewis and Hacker (2013)
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(Appendix A: Table S1). Average tidal exchange volume (m3 d-1)
and freshwater inflow normalized to estuary volume (year-1) were
obtained for eachestuary fromLeeandBrown(2009) (AppendixA:
Table S1). Tidal exchange volume and freshwater inflow
measurements were not available over time, thus we used non-
temporal, fixed values in our dataset.

Data and Statistical Analyses
All statistical analyses were performed using R (v. 4.0.2, R
Development Core Team 2020). Generalized least squares
regressions, including first-order autoregressive terms to account
for the potential autocorrelation in time series data, were used to
determine whether eelgrass and macroalgae biomass (g dry weight
per 0.25 m2) changed over time at each site (2006-2019).
Additionally, we used analysis of variance [‘Anova’ function of
the ‘car’ R package (Fox and Weisberg, 2019)] and Tukey HSD
comparisons of means [‘lsmeans’ R package (Lenth, 2016)] to test
whether there were differences among sites, MHW time periods
[before (2006-2010), during (2015-2016), and after (2017-2019)
the NE Pacific Ocean MHW], or an interaction between site and
time period for eelgrass metrics (shoot density per 0.25 m2, per
shoot biomass, and eelgrass biomass) and macroalgae biomass.
Eelgrass and macroalgae biomass values were log-transformed
prior to analysis to improve normality.

We used partial least squares regression [PLSR; Carrascal
et al. (2009)] analysis to assess the relationship between
macrophyte biomass in the four estuaries with respect to the
watershed, estuary, and ocean condition factors described above
(Appendix A: Tables S1, S2). We conducted separate analyses
for three time periods: all years (2006-2019), before the MHW
(2006-2010), and during and after MHW (2015-2019). Given
data limitations and lack of statistical power, we were unable to
perform separate PLSR analyses using data from before, during,
and after the MHW. PLSR is well suited to deal with
multicollinearity in explanatory and response variables, which
was evident in our data and is common in ecological datasets
(Mevik and Wehrens, 2007). Using the PLSR technique, we
defined blocks of response and explanatory variables. The
response block (Y block) contained eelgrass biomass (log
transformed), macroalgae biomass (log transformed), and
epiphyte load. Each observation of eelgrass and macroalgae
biomass and epiphyte load were paired with corresponding
environmental factors for that estuary and/or year. The block
of explanatory variables (X block) included 8 environmental
parameters for each estuary [Appendix A: Tables S1, S2; i.e.,
mean estuary water temperature, salinity, upwelling index,
offshore ocean current, and alongshore ocean current in June
for each year; summed estuary heatwave cumulative intensity (°C
x days; Schlegel and Smit [2018]) for the months preceding our
sampling (January and July) for each year; tidal exchange volume
(m3 d-1) and volume normalized freshwater inflow (year-1)]. If
explanatory variable observations were missing for one year, we
imputed the estuary-specific averages because PLSR analysis
necessitates complete observations. Using the compiled data,
the response variables (Y block) were modelled through the
analysis of linear combinations among predictor variables
(X block).
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We then used squared weight (weight2), cross-correlation,
and variable importance for projection (VIP) metrics to describe
the importance of individual environmental factors as predictors
of eelgrass and macroalgae biomass and epiphyte load.
Explanatory variables with VIP greater than 1 are most
relevant for explaining the variation observed in the block of
response variables. The Stone-Geisser’s cross-validation metric
(Q2) was used to determine significance of the PLSR axes. Axes
are significant if Q2 is greater than or equal to 0.0975 (Carrascal
et al., 2009). Radar plots with two axes for all years (2006-2019),
before the MHW (2006-2010), and during and after the MHW
(2015-2019) were used to explore the correlations between
explanatory and response variables depending on time period.
The R package ‘plsdepot’ (Sanchez, 2012) was used to develop
and visualize the PLSR outputs.
RESULTS

NE Pacific Ocean MHW and
Estuarine Heatwaves
During the period of the NE Pacific Ocean MHW, there was
evidence of corresponding heatwaves (water temperatures that
exceed the local climatological threshold) in all four estuaries and
the coastal ocean (Figure 2 and Table 1). At the coastal ocean
buoy near Cape Blanco, Oregon, the MHW event was first
detected in late winter or early spring 2014 and then was
amplified in summer 2014 through fall 2015 (Figure 2A).
Beginning around the same time, estuarine heatwave events
were also detected and tended to be strongest during the fall
and winter and dissipate during spring and summer
(Figures 2B–E). In estuaries, the heatwaves amplified starting
in fall 2014 and remained elevated through spring 2015
(Figures 2B–E). Smaller heatwave events were present in the
summer and fall 2015 and well into winter 2016. Yaquina Bay
experienced a particularly strong heatwave in winter and spring
2016, however the duration and magnitude of this event was not
observed in the other estuaries (Figure 2D).

On average, Willapa Bay and Netarts Bay daily water
temperatures were frequently above 15°C during summer 2014
and summer 2015 (Figures 2B, C), whereas summer water
temperatures in Yaquina Bay and Coos Bay were
comparatively lower (at or below 15°C) (Figures 2D, E).
Willapa Bay (6-16°C) and Netarts Bay (8-14°C) water
temperature climatologies showed greater seasonal variation,
compared to Yaquina Bay (9-12°C) and Coos Bay (10-13°C)
(Figures 2B–E).

Although the occurrence of estuarine heatwaves was variable
between estuaries and years, the time period corresponding to
the NE Pacific Ocean MHW event coincided with greater
regularity of estuarine warming (Figure 2, Table 1 and
Appendix A: Figure S1). Total cumulative intensity (°C x
days) of estuarine heatwaves between November 2013 and
January 2016 was highest in Netarts Bay (625.2), followed by
Yaquina Bay (493.8) and Coos Bay (391.3), and lowest inWillapa
Bay (369.9). However, missing water temperature data in
Willapa Bay (late 2014) and Coos Bay (early 2015) precluded a
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complete understanding of the differences in the severity and
duration of estuarine heatwaves (Figure 2).

Spatial and Temporal Patterns
of Macrophytes
Regression analysis revealed that eelgrass at marine dominated
sites in Willapa Bay and Netarts Bay declined across years
(Willapa: slope = -3.7, p = 0.014; Netarts: slope = -2.8,
Frontiers in Marine Science | www.frontiersin.org 674
p = 0.002), whereas no change was observed in Yaquina Bay or
Coos Bay (Figure 3). Eelgrass biomass differed among estuaries
(two-way ANOVA, F = 151.3, df = 3, p < 0.001), MHW time
periods (i.e., before, during, after) (F = 58.8, df = 2, p < 0.001),
and there was an estuary by time period interaction (F = 37.2,
df = 6, p < 0.001) (Figure 4A and Appendix A: Table S4). Tukey
post-hoc tests for each estuary revealed that, in Willapa Bay and
Netarts Bay, eelgrass biomass declined during the MHW and
A

B

D

E

C

FIGURE 2 | Water temperature (gray) and detected heatwave events (red fill) at monitoring stations in the northeast Pacific Ocean (A) and four US Pacific Northwest
estuaries (Figure 1): Willapa Bay (B), Netarts Bay (C), Yaquina Bay (D), and Coos Bay (E) during July 2013 – July 2016. Seasonal climatologies (black) and
heatwave thresholds (green) are based on the available historical data from each estuary. Graphs were produced using definitions and functions contained in the
‘heatwaveR’ R package (Schlegel and Smit, 2018). Occasional data gaps exist during this time period, indicated by the absence of the gray line, and heatwave
condition is interpolated across missing data.
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continued to decline afterward (Before > During > After),
whereas in Yaquina Bay there were no differences through
time (Before = During = After). In Coos Bay, eelgrass biomass
was highest during the MHW and lowest preceding the MHW
(During > After > Before).

Eelgrass shoot density and per shoot biomass also differed
among the marine dominated site in each estuary (density: F =
69.0, df = 3, p < 0.001; shoot biomass: F = 54.7, df = 3, p < 0.001),
MHW time periods (F = 12.6, df = 2, p < 0.001; F = 24.2, df = 2,
p < 0.001), and there was an estuary by time period interaction
Frontiers in Marine Science | www.frontiersin.org 775
(F = 26.6, df = 6, p < 0.001; F = 14.0, df = 6, p < 0.001) (Appendix
A: Figure S2 and Table S4). Tukey post-hoc tests revealed that
eelgrass density continued to decline after the MHW in Willapa
Bay (Before = During > After) and Netarts Bay (Before > During
> After), returned to its original density after the MHW (Before =
After > During) in Yaquina Bay, but increased in density during
and after the MHW (After > Before > During) in Coos Bay.
Eelgrass shoot biomass showed similar patterns with declines
after the MHW in Willapa Bay (Before = During > After) and
Netarts Bay (Before = During > After), little change in Yaquina
TABLE 1 | Interannual average (standard error) summer (July or August) macrophyte (eelgrass, macroalgae, and epiphyte) biomass, estuary water temperature
(January–July), and the estuarine heat wave (EHW) cumulative intensity from January to July (number of heat wave events lasting at least five days, when present) for
Willapa Bay, WA, Netarts Bay, OR, Yaquina Bay, OR, and Coos Bay, OR from 2006-2010 and 2015-2019.

Year Willapa Bay Netarts Bay Yaquina Bay Coos Bay

Eelgrass biomass (SE) (g dry wt 0.25 m-2) 2006 n/a 58.7 (2.00) 22.9 (2.30) 22.5 (2.30)
2007 61.19 (2.39) n/a 21.7 (3.00) 17.2 (1.20)
2008 51.54 (1.94) 53.3 (2.50) 16.8 (1.60) 15.1 (2.60)
2009 41.57 (2.28) n/a 12.9 (1.00) 8.5 (1.70)
2010 42.10 (3.13) 40.1 (3.00) 15.7 (1.50) 13.7 (1.60)
2015 n/a 42.37 (1.94) 20.13 (1.43) 42.59 (2.91)
2016 31.48 (1.61) 28.86 (1.05) 15.25 (2.71) 45.32 (2.94)
2017 27.57 (1.60) 18.32 (1.33) 19.29 (1.99) 21.31 (1.64)
2018 18.65 (1.30) 24.05 (1.57) 11.50 (1.22) 23.77 (2.78)
2019 16.12 (2.37) 22.13 (1.56) 11.15 (1.86) 18.51 (1.96)

Macroalgae biomass (SE) (g dry wt 0.25 m-2) 2006 n/a 1.7 (0.70) 24.4 (3.60) 24.5 (3.10)
2007 0.41 (0.17) n/a 29.2 (4.80) 45.2 (4.00)
2008 1.96 (0.72) 0.7 (0.50) 65.8 (3.50) 62.6 (5.00)
2009 7.49 (2.04) n/a 46.4 (4.70) 42.7 (4.10)
2010 4.30 (1.73) 1.1 (0.30) 49.4 (3.30) 12.3 (2.20)
2015 n/a 0.79 (0.20) 10.1 (0.49) 7.77 (0.48)
2016 0.11 (0.06) 0.11 (0.06) 29.26 (2.77) 6.75 (0.80)
2017 0.20 (0.08) 0.43 (0.09) 15.46 (3.35) 7.53 (0.85)
2018 6.54 (2.21) 0.35 (0.09) 37.43 (4.43) 3.61 (0.64)
2019 3.43 (1.30) 3.25 (1.88) 39.60 (3.66) 5.78 (0.96)

Epiphyte load (SE) (g dry wt per g eelgrass) 2016 0.01 (0.01) 0.04 (0.01) 0.16 (0.02) 0.04 (0.01)
2017 0.06 (0.01) 0.10 (0.01) 0.25 (0.03) 0.15 (0.03)
2018 0.01 (0.01) 0.34 (0.06) 0.45 (0.06) 0.30 (0.04)
2019 0.03 (0.01) 0.27 (0.06) 0.52 (0.08) 0.44 (0.05)

Water Temperature (SE) (°C) 2006 10.6 (0.22) 11.3 (0.13) 13.2 (0.66)* 11.8 (0.12)
2007 14.6 (0.28) 11.4 (0.19) 11.3 (0.13) 11.7 (0.16)
2008 10.9 (0.20) 9.7 (0.14) 9.7 (0.08) 10.5 (0.12)
2009 10.8 (0.26) 11 (0.16) 10.2 (0.10) 10.9 (0.13)
2010 11.7 (0.17) 11.2 (0.08) 11.2 (0.07) 11.7 (0.08)
2015 13.0 (0.21) 12.8 (0.10) 11.9 (0.08) 12.7 (0.11)
2016 12.7 (0.23) 12.7 (0.13) 13.3 (0.14) 12.6 (0.10)
2017 12.3 (0.24) 12.5 (0.15) 11.9 (0.09) 11.8 (0.12)
2018 11.8 (0.23) 11.7 (0.17) n/a 11.7 (0.11)
2019 12.3 (0.28) 11.9 (0.16) 11.3 (0.10) 11.8 (0.12)

EHW Cumulative Intensity (°C x days) (# of events) 2006 0 0 116.5 (1) 21.2 (1)
2007 103.0 (2) 46.3 (1) 59.3 (2) 58.8 (2)
2008 0 0 0 0
2009 0 0 0 0
2010 0 0 17.6 (1) 0
2015 n/a 233.5 (2) 185.3 (3) 111.4 (6)
2016 116.8 (6) 102.2 (4) 376.2 (1) 113.6 (4)
2017 0 0 14.6 (1) 13.0 (1)
2018 0 28.1 (1) 0 0
2019 23.3 (1) 34.2 (1) 28.7 (1) 28.3 (1)
Ap
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*Value based on limited data.
n/a, data not available. The dataset for the partial least squares regression (PLSR) analysis, including imputed values, can be found in Appendix A: Table S2 and data sources are given in
Appendix A: Table S3.
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Bay (During > After, but neither differ from Before), and a
temporary increase in Coos Bay during the MHW (During >
Before = After).

Regression analysis showed no change in macroalgae
biomass between 2006-2019 across estuaries at the marine
dominated sites (Figure 3). Macroalgae biomass differed
among estuaries (two-way ANOVA, F = 404.4, df = 3, p <
0.001), MHW time periods (F = 6.3, df = 2, p < 0.01), and there
was an estuary by time period interaction (F = 22.7, df = 6, p <
0.001) (Figure 4B and Appendix A: Table S4). Tukey post-hoc
tests for each estuary showed that macroalgae biomass
declined during the MHW in Willapa Bay (Before = After >
During) and Netarts Bay (Before > During, but neither differ
from After). In both Yaquina Bay and Coos Bay, macroalgae
biomass declined during the MHW but there was some
Frontiers in Marine Science | www.frontiersin.org 876
recovery in Yaquina Bay (Before > After > During) but not
in Coos Bay (Before > During = After).

Finally, total macrophyte biomass (eelgrass + macroalgae)
differed among marine dominated sites in these estuaries (F =
2.6, df = 3, p = 0.05), MHW time periods (F = 91.7, df = 2, p <
0.001), and there was an estuary by time period interaction (F =
18.3, df = 6, p < 0.001) (Figure 4C and Appendix A: Table S4).
Tukey post-hoc tests showed that total biomass in Willapa Bay
and Netarts Bay decreased across the time periods (Before >
During > After). For Yaquina Bay, total biomass was lowest
during the MHW and highest before (Before > After > During)
whereas in Coos Bay, total biomass was lowest after the MHW
(Before = During > After).

Epiphyte load from 2016–2019 differed among estuaries at
our sites (one-way ANOVA, F = 5.29, df = 3, p < 0.05), with the
FIGURE 3 | Mean interannual biomass ± standard error (g dry wt 0.25 m-2) of eelgrass (circles, solid lines), ulvoid macroalgae (triangles, dotted lines), and epiphytes
(squares, dashed lines) at marine dominated sites in four US Pacific Northwest estuaries (Figure 1) between 2006-2019 over three time periods: before, during, and
after the NE Pacific Ocean marine heatwave.
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highest loads in Yaquina Bay compared to Willapa Bay (Tukey-
adjusted comparison: t-ratio = -3.2, df = 12, p < 0.05) (Figure 3
and Appendix A: Figure S3). Netarts Bay and Coos Bay both
had moderate epiphyte loads.

Estuarine Heatwaves and
Other Environmental Effects on
Macrophyte Biomass
The relationships between the eelgrass and macroalgae biomass,
epiphyte load, and environmental drivers from 2006-2019 are
shown in a radar plot (Figure 5). Overall, the PLSR analysis
showed that 56.7% of the observed variability in macrophyte
biomass was explained by the two PLSR axes. In addition, 75.8%
of the variability in the block of environmental drivers, consisting
of 8 metrics of watershed, estuary, and ocean conditions, was
explained by the two PLSR axes. In terms of each axis separately,
Axis 1 was significant (Q2

axis 1 = 0.37), explained the majority of
the observed variability in the macrophyte biomass block (52%),
and was positively correlated with the vector for eelgrass biomass
(“eelgrass”) and negatively correlated with vectors for
macroalgae biomass (“macroalgae”) and epiphyte load
(“epiphytes”) (Figure 5). Axis 2 was also significant (Q2

axis 2 =
0.13) but explained only 14% of the variation in the macrophyte
biomass block.

For each taxon separately, we found that, of the proportion of
variability in eelgrass biomass that was statistically explained in
the PLSR, 48% was positively correlated with the block of
environmental drivers, according to the PLSR cross-correlation
value (Table 2). In particular, summer eelgrass biomass was
positively related to water temperature (“Temp”) and tidal
exchange volume (“VolExch”) across years, indicated by
A B C

FIGURE 4 | Comparison of eelgrass biomass (A), ulvoid macroalgae biomass (B), and total macrophyte (eelgrass plus macroalgae) biomass (C) at marine
dominated sites in four US Pacific Northwest estuaries (Figure 1) before (2006-2010, white fill), during (2015-2016, light gray fill), and after (2017-2019, dark gray fill)
the NE Pacific Ocean marine heatwave (2013-2016). Boxes (with median centerline) encompass the interquartile range (25th-75th percentile) of the data for each
estuary and period. Whiskers extend to the most extreme data point that is no more than 1.5 times the length of the box and values falling beyond that range are
shown as points. For clarity, ANOVA comparisons are not shown but are discussed in text.
Frontiers in Marine Science | www.frontiersin.org 977
FIGURE 5 | Partial least squares correlation radar plot of 8 explanatory
environmental variables (blue; see Appendix A: Tables S1, S2 for abbreviations)
and response macrophyte variables (orange; Figures 2, 3), including eelgrass
biomass (“eelgrass”), ulvoid macroalgae biomass (“macroalgae”), and epiphyte
load (“epiphytes”), across all years (2006-2019) and four US Pacific Northwest
estuaries (Figure 1). Eelgrass and macroalgae biomass were log-transformed for
the analysis, epiphyte load was not transformed. Each segment represents a
model variable. Longer segments (closer to the circle perimeter) indicate that the
variable is better represented. Segments close together are highly and positively
correlated variables. Segments in opposite directions are negatively correlated.
Orthogonal segments indicate no correlation.
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vectors that are aligned with one another in the PLSR plot
(Figure 5). For the proportion of variability in macroalgae
biomass that was statistically explained in the PLSR, 64% was
negatively correlated with the block of environmental drivers
(Table 2). Annual summer macroalgae biomass was positively
related to freshwater flow (“FWFlow”) and offshore current
strength (“Offshore”) indicated by vectors that are aligned with
one another in the PLSR plot (Figure 5). In addition, macroalgae
was negatively correlated with water temperature (“Temp”)
indicated by vectors that are opposite one another. Macroalgae
biomass was negatively correlated with eelgrass biomass, but
positively related to epiphyte load. Finally, similar to macroalgae,
79% of the statistically explained variability in epiphyte load was
negatively correlated with the block of environmental drivers
according to the cross-correlation value (Table 2). Epiphyte load
was also positively related to offshore current (“Offshore”) and
freshwater flow (“FWFlow”), somewhat positively related to
salinity (“Salinity”) and upwelling index (“Upwelling), and
negatively related to water temperature (“Temp”) (Figure 5).
Alongshore current strength (“Alongshore”) and estuarine
heatwave cumulative intensity (“EWH”) were generally
unrelated to the response variables, indicated by the
orthogonal vectors.

Given that Axis 1 was significant and strongly related to all
three response variables, we focused on the relative contribution
of each environmental driver in explaining this axis (Figure 5).
Environmental variables contributing (weight2) greater than a
value of 1 divided by the total number of variables (in this case 1/
8 or about 12%) were considered important. According to the
weight2 values, normalized freshwater flow (“FWFlow”: 25%),
water temperature (“Temp”: 21%), offshore current (“Offshore”:
20%), and tidal exchange volume (“VolExch”: 14%) contributed
significantly to Axis 1 (Table 2). The remaining four
environmental drivers, including estuarine heatwaves (“EHW”:
0%), all contributed less than 12% to Axis 1 (Table 2).

We also performed separate PLSR analyses for before the
MHW (2006-2010) and during and after the MHW (2015-2019)
relative to the NE Pacific Ocean MHW. Relationships between
Frontiers in Marine Science | www.frontiersin.org 1078
macrophyte biomass and environmental drivers before and after
the MHW remained relatively similar and thus are well
represented by the PLSR containing all years (Appendix A:
Figures S4, S5 and Appendix A: Tables S5, S6). However, one
notable difference is the eelgrass vector, which is positively
associated with water temperature (“Temp”) and tidal
exchange (“VolExch”) in the overall and early years models
(Figure 5 and Appendix A: Figure S4), changed orientation to
become orthogonal (unrelated) to those environmental driver
vectors and became positively aligned with alongshore current
strength (“Alongshore”) in the later years model (Appendix A:
Figure S5).
DISCUSSION

Responses to the MHW Differed by
Estuary and Macrophyte Taxa
Marine dominated sites in four US Pacific Northwest estuaries
experienced abnormally elevated water temperature events
(“estuarine heatwaves”) between 2014-2016, coinciding with
the timing of the NE Pacific Ocean marine heatwave (MHW)
along the US west coast (Figure 2 and Table 1) (Gentemann
et al., 2017). Changes in macrophyte abundance at the four
marine dominated sites were associated with the MHW, however
these changes were not coherent across estuaries or macrophyte
taxa (Figures 3, 4). The lack of coherence observed, combined
with our partial least square regression (PLSR) analysis, indicates
that underlying physiographic differences in these estuaries,
primarily ocean upwelling exposure and freshwater flow, likely
altered the response of macrophytes to the MHW and associated
estuarine heatwaves.

Total macrophyte biomass at our marine dominated sites
generally declined in all estuaries during the MHW, in part
because of universal declines in ulvoid macroalgae (Figures 3, 4).
However, eelgrass varied in response to the MHW; there were
declines in eelgrass biomass in northern estuaries (Willapa Bay
and Netarts Bay) but either no change or an increase in eelgrass
TABLE 2 | Summary of the partial least squares regression (PLSR) analysis between the response block (Y), including three response variables, and the explanatory
block (X), including 8 explanatory variables (see Appendix A: Tables S1 and S2 for variable abbreviations) for four US Pacific Northwest estuaries (Figure 1) across all
years (2006-2019).

PLSR Component Variable Load Weight2 VIP Cross-Correlation Correlation

X Tidal Exch. Volume + 0.14 1.07 0.58 0.88
Freshwater Flow – 0.25 1.40 -0.76 -0.76
Water Temperature + 0.21 1.30 0.71 0.92
Offshore Current – 0.20 1.25 -0.68 -0.84
Estuarine Heat Wave – 0.00 0.16 0.08 -0.17
Salinity – 0.11 0.95 -0.52 -0.77
Upwelling Index – 0.09 0.85 -0.46 -0.72
Alongshore Current – 0.00 0.05 -0.03 -0.38

Y Eelgrass + n/a n/a 0.48 0.80
Macroalgae – n/a n/a -0.64 -0.85
Epiphytes – n/a n/a -0.79 -0.87
April 2022 | Volume 9 | A
Load indicates the sign of the relationship of each variable with Axis 1 and weight2 indicates the proportion of Axis 1 explained by each variable. Variable importance (VIP) measures the
explanatory power of each variable for the Y block. VIP > 1 are considered most important (indicated with bold text). Cross-correlation is the coefficient between each variable and the
opposing block. Correlation is the coefficient between each variable and its own block. n/a = metric not applicable to variable.
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biomass in southern estuaries (Yaquina Bay and Coos Bay)
(Figure 4 and Appendix A: Figure S2). After the MHW,
ulvoid macroalgae returned to its original biomass in all
estuaries except Coos Bay, remaining low through the end of
our study (2019). Moreover, even though eelgrass in Coos Bay
and Yaquina Bay returned to its pre-MHW biomass after the
MHW abated, it continued to decline in Willapa Bay and Netarts
Bay suggesting a lag in recovery of eelgrass in northern estuaries.

What might explain the differences in macrophyte response
to the MHW across the four estuaries? Our analysis suggests that
the differing responses of eelgrass inWillapa Bay and Netarts Bay
(declining biomass and no subsequent recovery) compared to
Coos Bay and Yaquina Bay (stable or increasing) are likely a
consequence of differences in upwelling intensity and water
depth among the estuaries (Figure 5 and Table 2). Although
all sites in our study were located at approximately the same tidal
elevation (within 0.1 m of mean lower low water), the overall
depth of these estuaries and the proximity of the macrophyte
beds to the main estuary channel differed. For example, Willapa
Bay and Netarts Bay are shallower with less upwelling influence
compared to Yaquina Bay and Coos Bay, which are deeper and
experience stronger upwelling conditions. In addition, the sites
in Willapa Bay and Netarts Bay were located further from the
main estuary channel compared to the sites in Yaquina Bay and
Coos Bay, which may have influenced macrophyte response to
the MHW. Water depth, in particular, was identified as an
important mitigating factor for eelgrass experiencing a MHW
in the coastal bays of Virginia, US (Aoki et al., 2020). In that
study, all water depths experienced elevated temperatures, but
deeper eelgrass beds had a shorter total duration of warm water
exposure and thus greater resilience (Aoki et al., 2020). It is
important to note that eelgrass in the US Pacific Northwest
occurs both in the intertidal and subtidal zones, but we lacked
survey data to characterize the response of subtidal eelgrass to
the MHW for this study.

Although eelgrass (Z. marina) is known to tolerate water
temperatures up to 30°C (Orth and Moore, 1986; Lee et al.,
2007), it has been shown to display acclimation to local
environments (Kaldy and Lee, 2007; Kaldy, 2014; Reynolds
et al., 2016) and, regionally, eelgrass in the US Pacific
Northwest is thought to be most productive at 5–8°C with
signs of physiological stress above 15°C (Thom et al., 2003).
Because estuary water temperatures already commonly reach 15°C
in Willapa Bay and Netarts Bay during the summer, the additional
thermal stress of the MHW event likely exceeded a performance
threshold for eelgrass at the marine dominated sites that resulted in
reduced biomass and recovery. On the other hand, as a consequence
of normally more intense upwelling and colder waters in the south,
the eelgrass population at marine dominated sites in Yaquina Bay
and Coos Bay appeared to be unaffected or to benefit from the
MHW. Support for this hypothesis can be found in the comparison
of the PLSR analyses for “all years” versus “during and after the
MHW.” The factor that had the most positive effect on eelgrass
biomass during the MHW was alongshore upwelling intensity,
suggesting that the warm water associated with the MHW was
mitigated by colder upwelled waters, creating a thermal regime in
Frontiers in Marine Science | www.frontiersin.org 1179
themarine dominated zone of southern estuaries that was conducive
to eelgrass growth (AppendixA:Figure S5 andTable S6). The long-
term trends in eelgrass biomass among the estuaries suggest that
aboveground eelgrass biomass in southern estuaries, which was a
third of that in northern estuaries prior to the MHW, is typically
constrained by the cold, nutrient rich water delivered to these
estuaries during non-MHW conditions (Figures 2, 4; Hessing-
Lewis and Hacker, 2013).

The relationship between ulvoid macroalgae biomass and
water temperature is not well defined, with previous studies
reporting a negative relationship (Rivers and Peckol, 1995),
positive relationship (Nelson et al., 2003), or no relationship
(Kentula and DeWitt, 2003). However, similar to epiphytes
(Kaldy et al., 2017) and kelp (Arafeh-Dalmau et al., 2019;
Cavanaugh et al., 2019; Rogers-Bennett and Catton, 2019), we
found that ulvoid macroalgae at marine dominated sites
appeared to be sensitive to elevated temperatures with
dramatic declines in the southern estuaries where ulvoid
macroalgae dominated prior to the MHW (Figures 3, 4).
Thus, even estuaries that experience more intense upwelling
failed to provide a thermal refuge for macroalgae at marine
dominated sites during the MHW.

Coincident with water temperature changes, altered nutrient
delivery to estuaries due to oceanographic changes in
stratification and upwelling during the MHW (Brodeur et al.,
2019) may have influenced macrophyte production. Although
macroalgae are traditionally considered nutrient-limited
(Wheeler and Björnsäter, 1992), previous research in US
Pacific Northwest estuaries suggests that, under most
conditions, neither ulvoid macroalgae nor eelgrass experience
nutrient limitation given the persistent exposure to nutrient rich
upwelled waters during the growing season (Williams and
Ruckelshaus, 1993; Hessing-Lewis and Hacker, 2013; Kaldy,
2014; Hessing-Lewis et al., 2015; Kaldy et al., 2017). Instead,
macrophyte production in this region is primarily limited by
light and temperature. However, although water temperature
appears to be the main driver of macrophyte dynamics in this
study, nutrients cannot be ruled out as a factor, particularly given
the dramatic declines in ulvoid macroalgae that we observed.
Therefore, future studies should characterize freshwater and
marine nutrient loads and the nutrient ratio in macrophyte
tissues to further tease apart the combined effects of
temperature and nutrients during climatic events.

Other Factors Contributing to Variable
Macrophyte Responses
The effect of the MHW may have been exacerbated by other
differences among the estuaries, particularly in the timing of
summer tides and the local climatic conditions. For example,
summer spring low tides in northern estuaries are later in the
morning compared to southern estuaries (roughly an hour
difference between Willapa Bay and Coos Bay). This difference
could expose intertidal macrophytes in Willapa Bay and Netarts
Bay to additional heat stress, similar to what has been observed
for rocky intertidal organisms along the US west coast (Helmuth
et al., 2006). Additional local climate differences could play a
April 2022 | Volume 9 | Article 838967
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mitigating role in macrophyte responses to MHWs, as well.
Strong summer upwelling off Yaquina Bay and Coos Bay can
lead to more frequent, dense coastal fog in the south compared to
the north (Thom et al., 2003), which keeps summer air
temperatures cooler and could reduce desiccation of intertidal
macrophytes during aerial exposure at low tide (Boese et al.,
2003). Moreover, the joint occurrence of the MHW with an
atmospheric El Niño event, which increased both ocean and air
temperatures across the US Pacific Northwest (Schmeisser et al.,
2019), may accentuate the differences in the local tide- and
climate-related thermal exposure of macrophytes among
the estuaries.

There may have been indirect effects of the MHW on eelgrass
through the reduction of negative species interactions with
macroalgae and epiphytes. In particular, algal blooms
(including macroalgae and epiphytes) can negatively affect
seagrasses via reduced light availability and altered
biogeochemical conditions (e.g., Burkholder et al., 1992;
Hauxwell et al., 2001; McGlathery, 2001; Armitage et al., 2005;
Burkholder et al., 2007; Hessing-Lewis et al., 2011; Nelson, 2017).
However, for macroalgae, previous research in the same estuaries
considered in this study did not find evidence of competition
with eelgrass, even at very high macroalgae biomass in the
marine dominated sites within the estuary (Hessing-Lewis
et al., 2011; Hessing-Lewis and Hacker, 2013; Hessing-Lewis
et al., 2015). In fact, in our study, eelgrass declines associated
with the MHW were most pronounced in northern estuaries
where ulvoid macroalgae biomass was already low prior to the
MHW (Figures 3, 4). In Coos Bay, where ulvoid macroalgae
biomass can be high, eelgrass did increase as macroalgae
decreased during the MHW, but eelgrass returned to pre-
MHW biomass despite macroalgae biomass remaining low
(Figures 3, 4). Therefore, it does not appear that the possible
indirect effects of macroalgae decline from the MHW
contributed to the observed responses in eelgrass in any of
the estuaries.

For epiphytes, the lack of survey data prior to the MHW
prevents us from determining epiphyte response to the MHW or
possible subsequent indirect effects to eelgrass. However,
comparing our data to that of a synthesis by Nelson (2018) on
eelgrass epiphyte loads in our study estuaries prior to the MHW,
we find that average epiphyte load likely declined in all four
estuaries during the MHW but then recovered afterward (see
Appendix A: Table S4). Three previous studies concluded that
eelgrass in US Pacific Northwest estuaries can tolerate high
seasonal epiphyte loads because light availability at intertidal
sites is sufficient during the summer when epiphytes are most
dense (Ruesink, 2016; Nelson, 2018; Hayduk et al., 2019). In
addition, our data (Figure 2 and Appendix A: Figure S3) and
that of others (Nelson, 2018) show that epiphyte loads were
already low in Willapa Bay and Netarts Bay where eelgrass
declines were most pronounced, potentially a result of the
underlying warmer water temperatures in these estuaries
(Kaldy et al., 2017). Therefore, it is unlikely that changing
epiphyte load was the primary driver of the eelgrass responses
we observed. However, if epiphytes did decline in Yaquina Bay
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and Coos Bay in response to the MHW, this may have
contributed to the stimulated eelgrass growth we observed in
those locations during and after the MHW.

Variable Recovery of Eelgrass After the
MHW Event
Eelgrass responses following the end of the MHW indicate
differences in resilience among these sites to warm water
events. At the Coos Bay site, eelgrass returned to pre-MHW
biomass by 2019 but the continued decline of eelgrass (in total
biomass, shoot density, and per shoot biomass) in Willapa Bay
and Netarts Bay after the end of MHW indicates a substantial lag
in recovery despite a reversal of adverse conditions in those
estuaries. Lagged recovery in seagrass systems can be indicative
of the presence of strong biophysical, physiological, and/or
demographic feedbacks that maintain the system in the
unrecovered state even after the perturbation has been
removed (e.g., Roca et al., 2016; Maxwell et al., 2017; O’Brien
et al., 2018). Change in eelgrass morphology as a consequence of
a warming event, such as those identified by DuBois et al. (2020)
in mesocosm studies of Zostera marina, could contribute to such
feedbacks. Typically, positive feedbacks buffer seagrass from
environmental stress (especially for larger and longer-lived
seagrasses, such as Zostera marina), but once a threshold is
exceeded, degradation can occur rapidly and recovery time scales
can be protracted (Roca et al., 2016; O’Brien et al., 2018). The
importance of specific feedbacks in preventing recovery can vary
greatly between seagrass communities (Maxwell et al., 2017;
O’Brien et al., 2018) and structural and demographic
parameters such as those measured in our study (e.g., biomass
and shoot density) are likely to respond more slowly during
degradation and recovery compared to physiological indicators
(Roca et al., 2016). Furthermore, previous experimental research
in mesocosms found genotypic variation in Zostera marina
sensitivity to warming (Reynolds et al., 2016; DuBois et al.,
2019) and that the relative performance of genotypes shifts
following a warming event (DuBois et al., 2019). In the case of
our study, we lacked sufficient information about the biophysical
condition and genetic makeup of the beds to explore the possible
causes of differential recovery of eelgrass in the four estuaries, or
the role of feedbacks in the lack of eelgrass recovery observed in
the northern estuaries. Moreover, it is unclear why ulvoid
macroalgae responded positively to the cessation of the MHW
in al l the es tuar ies except Coos Bay where i t i s
normally abundant.

Understanding Resilience of Estuarine
Macrophytes to Climate Change
Future climate predictions for the US Pacific Northwest coast
include warming air and sea surface temperatures, decreased
precipitation, and the potential for increased upwelling and
MHW events (Sydeman et al., 2014; Joh and Di Lorenzo, 2017;
USGCRP, 2017). If MHW events increase in frequency and
magnitude in the NE Pacific Ocean (Joh and Di Lorenzo, 2017),
eelgrass and ulvoid macroalgae in at marine dominated sites in
northern estuaries are likely to be negatively affected, whereas
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eelgrass at marine dominated sites in southern estuaries may
respond positively, up to a point. On the other hand, future
increases in upwelling intensity (Sydeman et al., 2014) may
offset MHW effects, favoring eelgrass over ulvoid macroalgae
and epiphytes in northern estuaries, and the opposite in
southern estuaries. Emerging research suggests the potential for
acclimation and adaptation of macrophytes due to phenotypic
variation (reviewed in Duarte et al., 2018), which could shape the
resilience of these species over time. For example, DuBois et al.
(2020) found that sublethal effects of warming resulted in
phenotypic plasticity of Zostera marina that could confer either
resilience or susceptibility to future exposure. Given the unique
combinations of ocean and climate conditions experienced in US
Pacific Northwest estuaries, our study provides a framework for
understanding the differential consequences of marine heatwaves
to estuarine macrophyte communities. We suggest that indicators
of baseline ocean upwelling and estuarine temperature can be used
to anticipate macrophyte response to future MHWs, but
additional studies are needed to predict the resilience of
macrophytes across the full spectrum of estuarine conditions.
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Cold surges result in a rapid drop in air temperature and freezing of seawater, which
was likely to impact bacterial communities. We examined the differences in bacteria
abundance and bacterial community composition in the sea ice and seawater during a
cold surge along Aoshan Bay, southern Yellow Sea in January 2021. Results showed
that the differences in bacteria abundance between sea ice and seawater likely resulted
from the physical impact of ice formation. The parent water played a key role in bacterial
community composition in the early phase of ice formation, in which bacterial community
compositions at class level were similar, but the relative abundances were different
between sea ice and seawater. The Gammaproteobacteria dominated in sea ice, and
the relative abundances of Verrucomicrobiae were also significantly higher, possibly
due to the high concentration of algal-derived DOM in coastal areas. The predicted
functional profiles suggested the lower abundance of functional genes related to ATP-
binding cassette transporters in sea ice than in seawater, which might be due to the
bacteria not requiring varieties of functional genes of ATP-binding cassette transporters
in restricted sea ice brine.

Keywords: cold surge, bacterial community, bacteria abundance, mid-latitude, sea ice

INTRODUCTION

Human activities have caused a dramatic increase in atmospheric carbon dioxide (CO2)
concentration. Rising levels of atmospheric CO2, in turn, have led to global temperature rise and
climate change (Alexander et al., 2006; Hansen et al., 2006). Previous studies have indicated that the
frequent cold surges in Eurasia are closely associated with the decreases in autumn-winter Arctic
Sea ice resulting from rising temperature (Takaya and Nakamura, 2005; Petoukhov and Semenov,
2010; Park et al., 2011; Kug et al., 2015; Johnson et al., 2018). The outbreak of cold surges will be
accompanied by cooling, strong winds, rain, snow, and other extreme weather phenomena, causing
frost, rime, and other disasters (Liu et al., 2012). Temperature is one of the most important factors
affecting microbial microorganism growth, and the suitable temperature is within a certain range
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for bacteria (Ewert and Deming, 2014). The occurrence of cold
surges is coupled with a sharp drop in temperature, which may
have an inevitable impact on microorganisms, due to the inability
to adapt quickly to sustain their regular metabolic functions
(Shivaji and Prakash, 2010; Subramanian et al., 2011). Low
temperature also creates favorable conditions for the formation
of sea ice. In high-latitude regions, it was found that both bacteria
and algae experienced a strong metabolic inhibition during
the ice formation (Grossmann and Gleitz, 1993), and the ice
formation and growth reshaped bacterial community structure
in drift ice (Eronen-Rasimus et al., 2015). However, few studies
were conducted in mid-latitude regions (Xu et al., 2012). During
the formation and growth of sea ice, organic and inorganic
components dissolved in seawater are concentrated into the brine
(Duprat et al., 2020). Internal channels with highly saline brine
establish and create distinct habitats for microbial communities,
encompassing members such as algae, bacteria, and viruses from
seawater (Lund-Hansen et al., 2020). The activity of microbes
in sea ice is greatly affected by environmental variables such as
temperature, brine salinity, nutrients, and organic matter, which
are different from seawater (Torstensson et al., 2018; Piontek
et al., 2020). As the most abundant cellular lives in the ocean,
bacteria play an essential role in the marine microbial loop (Azam
et al., 1983). The transformation of various forms of carbon by
bacterial activities is an important regulator of global carbon
fluxes in marine environments and is of profound importance
for marine ecosystems (Azam et al., 1983; Jiao et al., 2010,
2014; Zhao et al., 2019). Bacteria are carried from seawater into
the formed sea ice matrix, and succession and development of
bacterial communities were found along with ice-type changes
(Eronen-Rasimus et al., 2015). Compared to the bacteria in high-
latitude regions which may have adapted to the low temperature
and the formation of sea ice, the bacterial community in mid-
latitude regions where sea ice barely happened may have different
strategies to the formation of sea ice, especially when the ice
formation happened in a very short period.

In the context of global climate change, how bacterial
communities vary from seawater to sea ice during the abrupt
temperature drop and icing caused by cold surges in mid-
latitude regions, where sea ice formation was seldom observed
in the past, is poorly known. In this study, we examined
the differences in bacterial community between the sea ice
and seawater directly after the cold surge in January 2021 to
understand the impact of ice formation on bacteria abundance
(BA) and community composition.

MATERIALS AND METHODS

Site Description and Sample Collection
Aoshan Bay is a semi-enclosed coastal inlet located in southern
Yellow Sea, China. Given its geographical location and climatic
conditions, the minimum air temperature in winter around the
bay is typically above −5◦C (Guo et al., 2014), and the sea
fluidity and the sunlight radiation during the day merely meet the
conditions for ice formation. However, a cold surge occurred in
East Asia on January 6th, 2021 and lasted for 3 days, during which

the minimum air temperature in this bay reached −14◦C and
massive sea ice appeared on the shore and lasted for 7 days. On
January 11th, the ice and seawater samples around Aoshan Bay
were collected to investigate the change of bacterial community.
Samples were taken from three sites, among which two sites
(S1 and S2) were located in the inner bay and one (S3) in the
outer bay (Figure 1). Ice thickness ranged from 30 to 50 mm,
and the in situ temperature of ice was measured by inserting a
needle temperature probe (TP101) into ice core, with a precision
of± 0.1◦C. The sea ice was collected using a stainless-steel saw to
cut chunks from the thin ice and placed into polypropylene bags.
Air was gently removed from the bag using a vacuum pump (H1,
Reelanx). In addition, under-ice seawater samples were directly
collected using 1-L HDPE bottles.

Sample Processing and Analysis
After returning to laboratory, the sea ice was melted in the dark
at room temperature and processed immediately after melting
completely. The salinity of the melted sea ice and seawater
was measured with a salinity meter (Orion star A212, Thermo
Scientific, United States). Brine salinity (Sbrine) was calculated
from ice temperature using the equation: Sbrine = 1,000/[1-
(54.11/T)] (Cox and Weeks, 1983). After this, the melted ice
and seawater samples were separately filtered through 0.2-µm-
pore-size polycarbonate membrane filters (25 mm diameter;
Millipore), and the filters were then stored in cryotubes
at −80◦C for later DNA extraction. At the same time,
30 mL of melted sea ice and seawater were separately filtered
through 0.45-µm-pore-size membrane filters (Millipore), and the
filtrates were stored at −20◦C for nutrients analysis. Nutrient
concentrations including nitrite, nitrate, ammonium, silicate and
phosphate, were measured using a segmented flow analyzer
(SEAL Analytical Ltd., AA3 HR Autoanalyzer) according to

FIGURE 1 | Map of Aoshan Bay with the squares showing the sampling
stations. The water color indicates the relative depth of the water column.
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the classical colorimetric methods (Grasshoff et al., 1999). The
detection limits for all channels were 0.1 µmol kg−1. 500 mL of
melted sea ice or seawater was filtered on a pre-combusted glass
fiber filter (25-mm, Whatman GF/F), and the filter and aliquots of
30 mL of filtration were stored at −20◦C for chlorophyll a (Chl-
a) and dissolved organic carbon (DOC) analysis, respectively.
Chl-a was extracted overnight by immersing the GF/F filter
into 90% acetone solution and was measured with a Cary
Eclipse spectrofluorometer (Agilent Technologies, Santa Clara,
CA) (Pinhassi et al., 2004). DOC was measured using the
high-temperature combustion method with a TOC-L analyzer
(Shimadzu, Japan) (Liu et al., 2020). Samples of seawater and
melted sea ice were pre-filtrated through a 20-µm nylon mesh,
then fixed with glutaraldehyde at 1% final concentration and
stored at −80◦C for BA analysis. After staining with SYBR
Green I Nucleic Acid Gel Stain (Invitrogen) for 10 min in
the dark, the bacteria cell counting was performed with a
flow cytometer (Accuri C6, Becton-Dickinson, United States),
according to side scattering light (SSC) and green fluorescence
(FL1) (Li et al., 2018). Nutrients, Chl-a, DOC, and BA data of
sea ice were normalized to brine concentration to correct for
dilution during melting, and normalized salinity (Cbrine) were
calculated following the equation of Cbrine = Cbulk (Sbrine/Sbulk),
where Cbulk was the measured concentration in bulk sea ice;
Sbrine was the brine salinity and Sbulk was the measured salinity
of the melted ice (Cox and Weeks, 1983). The sample at site
S3 for nitrate determination in sea ice was contaminated, so the
data was discarded.

DNA Extraction Amplification and
Sequencing
DNA was extracted from 0.2-µm-pore-size membrane
filters (Millipore) using DNeasy PowerSoil Kit (Qiagen,
Germany) (Zhao et al., 2021). The V3–V4 region of
16S rRNA genes was amplified using primer pairs
341F (5′-CCTAYGGGRBGCASCAG-3′) and 806R (5′-
GGACTACNNGGGTATCTAAT-3′) (Liu et al., 2019), and the
amplicons were sequenced using the Illumina MiSeq platform.

Bioinformatic and Statistical Analysis
Demultiplexing and quality filtering of raw sequences were
conducted in QIIME2 (Bolyen et al., 2019), where amplicon
sequencing variants (ASVs) were generated with DADA2 and
classified against the SILVA 138 database (Robeson et al., 2020).
Sequences assigned to archaea, chloroplast and mitochondrion
were removed from the dataset. Sequencing data from each
sample were normalized based on the smallest sample size to
avoid potential bias caused by sequencing depth. All sequence
data were rarefied to 66,141 sequences per sample for bacterial
diversity analyses. To determine whether alpha diversity differs
across samples, a variety of alpha diversity indices were
calculated, including Shannon (diversity) and Pielou (evenness)
index (Shannon, 1948). To estimate similarity among samples,
hierarchical cluster analysis was also conducted based on a matrix
of different ASVs and their abundance in each sample using
Bray-Curtis dissimilarity calculated using vegan (R package)

and a dendrogram inferred with the unweighted pair-group
average algorithm (UPGMA) (Ortega-Retuerta et al., 2013).
The BAs of sea ice and seawater were compared using a two-
group White’s non-parametric t-test in STAMP (Parks et al.,
2014). To compare the differences in the bacterial community
composition between sea ice and seawater, Bray-Curtis distance-
based principal coordinate analysis (PCoA) was conducted in
the R package “vegan” (Oksanen et al., 2019). The correlation
matrix among different environment parameters was obtained
using the function “cor,” and the plot was obtained using the
function “corrplot” of the “corrplot” package on R4.1.1. The
predicted functional analysis was performed by Tax4Fun2 v. 1.1.5
software to explore the functional gene content in the bacterial
community based on the 16S rRNA sequencing data (Wemheuer
et al., 2020). The differences of functional genes or pathways
between sea ice and seawater were compared using t-test in
STAMP (Parks et al., 2014).

RESULTS

Biochemical Environmental Parameters
The brine salinity of sea ice varied between 35.64 and 55.84, and
the salinity in seawater ranged from 32.23 to 40.37 (Table 1).
The temperature in seawater was around −1.1◦C, while the
temperature in sea ice varied from −3.2 to −2.0◦C. Salinity
between the seawater and sea ice (brine salinity) were similar at
site S1, while the brine salinity of sea ice was higher than that
of seawater at site S2 and S3. Nitrate concentrations in seawater
were different among the three sampling sites, whereas the nitrite,
ammonium, silicate, and phosphorus were more homogenous.
The nutrient concentration of sea ice was higher, particularly
at site S2. The DOC concentrations of seawater and sea ice
ranged from 168.1 to 219.0 and from 211.7 to 552.2 µmol kg−1,
respectively. Higher DOC concentrations in seawater and ice
were found at sites S1 and S2, individually. Seawater at sites
S2 and S3 showed a high concentration of Chl-a. The Chl-a
concentration in sea ice was lower than that in seawater, and
that at site S1 was the lowest among the three sites. The BA in
seawater varied from 1.4 × 106 to 1.6 × 106 cells mL−1, and the
maximum abundance was observed at site S2 (Figure 2). Brine-
scaled sea-ice BA distribution was similar to bacteria in seawater
and the abundance of bacteria at site S2 was the highest, and BA
in seawater was lower than that observed in sea ice.

Bacterial Diversity and Community
Composition
Community diversity based on Shannon diversity index and
evenness of the community reflected by the Pielou’s index showed
that diversity and evenness of the sea ice bacterial assemblages
were similar to those of corresponding seawater assemblages
(Figure 3). A total of nine bacterial phyla were identified in
all samples. Proteobacteria were the dominant phylum existed
in both sea ice and seawater samples, accounting for more
than 70% of the whole bacterial community (Figure 4A). Phyla
of Bacteroidota, Actinobacteriota, and Verrucomicrobiota were
also detected in each sample, but their relative abundances
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TABLE 1 | Salinity (S), temperature (T), nutrients (µmol kg−1), dissolved organic carbon (DOC), and Chl-a concentrations in seawater and sea ice.

Samples Sample type S T (◦C) NO2
−

(µmol kg−1)
NO3

−

(µmol kg−1)
NH4

+

(µmol kg−1)
SiO3

2−

(µmol kg−1)
PO4

3−

(µmol kg−1)
DOC

(µmol kg−1)
Chl-a

(µg L−1)

S1 Seawater 40.37 −1.0 0.45 3.78 2.81 5.10 0.08 219.0 0.68

Sea ice 39.07 −2.2 0.82 4.74 16.68 5.73 0.18 211.7 0.05

S2 Seawater 33.05 −1.2 0.22 16.37 1.44 5.79 0.07 201.1 2.37

Sea ice 55.84 −3.2 2.88 14.97 33.20 20.36 0.89 552.2 1.97

S3 Seawater 32.23 −1.0 0.24 12.05 0.57 4.78 0.02 168.1 1.64

Sea ice 35.64 −2.0 1.15 − 6.50 11.84 0.15 218.2 1.33

All parameters in sea ice are scaled to brine volume.

were much lower. Actinobacteriota were more abundant in
seawater, whileVerrucomicrobiotawere more abundant in sea ice.
Alphaproteobacteria (31.7–60.0%), Gammaproteobacteria (20.6–
48.9%), Bacteroidia (7.2–10.6%), Verrucomicrobiae (1.8–7.0%),
Acidimicrobiia (1.1–7.3%), and Actinobacteria (0.7–2.4%) were
determined as six major classes of bacteria among six samples
(Figure 4B). The relative abundance of Alphaproteobacteria in
seawater (45.0–60%) was higher than that in sea ice (31.7–38.9%),
as well as Acidimicrobiia. While Gammaproteobacteria were
more abundant in sea ice. Verrucomicrobiae followed the same
pattern as Gammaproteobacteria. Bacteroidia and Actinobacteria
showed variable abundance patterns in the samples. PCoA was
used to evaluate the overall differences between sea ice and
seawater bacterial communities based on Bray-Curtis distance
(Figure 5A). PCo1 and PCo2 explained 52 and 33%, respectively,
of the variance among the 6 samples, giving a total of 85%
of the variance (Figure 5A). PCo1 grouped the samples into
two major components: the samples of sea ice with negative
PCo1 values and the samples of seawater (S2sw and S3sw) with
positive PCo1 values, except for the sample of S1sw with a
negative PCo1 value. On the PCo2 axis, S1ice and S1sw (with
high positive PCo2 values) and S2ice and S3ice (with high
negative PCo2 values) samples were mainly responsible for the
variance. Seawater samples were clustered together but separated

FIGURE 2 | Bacteria abundance (BA) in seawater and sea ice. The BA in sea
ice is scaled to brine volume. Error bars are SDs (n = 3). Level of significance:
∗p < 0.05; ∗∗∗p < 0.001.

from ice samples, indicating high similarity among the bacterial
communities in sea ice or seawater. In addition, UPGMA
clustering dendrogram supported the result of the PCoA analysis
by revealing the distinctiveness of bacterial communities in sea
ice and seawater, except for the samples at site S1, where the
seawater sample was clustered with sea ice (Figure 5B). The
most significant differences (p < 0.05) between seawater and
sea ice at class level were related to Alphaproteobacteria and
Gammaproteobacteria. Alphaproteobacteria were significantly
more abundant in seawater, whereas Gammaproteobacteria,
Verrucomicrobiae, Bacilli, and Desulfobulbia were significantly
more abundant in sea ice (Figure 5C).

The predicted functional analyses of 6 samples were carried
out by Tax4Fun2 tools. A total of 46 KEGG subsystems presented
at level 2 were found in samples, of which a total of 359 pathways
were included in the subsystems. The pathways of the top 20
relative abundance were shown in Supplementary Figure 1,
and the pathways with relatively high abundance obtained in
different samples include: metabolic pathways, biosynthesis of
secondary metabolites, biosynthesis of antibiotics, membrane
transport, and ATP-binding cassette (ABC) transporters. Stamp
analysis and t-test revealed the pathway of ABC transporters
was significantly different between seawater and sea ice. Further
analysis of the functional genes involved in ABC transporters
indicated that genes encoding for oligopeptide transport system
ATP-binding protein (oppF), oligopeptide transport system ATP-
binding protein (malK), dipeptide transport system permease
protein (dppB), raffinose/stachyose/melibiose transport system
permease protein (msmF), and putative aldouronate transport
system permease protein (lplB) were more abundant in
seawater (Figure 6).

DISCUSSION

Seawater and sea ice exhibited differences in terms of chemical
properties and bacterial community. The decline of temperature
reduced the fraction of the liquid remaining in sea ice with
the result that the salinity and nutrients became increasingly
concentrated in the brine, as well as dissolved organic
components (Table 1). The high salinity of seawater at S1
might be due to the shallow water depth, where salt expulsion
during sea ice formation caused an increase in salinity in the
under-ice seawater column. The concentration of DOC in sea
ice at site S2 was higher than that at the other two sites,
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FIGURE 3 | Bacterial community diversity (A) and evenness (B) in the seawater and sea ice.

FIGURE 4 | Bacterial community in phylum (A) and class (B) level in seawater and sea ice. Others denote the sum of rare bacteria arbitrarily defined as having a
frequency of < 0.5% of total sequences.

which might be explained by the high concentration of Chl-
a in sea ice (Eronen-Rasimus et al., 2014). Cold surges caused
nearshore seawater to change from liquid to ice, where changes in
physical conditions drove bacterial communities to adapt to the

lifestyle in sea ice, and the community variations were consistent
with previous studies in the Arctic (Grossmann and Gleitz, 1993;
Eronen-Rasimus et al., 2015; Hatam et al., 2016). The BA
in the sea ice was higher (p < 0.05) than that in the
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FIGURE 5 | Relationships between the bacterial communities in seawater and sea ice. (A) Principal coordinates analysis (PCoA) plot of Bray–Curtis distances for
bacterial communities in seawater and sea ice. (B) Dendrogram from the cluster analysis of the relationship between bacterial communities in seawater and sea ice
samples. (C) Comparison (White’s non-parametric t-test in STAMP) of the bacterial classes between seawater and sea ice. Plots compare the bacteria in seawater
(blue) to that in sea ice (orange). Only differences with a p-value less than 0.05 are shown.

FIGURE 6 | Statistical analysis of functional genes in pathway of ATP-binding cassette transporters in seawater and sea ice. Differences between samples are
shown at 95% confidence intervals.

seawater at each site, which might be due to that the
bacteria were concentrated in the brine inclusions during
the ice formation (Eronen-Rasimus et al., 2014). In addition,
the high BA of S2 may be related to the high DOC
concentration in sea ice, suggesting that bacterial metabolism
might be regulated by the DOC availability (Lu et al., 2015).

Differences in the bacterial community composition were
observed both at phylum and class levels between seawater
and sea ice. The result suggested that bacterial community
similarity within sea ice or seawater was higher than geographic
distance. Pressure caused by ice formation was a stronger
factor to shape the community compared to geographical
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distance (Eronen-Rasimus et al., 2015). However, the difference
in community composition was not apparent as a result of
the short time of ice formation. The same bacterial classes
were found in both seawater and sea ice, while the difference
between seawater and sea ice was mainly reflected in the relative
abundance of different classes, indicating that the early stage
of sea-ice bacterial communities was determined by seawater
under the ice (Eronen-Rasimus et al., 2015). Due to the versatile
metabolism, Proteobacteria were dominant in both sea ice and
seawater in all locations, and formation of sea ice did not alter
the proportion of Proteobacteria in entire bacterial community.
However, due to the change of the condition, it is clear that the
relative abundance at class level within Proteobacteria changed
during the formation of sea ice. The classes Alphaproteobacteria
and Gammaproteobacteria dominated the bacterial communities,
consistent with the previous study of the seawater bacterial
communities in the Yellow Sea (Guo et al., 2011; Liu et al.,
2013). Gammaproteobacteria were the most abundant class in
the sea ice, and Gammaproteobacteria dominance in the initial
phases of ice formation was also found in an experimental
study where the cultivation was enriched with algal-derived
DOM (Eronen-Rasimus et al., 2014). Mid-latitude regions
with high abundance of algae might stimulate the growth of
Gammaproteobacteria. In addition to the dominant bacterial
classes, a high relative abundance of Verrucomicrobiae was found
in the sea ice compared with that in seawater (p < 0.05)
(Figure 5C), and it could be found in sea ice in the polar
regions (Bowman et al., 2012; Freitas et al., 2012; Hatam et al.,
2014). Previous study indicated that class Verrucomicrobiae
preferred a particle-attached life style (Chiang et al., 2018),
and the phytoplankton concentrated in the brine during the
formation of sea ice might stimulate bacterial growth. The
sequences affiliated with the class Bacilli were in very low levels
in both environments but more abundant in sea ice, probably
due to the ability to survive in sea ice, which was also found in
Arctic Sea ice (Han et al., 2014). The class Acidimicrobiia and
Actinobacteria, of the phylum Actinobacteriota, were the other
two major bacterial groups inhabiting sea ice and seawater, and
the relative abundances in seawater were higher than in sea ice.
Previous reports indicated that Actinobacteriota was not only
commonly seen in seawater (Lu et al., 2015; Yu et al., 2018),
but also present in sea ice (Brinkmeyer et al., 2004; Eronen-
Rasimus et al., 2015). It was found that Actinobacteria favored
a low salinity habitat, and the abundance of Actinobacteriota
decreased in ice with high brine salinity (Eronen-Rasimus
et al., 2015). The phenomenon of higher abundance of ABC
transporters in seawater might be explained by that diverse
substrates could be utilized in seawater and bacteria may
therefore require various ABC systems (Garmory and Titball,
2004), while the substrates are more specific in the restricted
young sea ice brine.

CONCLUSION

This study investigated the bacterial community in seawater
and sea ice after a cold surge in the coastal area of the

mid-latitude. The differences in bacteria abundance (BA)
between sea ice and seawater might be associated with the
physical impact of ice formation, and BA in sea ice was higher
than in seawater, which was consistent with the findings in
Arctic. The bacterial community composition in sea ice was
similar to that in seawater, while the relative abundances were
significantly different. The sea-ice bacterial community was
dominated by Gammaproteobacteria, which could be capable
of opportunistic growth in sea ice with high concentration
of algal-derived DOM in coastal areas, and the high relative
abundance of Verrucomicrobiae in sea ice might also be that. The
relatively lower abundance of functional genes of ATP-binding
cassette transporters in sea ice might result from the restricted
environment in sea ice brine. More works need be done to
investigate the impact of cold surges on microbial communities
in mid-latitudes along with global climate change.
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Loss of coastal ecosystem
services in Mexico: An approach
to economic valuation in the
face of sea level rise

Violeta Z. Fernández-Dı́az1, Román A. Canul Turriza2,3*,
Angel Kuc Castilla4 and Osvel Hinojosa-Huerta2

1Facultad de Ciencias Marinas, Universidad Autónoma de Baja California, Ensenada, Mexico,
2Cornell Lab of Ornithology, Cornell University, Ithaca, NY, United States, 3Facultad de Ingeniería,
Universidad de Campeche, Campeche, Mexico, 4Área académica de Ingenierı́a Civil, Universidad
Internacional Iberoamericana, Campeche, Mexico
The economic valuation of coastal ecosystem services is a critical step for the

design of sound public policies that support the preservation of the services

that nature provides to society in the context of climate change. Using the

value transfer method, we obtained the economic valuation that represents the

loss of coastal ecosystem services caused by sea level rise in Mexico. Using the

Bathtub method, digital elevation models and sea level data, we identified the

areas in the country prone to flooding and the associated ecosystem impacts.

In Mexico, the annual economic loss caused by the disappearance of coastal

ecosystem services is estimated at $6,476,402,405 USD, where wetlands

represent the greatest economic losses, since they represent the largest

affected ecosystem by area. However, beaches and dunes are the most

valued ecosystem due to the economic activities that occur in these areas. In

the mangroves, the service as habitat, refuge and nursery is the most valued for

its positive relationship with fisheries. The states with themost economic losses

are Baja California Sur, Sinaloa and Campeche. The protection of the coastal

zone in Mexico should be a priority in the development strategies in the country

because its loss and/or rehabilitation imply high economic costs and

compromises the wellbeing of society.

KEYWORDS

ecosystem services, economic valuation, sea level rise, flooding, Mexico
Introduction

The importance of coastal ecosystems and the services they provided to society are

widely recognized (Costanza et al., 1997a; Daily, 1997; Liu et al., 2011; de Groot et al.,

2012; Barbier, 2015). People obtain benefits from these ecosystems (Nicholls et al., 2011;
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Weiss et al., 2011)through the environmental services they

provide to society, divided in four main categories:

provisioning, regulating, cultural and supporting services (Reid

et al., 2005; Aktürk and Güneroğlu, 2021). Coastal ecosystems,

such as sandy beaches, dunes, mangroves, and other wetlands,

provide protection against storms and coastal flooding, through

their capacity as natural barriers to reduce the energy of the

waves and retain sediment, they also provide refuge and nursing

habitat for a diversity of species, and support recreational,

aesthetic and cultural values for people (Shepard et al., 2011;

Arkema et al., 2013; Barbier, 2015). In this sense, coastal

ecosystems have been recently proposed as measures of

adaptation and mitigation against climate change under the

concept of Nature-based Solutions, as long as they remain in a

healthy condition (Baustian et al., 2020; Ruckelshaus et al., 2020;

Hagedoorn et al., 2021).

The provision of ecosystem services directly depends on the

functionality of these ecosystems and on the natural and

anthropic impacts that affect them (Mendoza-González et al.,

2012); especially in the context of climate change and the

continuous and accelerated sea level rise, which represents a

threat for coastal ecosystems worldwide (Kopp et al., 2016). The

incidence of hydro-meteorological extreme events (such as

hurricanes and strong storms) could intensify (Kirezci et al.,

2020), exposing coastal ecosystems to flooding and erosion,

leading to their degradation and the potential loss of their

services, increasing the vulnerability of coastal communities

and habitats.

Therefore, the economic valuation of ecosystem services

shows that coastal ecosystems are finite and that their

depreciation or degradation has associated costs that

negatively impact social wellbeing (Instituto Nacional de

Ecologıá y Cambio Climático, 2021). The economic valuation

of ecosystem services is the evaluation of compensations (de

Groot et al., 2012), that is, the value of these services reflects the

value that society is willing to exchange to conserve these natural

resources. However, these valuations are not trivial, since most

of the ecosystems, especially the coastal ones, do not have

established prices from which their value could be derived. For

this reason, different economic valuation methods are used, that

allow the allocation of a monetary value for ecosystems. The

benefit transfer method, also known as value transfer, has been

widely used to value ecosystem services in different places and at

different scales, because it allows transferring the results of

existing valuation studies to other sites with similar ecosystems

and beneficiaries, reducing time and costs (Reid et al., 2005;

Bishop, 2010; Liu et al., 2011; Mendoza-González et al., 2012;

Brander, 2013).

Mexico is a country rich in ecosystems, a reason that has led

to the development of diverse studies for the identification,

description, prioritization, and economic valuation of its

services (Margulis, 1992; Loa, 1994; Barbier Strand Ivar, 1998;

Sanjurjo, 2001; Mendoza-González et al., 2012; Camacho-Valdéz
Frontiers in Marine Science 02
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et al., 2013; Lithgow et al., 2017; Instituto Nacional de Ecologıá y

Cambio Climático, 2021). However, the valuation of ecosystem

services losses that might result from sea level rise in Mexico is

practically non-existent. Therefore, in this paper we present an

approach to the economic valuation of the loss of ecosystem

services provided by mangroves, sandy beaches and dunes, and

wetlands in Mexico, in the face of sea level rise by the end of the

21st century. In the results we identify the areas of the Mexican

coast prone to flooding associated with sea level rise and an

approximation to the economic valuation of this potential loss.

We also identify the states most affected by the loss of coastal

ecosystems and their services, considering that this information

can be used for decision-making in coastal management and for

the implementation of actions that could lead to improving their

resilience and can in the long term serve as protection options

against sea level rise in Mexico.
Materials and methods

Study area

Mexico has a privileged geographic location, with access to

the Pacific Ocean, the Gulf of California, the Gulf of Mexico and

the Caribbean Sea. The coastal extent in the country is 11,122

km, with 3,149,920 km of Territorial Sea and Exclusive

Economic Zone, in addition to a wide continental shelf and

insular territory that together provide diverse coastal ecosystems

and resources (Instituto Nacional de Ecologı ́a y Cambio

Climático, 2021). Due to the heterogeneity of the Mexican

coast (Silva et al., 2011), we divided the country in four

marine regions, hosting 70 coastal and marine priority areas

for their high biodiversity, the importance of their resources and

the level of threats they face. These regions are: 1) Region I

Northern Pacific and Gulf of California, a marginal sea

characterized by having a diversity of coastal environments

and interior islands, with natural landscapes and conservation

status valued worldwide. The Pacific is characterized by the

presence of large systems of coastal sand dunes, as well as

numerous bays that provide refuge, breeding and nursing

habitats for whales. 2) Region II Central Pacific and 3) Region

III Southern Pacific harbor an important number of coastal

lagoons, estuarine systems, bays, sand bars and sandy beaches.

The spatial orientation of the coastline made this region

vulnerable to the impact of extreme wave effects and sea level

rise. 4) Region IV Gulf of Mexico and Caribbean Sea, some of the

largest and most productive coastal lagoons of the country are

located in this region, as well as estuarine zones, coastal marshes,

mangroves, coral reefs and rocky shoals that provide habitat for

priority species (Figure 1).

Of all the coastal ecosystems in these regions, the sandy

beaches, coastal dunes, mangroves, and other wetlands are of

particular relevance due the ecosystem services they provide,
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including natural protection against extreme wave action,

erosion control, refuge and nursery habitat, aesthetic and

recreation values (Reid et al., 2005; Ramsar, 2013). Mexico is

one of the countries in Latin America with highest proportion of

exposed low coastal zones, which makes it especially vulnerable

to sea level rise and degradation of its coastal ecosystems

(Romero et al., 2012; Silva et al., 2014; Lithgow et al., 2017).

The sea level data measured in tidal stations in Mexico are

limited and not very robust, which impairs their reliability to

develop future projections for the country. This has led to using

scenarios presented by international institutions such as the

IPCC, to implement research to assess the adverse effects of sea

level rise in the country, as is the case of coastal flooding (Zavala-

Hidalgo et al., 2010).
Identifying coastal areas prone to
flooding by sea level rise

In the absence of an accepted universal model, we applied

the Bathtub or “bucket-fill” method, which is relatively simple

and efficient to identify areas prone to flooding (Hansen, 2016;

Williams and Lück-Vogel, 2020; de Lima et al., 2021). This

method assumes a uniform water level increase over a specific

topography, and areas are identified as “prone to flooding”

where the elevation is equal or lower than the defined sea level.

Although the Bathtub has a degree of uncertainty because it

is a static model and does not consider hydrodynamic effects

related to wave propagation and its transformations, it is neither

practical nor advisable to use detailed numerical models. given

their complexity, high computational cost, and the detailed input
Frontiers in Marine Science 03
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data required for the spatial scale of this study (the entire coastal

zone of Mexico). In this sense, the Bathtub method provides a

good approximation for the identification of flood-prone areas

when it comes to large spatial scales (Hansen, 2016). We

followed the spatial analysis described by Afanador and Ruíz

(2009). We used the USGS 30 m spatial resolution Shuttle Radar

Topography Mission (SRTM) Digital Elevation Model (DEM) as

a topographic base of the entire coastal territory of Mexico. As a

flood scenario, we established seawater levels that resulted from

the sum of sea level rise of +0.84 m from the long-period SSP5-

8.5 (2081-2100), established by the IPCC in its Sixth Assessment

Report (IPCC, 2021) and the maximum high tide recorded for

25 coastal regions of Mexico based on their meteorological and

oceanographic characteristics (Dirección General de Puertos,

2001). With the results obtained from this analysis, we generated

a flood map using geoprocessing tools, thus allowing the

identification of areas prone to flooding along the coast

of Mexico.
Area of coastal ecosystems flooded by
sea level rise

Based on the land use and vegetation maps of the coasts of

Mexico (SEDENA, 2015.), we identified that mangroves, wetlands,

and beaches and dunes are the ecosystems that have the greatest

presence throughout the country. We classified this database into

three groups considering the ecosystems mentioned above, where

we categorized beaches and dunes in the same group, we

categorized mangroves in a group independent of wetlands due

to the variety of environmental services they provide, and we
FIGURE 1

Coastal and marine priority regions in Mexico. Modified from Arriaga Cabrera et al. (1998).
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categorized all classes related to water bodies, marshes, swamps,

and flood zones in the group of wetlands. For the latter we used as a

reference the definition of wetland established by the Ramsar

Convention (Ramsar, 2013). Finally, based on the results of the

flood extent analysis obtained with the Bathtub method, and using

geoprocessing tools, we determined the flood areas for each of the

three coastal ecosystems in the 17 coastal Mexican states. In this

way, we estimated the area of mangroves, beaches and dunes, and

wetlands that could be affected by sea level rise. It is important to

emphasize that due to the scale of the analysis and the diversity of

ecosystems present on the coast of Mexico, we did not consider the

dynamism and adaptive capacity to flooding that these ecosystems

may initially show in the face of sea level rise.
Economic valuation of coastal
ecosystem services loss

We obtained the approximation to the economic valuation

of ecosystem loss using the value transfer methodology, taking as

a basis standardized economic values of ecosystem services and

quantifying the monetary cost per hectare of ecosystems located

in flooded areas. We selected the ecosystem services for the

assessment based on the environmental and social

characteristics of the Mexican coasts and considering what

would be the impact of losing these services as a consequence

of degradation and/or loss of coastal ecosystems, being of greater

importance those that provide protection against storms, erosion

control, habitat, refuge and nursery, water supply, aesthetics and

recreation (Table 1). The information needed to complete a

benefit transfer valuation is available in various environmental

valuation databases, including “Environmental Valuation

Reference Inventory” (EVRI) and “The Economics of

Ecosystems and Biodiversity” (TEEB) (McComb et al., 2006).

We use these databases and previous published research

(Mendoza-González et al., 2012; Pérez-Maqueo et al., 2013a) to

perform our value transfer. Overall, we found 25 valuation
Frontiers in Marine Science 04
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studies of the ecosystem services provided by the beach and

coastal dunes, mangroves and wetlands, were performed in

countries of Latin America like Mexico, USA, Canada, Costa

Rica, Belize, as well as in countries in the European and Asian

region, such as Spain, Malaysia, Thailand, Philippines, Sri Lanka,

and China (Bennett and Reynolds, 1993; Barbier Strand Ivar,

1998; Lara-Domıńguez et al., 1998; Sathirathai, 1998; Bann,

1999; Barbier et al., 2002; Gunawardena and Rowan, 2005;

Barbier, 2007; Dissanayake and Smakhtin, 2007; Samonte-Tan

et al., 2007; Tong et al., 2007; Aburto-Oropeza et al., 2008;

Cooper et al., 2008; Batker et al., 2010; Brenner et al., 2010;

Economics Earth, 2010; Janekarnkij, 2010; Liu et al., 2010;

Tianhong et al., 2010; Kauffman, 2011; Mendoza-González

et al., 2012; Molnar et al., 2012; Camacho-Valdéz et al., 2013;

Pérez-Maqueo et al., 2013a; Ballard et al., 2015) (see Tables 4–6

of Supplementary Material). The economic values of ecosystem

services correspond to different years and methodologies, so it

was necessary to standardize by adjusting them to United States

dollars (US$) using the Consumer Price Index (CPI) and the

Purchasing Power Parity (PPP) for the year 2020. These

indicators were obtained from the World Bank (2021). Finally,

we made the adjustment using the following formula (Envalue,

2007; Mendoza-González et al., 2012):

ESV =
value=CPIð Þ � 100

PPP
� USA   PPP

Where:

ESV: ecosystem services value

Value: is the value in the original year in the

original currency.

CPI: is an index of inflation of the source data, with a base

year in 2020.

PPP: is the Purchasing Power Parity between the original

currency and US$ in 2020.

The proposed methodology for the monetary quantification

of environmental loss is illustrated in Figure 2, it mainly consists

of 3 steps. First, the terrain heights and ecosystems available in
TABLE 1 Average yearly valuation of coastal ecosystem services for the year 2020.

Coastal ecosystem Ecosystem services Average valuation (2020)US$ ha-1 year-1

Mangrove Refuge and nursery habitat 630.75

Erosion control 83.07

Storm buffering 335.41

Aesthetic and recreation 107.82

Wetland Refuge and nursery habitat 229.04

Water supply 550.04

Storm buffering 715.78

Aesthetic and recreation 155.76

Beach and dune Storm buffering 27,429.73

Aesthetic and recreation 9,088.38
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the study area are identified using land and ecosystem data, the

main services of each ecosystem are algo identified. Second, the

changes for each ecosystem are evaluated incorporating flood

data (model). Based on the estimated changes, the areas of

flooded ecosystems are identified. Third, estimation of the ESV

and the annual economic loss caused by the disappearance of

ecosystem services in relation to sea level rise.
Results

A total of 2,715,023 ha on the Mexican coast is prone to

flooding under the predicted scenario of sea level rise by the end

of the century. The Gulf of California (R-I) and the Gulf of

Mexico and the Caribbean Sea (R-IV) represent 46% and 45% of

the total area prone to flooding, respectively. The states of Baja

California, Baja California Sur, Sonora, Sinaloa, Nayarit,

Tamaulipas, Veracruz, Tabasco, Campeche, Yucatán and

Quintana Roo are located in these regions and present the

largest potential flood extensions (Figure 3 and Table 2). The

coasts of the states located in the R-II and R-III have the smallest
Frontiers in Marine Science 05
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extensions of potential flooding, with 1% and 8% of the

total respectively.

Of the three ecosystems, the largest predicted loss area at the

national level corresponds to wetlands, with 2,479,767 ha, which

represents 91% of the total potentially affected coastal

ecosystems; followed by the loss of 175,099 ha of mangroves,

which represents 7%, and the loss of 60,157 ha of beaches and

dunes, corresponding to 2%. Campeche, Sinaloa, Baja California

Sur, Yucatán and Tabasco are the states that would lose the most

mangrove area. Baja California Sur, Sinaloa, Campeche and

Tamaulipas are the states that would lose the most wetland

area, and Baja California Sur, Sinaloa, Sonora and Baja

California would lose more beaches and dunes. On the other

hand, Michoacán, Jalisco and Colima are the states with less

predicted impacts on these ecosystems (Figure 3).

At the national level, we estimate that the annual economic

loss caused by the disappearance of ecosystem services in

relation to sea level rise would amount to $6,492,551,964 USD.

The loss of mangrove services is estimated at $202,588,949 USD

per year, which corresponds to 3% of the national total, where its

most valued service, and therefore the one that represents the
FIGURE 2

Steps of the proposed method for the estimation of economic loss for the ecosystem services losses.
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greatest economic loss, is that of shelter and nursery habitat for

important commercial species. Erosion control is the least

valued service (see the Supplementary Material). Campeche,

Sinaloa, Baja California Sur, Yucatán and Tabasco are the

states that have the greatest potential economic losses due to

the effects of sea level rise on this ecosystem.

Regarding wetlands, the loss of their services represents

$4,093,153,701 USD per year, corresponding to 63% of the

total nationally. Baja California Sur, Sinaloa, Campeche,

Tamaulipas, and Quintana Roo are the states with the greatest
Frontiers in Marine Science 06
99
potential economic losses due to service decreases in this

ecosystem. In the case of beaches and dunes, the loss of their

services amounts to $2,196,809,314 USD per year,

corresponding to 34% of the national total, where Baja

California Sur, Sinaloa, Sonora, Baja California, and Campeche

are the states with the greatest potential economic repercussions

(Figure 4 and Table 3). For wetlands, and beaches and dunes, the

most valued service is protection against storms, while the

aesthetic and recreation service are less valued (see the

Supplementary Material).
FIGURE 3

Predicted coastal flooding areas resulting from sea level rise in Mexico.
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Discussion

Ecosystems provide a large and important range of free

services on which we depend. The degradation of coastal

ecosystems in Mexico and the potential loss of its services due

to sea level rise represents an estimated annual economic cost of

$6,492,551,964 USD, corresponding to 0.6% of the country’s

Gross Domestic Product (GDP) for 2020. This estimated cost

has a non-homogeneous distribution among the coastal

ecosystems in the country, based on the valuation of their
Frontiers in Marine Science 07
100
services and the area prone to flooding. Although the

projections of sea level rise in Mexico are similar to global

estimates, they vary regionally, showing a lower increase in the

coasts of regions II and III, and higher effects in the coasts of

regions I and IV (Palacio-Aponte et al., 2005; Zavala-Hidalgo

et al., 2010).

Our results corroborate these observations, since the states

located in regions I and IV present the largest potential flood

areas in comparison with the states in regions II and III. One of

the main reasons is the heterogeneous morphology of the
TABLE 2 Total area and area by ecosystem prone to flooding for the Mexican coast.

Mangrove Wetland Beach and dune Area prone to flooding (ha)

R-I Baja California 1,394 158,772 7,226 167,392

Baja California Sur 22,362 362,113 17,984 402,459

Sonora 5,606 198,085 7,969 211,660

Sinaloa 41,904 345,456 8,310 395,671

Nayarit 4,721 64,278 781 69,781

R-II Jalisco 29 1,832 323 2,185

Colima 64 3,518 315 3,897

Michoacán 39 71 54 164

Guerrero 282 19,459 635 20,376

R-III Oaxaca 3,016 121,258 2,999 127,273

Chiapas 2,282 76,087 1,386 79,755

R-IV Tamaulipas 120 262,399 4,197 266,717

Veracruz 3,403 126,816 1,338 131,557

Tabasco 11,997 131,256 312 143,566

Campeche 58,820 340,934 4,607 404,361

Yucatán 14,795 56,728 916 72,439

Quintana Roo 4,264 210,704 802 215,770

Total 175,098 2,479,767 60,157 2,715,023
FIGURE 4

Annual economic losses by state due to the disappearance of ecosystem services in Mexico.
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Mexican coast (Silva et al., 2014), as a result of the influence of a

diversity of processes, including tectonic activity that cause

vertical uprising of the earth’s crust in the active regions along

the Pacific (R-II and R-III) (Zavala-Hidalgo et al., 2010). This

represents a critical factor in the potential degradation of

ecosystems and the loss of their services.

In this sense, states such as Jalisco, Colima, Michoacán and

Guerrero had lower areas prone to flooding, which means a

lower probability of ecosystem degradation and lower economic

losses. This was not the case of states such as Baja California Sur,

Sinaloa and Campeche, located in R-I and R-IV, where vast

coastal plains are common and the potential for ecosystem

degradation is larger, hence the loss of services is more likely,

resulting in higher potential economic costs (Tables 2, 4).

Studies focused on assessing the sea level rise vulnerability in

Mexico at the end of this century identify severe flooding

impacts in all the states along the Gulf of Mexico, as well as

for Sinaloa, Baja California Sur and Sonora in the Pacific coast

and Gulf of California (Ivanova and Gámez, 2012). This

coincides with our results in this study. However, sea level rise

maps using the bathtub method are generally only used as a

communication tool to assist in illustrating the general risks of

sea level rise and should not be relied on solely for decision-

making purposes. This is because the maps are simple and do

not consider many of the complex processes of coastal

inundation. For example, the bathtub approach does not

consider existing seawalls, storm surge, erosion or other local

factors, which can all influence the extent of erosion from sea-

level rise (Geoscience Australia, 2015).

Sandy beaches and dunes are widely distributed along the

Mexican coasts. Approximately 70% of the coasts along the

Pacific and the Gulf of California are sandy beaches, as is the case
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of 92% along the Gulf of Mexico and the Caribbean (Silva et al.,

2014; CONABIO, 2022). The permanent and intense interaction

between dunes and beaches is conducive to consider them as a

management functional unit. In this sense, their total extension

in the Mexican coasts is 808,711 hama (Martínez et al., 2014).

Taking this into account and the results we obtained, the

potential loss of this ecosystem due to sea level rise represents

7.5% of the national extent. Even though this ecosystem has the

lower estimates of affected area by sea level rise (2%) in

comparison with mangroves and wetlands (Table 2), their

value is very significant, because the loss of their services is

estimated at $2,196,809,314 USD annually, which corresponds

to 54% of the economic losses of wetlands, with a much larger

potential flooded area (91%) (Table 4).

This is due to the valuation of the services of beaches and

dunes in comparison with the value assigned to other

ecosystems. Beaches and dunes are very economically very

important for Mexico, since the services of this ecosystem

have allowed the development of economic activities

associated with tourism and recreation. The arrival of

international tourists has increased continuously during the

last 60 years, as has the economic income related to this

activity, significantly boosting the growth of some regions of

the country (Martıńez et al., 2014). The coasts of states located in

regions I and IV, such as Quintana Roo and Baja California Sur,

are the locations that have had the greatest economic growth

thanks to tourism (Llamosas-Rosas et al., 2021). In this sense,

there are large economic investments that would be affected by

the degradation of beaches and dunes and the loss of their

valuable services. The potential loss of this ecosystem and its

services due to sea level rise should be of particular relevance for

Mexico, due to the great economic impact that it can cause
TABLE 3 Estimated monetary cost from the loss of services for each coastal ecosystem in Mexico.

Ecosystem
services

Total value for the loss of ecosystem
servicesUS$ year-1

Total national value for the loss of ecosystem
servicesUS$ year-1

Mangrove Refuge and nursery
habitat

110,443,370 202,588,949

Erosion control 14,536,676

Storm buffering 58,729,783

Aesthetic and
recreation

18,879,119

Wetland Refuge and nursery
habitat

567,965,930 4,093,153,701

Water supply 1,363,971,272

Storm buffering 1,774,967,925

Aesthetic and
recreation

386,248,574

Beach and
dune

Storm buffering 1,650,082,283 2,196,809,314

Aesthetic and
recreation

546,727,031

Total 6,492,551,964
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derived from the possible limitation of tourist activities and/or

the need to invest in conservation measures. protection

and adaptation.

However, this ecosystem is highly dynamic and has the

potential to respond to changes in sea level, i.e., an upward and

landward translation of the active profile in pace with rising sea

level and maintaining the shape of the equilibrium profile, which

decreases the protection service loss, as long as the beach has

enough space to move and is not restricted by coastal

infrastructure. In this regard, a sandy beach-dune system can

migrate landwards, while maintaining its relative elevation and

thus protective function service under sea level rise provided

accommodation space and sand are available (López-Dóriga and

Jiménez, 2020). Therefore, the magnitude of the physical

changes and the impacts on beaches and dunes that could be

caused by sea level rise will vary regionally, depending on the

type of existing threats and the levels of degradation at each

location. A serious and widespread problem that this ecosystem

is already facing is that its physical space is becoming smaller,

due to human development and other productive activities on

the Mexican coastal zone, which seriously compromises its

ecological integrity and makes it more vulnerable to sea level

rise, increasing consequently the potential economic costs due to

the loss of its services.
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It is necessary to consider that we do not include shoreline

changes other than sea level rise induced, and this should be

equivalent to “isolating” the sea level rise component in the long-

term behavior of these coastal areas. Other factors such as fluvial

sediments and longshore and cross-shore sediment transport

patterns would also contribute to their long-term evolution.

Thus, our results provide a first approximation of the effects of

sea level rise on the beaches and dunes of the Mexican coast.

The magnitude of the physical changes and the impacts on

beaches and dunes that could be caused by sea level rise will vary

regionally, depending on the type of existing threats and the

levels of degradation at each location. However, a serious and

widespread problem that this ecosystem is already facing is that

its physical space is becoming smaller, due to human

development and other productive activities on the coastal

zone, which seriously compromises its ecological integrity and

makes it more vulnerable to sea level rise, increasing

consequently the potential economic costs due to the loss of

its services.

Regarding wetlands, the estimated costs for the loss of their

services ($4,093,153,701 USD) represent 63% of the total cost at

the national level, again placing regions I and IV as the most

affected, and highlighting states such as Baja California Sur,

Sinaloa and Campeche with the greatest economic losses
TABLE 4 Estimated total cost caused by potential ecosystem services losses for each coastal state in Mexico.

Mangrove ecosystem services
total lossUS$ year-1

Wetland ecosystem services
total lossUS$ year-1

Beach and dune ecosystem
servicestotal lossUS$ year-1

Ecosystem
servicestotal lossUS$

year-1

Baja
California

1,612,838 262,071,490 263,885,146 527,569,474

Baja
California
Sur

25,872,711 597,710,708 656,748,187 1,280,331,606

Campeche 68,054,441 562,753,261 168,227,430 799,035,132

Chiapas 2,640,522 125,590,338 50,613,417 178,844,277

Colima 73,598 5,806,120 11,520,886 17,400,604

Guerrero 326,207 32,119,392 23,191,947 55,637,546

Jalisco 33,664 3,024,684 11,829,316 14,887,665

Michoacán 44,950 117,909 1,973,885 2,136,744

Nayarit 5,462,728 106,099,297 28,538,008 140,100,033

Oaxaca 3,489,403 200,150,755 109,506,896 313,147,054

Quintana
Roo

4,933,325 347,792,324 29,277,467 382,003,116

Sinaloa 48,483,472 570,217,099 303,477,822 922,178,393

Sonora 6,486,229 326,962,733 291,007,124 624,456,086

Tabasco 13,880,951 216,654,438 11,398,861 241,934,250

Tamaulipas 138,912 433,121,385 153,278,162 586,538,459

Veracruz 3,936,907 209,325,422 48,877,021 262,139,350

Yucatán 17,118,091 93,636,344 33,457,740 144,212,175

202,588,949 4,093,153,701 2,196,809,314 6,492,551,964
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(Table 4). Lagoons such as Ojo de Liebre and San Ignacio in Baja

California Sur, have a high value as refuge and nursery habitat for

the gray whale. The wetlands of Sonora and Sinaloa provide

critical habitat to millions of migratory birds, a diversity of fish

and endemic vegetation of high ecological value. The loss of

services of this ecosystem, in addition to the high revenue related

to activities such as fishing, aquaculture and tourism, would imply

migration to other economic activities or adaptation by

implementing protection and/or recovery programs.

The permanence and migration of coastal wetlands in

Mexico will depend on the new conditions of salinity, depth

and permanence of the water, as well as the conditions of anoxia

that this entails in the coastal spaces that will be invaded by the

increase in sea level. The anthropic pressure that has been

exerted on this ecosystem is a key factor to consider, which

might have already impacted its resiliency and might add to its

degradation and loss. In states such as Baja California Sur,

Sonora and Sinaloa, due to their arid to semi-arid climatic

characteristics, wetlands are critical ecosystems for migratory

birds and a diversity of species that use them to complete their

annual cycles. In this sense, it is essential to generate

conservation strategies for these ecosystems in the face of

rising sea levels.

As well as beaches and dunes, wetlands have the ability to

build up vertical ly by sediment accretion and the

accommodation space, namely the vertical and lateral space

available for fine sediments to accumulate and to be colonized by

wetland vegetation. The wetlands resilience to sea level rise is

primarily driven by the availability of accommodation space,

which is strongly influenced by the building of anthropogenic

infrastructure in the coastal zone (Schuerch et al., 2018). It has to

be noted that we do not include in this approach any adaptive

factors that make wetlands respond dynamically to sea level rise.

Despite this, our results show an approximation of the Mexican

wetland areas that would be most affected by sea level rise and

where more specific analyses should be performed leading to

actions to enhance resilience. The permanence and migration of

coastal wetlands in Mexico will depend on the new conditions of

salinity, sediment availability, depth and permanence of the

water, as well as the conditions of anoxia that this entails in

the coastal spaces that will be invaded by the increase in sea level.

The anthropic pressure that has been exerted on this ecosystem

is a key factor to consider, which might have already impacted its

resiliency and might add to its degradation and loss.

Mangroves are present in all the coastal states of the country,

with a coverage of 905,086 ha (CONABIO, 2022). Based on this, the

loss of mangroves caused by sea level rise would represent 19% of

the national coverage, generating high economic impacts in the

states of Campeche, Sinaloa, Baja California Sur, Tabasco, and

Yucatan (Table 4). In the Mexican Pacific, the most important

mangrove forest is located in Marismas Nacionales (southern

Sinaloa and northern Nayarit), a site recognized as Wetland of

International Importance by the Ramsar Convention (Villanueva-
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Fragoso et al., 2010). Sinaloa, being the second state with the highest

economic losses due to the disappearance of its mangrove services,

will face an annual loss of $48,483,472 USD (Table 4). Although

Nayarit is not listed among the states with the greatest losses, it is

important to mention that practically the whole mangrove forest in

Marismas Nacionales would be degraded.

In general, the economic loss represented by the degradation

of mangroves acquires greater relevance for the refuge and

nursery habitat service, due to the close relationship that exists

between this ecosystem and the fishing landings of various

commercial species, a well-documented phenomenon along

region (Aburto-Oropeza et al., 2008). However, mangroves not

only benefit commercial species. For example, throughout

Mexico, mangroves are critical breeding habitat for the

Reddish Egret (Egretta rufescens), an endangered species in

Mexico and a priority bird at the continental level, and for the

Bare-throated Tiger Heron (Tigrisoma mexicanum), a species

subject to special protection in Mexico (SEMARNAT, 2010).

These coastal forests also provide habitat for protected

waterbirds, including the Ridgway’s Rail (Rallus obsoletus,

protected as threatened) along Baja California Sur, Sonora

Sinaloa and Nayarit, and the Clapper Rail (Rallus crepitans,

protected as endangered) in the Gulf of Mexico and the Yucatán

Peninsula (SEMARNAT, 2010). Similarly, the mangroves of

Yucatan are a refuge for various species of resident and

migratory waterbirds, and fish and invertebrate species of

great commercial value. Local communities in Tabasco use the

mangrove as raw material, an activity regulated through

extraction programs controlled by the Ministry of the

Environment and Natural Resources (SEMARNAT) of

Mexico, which allows them to have an economic income.

The estimation of the economic loss of ecosystem services

allows us to discuss the importance of valuing ecosystems as first

approximation for decision making, as well as allowing us to

infer the economic importance for a region or state. The value of

this economic loss can be compared to the GDP for each

state (Table 5).

Regardless of the ecosystem type and the potential area to be

lost to flooding, each of these three ecosystems has a unique

ecological importance and, as a whole, their health determines the

economic development potential and the social well-being of the

coastal and marine zones of Mexico. The information presented

here allows the identification of the coastal areas of Mexico prone

to flooding due to sea level rise and the identification of coastal

ecosystems at risk, as well as the economic loss that the

degradation of these environmental services would represent.

This information is especially relevant in the face of climate

change, since the economic valuation of ecosystem services is an

essential tool required to guarantee that the services that nature

provides to society are quantified and considered in the

formulation of sound public policies in the country (Instituto

Nacional de Ecologıá y Cambio Climático, 2021), which will then

guide conservation efforts and promote the resilience of these
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ecosystems over time. However, we emphasize the need to

consider in similar local and regional scale studies, the

dynamism of these ecosystems to respond to sea level rise, as

well as socioeconomic and socioecological aspects.
Conclusions

Thisarticleprovidesanapproximationtotheeconomicvaluation

of the loss of ecosystem services caused by sea level rise by the end of

the century in Mexico. At the national level, the estimated annual

economic cost of the potential loss of coastal ecosystem services is

$6,476,402,405 USD, distributed non-homogeneously and based on

the valuation of different services in the three main ecosystem types:

mangroves, wetlands, and beaches and dunes. The impacts on

wetlands represent 63% of the estimated loss, mainly driven by the

extentandvulnerabilityof thisecosystemtype in thecountry.Beaches

and dunes are extremely valued for their protection services against

extreme weather events and as the basis for important economic

activities. Mangroves represent a smaller proportion of the national

estimate, but it is the ecosystemtype thatprovides themost services as

habitat for protected species and for commercially important

fisheries. Overall, the states with highest potential economic losses

are Baja California Sur, Sinaloa, Campeche, and Tamaulipas.

Although sea level rise represents a greater threat for regions I

and IV and to a lesser extent for regions II and III, a broad

perspective must be used to guide research and management efforts

in the immediate future, to increase the relevance of science in the

design of public policies and conservation strategies that can

address these threats. It is critical to use a multi-disciplinary
Frontiers in Marine Science 11
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approach to define mitigation and adaptation actions to reduce

the potential economic losses that are expected by sea level rise.

Coastal ecosystems in Mexico should be a national priority in terms

of research, protection, management, and restoration, since their

loss and/or rehabilitation entails very high economic costs and

compromises the well-being of society.

Quantifying the dynamic effects of sea level rise is a great

challenge due to the complexity of interactions between coastal

processes acting at different scales and over different time

periods. In this sense, the main limitation in our analysis is sea

level rise as a stable component and the lack of ecosystem

dynamism to respond to sea level rise with some degree of

adaptation. In this sense, the results presented here should be

taken with caution, as they could represent an overestimation of

the cost of the loss of the ecosystem services analyzed.

Nevertheless, our results provide a first approximation for

Mexico and a baseline that should be refined and compared

with integrative assessments. Because each state in Mexico has

physical variability in its coasts and has different degrees of

ecological disturbance and presence of anthropogenic activities,

specific integrative studies should be performed considering

local physical characteristics, as well as the capacity of the

ecosystem to respond dynamically to sea level rise.
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TABLE 5 Comparison between the GDP of Mexico’s coastal states in 2020 (in millions of GDP) and the monetary cost for the loss of ecosystem
services.

State National GDP (%) GDP nominal (million USD) Ecosystem servicestotal lossUS$ year-1

Jalisco 7.22 77,591 14,887,665

Veracruz de Ignacio 4.51 48,412 262,139,350

Baja California 3.64 39,117 527,569,474

Sonora 3.46 37,155 624,456,086

Tamaulipas 3.09 33,180 586,538,459

Campeche 2.75 29,573 799,035,132

Tabasco 2.54 27,325 241,934,250

Michoacán de Ocampo 2.51 26,988 2,136,744

Sinaloa 2.27 24,345 922,178,393

Oaxaca 1.56 16,809 313,147,054

Yucatán 1.51 16,259 144,212,175

Chiapas 1.5 16,138 178,844,277

Guerrero 1.35 14,518 55,637,546

Quintana Roo 1.34 14,414 382,003,116

Baja California Sur 0.8 8,581 1,280,331,606

Nayarit 0.69 7,361 140,100,033

Colima 0.64 6,903 17,400,604
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Brenner, J., Jiménez, J. A., Sardá, R., and Garola, A. (2010). An assessment of the
non-market value of the ecosystem services provided by the Catalan coastal zone,
Spain. Ocean Coast. Manage. 53 (1), 27–38. doi: 10.1016/j.ocecoaman.2009.10.008
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Water temperature variability
in the Coos Estuary and its
potential link to eelgrass loss

Maria Jose Marin Jarrin1*, David A. Sutherland1

and Alicia R. Helms2

1Department of Earth Sciences, University of Oregon, Eugene, OR, United States, 2South Slough
National Estuarine Research Reserve, Charleston, OR, United States
Subtidal water temperatures in estuaries influence where organisms can survive

and are determined by oceanic, atmospheric and riverine heat fluxes, modulated

by the distinct geometry and bathymetry of the system. Here, we use 14 years of

data from the Coos Estuary, in southwest Oregon, USA, to explore the impact of

anomalously warm oceanic and atmospheric conditions during 2014-2016 on

the estuary temperature. The arrival of a marine heatwave in September 2014

increased water temperature in the greater Pacific Northwest region until March

2015, and again from July to August 2015. Additionally, in 2014-2016, the

Equatorial Pacific showed increased temperatures due to El Niño events. In the

Coos Estuary, this warming was observed at all the water quality stations,

producing more than 100 days with temperatures at least 1.5°C warmer than

normal, and notably, a higher prevalence during Fall and Winter seasons. Larger

temperature variations occurred at shallower stations located further away from

the mouth of the estuary, changing the along-estuary temperature gradient and

potentially the advection of heat through the estuary. After the onset of these

increased temperatures, eelgrass declined sharply, but only in certain stations in

the shallow estuary South Slough and has not yet returned to long term average

values. As global temperatures continue rising due to climate change, increased

numbers ofmarine heatwaves and El Niño events are expected, leading to higher

temperature stress on the marine ecosystem within estuaries.

KEYWORDS

temperature, estuary, bathymetry, marine heatwave, El Niño, Eelgrass (Zosteramarina)
Introduction

Estuaries act as mixing zones between oceanic and riverine waters, providing many

ecosystem and cultural services (Milcu et al., 2013; Sherman and DeBruyckere, 2018;

Zapata et al., 2018), and motivating numerous studies to examine the links between

environmental conditions and ecosystem health (Costanza et al., 1997; Seppelt et al.,
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2011). In the Pacific Northwest (PNW; Figure 1), estuaries are

influenced on the ocean side by the primarily wind-driven

California Current System (CCS; Hickey and Banas, 2003).

These winds driving the CCS along the west coast of North

America are forced by atmospheric circulation related to the

North Pacific High and the Aleutian Low, which vary seasonally.

In the winter the Aleutian Low migrates southward, producing

downwelling-favorable winds along the PNW, while in summer

the North Pacific High migrates northward producing

southward-directed upwelling-favorable winds (e.g., Huyer,

1983; Hickey and Banas, 2003; Davis et al., 2014). Upwelled

waters on the PNW continental shelf are typically colder

(Figure 1B), with higher salinity, higher nutrients and lower

oxygen levels. During winter, storms produce episodic river

discharge events that result in lower salinity, lower

temperature and higher turbidity along the coast (Hickey and

Banas, 2003; Huyer et al., 2007).

The CCS exhibits significant interannual variability on top of

its seasonal hydrographic changes (Figure 1C). These

interannual variations are dominated by the El Niño Southern

Oscillation (ENSO), where positive values of the Ocean Niño

Index (ONI) are related to higher temperatures and sea level at

the mouth of PNW estuaries (Wyrtki, 1984; Huyer et al., 2002).

The triad of Sep-Oct-Nov 2014 ONI index registered SST

anomalies greater than 0.5 °C in the Niño 3.4 region (5°N-5°S,

120°-170°W), which led to an officially declared El Niño in the
Frontiers in Marine Science 02
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Equatorial Pacific (https://origin.cpc.ncep.noaa.gov/). Though

this first El Niño warm pulse was weak (0.5 °C in May-2014),

another El Niño event produced SST anomalies of 4 °C in 2015,

with maximum anomalies between Nov-2015 and Jan-2016.

Positive anomalies were observed in this ENSO area until

March-April-May 2016, with a peak of anomalies of 2.6 °C at

the end of 2015. On decadal time scales, variations can be related

to the Pacific Decadal Oscillation (PDO) and the North Pacific

Gyre Oscillation (NPGO), which emerge as the first and second

principal components of sea surface temperature and sea surface

height, respectively (Di Lorenzo et al., 2008; Capotondi et al.,

2019). The NPGO correlates with wind stress in the North

Pacific, with weakened wind-driven upwelling occurring when

the index is negative (Di Lorenzo et al., 2008). A positive PDO

pattern, which is associated with a strengthened Alaskan gyre, is

correlated to increased coastal upwelling between 38°N and 48°

N (Chhak and Di Lorenzo, 2007; Di Lorenzo et al., 2008).

On top of these basin-scale patterns, marine heatwaves

(MHWs) in the Eastern Pacific Ocean also contribute to

interannual variations. MHWs are a result of decreased surface

cooling in the Gulf of Alaska and decreased equatorward Ekman

transport due to an atmospheric ridge (Di Lorenzo and Mantua,

2016; Capotondi et al., 2019). For example, during the winter of

2013, the MHW termed the “Blob” (Bond et al., 2015) was

observed in the North Pacific and moved onto the shelf from

Sep-2014 until Mar-2015, increasing SST more than 1.5 °C at the
A B

C

FIGURE 1

(A) Estuaries in the PNW where eelgrass (Zostera marina) is present, including our study area (Coos Bay). The Stonewall buoy is also shown as a
black circle. (B) Water temperature at the Stonewall buoy with the climatological mean calculated for 2004-2014 (black) and the daily averaged
values with a 30-day low pass filter (blue). (C) Basin scale indices (water temperature anomaly): Oceanic Niño Index (ONI; gray area), North
Pacific Gyre Oscillation (NPGO; red line), and Pacific Decadal Oscillation (PDO; blue line).
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Stonewall buoy (Figure 1B). Positive anomalies (>1.5 °C) were

observed at Stonewall again from Jul-2015 to May-2016 related

to a second marine heatwave (Di Lorenzo and Mantua, 2016;

Gentemann et al., 2017). Anthropogenic global warming is

resulting in increased temperatures as well, which are

predicted to increase stratification and reduce availability of

nutrients higher in the water column, akin to the variations

observed during El Niño years (Schneider, 1993; Di Lorenzo

et al., 2009; Barnard et al., 2017). During 2014–2016, when the

Coos Estuary showed anomalously warm waters (Shanks et al.,

2020), the Equatorial Pacific was anomalously warm due to an El

Niño event (Jacox et al., 2016), while MHWs were present on the

PNW continental shelf.

The seasonal patterns in the continental shelf hydrodynamics

influence the ecology of the PNW ocean and estuaries. For

example, many local fish and invertebrates spawn in the winter

to ensure the retention of pelagic eggs and larvae nearshore

(Logerwell et al., 2003; Bi et al., 2011; Shanks et al., 2020). Plants

are also influenced by the seasonal patterns in temperature. For

example, eelgrass (Zostera marina) carries fewer leaves in the

winter, while in the summer, they present a greater number of

longer and thicker shoots (Phillips et al., 1983). This marine

flowering plant forms broad meadows in intertidal and shallow

subtidal flats, as well as fringe meadows on steeper shorelines,

hence specific genotypes are selectively adapted to different

habitats and environmental stressors (Phillips, 1984; Hessing-

Lewis et al., 2011). Thom et al. (2003) showed the greatest

densities of eelgrass in the Coos Estuary, OR, were found in the

most marine-influenced sites. These sites had a smaller seasonal

temperature range, while the stations further away from the

mouth of the estuary were subjected to broader temperature

ranges, higher turbidity, and lower salinity.

Many environmental parameters, outside a specific species-

dependent range, can cause stress on the fauna and flora of

estuaries, including salinity, water temperature, turbidity, light

availability, air temperature, water velocity, and nutrient levels

(Thom et al., 2003; Echavarria-Heras et al., 2006; Lee et al., 2007;

Nejrup and Pedersen, 2008; Kaldy, 2012; Kaldy, 2014; Salo and

Pedersen, 2014; Basilio et al., 2017; Daly et al., 2017; Magel et al.,

2022). For example, declines in eelgrass populations have been

observed in the PNW and were related to increased water

temperatures after the 1997-1998 El Niño event (Thom et al.,

2003). Water temperatures above 25°C can significantly reduce

photosynthetic and respiration rates (Nejrup and Pedersen,

2008; Gao et al., 2017; Beca-Carretero et al., 2018), inhibit leaf

growth (Zimmerman et al., 1989), as well as increase

susceptibility to eelgrass wasting disease (Kaldy, 2014; Groner

et al., 2021). As a response to warm seasons, Z. marina may

respond by reproducing sexually through the production of

flowers and seeds (Lee et al., 2007). These seeds can also be

affected by temperature by changing the size and chemical

composition (Jarvis et al., 2012; Delefosse et al., 2016), and if
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the temperature stress is perennial, the eelgrass beds may not be

able to survive (Jarvis et al., 2012).

Here, we study the seasonal and interannual variability of

water temperature within the Coos Estuary to explore its links

with a recently observed decrease in eelgrass abundance. Using

long-term observations, we evaluate the impact of the ambient

ocean conditions, river discharge and atmospheric heat flux on

the water temperature in the estuary. Our observations show

that temperature varies locally and seasonally across specific

regions of the estuary, much like the observed eelgrass declines,

and is driven by a combination of basin scale variability and local

conditions dictated by the strongly-forced estuary.
Study area

The Coos Estuary is located inshore of a narrow continental

shelf south of Stonewall Bank (Hickey and Banas, 2003) and is

the second largest estuary in Oregon in terms of area and volume

(Figure 1). Water temperatures inside the Coos Estuary are

significantly correlated with continental shelf values as measured

by the Stonewall buoy (Strub et al., 1987; Miller and Shanks,

2004; Huyer et al., 2007). At the Stonewall buoy, temperature

shows a seasonality related to the CCS: equatorward winds drive

cold upwelled waters towards the coast during the summer,

while during the winter southward winds produce downwelling

accompanied with warmer waters. On top of this seasonality,

several warm-water events have been registered at the Stonewall

buoy, including El Niño events which produce 1-2°C anomalies

(Huyer et al., 2002; Peterson et al., 2017) and MHWs, which in

2014 produced an anomaly of 7°C in 1 hour at the Stonewall

buoy (Gentemann et al., 2017; Shanks et al., 2020). These ocean

conditions set the boundary conditions at the mouth of PNW

estuaries and can travel up-estuary at a rate on the order of 10

km d-1, at least in the case of Willapa Bay (Hickey and

Banas, 2003).

The propagation of oceanic signals into an estuary is

produced by a combination of baroclinic, barotropic and

diffusive processes, which depend on the geometry, depth, and

forcing of each system. The main channel of the Coos Estuary

(Figure 2) is annually dredged from the mouth to 24 km up-

estuary near the Coos River entrance, to maintain 11 m of depth

and 91 m of width (Eidam et al., 2020). Adjacent tidal flats, inlets

and sloughs branch out of the main channel; these shallow areas

range between 0.5 m above MLLW to 1.0 bellow MLLW of

depth, extend approximately 15 km2 and provide the primary

habitat for Zostera marina (Emmett et al., 2000; Groth and

Rumrill, 2009; Eidam et al., 2020). The main source of freshwater

is the South Fork Coos River in the eastern portion of the estuary

(Figure 2), which has a total discharge that ranges from 2 to 800

m3 s-1, with maximum peaks related to winter storm events.

Additionally, there are numerous other sources of freshwater,
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FIGURE 2

The Coos Estuary, showing bathymetry in meters below mean sea level (colored contours) and the location of water quality monitoring stations
(black triangles), meteorological stations (red triangle), tide gauge (blue circle), freshwater sources (green circles), and eelgrass stations (red
diamonds). Black numbers refer to distance (in km) from the mouth along the thalweg; blue numbers show distance (in km) from the
intersection of South Slough with the main estuary.
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including the Winchester, Elliot and Joe Ney Creeks that feed

into South Slough. South Slough is a shallow sub-estuary that

trends southward about 3 km from the mouth of the main

estuary, has a natural depth of 5 m in its un-dredged sinuous

channel, and is home to the South Slough National Estuarine

Research Reserve (SSNERR), which collects water quality and

eelgrass data throughout the entire estuary.

The subtidal estuarine exchange flow in the Coos Estuary is

relatively constant throughout the year as it is dominated by

tides, with a small secondary increase in winter as river discharge

ramps up (Conroy et al., 2020). The main semidiurnal tidal

constituent, M2, height amplitude is 0.8 m, with mean tidal

currents of 1 m s-1 resulting in a tidal excursion of 14 km

(Baptista, 1989). Sutherland and O’Neill (2016) showed that the

Coos Estuary has characteristics of a salt-wedge during high

river discharges, a well-mixed estuary during low discharges, and

a partially-mixed estuary during moderate discharge times. They

also found that, as in other estuaries in the PNW, Ekman-driven

upwelling moves high-salinity, low-temperature, low-oxygen
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waters into the estuary (Sutherland and O’Neill, 2016).

Though estuaries are expected to be exporters of nutrients

(e.g., Roegner et al., 2002; Roegner et al., 2011), Roegner and

Shanks (2001) found that the Coos Estuary, specifically the

seaward portion of South Slough, is an importer of nutrients

in the summer, due to the close proximity of the coastal ocean.

Eelgrass, which plays a key role in the coastal zone

worldwide (Phillips, 1984; Hosack et al., 2006; Lee and Brown,

2009), has decreased in abundance in PNW estuaries (Magel

et al., 2022), including the Coos at one annually-sampled site. In

the Coos, eelgrass is spatially variable, and estuary-wide eelgrass

presence has been obtained through aerial photography and

high density lidar intensity images from 2005 and 2016 with the

aid of the US Environmental Protection Agency (EPA) and the

Pacific Marine and Estuarine Fish Habitat Partnership (PMEP),

respectively (Clinton et al., 2007; Sherman and DeBruyckere,

2018). In May 2005, false color, near-infrared aerial photography

(Supplementary Figure 1A) revealed high eelgrass density in the

Coos Estuary covering 24x106 m2 of total area. Higher density is
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observed in locations closer to the mouth of the estuary, where

colder more saline oceanic waters flood the tidal flats (Thom

et al., 2003). In July 2016, airborne, multispectral imagery was

collected over Coos Bay that led to map of presence/absence of

eelgrass beds (Supplementary Figure 1B). This 2016 survey

revealed a decrease of eelgrass-covered area in the Coos

Estuary, with higher presence in the main channel than in

South Slough (Supplementary Figure 1B), despite the

proximity of the sub-estuary to the mouth of the estuary and

influence of coastal waters (Raimonet and Cloern, 2017).

Previously, Thom et al. (2003) showed that stations in the

Coos Estuary closer to the mouth had higher values of eelgrass

density (100–200 shoots per m2) related to the influence of

oceanic, low-turbidity waters, while stations farther away from

the mouth of the estuary had smaller density, related to

increased turbidity due to the input of freshwater. A similar

result was found across multiple PNW estuaries by Magel et al.

(2022). Thom et al. (2003) also suggested that eelgrass decline

was correlated with anomalously warm waters during the 1997–

1998 El Niño; the degree to which this happens again between

2014-2016 is the subject of this study (Figure 1). However,

despite the proximity of South Slough to the mouth of the

estuary, the spatial signature of eelgrass declines between 2005

and 2016 reveals that a simple picture of proximity to the ocean

leading to loss does not hold, i.e., other factors influencing

temperature along and across the estuary must play a role.
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Methods

Environmental conditions

We obtain water property, sea level, river discharge and

meteorological conditions from several monitoring stations

located in the estuary (Figure 2 and Table 1). Inside South

Slough, the Charleston Bridge, Valino Island and Winchester

Arm stations are telemetered to provide near real-time data

access by SSNERR (http://nvs.nanoos.org). Temperature,

salinity and various other parameters, are measured

automatically every 15 minutes at all stations (Figure 3). The

instruments are maintained monthly to limit biofouling by

SSNERR (NOAA National Estuarine Research Reserve System

(NERRS), 2020).

Meteorological data were obtained from stations both offshore

and on land. Offshore wind data, taken to be representative of

upwelling or downwelling conditions at the coast, are from the

NOAA Stonewall Bank buoy (Figure 1), approximately 120 km

north of the estuary. We use hourly wind data to calculate the

along-shore north-south component of wind stress (Large and

Pond 1981), given the wind speed at the height above ground

from each station (Table 1). Surface water temperatures were also

obtained from the Stonewall buoy at hourly intervals. On land,

wind velocity data were extracted from a meteorological station at

the North Bend Southwest Oregon Regional Airport (Table 1,
TABLE 1 Information on oceanographic and meteorological stations analyzed in this study.

Station Institution Date range Water depth/height (m) Distance from mouth (km)

Eelgrass sampling stations

Collver Point SSNERR 2004–present Intertidal 4.5

Valino Island SSNERR 2004–present Intertidal 6.3

Hidden Creek SSNERR 2010–present Intertidal 8.8

Danger Point SSNERR 2004–present Intertidal 9.9

Water quality stations (water temperature, salinity)

Charleston Bridge (CH) SSNERR 2002–present 4.0 / 0.5 3.0

Valino Island (VA) SSNERR 1999–present 2.4 / 0.5 5.6

Winchester Creek (WI) SSNERR 1995–present 1.1 / 0.5 7.1

Empire Docks (EMP) CTCLUSI 2011–2014 6.0 / 0.5 6.9

North Spit BLM CTCLUSI 2008–2016 10.5/0.5 8.2

KoKwel Wharf (Coquille) Coquille Indian Tribe 2013–2017 19 18.6

Sea level from tide gauge

Charleston #9432780 NOAA 1991–present 3.0 / – 3.0

Meteorological stations (wind, air temperature)

North Bend airportWBAN #24284 NOAA 1949–present 5.1 (elev.) 12.5

Stonewall buoyNDBC #46050 NOAA - NDBC 1991–present 3.8 (elev.) 147.5

River gauge station

South Fork of Coos River. St.#14323600 Coos Watershed Association 2003–present 44 (elev.) 49

Winchester Creek Coos Watershed Association 2010–2011; 2015–present 3.5 m (depth of channel) 10.8
Locations shown in Figure 1. Instrument height above bottom is shown, as depths change tidally.
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location shown in Figure 2). The North Bend airport also provides

air temperature, relative humidity, barometric pressure, total solar

radiation and precipitation.

River discharge data from the South Fork Coos River gauge

(Figure 2 and Table 1) from 2003 to present were used as a proxy

for the variation in freshwater input to the estuary. Additionally,

there are river discharge and water temperature data at

Winchester Creek, the main source of freshwater entering the

landward end in South Slough, available from 2011 and 2013-

2016 (Figure 2 and Table 1). Hourly tidal height time series were

obtained from a NOAA tide gauge in Charleston (Figure 2

and Table 1).
Heat budget

We use a heat budget approach to determine the total heat

content of the volume of water of the estuary, from heat fluxes

through the volume boundaries (Smith, 1983; Stevenson and

Niiler, 1983). Here, we explore the heat budget of the Coos

Estuary qualitatively, using a simplified heat budget for a shallow

and vertically well mixed estuary,

∂Tav

∂ t
+ uav

∂Tav

∂ x
+ Residual =

Q0

rCph
(1)

where Tav and uav. are depth-averaged temperature and

along-estuary horizontal current, respectively. We neglect

several terms in the full heat budget, which are contained in
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the “Residual” term in Eq. 1 and are described next. Since surface

to bottom differences in temperature in the Coos Estuary are out

of phase with sea level differences, as well as with velocity

(Roegner and Shanks, 2001; Conroy et al., 2020), we can

assume heat divergence and entrainment are small. We also

neglect the vertical heat flux through the sediment at the bottom,

given the turbidity in the estuary as well as the amount of

vegetation that both reduce the exchange of heat between the

sediment and the water (Evans et al., 1998; McKay and

Iorio, 2008).

This simplified heat budget, then, contains four terms: the

heat storage, the along-estuary advective heat flux divergence,

the residual term which includes the neglected terms, and on the

right-hand side (RHS), the atmospheric heat flux. The storage of

heat in the water column (first term in Eq. 1), is a partially

measurable variable, since the measurements are obtained at a

single depth (0.5 m). However, Sutherland and O’Neill (2016)

show that in most of the profiles along the estuary, temperature

isolines are nearly vertical, indicating well-mixed conditions.

Hence, we assume that the point measurements represent the

water column, though this assumption is most uncertain during

high discharge (Sutherland and O’Neill, 2016).

The heat flux term is Q0 which is the net surface heat flux, r
is density averaged over the water column and Cp is the specific

heat of sea water, both calculated as a function of temperature

and salinity, and h is the time-varying water depth. Q0 may be

decomposed into the incoming solar short-wave radiation,

outgoing longwave radiation, latent heat exchange due to
FIGURE 3

(A) Eelgrass density at 4 stations in South Slough. The 2004-2014 climatology for Valino is shown in broken green line. (B) Long-term
hydrographic characteristics at 4 SSNERR stations, Charleston WQ (blue), Valino WQ (thick green), Winchester WQ (red) and the Stonewall buoy
(black), showing low-pass filtered water temperature over 2014–2018. (C) same as in (B) but for salinity. (D) Air temperature at the North Bend
Airport meteorological station (black) and South Fork of the Coos River discharge (gray). For locations, see Figure 2.
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evaporation or condensation, sensible heat exchange at the

surface and heat exchange due to precipitation (assumed here

to be negligible). Shortwave and longwave radiation, were

obtained from the NCEP-NCAR Reanalysis (Kalnay et al.,

1996) at the land location closest to the Coos Estuary (123.75°

W, 44.7611°N). Sensible and latent heat fluxes are estimated

using bulk formulae from the MATLAB Air-Sea toolbox

(https://github.com/sea-mat/air-sea), using the water quality

parameters at Valino WQ and the meteorological observations

at the North Bend airport.

The second term in Eq. 1 represents the horizontal advective

flux divergence of heat past a point in the along-estuary

direction. We assume the across-estuary advective heat flux

divergence is small, since the across-channel velocity is 2

magnitudes smaller than the along-estuary component

(Roegner and Shanks, 2001; Conroy et al., 2020). Hence, it is

included in the “Residual” term of Eq. 1. We calculate the along-

estuary advective component of the heat budget by assuming

that the heat storage (first term in Eq. 1) minus atmospheric heat

flux (RHS in Eq. 1), is dominated by the along-estuary advective

heat fluxes plus the residual. These horizontal heat flux

divergences depend on the temperature gradient and velocity,

which change due to the influence of the oceanic and riverine

end-members.
Eelgrass (Zostera marina) in the
Coos Estuary

Changes in the environmental conditions of an estuary have

been observed to modify the seasonal trends of Zostera marina

(Table 2). Due to the observed response of Z. marina to

temperature, salinity and turbidity (Table 2), we use eelgrass

as a proxy of response to environmental stressors in the Coos
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Estuary. The availability of observations and the importance of

eelgrass to the ecosystem here and worldwide (e.g., Short and

Coles, 2001) make it a critical species to examine. Table 2

synthesizes the current literature on temperature, salinity and

turbidity on eelgrass density in estuaries in the PNW. Generally,

warmer waters and waters with salinity outside an optimal range

stress the eelgrass along the west coast. Although sediment also

plays a role in eelgrass health, it is beyond the scope of variables

we explore here.

SSNERR surveys eelgrass in the Coos Estuary, including

quarterly to annual monitoring of percent cover, shoot density,

canopy height and flowering shoot counts at 4 locations in South

Slough (Table 1). Collver Point, Valino Island, Hidden Creek,

and Danger Point, are sampled using SeagrassNet and NERRS

biomonitoring protocols (Short et al., 2006). Eelgrass

characteristics are sampled at 0.25 m2 quadrats along

permanent transects during low tides (Supplementary

Figure 2). From 2004 to 2015, Valino Island transects

contained 12 plots, and from 2016 to present 6 plots were

added to the low and mid transects for a total of 18 plots.
Climatology and statistics

In order to compare the oceanographic and meteorological

conditions of the Coos Estuary between 2014-2016 with the

years before the observed eelgrass decline, we used the available

data from 2004-2014 to calculate daily averages and standard

deviations. Once the daily climatology was calculated, event-

driven variability was filtered out by using a low-pass 30-day

filter. Correlations between time series were calculated at

different time lags, with significance level of 95%, using the

large N (number of observations) approximation r̂ crit(a ,  N) =
qt (

a
2 ,N−2)
ffiffiffi

N
p , where qt refers to the Student’s-t distribution with N-2
TABLE 2 Temperature, salinity and turbidity optimal physiological values and thresholds for the survival of Zostera marina in the Pacific Northwest.

Parameter Optimal
values

Threshold Location Season/
Month

Source

Temperature 10–20 °C >18 °C Coos Bay, OR July-August
(1998-2001)

(Thom et al., 2003)

16–19.1 °C >18 °C Willapa Bay, WA July-August
(1998-2001)

(Thom et al., 2003)

15–23 °C >25 °C (stressful) >30 °C (lethal) Yaquina Bay, OR (collected) In lab (Kaldy, 2014)

15.4–24.2 °C >32 °C Puget Sound, WA (Phillips, 1984; Thom et al., 2018;
Thom & Albright, 1990)

1.5 – 2.5 °C above normal San Diego, CA (Johnson et al., 2003)

Salinity 24.5–32.1
psu

Coos Bay, OR July-August
(1998-2001)

(Thom et al., 2003)

13.3–29.2
psu

Willapa Bay, WA July-August
(1998-2001)

(Thom et al., 2003)

Turbidity or
Irradiance

limited to substrates where at least 1% of
the incident light remains

South Oyster Bay, Long Island
Sound, New York

(Phillips, 1984)
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degrees of freedom, and a s the lower-tail confidence region, in

our case 0.05. The water-year climatological cumulative river

discharge was calculated from October 1st to September 30th,

from 2004 to 2014. We define dry conditions in the estuary to be

values below 95% of the climatological cumulative

discharge value.
Results

Climatological environmental conditions
in the Coos Estuary

Water temperature and salinity levels in the Coos Estuary

are influenced by the atmosphere (wind and heat fluxes),

ambient ocean conditions, and river discharge (Figure 3).

During the winter, storms produce enhanced northward winds

locally over the estuary (Figure 4). These same storms bring rain,

increasing river discharge into the estuary episodically

(Figure 4). Over the climatological period examined here

(2004-2014), river discharge between November and May

reached an average of 32 m3 s-1 (although peaks in distinct

years show much higher individual event magnitudes), after
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which is a dry period between June and October, where the

average discharge decreased by an order of magnitude to 3.2 m3

s-1 (Figure 4D). The average water-year cumulative discharge

calculated for the South Fork Coos River is 6330 m3 s-1. In a

typical year, 90% of this cumulative discharge is accumulated

between November and April.

During the dry summer, air temperature reached maximum

values of 15.2°C at the North Bend airport station, while in

winter, values below 7 °C were recorded (Figure 4C). Outside the

estuary, water temperatures at the Stonewall buoy location

(Figure 4B) showed a similar pattern of seasonal variability:

during the summer, temperatures increased, averaging 13 °C,

albeit with event-driven decreases in temperature between July

and September when upwelling brings colder waters to the coast.

During the winter, colder water temperatures were observed at

Stonewall, averaging 10 °C, and related to wintertime

atmospheric heat loss.

Subtidal data from the Coos show that estuarine temperature

is strongly correlated to the temperature variability on the

nearby continental shelf (ocean end-member), but the

correlation weakens with distance from the mouth

(Supplementary Figure 3). Additional spatial variability is

induced by the heterogenous input of freshwater: the main
B

C

D

A

FIGURE 4

Environmental conditions outside the estuary during 2013-2017. (A) Daily averages with a 30-day low pass filter of North-South wind stress (N m-2)
from the North Bend Airport meteorological station (red lines) showing 2004-2014 climatological mean calculated for 2004-2014 (thick black lines),
thin black lines show ±1 standard deviation. Vertical red bands show periods in which water temperature at Charleston WQ is 1 standard deviation
above the 2004-2014 climatology (Figure 6). Vertical gray bands show periods in which eelgrass density at Valino is at least 1 standard deviation
below the 2004-2014 climatology. (B) same as (A) but for surface water temperature (°C) at the Stonewall buoy, (C) same as (A) but for air
temperature (°C) at the North Bend Airport meteorological station, (D) same as (A) but for South Fork Coos River discharge (m3 s-1).
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estuary receives the largest magnitude sources of river water

(>10 freshwater sources) while South Slough has fewer sources

with relatively smaller magnitudes (374 m3 s-1 for the entire

estuary, 8.8 m3 s-1 for South Slough).

Inside the estuary, the 2004-2014 temperature climatology

shows maximum values between July and October (Figure 5),

which coincides with the highest air temperature values

(Figure 4C) and reduced freshwater input (Figure 4D). The

highest water temperatures were observed in stations further

away from the mouth (KoKwel, 18 °C; and Winchester, 18.4 °C)

during this season (Figure 5). Salinity was also high during the

dry summer period with maximum values at the station closest

to the mouth (Charleston, 29.2 psu). Winchester Creek data

(Figure 6) showed that river temperature increases during the

summer, yet remains ~2 °C cooler than both the Valino and

Winchester locations in the estuary. At the end of the dry period,

before freshwater increases, Charleston WQ (station closest to

the mouth of the estuary) registered temperatures up to 3.5 °C

colder and 9.6 psu saltier than Winchester WQ (station furthest

up-estuary in South Slough), due to the influence of upwelling

on the coastal ocean. Valino WQ (station located mid-estuary in

South Slough) also registered the influence of cold salty upwelled

waters, while Winchester WQ and Winchester Creek

temperature continued to increase (Figure 5).

The rainy period, from November to March, was

characterized by colder waters in Winchester Creek (Figure 6F).

During this season all stations had similar temperatures

(Figure 5), with even lower peaks during increases in discharge

(Figure 4B). Due to the increase in freshwater input, salinity

decreases, with lowest values in the stations closest to the river
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mouths (Winchester and KoKwelWharf, and the eelgrass stations

of Danger and Hidden). Despite KoKwel Wharf being closer to

the input of freshwater from Coos River, temperature is slightly

higher than BLM (10.2 °C, Figure 5). Long time series for the

EMP, BLM, and KoKwel Wharf WQ stations are not available.

However, existing data from 2013-2016 (Figures 6A–C) shows the

strong seasonal pattern of temperature and salinity in these

stations within the main channel. Salinity is highest at EMP, the

station closest to the mouth, while KoKwel Wharf (closer to the

main freshwater source) responds with greater amplitude

variations to storm events (i.e., much fresher during February).
A few stressful years

A combination of anomalous atmospheric and oceanic

processes occurred in the PNW from late 2013 until 2017:

during the winter of 2013, “The Blob” was observed in the

North Pacific due to a high-pressure system, moving onto the

shelf from Sep-2014 until Mar-2015, increasing sea surface

temperature more than 1.5 °C, i.e., the eelgrass threshold

(Figure 1B). At the end of 2014, a strong El Niño event was

registered in the Equatorial Pacific (up to 2.6 °C anomalies by the

end of 2015, Figure 1C), influencing the PNW with warm

anomalies of more than 1.5°C from Jul-2015 to May-2016,

with additional input of heat due to another marine heatwave

(Figure 1B). These anomalies would exceed the temperature

stress threshold for eelgrass in the PNW (Table 2).

The persistent high-pressure also impeded the arrival of

winter storms in 2013-2014, reducing river discharge and
FIGURE 5

Spatial distribution of temperature (top plots) and salinity (bottom plots) 2004-2014 climatology derived at stations inside the Coos Estuary
during Winter (left), Summer (middle) and Upwelling (right) time periods. Blue numbers refer to distance (km) from the mouth along the thalweg
in the main channel and along the channel in South Slough.
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increasing air temperature at the estuaries in the PNW (Wang

et al., 2014). During the winter of 2013-2014, the PNW

experienced drought conditions reflected in the below-average

water-year cumulative discharge at the South Fork Coos River

location: 3240 m3 s-1 during 2013, and 4750 m3 s-1 during 2014,

only 50% and 71% of the 2004-2014 climatological cumulative of

6330 m3 s-1, respectively (Figure 4D). Lower river discharge is

also related to the higher-than-average salinity during 2013 and

2014 (Figure 7). During this warm period, the Coos Estuary

experienced extended time periods with water temperature ≥1.5°

C than the mean: Charleston WQ registered 107 of the

anomalously warm days during 2014, 116 days in 2015 and

146 days in 2016 (Supplementary Figure 4, calculated using the

low-pass filtered data). The intrusion of anomalously warmer

water in the Coos Estuary is especially noticeable during the Fall

and Winter of 2014–2016 (Figure 6). In fact, of the days ≥1.5 °C

the mean, 80% occurred during the winter months of October to

December. In Oct-2014, water temperature registered 1 standard

deviation above the mean at KoKwel Wharf, Charleston, Valino

and Winchester, until the following Apr-2015. From Jul-2015

until May-2016, anomalously warm waters were again observed,
Frontiers in Marine Science 10
117
with only short periods within 1 standard deviation of the mean.

Despite the proximity of Valino WQ and Winchester WQ to the

ocean boundary (5.6 and 7.1 km respectively, Figure 2), these

stations showed a greater number of days with temperature

anomalies above 1.5 °C in 2013-2016 compared to other water

quality stations at similar or greater distance (Supplementary

Figure 4), suggesting local estuarine dynamics are important.

Winchester Creek also showed waters 2°C warmer than its 2004-

2014 climatology in 2015, when discharge values were close to

normal (Figure 6F). These temperatures were close to the

estuarine water quality station at Winchester, during the rainy

winter season of 2015 (Figure 6F).
Heat budget in the Coos Estuary

The heat budget decomposition shows that heat storage

(Figure 8A) is very small with no seasonal pattern. The net

surface heat flux (Figure 8B),Q0 , decomposed into the incoming

solar short-wave radiation, outgoing longwave radiation, latent

and sensible heat exchange at the surface, is highest in the
B

C

D

A

E

F

FIGURE 6

Coos Estuary water temperature during 2013-2017, thick black lines show 2004-2014 climatological mean, thin black lines show +/- 1 standard
deviation, thin red line shows daily averages with a 30-day low pass filter. Red bands show periods in which water temperature at Charleston
WQ is 1 standard deviation above the 2004-2014 climatology (black line in Figure 6D). Gray bands show periods in which eelgrass density at
Valino is below the 2004-2014 climatology by one standard deviation. Correlation between Charleston WQ and the Stonewall buoy shown in
text (significance level = 0.04). (A) KoKwel Wharf, (B) EMP, (C) BLM, (D) Charleston, (E) Valino and (F) Winchester WQ and Winchester Creek
(blue). 18 °C eelgrass temperature threshold in broken black line for reference.
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summer and becomes negative in the winter, representing heat

loss. Shortwave and longwave radiation have the greatest

magnitudes, with values that fluctuate seasonally between 250

and 50 W m-2 (shortwave) and -90 and -50 W m-2 (longwave).

Sensible and latent heat, though smaller, also show a seasonal

pattern with positive values in July and August, related to wind

and the air-sea temperature difference. Compared to the 2004-

2014 climatology, Q0 during 2014–2016 was anomalously

positive (when data are available), mainly due to the

shortwave radiation from March to July in those years, and

parallels the anomalously high air temperature (Figure 4C).

The 2004-2014 climatology of along-estuary advective heat

flux divergence, which depends on the temperature gradient and

velocity, shows a strong seasonal pattern mostly in South Slough

(between Charleston and Winchester WQ stations, 4.1 km

apart), while the main channel (between Charleston and BLM

WQ stations, 7.3 km apart) shows a smaller seasonal gradient

(Figure 8). Stronger differences between Charleston and

Winchester are observed during the dry season (up to -7 °C in

late July), due to minimal river discharge and cooler upwelled

waters on the oceanic side. In the winter, positive values of ∂Tav
∂ x ,
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are observed in South Slough, when cooler river discharge closer

to Winchester WQ reduces temperature there (Figure 6D) while

the oceanic values vary relatively little. Water temperatures at

Valino are significantly correlated (r2 = 0.62) to the along-

estuary temperature gradient calculated here, with a change in

sign of ∂Tav
∂ x at 11.6 °C. Our data shows that during the dry

seasons of 2014–2016 (Figure 8D), the temperature gradient was

stronger (more negative, especially in 2015–2016), due to

warmer waters in the oceanic end member. This is observed in

both South Slough (r2=0.6, Stonewall warmer 43 days before

South Slough ∂Tav
∂ x ) and in the main channel. During the rainy

season, the temperature gradient is usually driven by increased

discharge due to storm events. In the estuary, discharge from the

Coos River increases 18 days before the along-estuary

temperature gradient changes sign to positive values at South

Slough ( ∂Tav
∂ x r2=0.6; Figure 4D). In 2013-2014, drought-induced

reduced river discharge (Figure 4) would have decreased the

advective export of water, while in 2014–2016 closer-to-normal

river discharge would have exported relatively warmer riverine

waters toward the mouth of the estuary (see winter of 2015

in Figure 6).
FIGURE 7

Coos Estuary salinity during 2013-2017, thick black lines show 2004-2014 climatological mean, thin black lines show ±1 standard deviation, thin
red line shows daily averages with a 30-day low pass filter. Red bands show periods in which water temperature at Charleston WQ is 1 standard
deviation above the 2004-2014 climatology (black line in Figure 6D). Gray bands show periods in which eelgrass density at Valino is below the
2004-2014 climatology by one standard deviation. Correlation between Charleston WQ and the Stonewall buoy shown in text. (A) KoKwel
Wharf, (B) EMP, (C) BLM, (D) Charleston, (E) Valino and (F) Winchester WQ.
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Quarterly variability of eelgrass in
South Slough

Quarterly eelgrass surveys at Valino Island since 2004 give

an unprecedented long-term view of eelgrass health in South

Slough (Figure 9). Valino Island showed mean (m) densities of 50
shoots per m2 (with standard deviations, s = 31), where

temperature ranged from 15.9 to 8.8 °C, and can be

considered the optimal range. Data from the Danger Point

site, furthest away from the mouth and surveyed much less

frequently, showed similar values (m = 54, s = 43). The closest

water quality station to Danger showed a broader temperature

(18.4 – 7.4 °C) and salinity range (21 – 6 psu at Winchester).

Two other sites at Collver Point and Hidden Creek, showed

lower eelgrass densities (m= 32, s= 14; m= 11, s= 17) throughout

the available years. Due to the timing of sampling only once per

quarter, assessing the seasonal trend is impossible statistically.

Nonetheless, eelgrass in South Slough, as represented by the

Valino Island site, shows a robust seasonal pattern in mean

shoot density that typically increases in summer, and declines in

the fall/winter (Figure 3). Canopy height, number of flowering

shoots and percent cover displayed a similar seasonality (not

shown). Other eelgrass data collected by the Oregon Department

of Fish and Wildlife (ODFW SEACOR) and Oregon State

University, provide assessment of eelgrass in the Coos Estuary

in scattered locations throughout the estuary during 2015–2018.
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These stations show higher values of eelgrass density (60-326

eelgrass shoots per m2) compared to the South Slough stations

(Figure 9), through most of the surveys. These ocean-dominated

stations do not show a strong decline in eelgrass density during

the anomalous years, as that observed in the more estuarine-

dominated South Slough.

During 2013–2014, Z. marina phenology at Valino Island

followed the expected seasonal pattern (Figure 3A): low percent

cover and density in the winter months, with density of 54

shoots per m2 during the Nov-2013 survey. In summer 2014,

high productivity was registered at Valino Island, with a value of

78 shoots per m2. By Apr-2015, however, eelgrass density

decreased to significantly lower than the long-term mean (33

shoots per m2), after the warming of estuarine waters during the

previous fall and winter (Figure 6). Beyond the seasonal high of

Jul-2015 (44 shoots per m2), density remained very low with

values around 5 shoots per m2 through to present day. This

decay was not only observed in the density, but in the height of

the canopy and the total percent cover. The other eelgrass survey

sites at Collver Point, Danger Point, and Hidden Creek, also

show low density, canopy height, number of flowering shoots

and percent cover in the annual survey during this period (June-

July 2016). Of these stations, only Collver, the most marine

station, seems to recover with densities of 20 shoots per m2 (Jun-

2021). Surveys from stations outside of South Slough, show a

small decrease yet not as large in magnitude or as long-lasting as
B
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FIGURE 8

Heat budget components in the Coos Estuary during 2013-2017. (A) Heat storage in South Slough (blue) and the main channel (red).
(B) Atmospheric heat flux using data from the Valino water quality station. (C) Residual + Advective heat flux (Heat storage minus Atmospheric
heat flux), and (D) Along-estuary temperature gradient in South Slough (Charleston to Winchester) in blue and in the main channel (Charleston
to KoKwel Wharf) in red. Positive ∂Tav/∂x indicates that the station closest to the ocean is warmer than the station furthest up-estuary. Red
bands show periods in which water temperature at Charleston WQ is above the 2004-2014 climatology +1 standard deviation (Figure 6). Gray
bands show periods in which eelgrass density at Valino is below the 2004-2014 climatology by one standard deviation.
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at Valino Island, where a decay from 170 to 90 eelgrass shoots

per m2 was observed from Feb-2015 to Jul-2016 (Figure 9).
Discussion

Water quality, river discharge, air temperature, and wind

stress data all demonstrate the strong seasonality in the Coos

Estuary that mimics the larger scale CCS patterns (Figure 3).

Warmer, saltier estuarine characteristics are observed between

April and June, after which upwelling-favorable conditions

produce cold, saltier waters at the ocean boundary, which

finally transition to rainy, fresher and colder conditions in the

estuary due to increased precipitation and reduced solar input.

This seasonality is affected by interannual variations of the

surrounding atmosphere and ocean, which modulate the

estuary on all its boundaries, i.e., from the ambient ocean

waters at its mouth, the river discharge input, and the

atmospheric heat fluxes on its surface. However, the results do

indicate that there is significant spatial variability in how the

estuary responds to these larger-scale interannual variations due

to local bathymetry and geometry constraints. For example,

during the warmer years of 2014-2016, the up-estuary stations

in South Slough (Valino, Winchester) are relatively warmer for

extended periods of time compared to stations that are further

away from the mouth in the main channel (e.g., BLM, KoKwel).

This disparate response to environmental forcing may stress

species, such as eelgrass, which occupy distinct regions of the

estuary. By disentangling the impact of the temporal variations

in estuarine water forcing with spatial factors (e.g., depth and

distance from the mouth), we provide a framework to discuss

how changing estuarine conditions might stress organisms

differentially. We start by 1) examining changes outside the
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estuary at the basin scale, then move into 2) along-estuary

gradients and spatial variability in hydrographic conditions

before considering 3) long-term temporal variability due to the

expected future warming under anthropogenic climate change.

Finally, we examine the dramatic eelgrass decrease observed

within the Coos Estuary in the context of the temperature

variability described above.
Basin scale variability

Though many organisms grow in wide temperature ranges, a

persistent anomaly may stress species such as eelgrass beyond

recovery (e.g., >1.5 °C above normal, Table 2). During the winter

of 2013–2014, the PNW experienced drought conditions, related

to a persistent atmospheric high-pressure ridge linked to

variability in the North Pacific Oscillation (Figure 1), a known

precursor of El Niño conditions (Wang et al., 2014; Di Lorenzo

and Mantua, 2016). The high-pressure also affected the arrival of

winter storms in the PNW, resulting in the below-average water-

year cumulative discharge in the Coos River (Figure 4D) and

increased air temperature in the Coos Estuary in 2013-2014

(Figure 4C). This combination produced anomalously warm

water temperatures during 2014 in the Coos Estuary. During the

winter of 2013, the “Blob” was observed in the North Pacific and

moved onto the shelf from Sep-2014 until Mar-2015, increasing

SST more than 1.5 °C eelgrass threshold at the Stonewall buoy.

Positive anomalies (>1.5°C, Figure 1B) were observed at

Stonewall again from Jul-2015 to May-2016 related to a

second marine heatwave (Di Lorenzo and Mantua, 2016).

During the El Niño event in 2015 SST anomalies of 4 °C

where registered at the Stonewall buoy, with maximum

anomalies between Nov-2015 and Jan-2016. This El Niño
FIGURE 9

Density of eelgrass (number of shoots m2) until present for all eelgrass measurements from stations shown in Figure 2B and Supplemental
Figure 1B. Stations are colored by general areas: purple to green = South Slough, yellow to pink = main channel. Connected symbols
correspond to the stations shown in Figure 3A.
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event increased the likelihood of storms and precipitation in the

PNW, increasing river discharge at the Coos River, as registered

during 2015-2016 (Alexander et al., 2002; Goodman et al., 2018).

This atmospheric connection also reduces upwelling-favorable

winds which would normally bring colder waters during the late

summer to the Coos Estuary (Capotondi et al., 2019).

Though the El Niño conditions can have a strong impact on the

PNW, observational and modelling efforts (Jacox et al., 2016)

indicate that the temperature anomalies observed on the

continental shelf (Figure 1B) were mostly related to the marine

heatwave. At the Stonewall buoy, the combination of these basin-

scale processes increased water temperature (>1.5°C warmer than

the 2004-2014 climatology) during the fall and winter of 2014, 2015

and slightly during 2016 (Figure 4B). The warm anomalies slightly

decreased during the upwelling seasons of each year but picked up

again after the winds started to relax (Figure 4A). These anomalies

were observed in estuaries from San Francisco Bay (up to 3°C,

Cloern et al., 2017), to Puget Sound (up to 1 °C, Jackson et al., 2018).

In the Coos Estuary, anomalies up to 2°C were observed in

Charleston, 3 km from the mouth, in March-2015. Increased

water temperature at the ocean boundary will increase the heat

that can be advected into the estuary and alter the along-estuary

temperature gradient.
Along-estuary differences in temperature

Water temperature and salinity levels in estuaries are

controlled by the interaction of advective fluxes, atmospheric

fluxes and exchanges with the ocean boundary at the estuary

mouth and the river boundaries at each freshwater input (Smith,

1983; Stevenson and Niiler, 1983). Our subtidal data highlights

the influence of the ocean end-member on temperature in the

estuary, which weakens with distance from the mouth due to the

impact of the river end-member. Additionally, the along and

across-estuary temperature gradients vary with depth, which is

set by dredging in the Coos and many other estuaries of the

PNW, though not within South Slough (Eidam et al., 2020).

Though tidal advection is a major factor in the Coos Estuary

(Conroy et al., 2020), South Slough shows greater temporal

temperature variability than the main channel, most likely due to

a combination of shallower channels (~5 m) and increased areas

of tidal flats (Sutherland and O’Neill, 2016). Dynamically, the

main channel stations are located farther seaward than the up-

estuary stations in South Slough, even though their physical

distances are closer. That is, if one accounts for the length of the

salinity intrusion over the main channel versus South Slough, the

Valino and Winchester stations would be located up-estuary of

any existing observation’s locations in the main channel. As

temperature increases beyond the climatology due to

interannual or climate variability, the storage and flux of heat

will change and affect the estuarine ecosystems.
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Our qualitative approach to the heat budget in the Coos

Estuary (Eq. 1) allows one to spatially and temporally fingerprint

the anomalously warm water due to interannual variability

during 2014-2016, and can be applied to other estuaries in the

PNW (Figure 1A). The analysis for the Coos Estuary highlights

the increased atmospheric heat flux in South Slough during the

marine heatwave in 2014-2015, due to the inverse dependence

on depth.

On top of the anomalous atmospheric heat flux during

2014–2016, the advective heat flux shows changes due to

variability of the along-estuary temperature gradient as well as

changes to along-estuary velocity. Our data shows that during

the dry seasons of 2014–2016 (Figure 8D), the temperature

gradient was stronger (more negative, especially in 2015–

2016), due to warmer waters in the oceanic end member

(Charleston – red bars in Figure 8). During drought years, a

decreased estuarine circulation could potentially increase

temperature inside the estuary. During normal river discharge

years, the ocean influx is greater, so if these ocean waters are

relatively warm that could also lead to an increase in

temperature within the estuary. As ocean temperature

increased in late 2014 on the ocean-end member, an

anomalous temperature gradient is observed in South Slough

(Figure 8), when Winchester Creek temperature increases

(Figure 6). In 2015-2016 the water-year cumulative discharge

was normal. A simple back-of-the-envelope calculation of the

second term in Eq. 1 using ∂Tav
∂ x requires speeds of 0.01 m s-1 in

South Slough. This speed can be estimated from observations by

dividing the river discharge by the estuarine cross-sectional area

of interest. We use available data from water-penetrating

airborne lidar survey (Conroy et al., 2020), to calculate the

area for a cross section near Valino, and a scaled river

discharge for the watershed area in Winchester, Joe Ney

Creek, Elliot Creek and John B. Creek (Figure 2). This

produces maximum speeds of 0.014 m s-1 in the winter,

confirming our advective flux calculations.
Long term variability

The combination of anomalously warm water in the PNW

with anomalously warm air temperature and advection of

riverine waters, produced anomalously warm estuarine waters

in South Slough during 2014–2016. These potentially stressful

years motivate the question if we can expect this combination to

occur more or less often in a warming climate. Observations

along the PNW coast (including the ones presented here) show

responses related to the large-scale climatic patterns (e.g., ENSO,

PDO and NPGO), where positive basin-scale temperature

anomalies led to increased temperature inside estuarine

systems (Johnson et al., 2003; Cloern et al., 2017; Jackson

et al., 2018). Climate model simulations suggest that in the
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future, an increased variance of the North Pacific Oscillation

(NPO) can be expected (Wang et al., 2014; Black et al., 2018;

Capotondi et al., 2019), which was the leading cause of the

marine heatwave (the Blob) and also connected to the 2013-2014

drought conditions in the PNW. El Niño events, correlated to

higher temperature and sea level in the PNW are also expected

to occur more often in the future (Wang et al., 2014; Di Lorenzo

and Mantua, 2016). El Niño events have also been correlated to a

more intense downwelling and later onset of summer upwelling

in the PNW both of which would produce warmer temperatures

in the ocean end-member (Frischknecht et al., 2015).

Additionally, it is still unclear whether river discharge will

increase or decrease with climate change in the PNW, most

models agree that in South Slough, Yaquina, Willapa and

Coquille estuary, higher discharge is expected in October and

November, while lower discharge is expected in July and August

(Steele et al., 2012), moving the dry period in these estuaries

earlier in the year, similar to that observed in 2014–2016.

The temperature time series here, focused on the last decade,

can hint at what can be expected in the future. Traditionally, the

spring and fall transitions that mark the beginning and end of

upwelling season, respectively, also demarcate the arrival of

distinct transport pathways across the shelf, enhanced primary

and secondary production, and many other ecological processes.

These transitions have been changing in time over the past

century, in response to the ocean, river and atmospheric forcing

dictated to some degree by basin-scale processes and climate

change (Di Lorenzo et al., 2015; Black et al., 2018; Capotondi

et al., 2019). Given the importance of the estuarine temperature

gradient to the ecological health of South Slough and other PNW

estuaries, we develop a method similar to the upwelling index

produced by Pierce et al. (2006). That is, we find the day of the

year when the landward and shallowest station is warmer than

the most marine-influenced station (here that means the

Winchester to Charleston temperature gradient in summer)

and the day of the year in which this relationship reverses

(Winchester is colder than Charleston in winter, Figure 10A).

Figure 10B shows these “transition” days for all the years

available, as well as the Spring/Fall transition from Pierce et al.

(2006), calculated using daily upwelling indices, proportional to

alongshore wind stress at 45oN. This transition from spring to

fall index at 45°N shows a progression towards earlier upwelling,

leading to a stronger influence of the ocean in PNW estuaries

(Pierce et al., 2006). Due to the dependence of the temperature

gradient on discharge, we also define transition dates for the

Coos Estuary River discharge as greater and smaller than 3.2 m3

s-1 (average during dry season). Our 14-year-long time series

shows a similar pattern to the Spring Transition dates that mark

the beginning of upwelling season (r2 = 0.56), while the Fall

transition is delayed by 23 days in average (r2 = 0.54). Our data

also show that the end of the warming period in South Slough
Frontiers in Marine Science 15
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does not only depend on the oceanic conditions (which is

correlated with the Pierce index), but also on river discharge

(r2 = 0.47) and atmospheric forcing (r2 = 0.57). Hence, in a

future of warming climate, when large-scale oscillations are

expected to occur more frequently (Di Lorenzo and Mantua,

2016), an increase in the temperature in the estuaries of the

PNW, as well as an extended dry, warm season can be expected,

which will have large impacts on these ecosystems.

Increased estuary temperature due to climate variability is

widely documented (Nixon et al., 2004; Preston, 2004; Seekell

and Pace, 2011), yet the combination of intensified end-member

heat sources and their impact on the hydrodynamics is not as

well described. Our transition-day time series, though short and

not statistically significant ( ∂Tav
∂ x slope ≠ 0, r2 = 0.03), is

significantly correlated to the Pierce transition index (r2 =

0.55), which extends from 1995 to 2020. The Summer Pierce

transition index (and by correlation, our estuarine temperature

gradient) shows a shift towards an earlier beginning of the

summer, and later start of the winter season (Summer

transition date slope ≠ 0, r2 = 0.3), as also predicted from river

discharge forecasting (Steele et al., 2012). This extended earlier

dry season can affect the ecosystem by changing ranges of

temperature, stratification, and may produce hypoxia (Officer

et al., 1984) or affect organisms such as eelgrass and oysters

(Borde et al., 2003; Thom et al., 2003; Black et al., 2014). Finally,

as temperature increases, the dynamic influence on water

density may become significant, especially during the summer,

affecting the baroclinic circulation in estuaries, by intensifying or

weakening the along-channel density differences that drive

estuarine circulation (Hickey et al., 2003; Raimonet and

Cloern, 2017).
Effects on eelgrass (Zostera marina)

In-situ observations as well as remotely sensed surveys reveal

that eelgrass has decreased in abundance in the up-estuary

portions of South Slough and the greater Coos Estuary

(Figure 2; Supplementary Figure 1). Remotely sensed data

from 2005 and 2016 show a decrease of eelgrass-covered area

in the Coos Estuary, with higher survival in the main channel

than in South Slough (Supplementary Figure 2B), despite the

proximity of the sub-estuary to the mouth of the estuary and

influence of coastal waters (Raimonet and Cloern, 2017; Magel

et al., 2022). Notably, stations in South Slough that were only 3-

10 km from the mouth are less marine-influenced than the main

channel stations that reside 5-15 km from the mouth, a result

that is consistent with the structure of the salinity intrusion in

the Coos Estuary (Conroy et al., 2020). Though our data show

increased water and air temperature over the whole estuary

(Figure 6), a stronger decline of eelgrass was also registered in in-
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FIGURE 10

(A) Temperature gradient and discharge transition date determination example (2017) and zero-crossing of gradients before and after the dry
season. (B) Annual variability of transition periods: in red spring and summer temperature gradient change (notice no available data for 2019); in
blue South Fork of the Coos River discharge transition dates; in black Pierce index (2006) spring and fall transition dates for all years. Statistically
significant linear fit to Pierce index spring transition (2006) in black broken line.
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situ stations within the up-estuary portion of South

Slough (Figure 3).

Eelgrass is sensitive to temperature stress, as it can increase

photosynthetic and respiration rates (Beca-Carretero et al., 2018),

and lead to higher susceptibility to wasting disease (Kaldy, 2014).

Our results suggest that the MHWs and increased air temperature

contributed to the eelgrass density decline in 2015 (Figures 3, 10,

Supplementary Figure 4). In contrast, Magel et al. (2022) show an

increase in eelgrass at one annually-surveyed station (Barview, see

Figure 9) closer to the main channel than Valino Island. Their

results show an increase in eelgrass density and biomass during

the summer of 2015 and summer of 2016, followed by a decline to

longer term average values. They attribute the anomalous increase

during a MHW to increased upwelling. However, the annual

frequency of those surveys leaves open questions about lags in
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response, as well as the co-occurrence of other biological

interactions (epiphyte and macroalgae interaction). Our data

shows that despite the short seasonal increase in eelgrass cover,

the density of eelgrass at Valino Island declined again in 2016

when anomalously warm waters related to the El Niño event were

again observed. Eelgrass at Valino has not fully recovered since

(Figure 3). Stronger declines in eelgrass density were registered in

the stations in South Slough compared to stations in the main

channel (Supplementary Figure 2C) which are warmer for

extended periods of time, especially during 2014-2016

(Supplementary Figure 3). This temperature anomaly can be

attributed not only to the distance from the oceanic end-

member and the river end-member, but also to storage of heat

in shallower areas, such as those where eelgrass is found (0.5–1.0

m MLLW).
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Conclusions

In the Pacific Northwest, long-term and large spatial-scale

processes, such as El Niño and marine heatwaves, imprint

interannual variability on top of typical seasonal trends. Here

we used 14 years of data from the Coos Estuary, in southwestern

Oregon, to quantify the effects of anomalous oceanic and

atmospheric conditions on the estuary, which includes a

dramatic die-off in eelgrass.

Superimposed on the interannual and long-term trends,

PNW estuaries have a strong seasonal variability in

temperature, in which lower water temperatures occur

between November and March due to increased river

discharge and wintertime atmospheric heat loss, producing a

negative along-estuary temperature gradient. During the dry

season, warmer air temperature and reduced river discharge

increase water temperature, increasing the along-estuary

temperature gradient. Between July and October, equatorward

winds at the coast produce the upwelling of cold, saline, nutrient

rich waters, increasing the temperature gradient further.

The combination of drought in 2013–2014, El Niño in 2014,

the Blob marine heatwave in 2014–2015, and El Niño in 2016,

produced anomalously warm waters in the coastal ocean outside

of the estuary, along with warmer air temperatures and increased

river discharge during the El Niño events. Inside the estuary, the

warming was recorded in all the available water quality

observations, with higher anomalies found in the shallower

locations and those located further away from the estuary

mouth. Water temperature increased landward, suggesting that

river input and atmospheric heat flux may be important

contributors to the anomalous conditions observed. These

relatively higher temperatures found landward changed the

overall along-estuary temperature gradient in the estuary with

higher values in the beginning of the dry season before upwelling

at the coast begins. Enhanced temperature gradients, along with

relatively higher absolute temperatures in the upper estuary can

cause stress on organisms, such as eelgrass, potentially

explaining at least part of the die-off observed.

These temperature-related stress factors can be expected to

occur more frequently in a warming climate, when more marine

heatwaves and El Niño events can be expected. Our analysis

shows that the temperature gradient in the Coos Estuary is

correlated to an upwelling index that is proportional to

alongshore wind stress. The longer upwelling index timeseries

shows a shift towards earlier spring transitions, which would

produce a longer summer season and possibly stronger influence

of temperature on the baroclinic component of circulation.

Though time series available in the PNW are relatively short

to assess long-term trends statistically, the observations analyzed

here show 1) a shift to a later, shorter rainy season and 2) an
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increased synchrony of decadal (i.e., PDO) and interannual (i.e.,

MHWs) processes. As global temperatures warm due to climate

change, we can expect an increased number of marine heatwaves

and El Niño events, which will increase the temperature in

Pacific Northwest estuaries, leading to changes in seasonal

timing and potentially shifting the habitat areas in

estuary ecosystems.
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Species-specific and seasonal
differences in the resistance
of salt-marsh vegetation to
wave impact

Svenja Reents1,2*, Iris Möller3, Ben R. Evans4, Ken Schoutens5,
Kai Jensen1, Maike Paul6,7, Tjeerd J. Bouma8,9, Stijn Temmerman5,
Jennifer Lustig10, Matthias Kudella11 and Stefanie Nolte12,13

1Applied Plant Ecology, Institute of Plant Science and Microbiology, University of Hamburg, Hamburg,
Germany, 2Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research, Wadden Sea
Research Station, List, Germany, 3Department of Geography, School of Natural Sciences, Trinity College
Dublin, Dublin, Ireland, 4British Antarctic Survey, Cambridge, United Kingdom, 5Ecosphere, University of
Antwerp, Antwerp, Belgium, 6Landscape Ecology and Environmental Systems Analysis, Institute of
Geoecology, Technische Universität Braunschweig, Braunschweig, Germany, 7Leibniz University
Hannover, Ludwig Franzius Institute of Hydraulic, Estuarine and Coastal Engineering, Hannover,
Germany, 8Department of Estuarine and Delta Systems, Royal Netherlands Institute for Sea Research
(NIOZ), Yerseke, Netherlands, 9Faculty of Geosciences, Department of Physical Geography, Utrecht
University, Utrecht, Netherlands, 10BioConsult SH GmbH & Co. KG, Husum, Germany,
11Forschungszentrum Küste (FZK), Hannover, Germany, 12School of Environmental Sciences, University of
East Anglia, Norwich, United Kingdom, 13Center for Environment, Fisheries and Aquaculture Science
(Cefas), Lowestoft, United Kingdom
The coastal protection function provided by the vegetation of tidal wetlands

(e.g. salt marshes) will play an important role in defending coastlines against

storm surges in the future and depend on how these systems respond to such

forcing. Extreme wave events may induce vegetation failure and thereby risking

loss of functionality in coastal protection. However, crucial knowledge on how

hydrodynamic forces affect salt-marsh vegetation and whether plant

properties might influence plant resistance is missing. In a true-to-scale

flume experiment, we exposed two salt-marsh species to extreme

hydrodynamic conditions and quantified wave-induced changes in plant

frontal area, which was used to estimate plant damage. Moreover, half of the

plants were artificially weakened to induce senescence, thus allowing us to

examine potential seasonal effects on plant resistance. Morphological,

biomechanical as well as biochemical plant properties were assessed to

better explain potential differences in wave-induced plant damage. Our

results indicate that the plants were more robust than expected, with pioneer

species Spartina anglica showing a higher resistance than the high-marsh

species Elymus athericus. Furthermore, wave-induced plant damage mostly

occurred in the upper part of the vegetation canopy and thus higher canopies

(i.e. Elymus athericus) were more vulnerable to damage. Besides a taller

canopy, Elymus athericus had weaker stems than Spartina anglica,

suggesting that biomechanical properties (flexural stiffness) also played a role

in defining plant resistance. Under the highest wave conditions, we also found

seasonal differences in the vulnerability to plant damage but only for Elymus

athericus. Although we found higher concentrations of a strengthening
frontiersin.org01
128

https://www.frontiersin.org/articles/10.3389/fmars.2022.898080/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.898080/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.898080/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.898080/full
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fmars.2022.898080&domain=pdf&date_stamp=2022-12-14
mailto:svenja.reents@awi.de
https://doi.org/10.3389/fmars.2022.898080
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/marine-science#editorial-board
https://www.frontiersin.org/marine-science#editorial-board
https://doi.org/10.3389/fmars.2022.898080
https://www.frontiersin.org/journals/marine-science


Reents et al. 10.3389/fmars.2022.898080

Frontiers in Marine Science
compound (biogenic silica) in the plant material of the weakened plants, the

flexibility of the plant material was not affected indicating that the treatment

might not has been applied long enough. Nevertheless, this study yields

important implications since we demonstrate a high robustness of the salt-

marsh vegetation as well as species-specific and seasonal differences in the

vulnerability to plant damage.
KEYWORDS

salt marshes, flume experiment, wave-induced damage, plant properties, seasonality
Introduction

Salt marshes are intertidal wetlands that are widely

distributed along the coastlines from middle to high latitudes.

They are increasingly recognized as contributing to the provision

of valuable ecosystem services such as climate change mitigation

through long-term carbon sequestration (Mcleod et al., 2011) or

coastal protection through wave attenuation (Möller et al.,

2014). To a great extent, the provision of these ecosystem

services is determined by the vegetation of salt marshes which

mainly consists of highly specialized grasses, herbs and shrubs

that are adapted to high salinities and regular flooding (Adam,

2002). Despite their value, the persistence of salt marshes is

threatened by anthropogenic pressures like their embankment,

land-use change, eutrophication and climate change, leading to a

salt marsh loss of 1-2% of the global area per year (Duarte et al.,

2013). From all climate change factors, so far the impact of

accelerated sea level rise on marshes has been most widely

studied (Spencer et al., 2016; Schuerch et al., 2018), while

other climate change effects such as the projected changes in

storm intensities and thus hydrodynamic forcing has still

received relatively less attention (Leonardi et al., 2018;

Armitage et al., 2020).

Previous research examining the interaction of hydrodynamic

forces and salt-marsh vegetation mainly focused on the wave

attenuation capacity of salt marshes, i.e. the effect of vegetation

on waves. These studies compared the wave attenuation capacity of

different plant species as well as whole ecosystems, or aimed to find

determinants of effective reduction in wave energy (Möller et al.,

2003; Pinsky et al., 2013; Anderson and Smith, 2014). In a true-to-

scale flume experiment, Möller et al. (2014) showed that the

vegetation of NW European salt marshes is able to reduce

significant wave height by between 15% and 60% over a 40 m

distance under storm surge conditions. Additionally, the authors

observed that the behavior of the tall grass Elymus athericus under

the action of waves differed from that of the much shorter

Puccinellia maritima, suggesting that plant-wave interactions and

thereby wave attenuation capacity is dependent on species-specific
02
129
traits (Rupprecht et al., 2017). These species traits include e.g.

length, width, number or rigidity of plant stems and leaves, all

influencing vegetation properties known to affect wave attenuation

such as aboveground biomass (Bouma et al., 2010; Ysebaert et al.,

2011), plant frontal area (Zhang and Nepf, 2021), stem density

(Bouma et al., 2005; Anderson and Smith, 2014) and biomechanical

properties (Riffe et al., 2011; Paul et al., 2016). However, the

vegetation’s ability to reduce wave energy is also depending on

hydrodynamic conditions like inundation depth and wave orbital

velocity (Koch et al., 2009; Gedan et al., 2011; Garzon et al., 2019).

For example, above certain values of orbital velocity, stem breakage

and biomass loss may lead to a decrease in wave attenuation

(Rupprecht et al., 2017; Vuik et al., 2018). Yet, studies

investigating these limits, i.e. defining hydrodynamic conditions

above which salt-marsh vegetation experiences severe physical

damage, as well as factors that influence plants resistance, are rare.

The few studies that focused on physical damage induced by

waves all suggest that the plant damage is species-specific (Coops

and van der Velde, 1996; Heuner et al., 2015; Vuik et al., 2018;

Schoutens et al., 2021). Furthermore, the observed differences

between species have been attributed to differences in stem

flexibility (Coops and van der Velde, 1996; Heuner et al., 2015;

Vuik et al., 2018) and plant height (Vuik et al., 2018) and, in the case

of seedling survival, stem diameter (Schoutens et al., 2021). A

theoretical approach by Duan et al. (2002) showed that the

position of stem breakage was dependent on the ratio of the top

to base stem diameter. With increasing ratio, the position of steam

breakage moved further up the stem, a finding that was in line with

field observations by Groeneveld and French (1995). Moreover, a

stem breakage model developed by Vuik et al. (2018) combined

plant morphology (stem height and diameter), flexural strength of

the stems and wave-induced bending stress to determine

hydrodynamic forces above which stems break or fold. Vuik et al.

(2018) found that shorter species were more flexible than taller ones

and have a lower probability of stem breakage. However, a species-

specific validation remains indispensable.

Apart from species-specific differences, seasonality in

vegetation properties needs to be considered when evaluating
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the resistance of salt-marsh vegetation and their role for wave

attenuation capacity (Schoutens et al., 2019; Zhang et al., 2022).

In temperate and boreal regions, aboveground parts of many

salt-marsh species die-off in autumn, but remain as dead

standing biomass in winter until storms (and thus wave

action) induce breakage of stems or leaves and eventually

carry the litter away. While transforming from a vital to

senescent or even dead state, the plant material undergoes

major physiological changes that affect biomechanical

properties like stem flexibility (Coops and van der Velde,

1996; Schulze et al., 2019; Zhu et al., 2020). The seasonal

vegetation response was also confirmed by the stem breakage

model of Vuik et al. (2018), which suggested that the salt marsh

grass Spartina anglica is more vulnerable to stem breakage in

November compared to December or April. During the storm

surge season in temperate regions (from autumn until early

spring), the coastal protection provided by salt marshes is most

needed. However, the protection capacity in winter might be

hampered due to changes in plant resistance and wave-induced

damage. To our knowledge, it has never been experimentally

tested whether seasonal changes in biomechanical or even

morphological vegetation properties directly affect plant

resistance to extreme wave conditions.

To improve our understanding on how plant’s vulnerability to

wave-induced damage differs between species and seasonal

conditions, we thus conducted a controlled flume experiment.

We exposed two NW European salt marsh grass species

(Spartina anglica, Elymus athericus) to progressively increased

wave energies and measured plant response as well as

biomechanical, biochemical and morphological plant properties.

Since Spartina anglica usually grows in the pioneer zone of the

marsh (low elevations, at the marsh edge), we expected a higher

resistance to hydrodynamic forcing and thus lower vulnerability to

wave-induced plant damage than for Elymus athericus, which

typically grows at higher elevations that are less frequently

flooded. Furthermore, prior to wave exposure, we induced

senescence in half of the plants to create a weakened ‘autumn

treatment’. We hypothesized that the plant’s resistance to

hydrodynamic forcing is negatively affected by the autumn

treatment due to changes in their biomechanical properties.
Material & methods

This flume experiment was conducted in the Large Wave

Flume (Großer Wellenkanal (GWK) of the Forschungszentrum

Küste (FZK), Hanover, Germany) in which salt-marsh plants,

that have been previously collected in the field, were exposed to

extreme hydrodynamic conditions. In addition to recordings of

plant response to wave exposure (i.e. wave-induced plant

damage), plant properties were assessed.
Frontiers in Marine Science 03
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Plant material

For this study we used Spartina anglica (C. E. Hubb) and

Elymus athericus (Link) Kerguélen, two clonal grass species that

are widely distributed in NW European salt marshes. In March

2018, plants were collected in salt marshes of Paulinaschor

(Spartina anglica, 51°20’56.2”N 3°43’37.4”E) and Zuidgors

(Elymus athericus, 51°23’13.6”N 3°49’18.5”E) along the

Western Scheldt estuary in the Netherlands. They were

excavated in sods (20 cm x 20 cm) and transported to the

Royal Netherlands Institute for Sea Research (NIOZ) in Yerseke,

the Netherlands, where they were kept in the greenhouse until

they were planted. Before planting the sods, boxes (120 cm x

80 cm x 40 cm, hereafter referred to as pallets) were lined with an

impermeable foil and filled with sediment taken from a marsh of

the Scheldt estuary (see Schoutens et al. (2021) for soil

properties). Ten holes (2 mm diameter) on each side of the

pallet were drilled to allow for drainage after inundation. In

April, six sods per pallet were arranged together to create a dense

canopy, leading to stem densities of 741 ± 123 stems/m2 for

Spartina anglica and 1108 ± 176 stems/m2 for Elymus athericus

(mean ± SD). The sods were planted at one end of the pallet to

allow the waves to run up over an unvegetated strip before

reaching the vegetation (see Figure 1 and Supplementary

Material Figures 1A, B).

To assess seasonal differences in plant response to

hydrodynamic forces, half of the plants were subjected to an

‘autumn treatment’ while the others remained as ‘summer

treatment’. The ‘autumn’ treatment was achieved by creating a

drought, since the plant stress response (e.g. to drought) shares

many similarities with the process of natural plant senescence at

the end of the growing season (Gepstein and Glick, 2013; Sade

et al., 2018). Furthermore, it has been reported that several plant

species showed a significant accelerated maturity in response to

water limitation (Desclaux and Roumet, 1996; Talukdar, 2013;

Cseresnyés et al., 2020). To create a drought, pallets of the

‘autumn treatment’ were covered for six weeks prior to the flume

experiment to exclude rainfall while the ‘summer treatment’

pallets were kept irrigated with freshwater (Schoutens et al.,

2021). Hereafter, the term treatment is used to refer to the

condition of the vegetation (summer/autumn).
Flume set up

The experiment in the Large Wave Flume (300 m x 5 m x

7 m) was carried out over three weeks in August 2018. For

addressing different research questions within the RESIST

project, five zones in total (10 m apart, Figure 1) were used to

investigate the effect of increased hydrodynamic forces on

different types of marsh vegetation as well as their soil surface.
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For instance, in Schoutens et al. (2021), we reported the results

for one specific zone where we tested the resistance of seedlings

to strong waves. Within each zone five pallets were placed next

to each other over the flume width and between concrete blocks

which had the same height as the pallets (see Figure 1 and

Supplementary Material Figure 1C). The present study only

focusses on one other zone, where we specifically tested the

resistance of mature shoots of Spartina anglica and Elymus

athericus, both in summer and autumn treatment, resulting in

four pallets within this zone, while one pallet was left empty.

Each Monday for the three weeks of the experiment, we replaced

all pallets with a new set and carried out baseline measurements.
Hydrodynamic conditions

Hydrodynamic conditions were the same as reported in

Schoutens et al. (2021). Each day from Tuesday to Friday, we

created a sequence of waves that are hereafter referred to as

‘wave runs’. Wave runs consisted of 1000 randomly generated

waves (JONSWAP spectrum, Hasselmann et al., 1973) that were

monitored with wave gauges and from which we calculated

significant wave height (Hs) and significant wave period (Ts).

The wave gauge array was installed on the flume wall, 2 m in

front of the first zone (zone A, Figure 1). The still water level was

1.5 m above the sediment surface for all wave runs. We increased

bed orbital velocity by increasing wave height and/or wave

period in subsequent wave runs over the course of days and

weeks (Table 1), which also implies a cumulative wave exposure

experienced by the vegetation and sediment per week. In the
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third week, pallets were moved to zone A and thus closer to the

wave paddle (Figure 1) to further increase hydrodynamic forces.

The wave conditions generated in this flume experiment were

comparable to natural storm surge conditions in temperate

regions (this study: Hs = 0.78 m, h = 1.5 m; field: Hs = 0.58-

1.0 m, h = 1.39-3.85 m; Hs = significant wave height, h =

inundation depth, Schoutens et al., 2021). After each wave run,

we slowly drained the flume to record potential impacts of

hydrodynamic forcing on the vegetation (details in next section).
Vegetation response: D frontal area and
mean vegetation height

To measure plant damage non-destructively, we used the

photo-method described by Möller (2006). Every day after the

wave run and draining of the flume, a red screen with a scale

attached was placed behind the vegetation to increase contrast

between vegetation and background (see Supplementary Material

Figure 2A). Side-on photographs (Supplementary Material

Figure 2B) were taken of the vegetation with a calibrated camera

and from the back of the pallet (i.e. facing the back of the flume)

always at the same position, height and distance to the screen.

Photographs were cropped and corrected for distortion in

MATLAB (The MathWorks Inc., 2019) before pixels were

classified into either vegetation or background pixel using an

unsupervised classification tool and followed by manual class

allocation in ArcGIS (ESRI, 2020). Similarly to Rupprecht et al.

(2015), these obtained binary images (Supplementary Material

Figure 2C) were used to perform further program routines in
FIGURE 1

Schematic figure illustrating the experimental set up in the flume. The side view of the experimental platform shows the positions of the zones
and wave gauges. The top views below visualize the arrangement of the pallets within zone D as well as the sods within a pallet (S. ang. =
Spartina anglica, E. ath. = Elymus athericus). The figure was adapted from Schoutens et al. (2021).
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MATLAB to generate information on vegetation structure,

adapting the protocol developed by Möller (2006, MATLAB

program available on request). Vegetation structure parameters

included projected plant frontal area (projected area of vegetation

pixel (mm2) normalized by the horizontal extent of the image

(mm)) as well as the vegetation profile (highest vegetation pixel per

pixel column). In this study, plant frontal area is given per pixel

column and per vertical subsections (0-20 cm, 20-40 cm and

>40 cm from soil surface). While projected plant frontal area per

pixel columnwas further processed as described below, plant frontal

area per vertical subsections was used to illustrate potential changes

in the vertical distribution of the vegetation in each photograph.

Projected plant frontal area per pixel column was spatially

referenced and converted into 1 cm wide columns (starting from

the bottom left of the image). The datawas averaged over 5 cmwide

vertical subsections. Every second subsection, as well as the left and

right outer edges (6 cm each), were removed to reduce potential

impacts from adjacent subsections and pallets, respectively. To

detect potential changes in plant frontal area due to wave exposure

(indicating plant damage), we calculated the difference between

projected plant frontal area prior to (Monday) and after wave

exposure (Friday) per week (designated as D plant frontal area). It

should be noted that changes in plant surface areamight result from

plant damage but also from reconfiguration of shoots and leaves.

Estimations for vegetation height were obtained from vegetation

profile data of the photographs taken prior to wave exposure. That

data was averaged over the same 5 cm wide vertical subsections as

for D plant frontal area and designated as mean vegetation height.
Biomechanical plant properties

Three-point bending tests were performed to measure stem

flexibility as potential explanatory factor of plant damage under

hydrodynamic forcing. Each week prior to and after wave

exposure, five stems per species-treatment combination were

cut at random at the soil surface. The bottom part of the stem

was shortened to a length that was not exceeding a stem

diameter-to-length ratio of 1:15 to avoid shear stress while

testing (Niklas, 1992). Bending tests were performed with a

universal test machine, including flexure fixture and a 5 kN load
Frontiers in Marine Science 05
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cell (Instron Corporation, Canton, MA, USA). Following

Rupprecht et al. (2015) and Schulze et al. (2019), a force-

displacement curve was created to determine the linear slope

indicating elastic behavior that was then used to calculate

flexural stiffness. Flexural stiffness or flexural rigidity describes

the ability of the stem to resist bending, i.e. high values indicate

high stem stiffness and thus low flexibility. It combines the

information on the stem’s material property expressed by the

Young’s bending modulus and the stem’s morphology expressed

by the second moment of area which both contribute to overall

flexural stiffness. The second moment of area is a term to include

stem morphology (i.e. shape and diameter). Since the second

moment of area can be derived from the stem’s dimensions, we

were able to calculate Young’s bending modulus, which is only

describing the flexibility of the material but without taking stem

morphology into account. Equations for calculating flexural

stiffness, second moment of area and Young’s bending

modulus can be found in the Supplementary Material.
Biochemical plant properties

Biogenic silica, lignin and cellulose are known to affect the

rigidity of plant tissue (Turner et al., 2001; Schoelynck et al.,

2010; Schoelynck et al., 2012) and thus Young’s bending

modulus. Potential differences in concentrations of these

strengthening compounds could provide additional

explanations for differences in stem flexibility and therefore

plant resistance to hydrodynamic forcing. Plant material that

was harvested for flexibility measurements was dried for 72

hours at 70°C and afterwards ground with a mixer mill (MM400,

Retsch, Germany). For analyzing lignin and cellulose content, we

used the Van Soest method (Van Soest 1963) whereas the

biogenic silica content was determined by applying the

DeMaster alkaline extraction method (DeMaster 1981).
Statistical analyses

To test whether D plant frontal area (difference between

projected plant frontal area prior to and after wave exposure),
TABLE 1 Wave conditions measured in front of the first zone generated in this flume experiment and shown per week and wave run.

Significant wave height (Hs, in m) Significant wave period (Ts, in seconds)

Week 1 Week 2 Week 3 Week 1 Week 2 Week 3

Wave run 1 0.30 0.68 0.68 2.58 3.80 4.02

2 0.40 0.68 0.77 4.22 3.80 5.63

3 0.58 0.78 0.78 3.56 5.66 5.63

4 0.69 0.78 0.71 5.23 5.63 6.00
All wave runs consisted of randomly generated waves except for the last wave run (wave run 4 in week 3, italic), where monochromatic waves were used to increase bed shear stress beyond
that which can be generated by random wave sequences [see also Schoutens et al. (2021)].
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flexibility parameters (Young’s bending modulus, flexural

stiffness) and concentration of strengthening compounds

(cellulose, lignin, biogenic silica) differed between species,

treatments and weeks, factorial ANOVAs were applied.

Accordingly, species, treatment, and week, as well as their

interactions, were set as explanatory variables. After visually

checking ANOVA assumptions following Zuur et al. (2010),

flexibility parameters (Young’s bending modulus, flexural

stiffness) were log transformed to meet normality assumptions.

Plant material that was harvested for flexibility measurements

and biochemical analyses was tested for differences between the

two harvesting days (Monday and Friday). Since we did not find

any differences, we merged the data per week. To detect

significant differences between species, treatments, and weeks,

post hoc tests (Tukey’s HSD, honest significant difference) were

applied. A linear regression was performed to examine the

relationship between D plant frontal area and mean vegetation

height for the entire data set and separately for each species-

treatment combination. To test whether biogenic silica

concentration affect the flexibility of the plant material

(Young’s bending modulus) another linear regression with

these two variables was conducted. For this regression,

Young’s bending modulus needed to be averaged over the five

stems measured per day since there was not enough plant

material of the single samples for the chemical analyses. All

statistical analyses were performed using R version 4.1.1. (R Core

Team, 2021).
Results

Plant damage under wave exposure

In this study, we used D plant frontal area to indicate wave-

induced plant damage. Although reconfiguration of plant

material might have influenced plant frontal area, we did

observe plant damage in the form of torn-off material in the
Frontiers in Marine Science 06
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flume after draining (see Supplementary Material Figures 3, 4)

which consisted of plant parts (e.g. leaves or inflorescences) as

well as whole plants which broke off at soil surface level.

Moreover, the quantity of the torn-off plant material reflected

the overall trends we found for D plant frontal area. However,

allocation of torn-off plant material to single pallets or zones was

not possible. D plant frontal area differed significantly between

species, treatments, and weeks (Table 2). Additionally, the three-

way-interaction of these factors had a significant effect on D
plant frontal area as well. In general, Elymus athericus showed a

stronger reduction in frontal area compared to Spartina anglica

(Elymus: -985.31 ± 950.66 mm2/mm, Spartina: -6.44 ± 499.91

mm2/mm, Figure 2, mean ± SD), implying that Elymus athericus

lost more biomass due to wave exposure than Spartina anglica.

Summer and autumn treatments of Spartina anglica showed

similar response in D plant frontal area and decreased from week

to week. This decrease was also found for Elymus athericus in

autumn condition, but in comparison with Spartina anglica it

was much more pronounced in Elymus athericus. In the third

week, the difference in D plant frontal area between the summer

and autumn treatment of Elymus athericus was highly significant

(Figure 2) while differences between summer and autumn

treatment were not significant for all other weeks for Elymus

athericus and were never significant for Spartina anglica.

Considering the spatial distribution of the vegetation in each

photograph (Figure 3), the area from the bottom of the

photograph to 20 cm height was completely saturated with

vegetation for both species. For Elymus athericus, the area

from 20 to 40 cm was likewise saturated, while wave-induced

changes in frontal area became visible in this section on

photographs of Spartina anglica. However, most changes in

frontal area were detected in the upper section (>40 cm) for

all species-treatment combinations. Here, frontal area tended to

decrease over the course of days and weeks, which was most

pronounced in the autumn treatment of Elymus athericus,

indicating that plant damage was restricted to biomass

removal from the top of the vegetation.
TABLE 2 Summary statistics of factorial ANOVAs for testing the effect of species, treatment and week (and their interaction) on D plant frontal
area, Young’s bending modulus (MPa), flexural stiffness (Nm2) and biogenic silica concentration (mg/g dry weight).

D plant frontal area Young’s bendingmodulus Flexural stiffness Biogenic silica

F value p value F value p value F value p value F value p value

Species 54.83 <0.001 64.98 <0.001 111.41 <0.001 50.99 <0.001

Treatment 6.72 <0.05 1.98 n.s. 2.63 n.s. 16.00 <0.01

Week 11.77 <0.001 20.05 <0.001 7.05 <0.01 10.25 <0.01

Species x treatment 7.44 <0.01 3.43 n.s. 0.09 n.s. 3.52 n.s.

Treatment x week 10.48 <0.001 0.27 n.s. 0.38 n.s. 2.45 n.s.

Species x week 1.45 n.s. 2.21 n.s. 9.32 <0.001 1.99 n.s.

Species x treatment x week 9.04 <0.001 2.05 n.s. 0.32 n.s. 0.16 n.s.
fronti
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Morphological properties and
plant damage

The linear regression between mean vegetation height (in

mm) and D plant frontal area showed a negative relationship (R2

= 0.36, p <0.001, Table 3) indicating an increase in plant damage

(as D plant frontal area decreased) with increasing vegetation

height (Figure 4). Additionally, mean vegetation height clearly

differed between both species, i.e. Elymus athericus being taller

than Spartina anglica (Figure 4). For both species, autumn

treatments were slightly taller than summer treatments

(Spartina anglica: 624.1 ± 98.5 mm (summer) and 658.9 ±

145.6 mm (autumn), Elymus athericus: 832.7 ± 121.3 mm

(summer) and 929.9 ± 92.4 mm (autumn)). However, no

significant linear relationships between mean vegetation height

and D plant frontal area were found for single species-treatment

combinations except for the summer treatment of Elymus

athericus (Table 3).
Biomechanical properties and
plant resistance

Young’s bending modulus differed significantly between species

and weeks, but no significant effects of treatment and the

interactions between factors were found (Table 2). In general,
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Young’s bending modulus of Elymus athericus was twice as high

as that of Spartina anglica (Elymus: 1169.82 ± 646.86 MPa,

Spartina: 553.74 ± 315.04 MPa, Figure 5), indicating a higher

stiffness of the plant material of Elymus athericus. From week to

week, Young’s bending modulus increased, a trend that was more

pronounced for Elymus athericus.

Similarly, flexural stiffness, which describes the absolute

strength of plant stems (material stiffness + stem morphology),

differed significantly between species and weeks (Table 2).

Furthermore, the interaction of species and week had a

significant effect on flexural stiffness of the vegetation. Flexural

stiffness of Spartina anglicawas four times higher than of Elymus

athericus (Spartina: 6.56 ± 4.39 Nm2*10-3, Elymus: 1.61 ± 1.59

Nm2*10-3), indicating that Spartina anglica stems had a higher

resistance to bending than the ones of Elymus athericus. Yet no

clear trend was recognizable for Spartina anglica, we found a

slight increase in flexural stiffness for Elymus athericus from

week to week (Figure 6).
Biochemical properties and
plant resistance

We found no significant effects of species, treatment or week on

the lignin and cellulose concentration of the plant material harvested

in our flume experiment. Biogenic silica concentration, however, was
FIGURE 2

D plant frontal area (difference between prior to and after wave exposure) per week of Spartina anglica and Elymus athericus in summer and
autumn condition. Asterisks show significant differences between the summer and autumn treatment within the same species and week based
on Tukey’s HSD post hoc test (***p < 0.001).
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significantly affected by species, treatment, and week but no

significant interaction was found (Table 2). Biogenic silica

concentration in the plant material of Elymus athericus was almost

twice as high as of Spartina anglica (Elymus: 7.14 ± 1.66 mg/g dry

weight, Spartina: 4.84 ± 0.85 mg/g dry weight). Plants that had been

exposed to the autumn treatment had higher biogenic silica

concentrations than those of the summer treatment, but this was

only significant in Elymus athericus (Table 4). Regardless of the

species-treatment combinations, biogenic silica concentrations of the

third week were significantly higher than those measured in the first

and second week (1: 5.50 ± 1.99mg/g dry weight, 2: 5.45 ± 1.07mg/g

dry weight, 3: 7.02 ± 1.75 mg/g dry weight). Highest concentrations
Frontiers in Marine Science 08
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for biogenic silica were detected in the autumn treatment of Elymus

athericus (Table 4). The biogenic silica concentration and Young’s

bending modulus showed a significant positive relationship,

indicating an increase in the stiffness of the plant material with

increasing biogenic silica concentration (Figure 7).
Discussion

Our study investigated the resistance of salt-marsh

vegetation to wave-induced plant damage, which is a relevant

question as climate change may induce changes in wave forcing
FIGURE 3

Change in projected plant frontal area in percent (relative to the condition prior to wave exposure on day 1) of three different vertical
subsections shown per day, week and species-treatment combination. Dashed lines indicate a plant frontal area equivalent to the initial state on
day 1 of the experimental week (i.e. 100%).
TABLE 3 Results of linear regression analyses testing the relationship between mean vegetation height and D plant frontal area for the different
species-treatment combinations as well as the entire data set (n.s. = not significant).

Species Treatment Estimate Std. Error t value Pr(>|t|)

Spartina anglica summer -0.769 1.467 -0.524 n.s.

autumn -1.594 0.823 -1.938 n.s.

Elymus athericus summer -3.306 1.355 -2.440 <0.05

autumn -1.066 3.128 -0.341 n.s.

All data -3.184 0.557 -5.718 <0.001
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FIGURE 5

Young’s bending modulus (MPa) per week of Spartina anglica and Elymus athericus in summer and autumn condition.
FIGURE 4

Linear regression showing the significant negative relationship between mean vegetation height (in mm, measured prior to wave exposure) and
D plant frontal area of the entire data set (black line, Spartina anglica and Elymus athericus including both summer and autumn treatment). The
dashed line indicates the significant linear relationship between mean vegetation height and D plant frontal area of the summer treatment of
Elymus athericus only, while the ones of the other species-treatment combinations were not significant (Table 3) and therefore not shown here.
Frontiers in Marine Science frontiersin.org09
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on marshes, and as damage to marsh vegetation may imply loss

of valuable ecosystem services. So far, studies investigating how

hydrodynamic forces affect marsh vegetation focused exclusively

on vital vegetation (Heuner et al., 2015; Rupprecht et al., 2017).

Seasonal differences in vegetation condition were only accounted

for in modelling studies (Vuik et al., 2018) and in field studies

(Schulze et al., 2019; Schoutens et al., 2019; Zhu et al., 2020) not

directly quantifying plant damage. This flume experiment was

designed to compare wave-induced plant damage of two salt-

marsh species under both summer (vital) and autumn

(weakened) conditions. Furthermore, we aimed to assess

whether species-specific or seasonal differences in plant

damage are caused by potential differences in biomechanical,

biochemical and/or morphological plant properties. In

accordance with our first hypothesis, the wave forcing caused

significantly more damage (measured as D plant frontal area) to

Elymus athericus, than to Spartina anglica. Moreover, we found
Frontiers in Marine Science 10
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indications of higher plant damage in the autumn treatment

compared to the summer treatment in Elymus athericus, but not

in Spartina anglica, only partly supporting our second

hypothesis. In the following paragraphs, we will discuss factors

that may have affected our results, focusing on measured

variables (canopy height, biomechanical and biochemical plant

properties) and whether they are suitable determinants of plant

resistance to wave-induce plant damage.

In comparison with Elymus athericus, the plant damage of

Spartina anglica was relatively low. Spartina anglica is typically

growing in pioneer marsh zones and is therefore regularly exposed

to higher wave intensities, which may lead to a higher resistance, as

compared to Elymus athericus, which grows typically in high, wave-

sheltered marsh zones (Suchrow and Jensen, 2010). This adaptation

mechanism has also been suggested as a possible explanation for

thicker reed (Phragmites spp) stems at an exposed site on the

southern shore of the Baltic Sea (Möller et al., 2011) and has been
FIGURE 6

Flexural stiffness (Nm2) per week of Spartina anglica and Elymus athericus in summer and autumn condition.
TABLE 4 Strengthening compound concentration of plant material of two salt-marsh species in summer and autumn condition averaged over
weeks (mean ± SD in mg/g dry weight).

Spartina anglica Elymus athericus

Compound summer autumn summer autumn

Cellulose 276.75 ± 16.16a 240.08 ± 90.34a 214.72 ± 28.88a 246.46 ± 25.55a

Lignin 42.44 ± 26.29a 29.84 ± 20.67a 31.28 ± 12.20a 29.47 ± 9.67a

BSi 4.50 ± 0.80a 5.18 ± 0.82ab 6.20 ± 1.06b 8.09 ± 1.66c
fr
Different letters indicate significant differences between species-treatment combinations according to a Tukey test at p < 0.05.
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shown to exist for other marsh pioneer species (Silinski et al., 2018).

Interestingly, for other species it has been shown that the opposite

mechanism (i.e. a reduction in rigidity) is beneficial as it allows

plants to bend under the flow, thereby reducing drag forces acting

on plants (Schoutens et al., 2020). Even seedlings display different

levels of plant resistance to hydrodynamic forcing depending on

their site of origin, with salt-marsh species being less damaged by

hydrodynamic forcing than brackish marsh species (Schoutens

et al., 2021).
Vegetation height

Our results indicate that wave-induced plant damage mostly

occurs in the upper part of the vegetation canopy (Figure 3) and

that higher vegetation canopies (e.g. Elymus athericus) are more

vulnerable to damage (Figure 4). An increase in plant damage with

increasing plant height was also described in modelling studies by

Vuik et al. (2018) and Duan et al. (2002). Taller plants might be

more affected by wave impact because wave orbital motion and

thereby wave energy is greatest at the water surface and decreases

with water depth (Anderson and Smith, 2014; Möller and Christie,

2019). As Duan et al. (2002) found that the ratio of the top to base

stem diameter can affect the position of plant damage along the

stem this ratio might have given another possible explanation for

our observation but unfortunately this has not been assessed in this

study. Although plants under the autumn treatment were slightly
Frontiers in Marine Science 11
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taller than under the summer treatment, these differencesmight not

have been big enough to affect the plants vulnerability to plant

damage since we have not found significant relationships through

our linear regression analyses (except for Elymus athericus in

summer condition, Table 3). This suggest that vegetation height

alone did not entirely explain observed pattern e.g. the higher plant

damage in the autumn treatment compared to the summer

treatment of Elymus athericus. However, it should be noted that

one value of Elymus athericus under the autumn treatment stands

out (mean vegetation height = 1131.68 mm, D plant frontal area =

31.89 mm2/mm, Figure 4) which might have affected the

insignificance of the relationship.
Biomechanical plant properties and
plant resistance

Canopy height may correlate with biomechanical plant

properties because taller species tend to have stiffer stems than

shorter ones (Zhu et al., 2020). In our study, this difference

between taller and shorter species was only true for Young’s

bending modulus, which describes the stiffness of plant material

itself without taking stem morphology into account. Here the

plant material of the taller species (Elymus athericus) was indeed

stiffer. However, when considering the absolute strength of the

stems by integrating stem morphology (i.e. flexural stiffness), the

taller species Elymus athericus had weaker stems than the shorter
FIGURE 7

Linear regression showing the significant positive relationship between Young’s bending modulus and biogenic silica concentration. The data
includes both species, treatments and all three weeks.
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Spartina anglica (Figure 6), which might have contributed to the

higher vulnerability to wave-induced plant damage found for

Elymus athericus. Flexural stiffness of Elymus athericus (1.61 ±

1.59 Nm2*10-3) was similar to values Rupprecht et al. (2015)

reported for salt marshes in the Dengie Peninsula, England,

(1.23 ± 0.64 Nm2*10-3). Nevertheless, flexural stiffness of

Spartina anglica (6.56 ± 4.39 Nm2*10-3) was much higher in

our study compared to Rupprecht et al. (2015) (3.51 ± 0.58

Nm2*10-3). Interestingly, flexural stiffness increased from week

to week but only for Elymus athericus, while we see a decreasing

tendency for Spartina anglica. This significant interaction effect

of weeks and species on flexural stiffness might reflect different

aging pattern as the plants of week two and three had more time

to mature before they placed in the flume. Consequently, an

adaptation to wave exposure can be neglected because we used

new sets of plants every week. Neither Young’s bending modulus

nor flexural stiffness were affected by the summer and autumn

treatments (Table 2). Since the increase in Young’s bending

modulus over the weeks was also present in the autumn

treatments, it might suggest that the peak in plant stiffness

with further maturation was not reached and the drought

treatment was not long enough.
Biochemical plant properties and
plant resistance

We have not found any significant differences between

species nor treatments in strengthening compounds except for

biogenic silica. Biogenic silica increases rigidity and, in contrast

to cellulose and lignin, its incorporation is at lower energetic

costs (Schoelynck et al., 2010). In comparison with Spartina

anglica, biogenic silica concentrations were much higher for

Elymus athericus, which might have resulted in the higher

stiffness of the plant material (Young’s bending modulus)

since a positive relationship between these two variables has

been shown to exist for the entire data set (Figure 7). We also

found significant higher biogenic silica concentrations in the

plant material of the autumn treatment in comparison with the

summer treatment (Tables 2 and 4). However, these differences

between the treatments cannot directly be translated into a higher

stiffness of theplantmaterial sincewehavenot foundaneffectof the

treatment on Young’s bending modulus. The seasonal differences

in biogenic silica concentrationmight have contributed to a higher

stiffness of the plantmaterial, if the drought treatmentwere to have

been applied for longer.
Methodological considerations

Autumn treatment – Applying a drought to create an autumn

treatment seems to have worked well for Elymus athericus since
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biomechanical properties of the autumn treatment correspond

well with data gathered in the field in early spring i.e. before the

onset of plant growth (flexural stiffness, our study: 1.40 ± 1.09

Nm2*10-3, field: 1.54 ± 0.58 Nm2*10-3, Schulze et al., 2019). In

contrast, Spartina anglica seemed to be barely affected by the

drought treatment. This could be explained by Spartina anglica

being a C4 plant, which generally results in higher water use

efficiency and tolerance against drought (Taylor et al., 2014).

Considering the circumstances of our experimental set up, the

drought treatment turned out as a good method to create the

weakened autumn condition. However, for future studies, we

suggest to conduct a flume study with vegetation collected in

autumn to support our findings. Alternatively, and if available,

climate rooms could be used to induce an autumn condition by

reducing light availability and temperature.

Photo method – For our study, using the photo method for

detecting plant damage fast and non-destructively generated

relatively good results. This is especially true for higher wave

intensities resulting in major changes in plant frontal area which

was also noticeable in the amount of torn-off plant material after

wave exposure (Supplementary Material Figure 3). Nevertheless,

reconfiguration, which is likely to be height-dependent, cannot be

excluded as contributing factor to changes in plant frontal area. In

the first week, this became visible when wave intensities were not

high enough to cause distinguishable damage but rather caused a

rearrangement and straightening of the vegetation under

inundation, which eventually led to positive values in D plant

frontal area. Since the bottom sections of the vegetation

photographs were saturated with vegetation pixels and plant

parts were overlapping, changes in plant frontal area might not

be as recognizable there as at the top (where vegetation was less

dense). For future research on wave-induced plant damage, we

recommend to use less dense vegetation if it is not possible/

desirable to create extreme wave conditions. Additionally, more

investigations should be conducted on the flexibility as well as

concentration of strengthening compounds of the plant leaves

since they contribute to plant frontal area (Zhang andNepf, 2021)

and have not been determined in this study.

Effect of weeks – Lastly, plant damage of both species

increased (i.e. D plant frontal area decreased) from week to week

(Figure 2). This can be explained by the hydrodynamic forces,

whichwere set to increase successively.Moving of the pallets in the

direction of the wave paddle in the third week further increased

hydrodynamic forces potentially resulting in an amplification of

plant damage,whichwas observed forElymus athericus (in autumn

condition) and perhaps even implies a threshold effect for this

particular species-treatment combination. However, we noticed

upward trends fromweek to week also in other variables that were

independent ofwave conditions such asYoung’s bendingmodulus,

flexural stiffness and biogenic silica concentration. These trends

might be due to natural development as plantsmatured outside the

wave flume prior to the placement on the flume test section, which
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was inevitable but should be born in mind when interpreting

our results.

Although we created storm surge conditions that are typical

for the NW European salt marshes, the vegetation was more

robust than expected. This finding is of great importance as it

provides additional support for the high resilience of salt marshes

to storm impact. A species-specific characterization with respect

to the vegetation’s vulnerability to wave-induced damage is

important to faster assess the status and predict future

responses of a salt marsh, and of course adapt management if

necessary. Furthermore, we need to investigate how climate

change (e.g. increased warming) affects biomechanical and

morphological plant properties, which have been shown to

clearly affect plant’s vulnerability to wave-induced damage. It is

interesting to note here that recent studies report that Elymus

athericus has formed a new genotype that is growing at lower

elevations and appears to be better adapted to higher flooding

frequencies (Veeneklaas et al., 2013; Reents et al., 2021). Elymus

athericus is highly competitive and has, due to the new genotype,

the potential to outcompete other species and further establish in

lower parts of themarsh. Investigations on whether this genotype

exhibits a higher resistance against increased hydrodynamic

forces, is required to improve predictions on potential shifts in

species composition and thereby marsh resilience in the future.

However, it is worth noting that, over longer (decadal) time

scales, the susceptibility of aboveground biomass to breakage or

loss may in fact reduce the risk for uprooting and hence allow

the belowground biomass to remain intact during severe storm

impact, as noted by Schoutens et al. (2021). Without removal of

the aboveground parts of the plant, wave-forces can translate

into stresses at the water/sediment interface around the plant

stem that may produce scour, associated loss of sediment, and

ultimately the potential uprooting of the plant itself. Following

this, another focus for future studies should be to investigate

whether wave-induced plant damage and thus aboveground

biomass loss ultimately have a positive or negative effect on

the longer-term survival chances of the vegetation and thereby

provision of wave attenuation under altered future

environmental conditions.
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