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Editorial on the Research Topic

Active matter in complex environments

Unlike inert materials in equilibrium, active matter is intrinsically out of equilibrium.

Whether as individual or a collective of many self-propelled objects, active matter is often

surrounded by physically, chemically, and/or biologically complex environments. Articles

of this issue described how such complexities change the behavior of active matter in

fascinating and often unexpected ways.

At the level of individuals, theoretical and numerical models are providing new insights

into the fundamental physics of motility. For example, Barriuso-Gutierrez et al. developed a

numerical algorithm based on dissipative particle hydrodynamics, which properly accounts

for hydrodynamic interactions and thermal fluctuations. This approach allowed them to

investigate active particles of different swimmingmechanisms and shapes in bulk fluids and

under confinement. They showed that geometric confinement could substantially vary the

translational and orientational dynamics of active spherical colloids and modify the

morphology of active polymers. In a related work, Faúndez et al. used simulations to

investigate how adhesive active Brownian particles interact with a cylindrical obstacle under

an imposed fluid flow. When the flow is strong, particles encounter and adhere to the entire

obstacle surface, leading to the formation of multi-layered deposits. Conversely, when the

flow is weak, particles directly intercept and adhere to the obstacle in a single-layered

deposit. The crossover of these two regimes then defines an optimal flow velocity at which

the number of deposited particles is maximized, which provides a useful guide for

applications seeking to e.g., filter and retain microswimmers.

Fluid flow also plays an important role in influencing the transport of biological

swimmers, such as bacteria. As an example, Savorana et al. experimentally explored how

the shear rate and the rheological behavior of polymer solutions affect the motility of

Pseudomonas aeruginosa in a Poiseuille flow. They found that in the flow of Newtonian fluids,

the bacteria are more concentrated towards the center of the microchannel where the shear

rate isminimum. By contrast, in the flow of a shear-thinning fluid, the concentration profile of

bacteria is not much different from that in the low-viscosity, Newtonian buffer, despite the
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zero-shear viscosity of the shear-thinning fluid being two orders of

magnitude higher than that of the buffer. Intrigued by the oscillatory

motion of cilia and flagella, Tamayo et al. used numerical

simulations to study the instabilities and dynamics of a minimal

filament-motor system in model viscoelastic fluids. Their model

successfully captures some very interesting features. In a Newtonian

fluid, the oscillation frequency is determined by motor kinetics and

decreases with the increase of fluid viscosity. In viscoelastic fluids

that have the same viscosity as the Newtonian fluid, the filament can

exhibit stable oscillatory states with larger amplitudes and higher

frequencies than in the Newtonian case.

Unlike bacteria, mammalian cells constantly reorganize their

cytoskeleton to generate contractility and migrate. Bergeron-

Sandoval et al. explored the biological mechanisms of shear

stress-mediated cell contractility. They discovered that only

cells with dynamic Filamin A (FLNa), a protein critical to cell

structure and mechanosensation, and FilGAP, a specific GTPase

activating protein (GAP), convert shear stress into GTPase

activity to result downstream contractile changes. Yet, in the

absence of intact FLNa-FilGAP mechanosensing, the contractile

activity of cells can be rescued using pharmaceuticals to

manipulate Rho and Rac activity, which are known to mediate

cellular migration by directing the formation and organization of

actin filaments. These studies clarify a precise mechanomolecular

pathway used for cellular force sensing that may play critical roles

in e.g., cancer metastasis and cardiovascular disease.

Moving to evenmore complex environments, Modica et al. used

experiments with self-propelled Janus particles, Brownian dynamics

simulations, and theory to investigate how active particles navigate

through arrays of multiple obstacles, which act as a model of more

complex porous media. In this case, accumulation at the obstacle

surfaces hinders the long-time effective diffusion of the particles.

Remarkably, this hindrance is much larger than the hindrance

experienced by passive Brownian particles—highlighting the

importance of the coupling between active forces and boundary

interactions on the transport properties of active matter.

Two articles of the issue investigated the collective dynamics of

active matter and examined their behaviors under geometric

confinement. Inspired by the inter-cell interaction mediated by

deformed elastic substrates, Bose et al. explored the emergent

collective states of active particles with elastic dipolar interactions

in simulations. They showed the formation of polar particle

clusters and used confinement to modify the collision dynamics

of the motile chains. Gulati et al. addressed the important question

on how boundary conditions affect the collective dynamics of

active liquid crystals. Combining simulations with stability

analysis, they showed a series of transitions between different

collective states and revealed the interplay between symmetry and

geometry in dictating the collective dynamics of active matter.

Both works illustrated the great potential of using confinement to

tune the dynamics of active systems.

Active materials can also respond to and alter the

environments they interact with. As a fascinating example of

this point, Pönisch and Zaburdaev computationally studied how

bacteria that use surface appendages (“pili”) to self-propel can

power the persistent rotation of a micron-sized turbine. Their

work is motivated by the observation that many bacteria use pili

protrusion and retraction to bind to and crawl along surfaces,

and that the molecular motors involved are among the strongest

motors known in nature. Indeed, Pönisch and Zaburdaev found

that when groups of cells attach to and pull on the turbine, it can

rotate persistently, depending on specific changes in pili binding

and adhesion. Not only does this work further elucidate active

matter-boundary interactions at a fundamental level, but it also

suggests a way to put active matter to work!

Going beyond studies in the lab, the mathematical modeling

of Vachier and Wettlaufer provided insights into bacterial

locomotion in ice under temperature and chemical gradients.

The authors considered the interplay between bio-enhanced

interfacial premelting, thermal regelation, particle motility and

chemotaxis and analyzed its consequence on particle dynamics

and nutrient distributions in ice. Their work reveals interesting

aspects of life in extreme environments and may be useful for

understanding the covariation of life and climate and potential

biosignatures in extraterrestrial life.

Finally, moving beyond natural and synthetic

microswimmers, Tepermeister et al. reviewed the use of soft

responsive materials to make functional devices—highlighting

how activity, encoded by material properties, can be exploited for

applications. The researchers outlined the physical principles for

soft ionic materials and devices, discussed the progress for each of

the potential device components, and pointed out opportunities

for future research.
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Porous Media Microstructure
Determines the Diffusion of Active
Matter: Experiments and Simulations
Kevin J. Modica, Yuchen Xi and Sho C. Takatori *

Department of Chemical Engineering, University of California, Santa Barbara, Santa Barbara, CA, United States

Active swimmers are known to accumulate along external boundaries owing to their
persistent self-motion, resulting in a significant reduction in their effective mobility through
heterogeneous and tortuous materials. The dynamic interplay between the slowdown
experienced by the active constituents near boundaries and their long-time diffusivity is
critical for understanding and predicting active transport in porous media. In this work, we
study the impact of boundary layer accumulation on the effective diffusivity of active matter
by analyzing the motion of active Brownian particles in an array of fixed obstacles. We
combine Janus particle experiments, Brownian dynamics simulations, and a theoretical
analysis based on the Smoluchowski equation. We find that the shape, curvature, and
microstructure of the obstacles play a critical role in governing the effective diffusivity of
active particles. Indeed, even at dilute packing fractions of obstacles, ϕ = 12%, we
observed a 25% reduction in the effective diffusivity of active particles, which is much larger
than the hindrance experienced by passive Brownian particles. Our combined
experimental and computational results demonstrate a strong coupling between the
active force and the porous media microstructure. This work provides a framework to
predict and control the transport of active matter in heterogeneous materials.

Keywords: active matter, colloidal transport, porous media, brownian motion, active suspensions, janus particles

INTRODUCTION

The transport of living, colloidal-sized species through crowded environments plays a crucial
function in many natural and synthetic processes. For example, the transport of bacteria through soil
plays a beneficial role in bioremediation [1, 2], and novel drug delivery mechanisms seek to utilize the
proliferation of S. typhimurium to access tumor tissues that have been conventionally out of reach [3,
4]. In contrast, the transport of pathogens into wounds sites and mucosa can lead to life-threatening
infections without proper treatment [5–7]. The effective transport properties of bacteria in crowded
environments depend on the interplay between the swimmer motility and the boundaries that make
up the porous material [8]. Many forms of microscopic life enhance their transport via directed self-
propulsion, including E. coli bacteria, spermatozoa cells, and C. reinhardtii algae [9–11]. Recent
advancements in micro/nanoscale synthesis have also led to the creation of artificial swimmers that
are excellent tools in the study of autonomous self-propulsion [12–19]. Understanding the motion of
these living and synthetic “active matter” constituents embedded within heterogeneous materials is a
challenging problem because of the complex interactions between the swimmer and the material
boundaries. For porous materials composed of polymer networks, particle transport may be affected
by steric hindrance, nonspecific interactions (hydrophobicity, electrostatics), and specific
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interactions (ligand-receptor binding) [20, 21]. This behavior is
not unique to polymer networks; introducing even a dilute
concentration of immobile obstacles with purely excluded-
volume interactions provides a substantial slowdown to
diffusive flux [22–24].

In addition to the interactions experienced by non-motile
Brownian particles, active particles accumulate at physical
boundaries due to their persistent self-motion, characterized
by a boundary layer near the surface. This accumulation
occurs even in the absence of attractive interactions; the active
particles propel freely until hitting a surface and continue to
propel themselves toward the surface until they reorient and
escape into the bulk fluid. This behavior has been observed
experimentally and in simulations of rods and spheres, both
with and without hydrodynamic interactions [25–40]. A
mechanistic understanding of how the local accumulation near
physical boundaries affects the macroscopic mobility of active

matter through heterogeneous and tortuous materials is lacking.
In this work, we study the impact of boundary accumulation on
the effective diffusivity of active matter by analyzing the motion
of active Brownian particles (ABPs) in a system of rigid 2D
obstacles. The presence of boundaries in active systems reduces
the effective long-time self diffusivity by an amount that depends
on the average swimming speed (U0) and the average
reorientation time (τR). This is in sharp contrast to passive
Brownian particles, which do not accumulate along
boundaries, and whose effective diffusivity depends primarily
on the packing fraction of the obstacles [23, 41].

Many studies on active matter transport focus on the effect of
alignment along surfaces due to steric or hydrodynamic torques
aligning the swimmer parallel or perpendicular to boundaries [27,
36, 38, 40, 42–46]. However, a connection between transport and
surface accumulation of active matter [28, 32–34, 37, 47, 48]
without any imposed torques has not been fully explored. For

FIGURE 1 | Active particles experience a significant slowdown near obstacle boundaries and a reduction in effective diffusivity in a random array of fixed obstacles.
(A–C): Schematic demonstrating the obstructed motion of an active particle near a grouping of three obstacles. (D–G): Experimental images of a 4 μm Janus particle
(green semicircle) moving through 6.5 μm obstacle particles (magenta). (H) Displacement of the active Janus particle (green semicircle) tracked for 100 s. (I) Brownian
Dynamics (BD) simulation snapshot of active Brownian particles moving through a recreated copy of the same porous media as in the experiments. More individual
particle trajectories are available in the Supplementary Information (Supplementary Figure S1).
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active systems, the precise shape and curvature of the boundary can
have a strong effect on motility induced accumulation [33, 34, 49].
This increased accumulation corresponds to more time spent
“trapped” in the boundary layer, which inhibits the transport of
active matter in tight pores. Therefore, we hypothesize that active
swimmers experience a strong reduction in the relative diffusivity in
porous media due to the synergistic effects of active boundary
accumulation and boundary shape.

While many existing theories predict the diffusive transport of
passive Brownian particles through porous media [20, 22, 50–54],
the unique accumulation of active matter along
boundaries—especially at regions of large curvature—leads to
unexpected diffusive slowdowns that are not captured in
traditional theories. In this work, we combine Janus particle
experiments, Brownian dynamics simulations, and theory to
demonstrate that the transport of active matter in
heterogeneous materials is a strong function of the obstacle
shape, curvature, and microstructure. Experimentally, we rely
upon optical tracking of active particle trajectories, which has
been a powerful tool to study both living and artificial swimmers
in porous environments [49, 55–62], and allows for direct
comparisons to particle based simulations [63–71]. In addition
to advancing our basic understanding of active matter transport,

our work provides a mechanism to control the transport of active
matter in heterogeneous materials.

RESULTS

To obtain a mechanistic understanding of boundary layer
accumulation and slowdown of active matter in heterogeneous
materials, we combined Janus particle experiments, Brownian
dynamics (BD) simulations, and analytical theory. In our
experiments, we immobilized 6.5 μm lipid bilayer-coated silica
particles in a random distribution at the bottom of an imaging
chamber at ϕ ≈ 12% area fraction. We added a dilute
concentration of 4 μm silica Janus particles, coated on one side
with a thin layer of platinum and the other side with a lipid bilayer
containing fluorescently-labeled lipids (see Materials and
Methods). The silica beads sedimented to the bottom of the
imaging chamber, so our experiments are conducted in 2D. The
lipid bilayers on the obstacles and Janus half-coating contain
different fluorescent dyes, which enabled us to track both types of
particles simultaneously in different fluorescence channels. Upon
adding 2% hydrogen peroxide in Milli-Q water, the Janus
particles self-propelled [72–74] with speed U0 = 0.84 ±
0.01 μm/s and reorientation time τR = 14 ± 2 s. The self-
propulsive speed and the reorientation time were determined
via the mean instantaneous velocity and a fit to the known mean
squared displacement (see in Materials and Methods). We
conducted time lapse imaging and tracked the positions of the
obstacles and the Janus particles using a tracking algorithm [75].
In Figure 1, we show the motion of a single Janus particle moving
through a random array of obstacles, punctuated by an obstructed
motion of over 1 min in a local grouping of obstacles creating a
concave boundary. Eventually, the Janus particle reoriented,
propelled away from the concave boundary, and resumed an
active random walk (Figure 1H).

To corroborate our experiments, we developed BD simulations
in which the motion of ABPs are evolved following the
overdamped Langevin equation (see Materials and Methods).
We compare the experimental mean squared displacement
(MSD) with simulated active Brownian particle MSD to
determine if this simple model quantitatively captures the
transport behavior observed in the Janus particle experiments in
Figure 2. Comparing the two MSDs also allowed us to determine
that the entropic effect of immobile obstacles was the cause of the
diffusivity reduction, and not some unaccounted for mechanism
(e.g. hydrodynamic forces or interparticle attractions). To simulate
a dilute system, the active Brownian particles interact with obstacle
particles via a purely repulsive potential, but do not interact with
each other (“ideal gas” particles). We chose the active particle
swimming speed and reorientation time to match our Janus
particles, and we placed obstacles of the same size in the same
positions as the experiments. By using the experimental obstacle
particle positions as inputs into our simulations, we recapitulated
our precise experimental system in the simulations (Figure 1I).
Consistent with our experimental observations, we also observed a
similar accumulation of particles in local groupings of obstacles
that form a concave boundary.

FIGURE 2 | The effective diffusivity of active particles decreased by 25%
in a random array of fixed obstacles at ϕ ≈12% area fraction. The mean
squared displacement (MSD) of 4 μm active Janus colloids in experiments
(black symbols) agrees with that in our BD simulation of the equivalent
system using the active Brownian particle (ABP) model (cyan symbols), for
both the control case without obstacles (circles) and with a random
distribution of 6.5 μm obstacles (cross marks). Labelled diffusivities
correspond to the fit to the slope at times past 50 s in the experiments.
Standard error of the mean for the MSDs is available in the Supplementary
Figure S2. Additional MSD simulation data for different ABP activities is
available in Supplementary Figure S3.
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To quantify the effect of active particle accumulation and
slowdown near boundaries, we computed the mean squared
displacement (MSD) of the active particles in our experiments
and BD simulations, MSD(t) = 〈|r(t) − r (0)|2〉, where r(t) is the
position of the active particle at time t. We obtained the slope of the
MSD at large times to find the long-time self diffusivity of the active
particles in the experiments and simulations,
D � limt→∞(1/4)(dMSD/dt). As shown in Figure 2, we found
that the effective diffusivity of active Janus particles decreases by 25%
in the presence of fixed obstacles, fromD0 = 5.1 ± 0.2 μm2/s (without
obstacles) to DE = 3.8 ± 0.2 μm2/s (with obstacles). An ABP in a
dilute suspension in two dimensions has a self diffusivity of D0 �
DT + U2

0τR/2 without any obstacles present, whereDT is the thermal
Brownian diffusivity of an isolated particle. Our BD simulations
agreed quantitatively with the experimental values when we used
identical activity parameters with obstacles placed in the same
positions, confirming that our active Brownian particle
simulations are a proficient model of the experiments. For
passive Brownian particles in a dilute packing of rigid obstacles,
the effective diffusivity reduces to DT (1 − ϕ) [22]. Therefore, our
25% reduction in the effective diffusivity for active particles is about
twice as large as the relative reduction experienced by passive
Brownian particles at the same obstacle packing fraction, ϕ ≈ 12%.

In our experiments, we noticed that several 6.5 μm obstacle
particles formed local groupings with narrow constrictions
(Figure 3A), even at semi-dilute packing fractions (ϕ ≈ 12%).
Indeed, we quantified the crowding by finding the number of
other obstacle neighbors located within a surface-to-surface
distance of 4 μm (Figure 3B). We observed that the Janus
particles spent significantly more time in the concave region of
these emergent shapes as opposed to the convex side (Figure 3C).
We therefore hypothesized that the presence of these structures with
curved geometries plays an important role in reducing the effective
transport properties of active particles beyond the 1 − ϕ correction

observed in passive particles. Furthermore, we anticipated that the
role of obstacle geometry on the effective diffusivity is much larger
for active particles undergoing persistent self-propulsion compared
to passive particles translating due to thermal Brownian motion.

To test our hypothesis and to develop a micromechanical
understanding of the role of obstacle geometry on active particle
diffusion, we analyzed the distribution of active particles near obstacle
boundaries, P (x, y, θ, t), which satisfies the Smoluchowski equation

zP

zt
+ ∇ · U0qP −DT∇P( ) −DR

z2P

zθ2
� 0, (1)

where U0 is the self-propulsive speed of the active particles, q =
[ cos(θ), sin(θ)] is the unit orientation vector indicating the direction
of self-propulsion, and DT and DR = 1/τR are the translational and
rotational diffusivity, respectively. Eq. 1 is subject to the no-flux
boundary condition along the obstacle surface,
n̂ · [U0qP −DT∇P] � 0, and periodic boundary conditions
across the unit cell. The probability distribution is normalized,∫∫∫P dxdydθ = 1. We computed the density and polar order
fields of active particles at steady state (zP/zt = 0) by solving Eq.
1 using the finite element method via the software Freefem++ [76].

We obtained steady-state density and polarization fields by
taking orientational integrals over the full probability distribution,

n x, y( ) � ∫2π

0
P x, y, θ( ) dθ, (2a)

m x, y( ) � ∫2π

0
P x, y, θ( )q θ( ) dθ, (2b)

We numerically solved the full Smoluchowski equation for
a point-sized active particle around fixed obstacles with
different shapes. For a circular obstacle, we observed a
small accumulation of active particles near the surface, as
shown in Figure 4A. In contrast, for a curved obstacle, we

FIGURE 3 | Active Janus particles spent a significant amount of time near obstacle clusters that formed curved boundaries with narrow constriction sites. (A) Image
of an active Janus particle interacting with a grouping of obstacles that forms a curved boundary with concavity. (B) Histogram quantifying obstacle particle grouping.
Number of impassible neighbors is found by counting all the obstacle neighbors within distance 4 μm from a reference obstacle’s surface. Groups of obstacles within this
distance are impassible by a Janus swimmer with diameter 4 μm. Error bars are the standard deviation from six independent experiments. (C) Schematic
demonstrating the concave shape formed by the packing of obstacles.
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observed a significant increase in the number density n (x, y)
and polar order vector m (x, y) near the obstacle surface,
especially at regions of large concavity (Figures 4D–F). Our
results in Figure 4 are presented for a mild activity of U0τR/δ =
1, where δ � �����

DTτR
√

is the microscopic length describing how
far the active particle thermally diffuses before it reorients.
Even for mild activity, we observed a 40% increase in density
accumulation along the inner surface compared to only 12%
near the circular obstacle. The active Janus particles in our
experiments have an activity of U0τR/δ = 100, which would
cause an even larger increase in the density and polar order
enhancement at concave boundaries. Our Smoluchowski
analysis suggests that the obstacle arrangement and shape
play a critical role in governing local trapping of active
particles in porous media.

Motivated by our micromechanical understanding of active
particles near curved obstacles (Figure 4), we hypothesized that the
effective diffusivity of active particles in an array of obstacles should
depend on the specific shape of the obstacles. To these ends, we
conducted BD simulations of active Brownian particles moving
through a square lattice of obstacles, carefully varying the curvature
while preserving the packing fraction to keep the excluded volume
constant within a unit cell. As a model obstacle shape with

smoothly-varying curvature, we utilized the “Cassini Oval”
(Figures 5B–D), which is described by the equation

x + a( )2 + y2[ ] x − a( )2 + y2[ ] � b4, (3a)
A � 2b2E

a4

b4
( ), (3b)

κ* � 1
b

2a2/b2 − 1��������
1 − a2/b2√⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ (3c)

where a and b are two shape parameters (a < b), κ* is the maximum
curvature in the shape, A is the shape area, and E(x) is the complete
elliptic integral of the second kind. The Cassini Oval is a modification
of the traditional ellipse with the product of the distance to two foci
(located at x=±a) kept constant at b2. The shape extends laterally and
shrinks vertically as it is deformed at constant area, which would
generate anisotropies and slowdowns in the effective diffusivity for
even passive Brownian particles. Since we wish to isolate the effects of
curvature, and not the artifacts from lateral elongation of the shape,
we performed BD simulations on both passive and active Brownian
particles to quantify the effects of curvature and shape elongation.
Passive Brownian particles with purely excluded-volume interactions
do not accumulate along boundaries, so any change in their

FIGURE 4 | Active constituents accumulate along boundaries due to their persistent self-motion, with a significant increase in density and polar order along curved
boundaries with large concavity. (A–C): Density and polarization fields around a circular obstacle (radius over run length R/(U0τR) �

��
7

√
/4) with dashed lines to guide the

eye around the faint increase in contours. The fields are normalized by n∞, the bulk concentration of active particles far away from the boundary. (D–F): the concentration
and polarization fields around a curved obstacle with large concavity (Rinner/(U0τR)=1/2, Router/(U0τR)=1). A convex, circular obstacle experiences a 12% increase in
active particle accumulation, while a concave shape in the same active bath experiences a 40% increase in active particle accumulation at the inner side, indicating that
the specific arrangement and shape of obstacles play a key role in the effective diffusivity of active particles. We used the same obstacle area fraction of σ ≈ 5.5% and
activity U0τR/δ =1 in both cases, where δ � �����

DT τR
√

is the microscopic length.
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diffusivity is due to shape elongation within the unit cell. We have
conducted BD simulations at different activities and obstacle packing
fractions, and found that the effective diffusivity is well-approximated
by the expression D0 (1 − ϕ) for dilute packing fractions, where D0 is
the bulk diffusivity in 2D in the absence of any obstacles. This is a
proficient analytical expression for all activities at dilute obstacle
densities (See Supplementary Figures S4, S5). However, at larger
packing fractions of obstacles greater than ϕ ≈ 5%, we observe
deviations in this expression as a function of varying activity
parameters. For example, as (U0τR)κ* > 1, the scaled diffusivity
decreases compared to the passive case, due to the reduced swim
diffusivity in the boundary layer.

To isolate the diffusivity reduction due to obstacle shape, we
computed a scaled diffusivity deviation given by

ΔD
D0

� DE − ~D

D0
, (4)

where DE is the effective diffusivity measured from the MSD,
D0 � DT + U2

0τR/2 is the diffusivity without any obstacles, and
~D � D0(1 − ϕ) is a first correction to the diffusion constant due
to excluded volume effects of circles in a square lattice [22]. In
Figure 5, we show our BD simulation results for an obstacle
packing of ϕ = 5.5%. Using active particles of diameter σ, we set
the activity as U0τR/σ = 100, δ/σ � 5

�
2

√
, and the shape area as A/

σ2 = 400π. As the concave curvature of the obstacle increased, we
found a large reduction in the effective diffusivity along the
direction facing the concavity (Dy) whereas the diffusivity
along the other direction (Dx) remained approximately
constant. As the local curvature of the shape increased, the
conserved area moves off to the sides, slightly thinning its
vertical projection and expanding its horizontal projection.
The effect of obstacle shape elongation on the effective
diffusivity is measured by the deviation in the passive case
(black circles and crosses in Figure 5A). In the active case,

FIGURE 5 | Curved obstacles with a large concavity generate a significant slowdown in diffusive transport of active particles compared to purely convex shapes at
the same packing fraction. (A) Scaled diffusivity deviation as a function of shape concavity for the Cassini Oval shape described by Eq. 3, where bκ* is the non-
dimensional curvature at the top of the inclusion. The diffusivity along the direction facing the concavity, Dy, decreases by 24% for the active particles for highly concave
obstacles compared to 12.5% for the passive Brownian particles, indicating that the coupling between the active force and curvature plays a key role. Total packing
fraction is fixed at ϕ ≈5.5%, and error bars are the standard deviation of three independent trials. (B–D): Schematics of area preserving Cassini Ovals for three different
parameter sets. The two foci are separated a distance of 2a. Beyond a critical distance, a � b/

��
2

√
, the shape becomes concave.
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there is an additional contribution that we designate as the active-
curvature coupling.

As shown in our data forDy in Figure 5A, the active-curvature
coupling contribution to the effective diffusivity is equally as large
as the diffusivity reduction due to obstacle shape elongation. Due
to their persistent self-propulsion, the active particles experience
a large accumulation of density and polar order fields near
boundaries with large concavity, consistent with our
Smoluchowski analysis in Figure 4. The magnitude of this
boundary layer accumulation is a strong function of curvature
and activity, and we have observed that the effect becomes more
important at high activity and semi-dilute obstacle packing (see
Supplementary Figures S4, S5). Our results validate our
hypothesis that the shape and curvature of the obstacles play a
critical role in governing the effective mobility of active particles
in porous materials. The physical mechanism behind this
phenomenon is that active matter accumulates along
boundaries, especially along curved and concave surfaces,
where active particles are trapped. Therefore, the specific
shape and arrangement of obstacles within a porous material
modulate the effective diffusivity of the active particles in a
manner that is more significant compared to passive Brownian
particles.

DISCUSSION

In this work, we discovered that the obstacle packing fraction
alone is insufficient to provide an accurate prediction of effective
active particle diffusivity. The specific shape and distribution of
physical obstacles plays a critical role in determining active
transport. The microscopic details of the external boundary
strongly influences the macroscopic observables like the long-
time self diffusivity. Both in our experiments and simulations, a
random packing of obstacles led to concave structures with
narrow constriction sites that gave rise to a significant
accumulation of active particles. We showed that the local
slowdown of active particles within the boundary layers has a
direct effect on their overall mobility across the porous material.
We focused on obstacle curvature and microstructure as metrics
for predicting the effective diffusivity, which is complementary to
other porosity metrics, like chord-length distributions [77] or
tortuosity measurements [52].

Our scientific basis for focusing on the obstacle shape and
curvature was inspired by the strong connection between active
matter accumulation and its force generation along boundaries
[32, 74, 78, 79]. For example, Burkholder and Brady derived a
macrotransport based model to connect fluctuations in surface
accumulation and the enhancement in diffusivity of passive
spherical tracers [80]. Furthermore, the surface accumulation
is highly dependent on surface curvature [28, 31, 33, 34]; the
accumulation on certain parts of an asymmetric shape can lead to
a pressure imbalance and net translation of anisotropic colloidal
tracers [11, 81]. These studies showed that active matter can
impart forces on its environment; however, in our work, we
focused on how the micromechanical details of the environment,
like curved boundaries, can alter the dynamical properties of the

active particles. We validated that a strong coupling between
surface curvature and active matter accumulation decreases the
diffusivity of active particles by a much larger relative degree than
the slowdown expected for equivalent passive Brownian particles.

The surface accumulation of active particles around a single
obstacle with small curvature ((U0τR), δ ≪ 1/κ) is shown by Yan
and Brady [33]:

nsurf
n∞

� 1 + ℓ
2

2δ2
+ κℓ2λ′ +O κℓ2λ′( )2, (5)

where n∞ is the bulk concentration of active particles, κ is the
curvature in units of inverse obstacle length, ℓ = U0τR is the run
length, and λ′ �

����������
(1 + 1

2(ℓ/δ)2
√

/δ is the inverse screening length
of the boundary layer. As the curvature goes from κ = 0 (e.g. a flat
wall) to a convex curvature κ < 0 (e.g. the outside of a circle), the
surface accumulation decreases proportionally. However, if
regions of the shape have a concave curvature κ > 1 (e.g. the
inside of a circle), the accumulation increases. To first order in
curvature, the accumulation described in Eq. 5 predicts no net
force on an asymmetric surface [33], and higher order curvature
expansions are needed to get a nonzero force. The need for large
curvatures is consistent with our simulations (Figure 5), where
we found that the active-curvature coupling effect on the
diffusivity is small until the nondimensional curvature is large,
κℓ ≫ 1, (see Supplementary Figure S4). For our most curved
obstacle in Figure 5D, our analysis from Eq. 5 leads us to define
our grouping of κℓ2λ′ ≈ 7 × 103. The effect of active-curvature
coupling is expected to increase dramatically in dense, tortuous
media, leading to the mechanism of hopping and trapping
transport. Other mechanisms of motility, such as the run-
reverse mechanism seen in bacteria and archaea [82, 83], can
enable swimmers to avoid the slowdown resulting from boundary
accumulation and enhance transport between highly curved
pores [64].

We focused on the effects of immobile obstacles with purely
excluded volume interactions. However, soft porous materials
present a rich opportunity for future study. Boundary
fluctuations of soft surfaces are important for particle
transport in mucus, hydrogels, and other polymeric networks
[20, 84, 85]. Active particles have been shown to induce large
deformations on soft membranes [86, 87], changing the
curvature and transport drastically. Hydrogel networks and
sediments in 3D provide an additional degree of freedom for
a swimmer to avoid obstacles. In 2D, close packing of disks
precludes transport; however, a close packing of spheres in 3D
allows for bicontinous percolation, resulting in a reduced but
nonzero diffusivity.

Our work opens up opportunities for future experimental work
to control active matter diffusion via the design of obstacle shape
and arrangement. Convex, nonspherical inclusions can be used to
control transport and create anisotropic spreading of bacteria along
a predefined axis. Novel sorting mechanisms have already been
developed using asymmetric blockers [37], and the method could
be extended to sort mixtures of swimmers with different types of
motility [88]. Precise consideration of the activity-curvature
coupling on transport serves as a promising route to increase
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the efficacy of these sorting methods, and may lead to more
accurate predictions of bacterial transport coefficients.

MATERIALS AND METHODS

Experiment Preparation
Lipid-coated silica beads were created by coating silica micro-
beads with a supported lipid bilayer (SLB). Small unilamellar
vesicles (SUVs) were prepared by rehydrating a lipid sheet
composed of a mixture of phospholipids with pure deionized
water to a concentration of 0.2 mg/ml. For the Janus particles, we
used 1,2-dioleoyl-sn-glycero-3-phos-phocholine (DOPC) with
5% of 1,2-dioleoyl-sn-glycero-3-phospho-L-serine (DOPS) and
0.3% of Atto 488-1,2-dioleoyl-sn-glycero-3-
phosphoethanolamine (DOPE-Atto 488) fluorescent dye. For
the obstacle particles, we used DOPC with 5% of 1,2-dioleoyl-
3-trimethylammonium-propane (DOTAP) and 0.3% of Atto
647-DOPE (DOPE-Atto 647). After rehydrating the lipids for
30 min, the solution was vigorously vortexed, sonicated at low-
power (20% power) using a tip sonicator (Branson SFX250
Sonifier). The resulting SUV solution was buffered with a
MOPS buffer (50 mM MOPS, 100 mM sodium chloride, pH
7.5). DOPC (catalog number: 850375), DOPS (catalog number:
840035), and DOTAP (catalog number: 890890) were purchased
from Avanti polar lipids. DOPE-Atto 488 and DOPE-Atto 647
were purchased from ATTO-TEC GmbH. Silica microspheres
(4.0μm; catalog code: SS05002 and 6.5μm; catalog code: SS06N)
were purchased from Bangs Laboratories.

Silica microspheres with diameters 4 and 6.5 μm were cleaned
using a 3:2 mixture of sulfuric acid:hydrogen peroxide (Piranha)
for 30 min in a bath sonicator, and were spun down at 1000g and
washed 3 times before being resuspended in pure water. We
fabricated Janus particles from the cleaned 4 μm particles by
depositing a monolayer on a glass slide, and coating half of the
particle surface with a 2 nm-thick layer of chromium and 8 nm-
thick layer of platinum using an E-beam evaporator at a
deposition rate of 0.1 �A/s. To form SLBs on the Janus
particles and the beads, 50 μL of SUV solution was mixed
gently with 10 μL of clean bead suspension. The bead/SUV
mixture was incubated for 15 min at room temperature while
allowing the beads to sediment to the bottom of the tube. Beads
were washed 5 times with pure deionized water by gently adding/
removing the liquid without resuspending the beads into
solution. We verified the fluidity of the SLB by imaging beads
on a glass coverslip at high laser intensity, where the diffusion of
labeled lipids was visible after photo-bleaching a small region.

For the 4 μm Janus particles, the SLBs coated only half of the
particle surface exposed to clean silica. The side with the platinum
did not get coated with an SLB.When these SLB half-coated Janus
particles were deposited in a 2% solution of hydrogen peroxide,
the particles self-propelled pointing away from their platinum
half-coating via self-diffusiophoresis. Since silica is more dense
than water, the Janus particles moved in 2D along the bottom of
the imaging chamber. Within the time frame of our experimental
measurements, we did not observe any significant degradation of
the SLB from hydrogen peroxide.

For the 6.5 μm obstacle particles, we obtained a uniform SLB
across the entire surface of the silica bead. We added a
positively-charged DOTAP lipid to the SLB to facilitate a
strong electrostatic attraction between the obstacle particles
and the borosilicate coverslip substrate. We found that most
obstacle particles remained fixed along the bottom substrate
with no observable Brownian motion. We did not observe any
adhesion or fusion of the SLBs between the obstacles and the
Janus particles.

The SLB-coated obstacle particles were added into the imaging
chamber at a desired density, followed by the SLB half-coated
Janus particles. We added 2% hydrogen peroxide into the
chamber and conducted time lapse imaging. All imaging was
carried out on an inverted Nikon Ti2-Eclipse microscope (Nikon
Instruments) using an oil-immersion objective (Apo ×60,
numerical aperture (NA) 1.4, oil). Lumencor SpectraX Multi-
Line LED Light Source was used for excitation (Lumencor, Inc.).
Fluorescent light was spectrally filtered with emission filters (515/
30 and 680/42, Semrock, IDEX Health and Science) and imaged
on a Photometrics Prime 95 CMOS Camera (Teledyne
Photometrics). Experimental results presented in this work are
an average over six independent replicates of systems with
obstacles and three independent replicates of systems without
obstacles as a control.

Particle Tracking in Experiments
To determine the effect of the porous media on transport, we
measured the Janus particle trajectories with and without the
presence of the fixed obstacles. We used a modified MATLAB
script based on IDL code by Crocker and Grier [75] to track the
individual Janus particles by identifying each particle center and
tracking its trajectory over time using an image stack with one
frame taken every second. We removed any macroscopic drifts by
enforcing that the mean displacement over all particles was zero
at any time. We filtered out any Janus particles that were
immobile due to defects of the particle (defined as moving less
than 30 μm over 100 s or if it moved in only one direction via
macroscopic drifts). In all experimental results, we tracked the
particles for times t > 7τR. We obtained the Janus particle mean
swim speed, U0, and reorientation time, τR, using the control
experiments in the absence of obstacles. We obtained the mean
swim speed by averaging all tracked particles’ velocity over time,

U0 � 〈ΔrΔt〉. (6)

Themean swim speed was determined to beU0 = 0.84 ± 0.01 μm/s
with the reported error as the standard error of the mean. We
obtained the reorientation time by measuring the bulk diffusivity
for the control experiment in the absence of obstacles,

D0 � DT + U2
0τR
2

, (7)

whereDT ≈ 0.1 μm2/s is the thermal Brownian diffusivity for 4 μm
diameter spheres using the Stokes-Einstein-Sutherland relation
[89–91]. We note that the thermal Brownian diffusivity is
negligible compared to the self-propulsive component. Using
the experimental measurement of the bulk diffusivity,

Frontiers in Physics | www.frontiersin.org April 2022 | Volume 10 | Article 8691758

Modica et al. Active Matter Diffusion

13

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


D0 = 5.1 μm2/s, we obtained the reorientation time and standard
deviation τR = 14 ± 2 s using Eq. 7. As a separate measurement,
we computed τR using the Janus particle orientation
autocorrelation in 2D,

〈q t( ) · q 0( )〉 � e−t/τR . (8)
We obtained the Janus particle orientations directly from particle
tracking, and we obtained a reorientation time τR ≈ 10 s using Eq.
8. This measurement is similar to the value we obtained using Eq.
7, especially considering the difficulty in finding the orientation
using the velocity vector. We concluded that the particles are
behaving as active Brownian particles in 2D. In principle, the
Janus particles are located along a 2D plane but can reorient in
3D. However, the platinum coating makes the catalytic half-
surface more heavy and causes the Janus particles to tilt
downwards, making the particle move effectively in 2D. We
note that the direction of self-propulsion points away from the
platinum half-surface, so the configuration of the platinum half-
surface pointing vertically down appears to be an unstable state.

Brownian Dynamics Simulations
The parameters (U0, τR) obtained from the control experiment
are then used as inputs into our Brownian dynamics simulations
in Figure 2. In Figure 5, the parameters were chosen as described
in the caption.We implemented our simulations using HOOMD-
blue, a molecular dynamics (MD) simulation package in Python
[92]. We focused on the dilute limit of a single active Brownian
particle (ABP) in 2D interacting with fixed hard-sphere obstacles.
Hydrodynamic interactions are ignored in these simulations. The
ABP model describes a swimmer with constant propulsion force
but white noise torques [11, 93–96]. Hard-sphere like interactions
between the obstacles and the ABPs were implemented using the
Weeks-Chandler-Andersen (WCA) [97] potential (Eq. 10). For
the nonspherical Cassini Oval, the structure was formed using
overlapping rigid surface particles offset so that the surfaces of the
particles formed the boundaries of the Cassini Oval.

The ABPs were initialized and integrated according to the
overdamped Langevin equations of motion:

dxi
dt

� ����
2DT

√
ηi t( ) + Fwca xi, xj( )

ζ
+ U0q (9a)

dθi
dt

� ����
2DR

√
ξi t( ) (9b)

where Fwca is the force on the particle from all potentials and
constraints, ζ is the drag coefficient, q = [ cos θ, sin θ] is the unit
vector describing particle orientation in 2D, DR = 1/τR is the
rotational diffusion coefficient, and (ηi, ξi) are random variables
obeying the zero mean and variance consistent with the
fluctuation-dissipation theorem. We used a timestep of Δt =
0.001 s, and set the thermal diffusivity to match our experiments
at DT = 0.1 μm2/s. The drag coefficient and the energy scale of the
potential were chosen such that force induced velocity at contact
is 24ε

ζσavg
� 0.6 μm/s, which is similar in magnitude as the self-

propelled velocity U0. The WCA force is given by

Fwca � −∇Vwca (10a)

Vwca rij( ) � 4ε
σ

rij
( )12

− σ

rij
( )6⎡⎣ ⎤⎦ + ε, r≤ 21/6σ. (10b)

The particle diameters σABP and σobs were preset to 4 and
6.5 μm for Figure 2, and for Figure 5 they were chosen to be small
compared to the radius of the disk shown in Figure 5B, σ/R = 1/
20. We used periodic boundary conditions to simulate a
continuous domain. Simulations are visualized using
OVITO [98].

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material, further inquiries can be
directed to the corresponding author.

AUTHOR CONTRIBUTIONS

KM and ST conceived of the study; KM and ST designed research;
KM performed finite element calculations; KM and YX
performed simulations and analyzed data; ST performed
experiments; ST supervised the study; and KM, YX, and ST
wrote the paper.

FUNDING

This material is based upon work supported by the Air Force
Office of Scientific Research under award number FA9550-21-1-
0287. KM is supported by the National Science Foundation
Graduate Research Fellowship under Grant No. 1650114. Use
was made of computational facilities purchased with funds from
the National Science Foundation (OAC-1925717) and
administered by the Center for Scientific Computing (CSC).
The CSC is supported by the California NanoSystems Institute
and the Materials Research Science and Engineering Center
(MRSEC; NSF DMR 1720256) at UC Santa Barbara.

ACKNOWLEDGMENTS

The authors would like to thank Parth Shah for help in Janus
particle synthesis, Dr. Joseph Barakat for a careful reading of this
manuscript, and Prof. Ahmad K. Omar for enlightening
conversations and insights that helped to conceive of this project.

SUPPLEMENTARY MATERIAL

The SupplementaryMaterial for this article can be found online at:
https://www.frontiersin.org/articles/10.3389/fphy.2022.869175/
full#supplementary-material

Frontiers in Physics | www.frontiersin.org April 2022 | Volume 10 | Article 8691759

Modica et al. Active Matter Diffusion

14

https://www.frontiersin.org/articles/10.3389/fphy.2022.869175/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fphy.2022.869175/full#supplementary-material
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


REFERENCES

1. Gannon JT, Mingelgrin U, Alexander M, Wagenet RJ. Bacterial Transport
through Homogeneous Soil. Soil Biol Biochem (1991) 23:1155–60. doi:10.1016/
0038-0717(91)90028-I

2. Adadevoh JST, Triolo S, Ramsburg CA, Ford RM. Chemotaxis Increases the
Residence Time of Bacteria in Granular Media Containing Distributed
Contaminant Sources. Environ Sci Technol (2016) 50:181–7. doi:10.1021/
acs.est.5b03956

3. Toley BJ, Forbes NS. Motility Is Critical for Effective Distribution and
Accumulation of Bacteria in Tumor Tissue. Integr Biol (2012) 4:165–76.
doi:10.1039/c2ib00091a

4. Kasinskas RW, Forbes NS. Salmonella typhimurium Specifically Chemotax
and Proliferate in Heterogeneous Tumor Tissue In Vitro. Biotechnol Bioeng
(2006) 94:710–21. doi:10.1002/bit.20883

5. Ribet D, Cossart P. How Bacterial Pathogens Colonize Their Hosts and Invade
Deeper Tissues. Microbes Infect (2015) 17:173–83. doi:10.1016/j.micinf.2015.
01.004

6. Gu SX, Lentz SR. Fibrin Films: Overlooked Hemostatic Barriers against
Microbial Infiltration. J Clin Invest (2018) 128:3243–5. doi:10.1172/JCI121858

7. Kao CY, Lin WH, Tseng CC, Wu AB, Wang MC, Wu JJ. The Complex
Interplay Among Bacterial Motility and Virulence Factors in Different
Escherichia coli Infections. Eur J Clin Microbiol Infect Dis (2014) 33:
2157–62. doi:10.1007/s10096-014-2171-2

8. Martínez-Calvo A, Trenado-Yuste C, Datta SS. Active Transport in Complex
Environments (Preprint). arXiv:2108.07011v2 (2021).

9. Chaban B, Hughes HV, Beeby M. The Flagellum in Bacterial Pathogens: For
Motility and a Whole Lot More. Semin Cel Developmental
BiologyBiomineralisation Motorisation Pathog (2015) 46:91–103. doi:10.
1016/j.semcdb.2015.10.032

10. Woolley D. Motility of Spermatozoa at Surfaces. Reproduction (2003) 126:
259–70. doi:10.1530/rep.0.1260259

11. Bechinger C, Di Leonardo R, Löwen H, Reichhardt C, Volpe G, Volpe G.
Active Particles in Complex and Crowded Environments. Rev Mod Phys
(2016) 88:045006. doi:10.1103/RevModPhys.88.045006

12. Golestanian R, Liverpool TB, Ajdari A. Propulsion of a Molecular Machine by
Asymmetric Distribution of Reaction Products. Phys Rev Lett (2005) 94:
220801. doi:10.1103/PhysRevLett.94.220801

13. Howse JR, Jones RAL, Ryan AJ, Gough T, Vafabakhsh R, Golestanian R. Self-
Motile Colloidal Particles: From Directed Propulsion to Random Walk. Phys
Rev Lett (2007) 99:048102. doi:10.1103/PhysRevLett.99.048102

14. Sanchez S, Ananth AN, Fomin VM, Viehrig M, Schmidt OG. Superfast Motion
of Catalytic Microjet Engines at Physiological Temperature. J Am Chem Soc
(2011) 133:14860–3. doi:10.1021/ja205012j

15. Soto R, Golestanian R. Self-Assembly of Catalytically Active Colloidal
Molecules: Tailoring Activity through Surface Chemistry. Phys Rev Lett
(2014) 112:068301. doi:10.1103/PhysRevLett.112.068301

16. Ma X, Jannasch A, Albrecht U-R, Hahn K, Miguel-López A, Schäffer E, et al.
Enzyme-Powered Hollow Mesoporous Janus Nanomotors. Nano Lett (2015)
15:7043–50. doi:10.1021/acs.nanolett.5b03100

17. Ma X, Hahn K, Sanchez S. Catalytic Mesoporous Janus Nanomotors for Active
Cargo Delivery. J Am Chem Soc (2015) 137:4976–9. doi:10.1021/jacs.5b02700

18. Dreyfus R, Baudry J, Roper ML, Fermigier M, Stone HA, Bibette J. Microscopic
Artificial Swimmers. Nature (2005) 437:862–5. doi:10.1038/nature04090

19. Bricard A, Caussin JB, Das D, Savoie C, Chikkadi V, Shitara K, et al. Emergent
Vortices in Populations of Colloidal Rollers. Nat Commun (2015) 6:7470.
doi:10.1038/ncomms8470

20. Cai LH, Panyukov S, Rubinstein M. Hopping Diffusion of Nanoparticles
in Polymer Matrices. Macromolecules (2015) 48:847–62. doi:10.1021/
ma501608x

21. Witten J, Ribbeck K. The Particle in the Spider’s Web: Transport through
Biological Hydrogels. Nanoscale (2017) 9:8080–95. doi:10.1039/C6NR09736G

22. Mangeat M, Guérin T, Dean DS. Effective Diffusivity of Brownian Particles in a
Two Dimensional Square Lattice of Hard Disks. J Chem Phys (2020) 152:
234109. doi:10.1063/5.0009095

23. Saxton M. Anomalous Diffusion Due to Obstacles: a Monte Carlo Study.
Biophysical J (1994) 66:394–401. doi:10.1016/S0006-3495(94)80789-1

24. Alonso-Matilla R, Chakrabarti B, Saintillan D. Transport and Dispersion of
Active Particles in Periodic Porous media. Phys Rev Fluids (2019) 4:043101.
doi:10.1103/PhysRevFluids.4.043101

25. Volpe G, Gigan S, Volpe G. Simulation of the Active Brownian Motion of a
Microswimmer. Am J Phys (2014) 82:659–64. doi:10.1119/1.4870398

26. Wysocki A, Elgeti J, Gompper G. Giant Adsorption of Microswimmers:
Duality of Shape Asymmetry and wall Curvature. Phys Rev E (2015) 91:
050302. doi:10.1103/PhysRevE.91.050302

27. Elgeti J, Gompper G. Self-propelled Rods Near Surfaces. EPL (Europhysics
Letters) (2009) 85:38002. doi:10.1209/0295-5075/85/38002

28. Elgeti J, Gompper G. Wall Accumulation of Self-Propelled Spheres. EPL
(Europhysics Letters) (2013) 101:48003. doi:10.1209/0295-5075/101/
48003

29. Elgeti J, Winkler RG, Gompper G. Physics of Microswimmers—Single Particle
Motion and Collective Behavior: a Review. Rep Prog Phys (2015) 78:056601.
doi:10.1088/0034-4885/78/5/056601

30. Wensink HH, Löwen H. Aggregation of Self-Propelled Colloidal Rods Near
Confining walls. Phys Rev E (2008) 78:031409. doi:10.1103/PhysRevE.78.
031409

31. Wang M. Effect of Boundaries on Noninteracting Weakly Active Particles in
Different Geometries. Phys Rev E (2021) 103:042609. doi:10.1103/PhysRevE.
103.042609

32. Yan W, Brady JF. The Force on a Boundary in Active Matter. J Fluid Mech
(2015) 785:R1. doi:10.1017/jfm.2015.621

33. Yan W, Brady JF. The Curved Kinetic Boundary Layer of Active Matter. Soft
Matter (2018) 14:279–90. doi:10.1039/c7sm01643c

34. Smallenburg F, Löwen H. Swim Pressure on walls with Curves and Corners.
Phys Rev E (2015) 92:032304. doi:10.1103/PhysRevE.92.032304

35. Takatori SC, Yan W, Brady JF. Swim Pressure: Stress Generation in Active
Matter. Phys Rev Lett (2014) 113:028103. doi:10.1103/PhysRevLett.113.028103

36. Berke AP, Turner L, Berg HC, Lauga E. Hydrodynamic Attraction of
Swimming Microorganisms by Surfaces. Phys Rev Lett (2008) 101:038102.
doi:10.1103/PhysRevLett.101.038102

37. Martinez R, Alarcon F, Aragones JL, Valeriani C. Trapping Flocking Particles
with Asymmetric Obstacles. Soft Matter (2020) 16:4739–45. doi:10.1039/
C9SM02427A

38. Giacché D, Ishikawa T, Yamaguchi T. Hydrodynamic Entrapment of Bacteria
Swimming Near a Solid Surface. Phys Rev E (2010) 82:056309. doi:10.1103/
PhysRevE.82.056309

39. Galajda P, Keymer J, Chaikin P, Austin R. A Wall of Funnels Concentrates
Swimming Bacteria. J Bacteriol (2007) 189:8704–7. doi:10.1128/JB.
01033-07

40. Molaei M, Barry M, Stocker R, Sheng J. Failed Escape: Solid Surfaces Prevent
Tumbling of escherichia Coli. Phys Rev Lett (2014) 113:068103. doi:10.1103/
PhysRevLett.113.068103

41. Kalnin J, Kotomin E, Maier J. Calculations of the Effective Diffusion
Coefficient for Inhomogeneous media. J Phys Chem Sol (2002) 63:449–56.
doi:10.1016/S0022-3697(01)00159-7

42. Li G, Tang JX. Accumulation of Microswimmers Near a Surface Mediated by
Collision and Rotational Brownian Motion. Phys Rev Lett (2009) 103:078101.
doi:10.1103/PhysRevLett.103.078101

43. Sipos O, Nagy K, Di Leonardo R, Galajda P. Hydrodynamic Trapping of
Swimming Bacteria by Convex walls. Phys Rev Lett (2015) 114:258104. doi:10.
1103/PhysRevLett.114.258104

44. Das S, Garg A, Campbell AI, Howse J, Sen A, Velegol D, et al. Boundaries Can
Steer Active Janus Spheres. Nat Commun (2015) 6:8999. doi:10.1038/
ncomms9999

45. Takagi D, Palacci J, Braunschweig AB, Shelley MJ, Zhang J. Hydrodynamic
Capture of Microswimmers into Sphere-Bound Orbits. Soft Matter (2014) 10:
1784–9. doi:10.1039/C3SM52815D

46. Morin A, Lopes Cardozo D, Chikkadi V, Bartolo D. Diffusion, Subdiffusion,
and Localization of Active Colloids in Random post Lattices. Phys Rev E (2017)
96:042611. doi:10.1103/PhysRevE.96.042611

47. Das S, Gompper G, Winkler RG. Confined Active Brownian Particles:
Theoretical Description of Propulsion-Induced Accumulation. New J Phys
(2018) 20:015001. doi:10.1088/1367-2630/aa9d4b

48. Kjeldbjerg CM, Brady JF. Theory for the Casimir Effect and the Partitioning of
Active Matter. Soft Matter (2021) 17:523–30. doi:10.1039/D0SM01797C

Frontiers in Physics | www.frontiersin.org April 2022 | Volume 10 | Article 86917510

Modica et al. Active Matter Diffusion

15

https://doi.org/10.1016/0038-0717(91)90028-I
https://doi.org/10.1016/0038-0717(91)90028-I
https://doi.org/10.1021/acs.est.5b03956
https://doi.org/10.1021/acs.est.5b03956
https://doi.org/10.1039/c2ib00091a
https://doi.org/10.1002/bit.20883
https://doi.org/10.1016/j.micinf.2015.01.004
https://doi.org/10.1016/j.micinf.2015.01.004
https://doi.org/10.1172/JCI121858
https://doi.org/10.1007/s10096-014-2171-2
https://doi.org/10.1016/j.semcdb.2015.10.032
https://doi.org/10.1016/j.semcdb.2015.10.032
https://doi.org/10.1530/rep.0.1260259
https://doi.org/10.1103/RevModPhys.88.045006
https://doi.org/10.1103/PhysRevLett.94.220801
https://doi.org/10.1103/PhysRevLett.99.048102
https://doi.org/10.1021/ja205012j
https://doi.org/10.1103/PhysRevLett.112.068301
https://doi.org/10.1021/acs.nanolett.5b03100
https://doi.org/10.1021/jacs.5b02700
https://doi.org/10.1038/nature04090
https://doi.org/10.1038/ncomms8470
https://doi.org/10.1021/ma501608x
https://doi.org/10.1021/ma501608x
https://doi.org/10.1039/C6NR09736G
https://doi.org/10.1063/5.0009095
https://doi.org/10.1016/S0006-3495(94)80789-1
https://doi.org/10.1103/PhysRevFluids.4.043101
https://doi.org/10.1119/1.4870398
https://doi.org/10.1103/PhysRevE.91.050302
https://doi.org/10.1209/0295-5075/85/38002
https://doi.org/10.1209/0295-5075/101/48003
https://doi.org/10.1209/0295-5075/101/48003
https://doi.org/10.1088/0034-4885/78/5/056601
https://doi.org/10.1103/PhysRevE.78.031409
https://doi.org/10.1103/PhysRevE.78.031409
https://doi.org/10.1103/PhysRevE.103.042609
https://doi.org/10.1103/PhysRevE.103.042609
https://doi.org/10.1017/jfm.2015.621
https://doi.org/10.1039/c7sm01643c
https://doi.org/10.1103/PhysRevE.92.032304
https://doi.org/10.1103/PhysRevLett.113.028103
https://doi.org/10.1103/PhysRevLett.101.038102
https://doi.org/10.1039/C9SM02427A
https://doi.org/10.1039/C9SM02427A
https://doi.org/10.1103/PhysRevE.82.056309
https://doi.org/10.1103/PhysRevE.82.056309
https://doi.org/10.1128/JB.01033-07
https://doi.org/10.1128/JB.01033-07
https://doi.org/10.1103/PhysRevLett.113.068103
https://doi.org/10.1103/PhysRevLett.113.068103
https://doi.org/10.1016/S0022-3697(01)00159-7
https://doi.org/10.1103/PhysRevLett.103.078101
https://doi.org/10.1103/PhysRevLett.114.258104
https://doi.org/10.1103/PhysRevLett.114.258104
https://doi.org/10.1038/ncomms9999
https://doi.org/10.1038/ncomms9999
https://doi.org/10.1039/C3SM52815D
https://doi.org/10.1103/PhysRevE.96.042611
https://doi.org/10.1088/1367-2630/aa9d4b
https://doi.org/10.1039/D0SM01797C
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


49. Volpe G, Buttinoni I, Vogt D, Kümmerer HJ, Bechinger C. Microswimmers in
Patterned Environments. Soft Matter (2011) 7:8810–5. doi:10.1039/
C1SM05960B

50. Reguera D, Rubí JM. Kinetic Equations for Diffusion in the Presence of
Entropic Barriers. Phys Rev E (2001) 64:061106. doi:10.1103/PhysRevE.64.
061106

51. Brenner H, Edwards DA. Macrotransport Processes. Elsevier (1993). doi:10.
1016/C2009-0-25915-0

52. Shen L, Chen Z. Critical Review of the Impact of Tortuosity on Diffusion.
Chem Eng Sci (2007) 62:3748–55. doi:10.1016/j.ces.2007.03.041

53. Burada PS, Hänggi P, Marchesoni F, Schmid G, Talkner P. Diffusion in
Confined Geometries. ChemPhysChem (2009) 10:45–54. doi:10.1002/cphc.
200800526

54. Ning L, Liu P, Ye F, Yang M, Chen K. Diffusion of Colloidal Particles in Model
Porous media. Phys Rev E (2021) 103:022608. doi:10.1103/PhysRevE.103.
022608

55. Perez LJ, Bhattacharjee T, Datta SS, Parashar R, Sund NL. Impact of
Confined Geometries on Hopping and Trapping of Motile Bacteria in
Porous media. Phys Rev E (2021) 103:012611. doi:10.1103/PhysRevE.103.
012611

56. Bhattacharjee T, Datta SS. Bacterial Hopping and Trapping in Porous media.
Nat Commun (2019) 10:2075. doi:10.1038/s41467-019-10115-1

57. Figueroa-Morales N, Dominguez-Rubio L, Ott TL, Aranson IS. Mechanical
Shear Controls Bacterial Penetration in Mucus. Scientific Rep (2019) 9:9713.
doi:10.1038/s41598-019-46085-z

58. Truong VK, Mainwaring DE, Murugaraj P, Nguyen DHK, Ivanova EP.
Impact of Confining 3-D Polymer Networks on Dynamics of Bacterial
Ingress and Self-Organisation. J Mater Chem B (2015) 3:8704–10. doi:10.
1039/c5tb01880c

59. Bansil R, Celli JP, Hardcastle JM, Turner BS. The Influence of Mucus
Microstructure and Rheology in Helicobacter pylori Infection. Front
Immunol (2013) 4. doi:10.3389/fimmu.2013.00310

60. Wu H, Greydanus B, Schwartz DK. Mechanisms of Transport Enhancement
for Self-Propelled Nanoswimmers in a Porous Matrix. Proc Natl Acad Sci
(2021) 118. doi:10.1073/pnas.2101807118

61. Licata NA, Mohari B, Fuqua C, Setayeshgar S. Diffusion of Bacterial Cells in
Porous Media. Biophysical J (2016) 110:247–57. doi:10.1016/j.bpj.2015.09.035

62. Brun-Cosme-Bruny M, Bertin E, Coasne B, Peyla P, Rafaï S. Effective
Diffusivity of Microswimmers in a Crowded Environment. J Chem Phys
(2019) 150:104901. doi:10.1063/1.5081507

63. Sandoval M, Dagdug L. Effective Diffusion of Confined Active Brownian
Swimmers. Phys Rev E - Stat Nonlinear, Soft Matter Phys (2014) 90:062711.
doi:10.1103/PhysRevE.90.062711

64. Kurzthaler C, Mandal S, Bhattacharjee T, Löwen H, Datta SS, Stone HA. A
Geometric Criterion for the Optimal Spreading of Active Polymers in Porous
media. Nat Commun (2021) 12:7088. doi:10.1038/s41467-021-26942-0

65. Chepizhko O, Peruani F. Diffusion, Subdiffusion, and Trapping of Active
Particles in Heterogeneous Media. Phys Rev Lett (2013) 111:160604. doi:10.
1103/PhysRevLett.111.160604

66. Reichhardt C, Olson Reichhardt CJ. Active Matter Transport and Jamming on
Disordered Landscapes. Phys Rev E (2014) 90:012701. doi:10.1103/PhysRevE.
90.012701

67. Reichhardt CJO, Reichhardt C. Avalanche Dynamics for Active Matter in
Heterogeneous media. New J Phys (2018) 20:025002. doi:10.1088/1367-2630/
aaa392

68. Jakuszeit T, Croze OA, Bell S. Diffusion of Active Particles in a Complex
Environment: Role of Surface Scattering. Phys Rev E (2019) 99:012610. doi:10.
1103/PhysRevE.99.012610

69. Chamolly A, Ishikawa T, Lauga E. Active Particles in Periodic Lattices. New
J Phys (2017) 19:115001. doi:10.1088/1367-2630/aa8d5e

70. Volpe G, Volpe G. The Topography of the Environment Alters the Optimal
Search Strategy for Active Particles. Proc Natl Acad Sci (2017) 114:11350–5.
doi:10.1073/pnas.1711371114

71. Yuan C, Chen A, Zhang B, Zhao N. Activity–crowding Coupling Effect on the
Diffusion Dynamics of a Self-Propelled Particle in Polymer Solutions. Phys
Chem Chem Phys (2019) 21:24112–25. doi:10.1039/C9CP04498A

72. Paxton WF, Kistler KC, Olmeda CC, Sen A, St Angelo SK, Cao Y, et al.
Catalytic Nanomotors: Autonomous Movement of Striped Nanorods. J Am
Chem Soc (2004) 126:13424–31. doi:10.1021/ja047697z

73. Howse JR, Jones RAL, Ryan AJ, Gough T, Vafabakhsh R, Golestanian R. Self-
motile Colloidal Particles: From Directed Propulsion to Random Walk. Phys
Rev Lett (2007) 99:048102. doi:10.1103/PhysRevLett.99.048102

74. Takatori SC, De Dier R, Vermant J, Brady JF. Acoustic Trapping of Active
Matter. Nat Commun (2016) 7:1–7. doi:10.1038/ncomms10694

75. Crocker JC, Grier DG. Methods of Digital Video Microscopy for Colloidal
Studies. J Colloid Interf Sci (1996) 179:298–310. doi:10.1006/jcis.1996.0217

76. Hecht F. New Development in Freefem++. J Numer Mathematics (2012) 20.
doi:10.1515/jnum-2012-0013

77. Torquato S, Lu B. Chord-length Distribution Function for Two-phase Random
media. Phys Rev E (1993) 47:2950–3. doi:10.1103/PhysRevE.47.2950

78. Takatori SC, Brady JF. Swim Stress, Motion, and Deformation of Active
Matter: Effect of an External Field. Soft Matter (2014) 10:9433–45. doi:10.1039/
C4SM01409J

79. Omar AK, Wang ZG, Brady JF. Microscopic Origins of the Swim Pressure and
the Anomalous Surface Tension of Active Matter. Phys Rev E (2020) 101:
012604. doi:10.1103/PhysRevE.101.012604

80. Burkholder EW, Brady JF. Tracer Diffusion in Active Suspensions. Phys Rev E
(2017) 95:052605. doi:10.1103/PhysRevE.95.052605

81. Kaiser A, Peshkov A, Sokolov A, ten Hagen B, LöwenH, Aranson IS. Transport
Powered by Bacterial Turbulence. Phys Rev Lett (2014) 112:158101. doi:10.
1103/PhysRevLett.112.158101

82. Son K, Guasto JS, Stocker R. Bacteria Can Exploit a Flagellar Buckling Instability
to Change Direction. Nat Phys (2013) 9:494–8. doi:10.1038/nphys2676

83. Thornton KL, Butler JK, Davis SJ, Baxter BK, Wilson LG. Haloarchaea Swim
Slowly for Optimal Chemotactic Efficiency in Low Nutrient Environments.
Nat Commun (2020) 11:4453. doi:10.1038/s41467-020-18253-7

84. Bodrenko IV, Salis S, Acosta-Gutierrez S, Ceccarelli M. Diffusion of Large
Particles through Small Pores: From Entropic to Enthalpic Transport. J Chem
Phys (2019) 150:211102. doi:10.1063/1.5098868

85. Ledesma-Aguilar R, Yeomans JM. Enhanced Motility of a Microswimmer in
Rigid and Elastic Confinement. Phys Rev Lett (2013) 111:138101. doi:10.1103/
PhysRevLett.111.138101

86. Takatori SC, Sahu A. Active Contact Forces Drive Nonequilibrium
Fluctuations in Membrane Vesicles. Phys Rev Lett (2020) 124:158102.
doi:10.1103/PhysRevLett.124.158102

87. Vutukuri HR, Hoore M, Abaurrea-Velasco C, van Buren L, Dutto A, Auth T,
et al. Active Particles Induce Large Shape Deformations in Giant Lipid
Vesicles. Nature (2020) 586:52–6. doi:10.1038/s41586-020-2730-x

88. Khatami M,Wolff K, Pohl O, Ejtehadi MR, Stark H. Active Brownian Particles
and Run-And-Tumble Particles Separate inside a Maze. Scientific Rep (2016) 6:
37670. doi:10.1038/srep37670

89. Sutherland W. Lxxv. A Dynamical Theory of Diffusion for Non-electrolytes
and the Molecular Mass of Albumin. Lond Edinb Dublin Philosophical Mag
J Sci (1905) 9:781–5. doi:10.1080/14786440509463331

90. von Smoluchowski M. Zur kinetischen theorie der brownschen
molekularbewegung und der suspensionen. Annalen der Physik (1906) 326:
756–80. doi:10.1002/andp.19063261405

91. Einstein A. Eine neue bestimmung der moleküldimensionen. Annalen der
Physik (1906) 324:289–306. doi:10.1002/andp.19063240204

92. Anderson JA, Glaser J, Glotzer SC. HOOMD-Blue: A Python Package for
High-Performance Molecular Dynamics and Hard Particle Monte Carlo
Simulations. Comput Mater Sci (2020) 173:109363. doi:10.1016/j.
commatsci.2019.109363

93. Takatori SC, Brady JF. Forces, Stresses and the (Thermo?) Dynamics of Active
Matter. Curr Opin Colloid Interf Sci (2016) 21:24–33. doi:10.1016/j.cocis.2015.
12.003

94. Shaebani MR, Wysocki A, Winkler RG, Gompper G, Rieger H. Computational
Models for Active Matter. Nat Rev Phys (2020) 2:181–99. doi:10.1038/s42254-
020-0152-1

95. Marchetti MC, Joanny JF, Ramaswamy S, Liverpool TB, Prost J, Rao M, et al.
Hydrodynamics of Soft Active Matter. Rev Mod Phys (2013) 85:1143–89.
doi:10.1103/RevModPhys.85.1143

Frontiers in Physics | www.frontiersin.org April 2022 | Volume 10 | Article 86917511

Modica et al. Active Matter Diffusion

16

https://doi.org/10.1039/C1SM05960B
https://doi.org/10.1039/C1SM05960B
https://doi.org/10.1103/PhysRevE.64.061106
https://doi.org/10.1103/PhysRevE.64.061106
https://doi.org/10.1016/C2009-0-25915-0
https://doi.org/10.1016/C2009-0-25915-0
https://doi.org/10.1016/j.ces.2007.03.041
https://doi.org/10.1002/cphc.200800526
https://doi.org/10.1002/cphc.200800526
https://doi.org/10.1103/PhysRevE.103.022608
https://doi.org/10.1103/PhysRevE.103.022608
https://doi.org/10.1103/PhysRevE.103.012611
https://doi.org/10.1103/PhysRevE.103.012611
https://doi.org/10.1038/s41467-019-10115-1
https://doi.org/10.1038/s41598-019-46085-z
https://doi.org/10.1039/c5tb01880c
https://doi.org/10.1039/c5tb01880c
https://doi.org/10.3389/fimmu.2013.00310
https://doi.org/10.1073/pnas.2101807118
https://doi.org/10.1016/j.bpj.2015.09.035
https://doi.org/10.1063/1.5081507
https://doi.org/10.1103/PhysRevE.90.062711
https://doi.org/10.1038/s41467-021-26942-0
https://doi.org/10.1103/PhysRevLett.111.160604
https://doi.org/10.1103/PhysRevLett.111.160604
https://doi.org/10.1103/PhysRevE.90.012701
https://doi.org/10.1103/PhysRevE.90.012701
https://doi.org/10.1088/1367-2630/aaa392
https://doi.org/10.1088/1367-2630/aaa392
https://doi.org/10.1103/PhysRevE.99.012610
https://doi.org/10.1103/PhysRevE.99.012610
https://doi.org/10.1088/1367-2630/aa8d5e
https://doi.org/10.1073/pnas.1711371114
https://doi.org/10.1039/C9CP04498A
https://doi.org/10.1021/ja047697z
https://doi.org/10.1103/PhysRevLett.99.048102
https://doi.org/10.1038/ncomms10694
https://doi.org/10.1006/jcis.1996.0217
https://doi.org/10.1515/jnum-2012-0013
https://doi.org/10.1103/PhysRevE.47.2950
https://doi.org/10.1039/C4SM01409J
https://doi.org/10.1039/C4SM01409J
https://doi.org/10.1103/PhysRevE.101.012604
https://doi.org/10.1103/PhysRevE.95.052605
https://doi.org/10.1103/PhysRevLett.112.158101
https://doi.org/10.1103/PhysRevLett.112.158101
https://doi.org/10.1038/nphys2676
https://doi.org/10.1038/s41467-020-18253-7
https://doi.org/10.1063/1.5098868
https://doi.org/10.1103/PhysRevLett.111.138101
https://doi.org/10.1103/PhysRevLett.111.138101
https://doi.org/10.1103/PhysRevLett.124.158102
https://doi.org/10.1038/s41586-020-2730-x
https://doi.org/10.1038/srep37670
https://doi.org/10.1080/14786440509463331
https://doi.org/10.1002/andp.19063261405
https://doi.org/10.1002/andp.19063240204
https://doi.org/10.1016/j.commatsci.2019.109363
https://doi.org/10.1016/j.commatsci.2019.109363
https://doi.org/10.1016/j.cocis.2015.12.003
https://doi.org/10.1016/j.cocis.2015.12.003
https://doi.org/10.1038/s42254-020-0152-1
https://doi.org/10.1038/s42254-020-0152-1
https://doi.org/10.1103/RevModPhys.85.1143
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


96. Solon AP, Cates ME, Tailleur J. Active Brownian Particles and Run-And-
Tumble Particles: A Comparative Study. Eur Phys J Spec Top (2015) 224:
1231–62. doi:10.1140/epjst/e2015-02457-0

97. Weeks JD, Chandler D, Andersen HC. Role of Repulsive Forces in
Determining the Equilibrium Structure of Simple Liquids. J Chem Phys
(1971) 54:5237–47. doi:10.1063/1.1674820

98. Stukowski A. Visualization and Analysis of Atomistic Simulation Data with
OVITO–The Open Visualization Tool.Model SimulationMater Sci Eng (2009)
18:015012. doi:10.1088/0965-0393/18/1/015012

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Modica, Xi and Takatori. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC
BY). The use, distribution or reproduction in other forums is permitted, provided
the original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with
these terms.

Frontiers in Physics | www.frontiersin.org April 2022 | Volume 10 | Article 86917512

Modica et al. Active Matter Diffusion

17

https://doi.org/10.1140/epjst/e2015-02457-0
https://doi.org/10.1063/1.1674820
https://doi.org/10.1088/0965-0393/18/1/015012
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Collective States of Active Particles
With Elastic Dipolar Interactions
Subhaya Bose1†, Patrick S. Noerr1†, Ajay Gopinathan1, Arvind Gopinath2 and
Kinjal Dasbiswas1*

1Department of Physics, School of Natural Sciences, University of California, Merced, Merced, CA, United States, 2Department of
Bioengineering, University of California, Merced, Merced, CA, United States

Many types of animal cells exert active, contractile forces and mechanically deform their
elastic substrate, to accomplish biological functions such as migration. These substrate
deformations provide a mechanism in principle by which cells may sense other cells,
leading to long-range mechanical inter–cell interactions and possible self-organization.
Here, inspired by cell mechanobiology, we propose an active matter model comprising
self-propelling particles that interact at a distance through their mutual deformations of an
elastic substrate. By combining a minimal model for the motility of individual particles with a
linear elastic model that accounts for substrate-mediated, inter–particle interactions, we
examine emergent collective states that result from the interplay of motility and long-range
elastic dipolar interactions. In particular, we show that particles self-assemble into flexible,
motile chains which can cluster to form diverse larger-scale compact structures with polar
order. By computing key structural and dynamical metrics, we distinguish between the
collective states at weak and strong elastic interaction strength, as well as at low and high
motility. We also show how these states are affected by confinement within a channel
geometry–an important characteristic of the complex mechanical micro-environment
inhabited by cells. Our model predictions may be generally applicable to active matter
with dipolar interactions ranging from biological cells to synthetic colloids endowed with
electric or magnetic dipole moments.

Keywords: mechanobiology, cell motility, active brownian particle, active polymer, elastic dipole interactions, self-
organisation, brownian dynamics, confinement

1 INTRODUCTION

Active matter typically comprises autonomous agents, biological or synthetic in origin, that harness
internal energy sources to move [1, 2]. These agents often undergo complex interactions with each
other and their surrounding media that influence their collective behavior [3]. Mammalian cells that
move by crawling on elastic substrates such as tissue and constitute a canonical example of biological
active matter in complexmedia, can cluster into persistently moving or rotating flocks [4]. These cells
locomote by adhering to and exerting mechanical forces on their elastic extracellular substrate which
they actively deform [5, 6]. The overall motility is guided by the cell’s interactions with its substrate as
well as with other cells [7]. Cell-cell interactions can include mechanical interactions mediated by
their mutual deformations of the surrounding elastic substrate [8, 9]. This is particularly the case in
dilute cell cultures where cells are not in direct contact. On the other hand, in dense active matter
systems such as in confluent epithelial cell monolayers, direct cell-cell interactions including steric
interactions can dominate [10]. Mechanical interactions through a material medium are by their
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nature long-range and are expected to govern the collective states
of active particles [11], and enrich the large–scale phenomena
such as phase separation that arise purely from motility [12, 13].

Mechanobiology experiments with adherent cells cultured on
elastic hydrogel substrates [14, 15], suggest that substrate
elasticity may provide a robust route to long lived and long
ranged cell-cell interactions. Indeed, cell culture experiments
indicate that cells exert measurable forces on their neighbors,
either through direct cell-cell contacts, or indirectly through
mutual deformations of a compliant, extracellular substrate
[16, 17]. The substrate-mediated elastic interactions between
such cells has important implications for biological processes
such as self-organization during blood vessel morphogenesis [18]
and synchronization of beating cardiac muscle cells [19–22]. The
overall motility of spatially separated cells is expected to depend
on cell-cell mechanical interactions. This is revealed by
experimental observations of substrate stiffness-dependent
interactions of pairs of motile cells [23, 24].

In general, active particles endowed with a dipole moment are
expected to interact at long range with each other while also
propelling themselves. Passive dipolar particles such as
ferromagnetic colloids at equilibrium will align end-to-end into
linear structures such as chains or rings [25, 26]. At higher
densities, the chains intersect to form gel-like network
structures [27]. Topological defects in the networks such as
junctions and rings are expected to affect the phases of passive
dipolar fluids [28, 29]. When powered by chemical activity, dipolar
colloidal systems exhibit self-assembly that depends on both the
long-range, anisotropic interactions, as well as active motion, as
revealed in recent experiments [30]. Such structures have also been
studied in simulation in the context of active dipolar particles
representing auto-phoretic colloids [31, 32], as well as swimming
microorganisms [33] such as magnetotactic bacteria [34]. In
related theoretical studies, constrained or bundled chains of self-
propelling colloidal particles [35–38] have also been shown to
exhibit collective instabilities. Elasticity mediated interactions are
seen to play critical roles, with the competition betweenmechanical
interactions, steric interactions and activity determining the
eventual dynamical behavior.

Here we build a minimal model of interacting elastic dipoles
that is inspired by the mechanobiology of animal cells that
actively deform their elastic substrate, while also exhibiting
persistent motility. The starting point is the observation and
deduction that contractile deformations of the underlying
substrate originate from the elastic dipolar nature of stresses
exerted by the cell on the substrate [39]. We show that
incorporation of these substrate-mediated interactions offers a
robust way to the formation of compact, and relatively stable
collective states. Our model combining active self-propulsion of
the particles with their long-range dipolar interactions applies to
a general class of experimentally realizable systems, including
synthetic colloids endowed with permanent or induced magnetic
or electric dipole moments [40]. By performing Brownian
dynamics simulations on a collection of such dipolar active
particles, we demonstrate the rich array of collective states that
they can self-organize into. In particular, strong dipolar
interactions promote end-to-end alignment of active particles,

leading to self-assembled, motile chains. These chains can then
further self-assemble into a hierarchy of larger-scale structures.

2 MODEL

Our model system consists of soft, repulsive, active Brownian
particles (ABPs) [41, 42] in two dimensions (2D), that interact at
long range through elastic dipolar interactions and strongly repel
when they overlap. We have previously studied a simple isotropic
interaction model valid in the limit where the propulsion
direction was decoupled from the magnitude of cell-cell
interactions [43]. Here, we analyze a more general model that
accounts for the anisotropy of cell interactions, expected for the
elongated shapes characteristic of migrating cells.

The basis of elastic interactions between model cells is
illustrated in Figure 1. The schematic Figure 1A shows the
typical scenario of an adherent cell on top of an elastic
substrate. The internal cytoskeletal machinery of the cell
comprising actin stress fibers and myosin II molecular motors
generates contractile mechanical forces, that are communicated
to the external substrate through cell-substrate focal adhesions
[44]. In a minimal, coarse-grained description, the traction force
distribution of an elongated cell with a long axis a and exerting a
typical force F at the adhesion sites, can be modeled as a force
dipole with dipole moment Pij = Fiaj. The theory of continuous
elastic media then determines that the distribution of forces from
multiple cells will lead to a restoring stress σ in the medium, that
satisfies a force balance [45], zjσij = −zjpij, where the net dipole
density, pij(x) � ΣαPα

ijδ(x − xα) is the sum of traction forces
exerted by each point-like cell dipole, here labeled by an index α.
In modeling cells as point-like dipoles, we ignore their finite size,
an assumption that is valid only at “far field”, i.e., at distances
large compared to cell length. While this is not strictly the case in
our simulations, a more general model accounting for finite
separation of the cell forces is expected to lead to qualitatively
similar interactions [22].

By considering two dipoles Pα and Pβ, we can show that the
work done by a dipole β in deforming the elastic medium in the
presence of the strain created by the other dipole α, is given by
[46]: Wαβ � Pβ

iju
α
ij(xβ). This minimal coupling between dipolar

stress and medium strain represents the mechanical interaction
energy between dipoles. The strain in the elastic medium created
by dipole α at the position of the dipole β is given by the gradient
of the displacement, uij(x) � 1

2 (zuizxj
+ zuj

zxi
) and can be calculated

using standard methods in linear elastic theory [45]. This is
detailed in the Methods section, where we follow the treatment
introduced in Ref. [46]. The mechanical interaction between a
pair of force dipoles is illustrated by the schematic in Figure 1B in
the form of a 1D series of springs representing the effect of the
elastic substrate. While the springs underlying the contractile
dipoles are compressed, the springs between them are stretched.
By moving to different positions in the medium for a given
position of dipole α, the dipole β can reduce the net substrate
deformation energy by compressing regions stretched by dipole α.
This leads to a substrate deformation-mediated elastic force on
the dipole β,
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fβ
el � −zW

αβ

zxβ
� −Pβ

ij

zuα
ij xβ( )
zxβj

, (1)

given by the gradient of the strain induced by the other dipole,
where the strain therefore acts as a potential. While the expressions
vary in detail, this physical interaction between elastic dipoles
considered here is analogous to the interaction of an electric dipole
with the electric field induced by another dipole. A similar
reciprocal force results on dipole α, since the interactions are
based on an elastic free energy. The physical origin of this force
is the tendency of the passive elastic medium to minimize its
deformations in response to the active, contractile forces generated
by the cells. This generic mechanical interaction between dipoles is
not limited to cells [46], but also occurs for passive inclusions in an
elastic medium [47]. Experimentally, hydrogen atoms in metals
were shown to diffuse and distribute themselves according to
configurations dictated by these elastic interactions [48].

Pairwise dipolar interactions are anisotropic and depend on
both the distance between and relative orientations of the two
particles with respect to their separation axis. Insights into the
nature of the elastic interaction potential between a pair of force
dipoles, may be obtained from Figure 1C where we plot spatial
maps of the interaction potential Wαβ for 2 cells with fixed
orientation. To plot these functions, we choose a reference
contractile force dipole α that is fixed at the origin with its
axis along the − x direction, i.e., whose dipole moment has
purely the Pxx component. A second dipole β interacts with
the reference dipole according to its position and orientation.

The red (blue) regions in the potential maps in Figure 1C
represent repulsion (attraction) which arises from the substrate
strain. Here, we use the convention that stretched (compressed)
regions have positive (negative) strain, while compressive dipole
moment is negative. While the map on the left corresponds to
parallel alignment, that on the right maps the interaction
potential for perpendicular alignment of the two dipoles. In
this example, we fix the orientation of the second dipole to be
either parallel or perpendicular, and therefore it couples to either
the uxx or the uyy component of the strain according to Eq. 1. In
general, the dipoles can also rotate and change their relative
orientations. In particular, while the favorable parallel
configuration shown here leads to end-to-end alignment of the
dipoles, the unfavorable perpendicular configuration will lead to
mutual torques that tend to orient them in the favorable parallel
configuration. The elastic material comprising the substrate is
treated as homogeneous and isotropic with shear and
compression Moduli proportional to the Young’s modulus E,
and a Poisson ratio ] that provides a measure of its
compressibility [49]. While the Poisson’s ratio can in principle
have the full range − 1 < ] < 1/2 in linear elasticity theory, the
figures plotted here correspond to ] = 0.11.

FIGURE 1 | Elastic interactions between model cells on a substrate. (A) Schematic of adherent cell on an elastic substrate. (B) 1D spring model illustrating origin of
elastic interaction potential between two contractile dipoles. The elastic energy stored in themedium corresponding to the deformation of springs depends on the relative
placement of the dipoles. In particular, placing a contractile dipole in a region where the medium is already expanded by the other dipole can help to reduce the overall
deformation of the medium. This leads to a strain-dependent interaction potential between the two dipoles. (C) Representative spatial maps of the interaction
potential Wαβ between two dipoles, from the solution of the strain field for the full linear elastic problem of forces exerted on the surface of a semi-infinite medium are
shown. The interaction potential corresponds to the work done by a point-like dipole in deforming the substrate in the presence of the strain created by the other. The
potential maps shown here are for a pair of contractile force dipoles of fixed orientation. The second dipole is free to translate but held parallel (left) or perpendicular (right)
to the central dipole which is placed at the origin and aligned along the x-axis. The contour lines show how the potential decays in space, whereas blue and red regions
correspond to attractive (Wαβ < 0) and repulsive (Wαβ > 0) interactions, respectively.

1This choice ensures end-to-end alignment of dipoles and provides interactions
seen not just in cells but also in other types of active matter that feature particles
with magnetic or electric dipole moments. The interactions at ] > 0.3 have a
different symmetry and can result in more complex structures such as short rings
without any electric or magnetic analogs [50].
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The interaction potential and model dynamics are detailed in
the Methods Section 4 in Eqs 4–7. As shown in Figure 2A, the
ABPs–here termed particles–are modeled as circular disks of
diameter σ, each particle being endowed with a dipole moment
and a self-propulsion direction n̂. The orientation of n̂ is aligned
with the dipole axis (shown as the bold black line). This
assumption is reasonable for motile cells with elongated shape,
but is not necessarily satisfied for all cell types, where higher force
multipoles may be relevant [24]. Particles are assumed to self-
propel with a speed v0. This phenomenologically models the
movement of cells which require internal cell forces arising from
actomyosin activity as well as the remodeling dynamics of the
cell-substrate adhesions, not explicitly modeled here.
Additionally, the motion of each particle is subject to forces
and torques arising from dipolar interactions with other particles,
as well as a random stochastic force. The latter mimics the effect
of the thermal environment surrounding the particles, and leads
to diffusive effects in both orientation and spatial position of
the ABPs.

Since we are motivated by adherent cells on elastic substrates
whose contractile traction forces act as elastic dipoles, a cutoff
distance of rcut = 7σ (red dashed circle in Figures 2B) is
imposed on the long-range dipolar interactions. The choice of
a cut-off length for interactions is consistent with experimental
observations that cells can interact with one another via
mechanical signalling at distances that are up to a few cell
lengths away [8, 19]. In addition to the “long-range”
interactions mediated by the elastic substrate, cells may also
interact via “short-range” interactions. Here we introduce
short-range steric repulsion using a mechanical model using
compressive springs that discourage overlap between
neighboring particles. Specifically, two particles in close-
contact exert a repulsive elastic force on each other when the
center-to-center distance is less than the rest length σ of these
springs.

The ensuing dipolar interactions, when strong enough relative
to the stochastic noise, cause end-to-end chaining of the particles
along their dipole axis. Examples of this chaining process are seen

FIGURE 2 |Overview of agent based simulations of active Brownian particles (ABPs) moving in the x-y plane and interacting mechanically via elastic deformations
induced by contractile, active force dipoles. (A) An elongated cell with traction forces distributed around its long axis is modeled as a disk-like particle endowed with a
dipole moment. (B) Each ABP has a dipole axis represented by the bold black line and an in-plane self-propulsion direction represented by the gold arrow. These
particles move on a linearly elastic, thick, flat substrate, on which they exert contractile dipolar stresses. Substrate deformation due to one particle is sensed by
neighboring particles. These dipole-dipole elastic interactions are confined to particles within a cutoff distance rcut = 7σ (shown as the dashed red circle). Particle overlap
is penalized by a short range steric repulsion. They are confined by steric repulsions along the top and bottom walls shown by the thick lines, while being free to move
through periodic boundaries shown by the thin lines. (C) for figure (i) Simulation snapshot shows that weakly interacting particles do not stick to each other and move as
independent entities. As the elastic dipolar interaction parameter A increases, the particles self-assemble into long chains ((ii)-(iv), zoomed view shown). The flexibility of
the chains and fluctuations in the mean curvature both decrease with increasing values of the interaction parameter. The colors represent the self-propulsion direction of
each particle, as indicated by the color wheel.
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to occur in our simulations and representative snapshots are
shown in Figure 2C. As expected intuitively, increasing
interaction gives rise to stronger alignment resulting in chains
that are progressively less flexible. The effective elastic bending
modulus of these chains that determines the fluctuations of the
backbone contour of the chained ABPs is thus higher with
increasing interaction strength.

To illustrate the bulk behavior of interacting ABPs as well as
the effect of confinement on emergent collective patterns, we
simulate a few hundred of these particles in a box confined in the
y − direction, and periodic in the x − direction. The confining
boundary is lined by repulsive springs of the same type used to
penalize particle overlap, and keeps the ABPs from escaping the
simulation box. This setup mimics a channel geometry typically
used in cell motility experiments [51] and is used in other works
on simulations of ABPs under confinement [52–54]. We focus on
the physical barriers to cell motility and not interfaces in the
elastic medium. In principle, such elastic interfaces can lead to
additional elastic torques and forces on dipoles by inducing
“image forces” [46], but this is outside the scope of the
present work. One way to realize this type of confining
boundary that does not induce stresses in the elastic medium
is to culture cells on a large and thick slab of hydrogel with
uniform elastic properties, but micropattern a specific region of
the substrate with ligands to which the cells can adhere–a
common technique in mechanobiological cell culture
studies [14].

The important nondimensional control parameters in the
model are the effective elastic interaction strength A, the active
self-propulsion velocity characterized by a Péclet number, Pe, and
the packing fraction, ϕ. The packing fraction used in simulations
below is typically either ϕ = 0.08 or 0.25 corresponding to
relatively dilute regimes, except in a narrow channel geometry
where we go up to ϕ = 0.75. Definitions and physical
interpretations of these parameters are provided in Section 4.

3 RESULTS

3.1 Characteristic States of Active Dipolar
Particles: Chains, Polar Bands, Clusters and
Networks
We first explore the possible collective structures that result from
the combination of active self-propulsion with dipolar attraction
and alignment. We explore the parameter space of activity (given
by the Péclet number, Pe) and strength of dipolar interactions
(given by the effective elastic interaction parameter, A) for two
representative systems: one dilute and the other semi-dilute. We
show representative snapshots of the steady states of the
simulations by coloring the particles according their
orientation. Collections of these snapshots as well as the color
wheel corresponding to particle orientations are shown in
Figure 3, where the packing fraction ϕ ≈ 0.25, and Figure 4,
where the packing fraction ϕ ≈ 0.08.

We see from Figure 3 that at both low motility and weak
elastic interactions (A = 1), particles do not form any ordered

structures but are distributed uniformly in space, over the utilized
simulation time. As motility is increased (Pe ≥ 10), particles are
seen to clump up at the boundary with their orientation vectors
facing the wall at which they are localized. This is a familiar result
of confined active Brownian particles (ABPs) wherein these tend
to point towards the wall until their orientation is sufficiently
randomized by the rotational diffusion [55]. As elastic
interactions are dialed up such that the motions resulting from
the dipolar interactions are much stronger than the stochastic
diffusion of the system, structures characteristic of dipolar
interactions emerge. In the case of low particle motility (Pe =
1), and high elastic interactions, we see a branched network form.
In the case of intermediate motility (Pe = 10), networks are
broken down into a single traveling cluster. In the former case, the
particles comprising any given chain can either be oriented
parallel (0) or anti-parallel (π) with respect to one another as
the dipolar interaction is head-tail symmetric. In the latter case,
networks form at short time scales and are compressed into one
motile cluster at long time scales. This motile cluster contains
numerous defects (shown by their different color)–particles
oriented anti-parallel to the direction of cluster motion–caused
by the earlier stage of network formation. Lastly, in the case of
high particle motility (Pe = 100), particles assemble into traveling
flexible chains which predominantly move parallel to the
confining boundary and undergo inter-chain collisions in the
bulk. Much of our forthcoming analysis is focused on these highly
ordered, yet highly dynamic, structures.

FIGURE 3 | Simulation snapshots of active particles with short range
steric repulsions and long-range elastic dipole-dipole interactions as a
function of effective elastic interaction A ≡ P2/Eσ3kBTeff and Péclet number
Pe ≡ σv0/DT. Particles are confined in the y-direction, while they experience
periodic boundary conditions in the x-direction. They are colored according to
their self-propulsion direction n̂, and coded based on the color wheel. Motile
particles at low effective elastic interaction collect into clusters at the
boundaries. Strong elastic interactions promote network formation at low
activity. Strong elastic interactions paired with high activity gives rise to active
polymers and polar bands. The full movies corresponding to ABPs, networks,
traveling cluster, and active polymers can be seen inSupplementarymovies
S1–S4, respectively.
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At low packing fraction (Figure 4), for A = 10 the elastic
interaction between the particles is low and they diffuse around in
the simulation space which is in contrast to what we see for higher
packing fraction (Figure 3) where particles show alignment with
weak attraction. Accumulation of the particles can be seen at the
confining boundaries which is attributed to the activity of the
particles. Upon increasing the elastic strength to A = 50,
formation of chains is observed. At Pe = 1, long and branched
chains of particles are formed. Increasing motility leads to a
decrease in length of the chains and an increased polarity. At even
higher elastic strength of A = 200, long chains with multiple
branches are seen for Pe = 1. At increased activity, the chains stick
to each other and form an ordered cluster that moves coherently
in the direction determined by the net polarity of the constituent
particles.

3.2 Pair Correlations Reveal Spatial
Organization of Active Chains
To quantify the spatial distribution of particles around their
neighbors, we calculate the pair correlation function, g(r, θ),
the probability of finding a neighboring particle at a distance r
in a direction θ from the central agent’s orientation axis. We
calculate this quantity by averaging over the positions of all agents

over time, and binning every other agent according to its
separation vector (both distance and angle) from the current
central agent. Finally the distribution is normalized such that g(r,
θ) approaches 1 for distance r going to infinity. We then analyze
the peaks in (r, θ) space. Figure 5 shows four such distance and
angle dependent maps in the space of motility and elastic
interaction. Elastic interactions localize the peaks of the pair
correlation function. When motility is low, particles form
branched networks and the primary configuration of particles
is in straight chains. In this case, there exists two prominent peaks
in the pair correlation function at (σ, 0) and (σ, π). When both
motility and elastic interactions are high, particles form into
flexible traveling chains that have a tendency to join one another
in a parallel fashion with an offset - a configuration that is
energetically favorable to the elastic interaction and can be
seen prominently in the simulation snapshot corresponding to
A = 100 and Pe = 100 in Figure 3. In this case, the primary peaks
still occur at (σ, 0) and (σ, π), but secondary peaks are present at
(σ, π3 mod π) and (σ, 2π3 mod π), indicating the offset parallel
band structure. Low elastic interactions constitute the more
familiar case of collections of repulsive ABPs. In this regime,
the head-tail symmetry characteristic of the elastic interactions is
broken as particles are more likely to encounter other particles
along their direction of propulsion [56]. There exists a single
prominent peak at the head of the dipole that monotonically
decreases on either side of the head axis. Increasing motility in the
ABP system adds layers to the single peak function in integer
multiples of particle size σ as collision frequency increases.

3.3 Activity and Elastic Interactions
Promote Orientational Order
At higher interaction strength, A, and higher motility, Pe, we see
chains that move parallel to each other forming polar bands at
high density (top right of Figure 3). Since chains are elongated
objects, a collection of them can give rise to orientational order,
similar to active nematic and polar states that result from active,
anisotropic particles [1]. This type of order is commonly seen in
active matter comprising suspensions of cytoskeletal filaments
and motors [57]. To quantify the orientational order in these
cases and to distinguish from the individual ABPs under
confinement, we measure the nematic and polar order for
these states. The magnitude of the nematic order parameter is
defined as an average over the orientation of all particles, S ≡
2〈 cos2θ〉 − 1, where θ is the angle between a particle’s orientation
and the average director. In this case, the global alignment
direction is parallel to the confining boundaries given by the
x − axis. The nematic order tells us how well the dipoles are
aligned, without distinguishing between the head and tail and
contains no information about the motility direction. To quantify
the oriented motion, we calculate the polar order, whose
magnitude is given by, |p| ≡

������������
〈nx〉2 + 〈ny〉2

√
, where nx and ny

are the x and y components of the orientation vector, n̂,
respectively. This quantity is higher if the particles are
oriented in the same direction, in addition to being aligned.
While nematic alignment is encouraged by the passive dipolar
interactions, active motility induces polar order.

FIGURE 4 | Simulation snapshots of active particles at low packing
fraction. The interaction parameter A ≡ P2/Eσ3kBTeff and Péclet number Pe ≡
σv0/DT define the collective behavior of the particles. Particles are confined in
the y-direction, while they experience periodic boundary conditions in
the x-direction. They are colored based on the direction of n̂, as indicated by
the color wheel. At low interaction parameter A = 10, the particles remain
isolated and diffuse (Supplementary Movie S6). At high Pe, more particles
get collected at the confining boundary. At higher values of the interaction
parameter, A, particles form chains. The typical length of the chains is seen to
decrease with increasing Pe. At very high interaction parameter, A = 200,
networks with multiple branches form at low Pe, while chains aggregate into
polar clusters at Pe = 10 (Supplementary Movie S7). Although the particles
in the cluster are oriented in opposite directions, the cluster is stable and
moves in the direction given by its overall polarity. Again at very high Péclet, Pe
= 100, the particles in the chains are oriented in the same direction.
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Figures 6A,C shows the global nematic order in time andFigures
6B,D shows the time averaged spatial map of the polar order
parameter, calculated by subdividing the simulation box into
regions of dimension 3.75σ × 3.75σ, for both ABPs and traveling
flexible chains. In the ABP system, the global nematic order is small
due to the tendency of particles at the walls to be oriented orthogonal
to the wall and those in the bulk to be oriented parallel to the wall, as
well as the presence of orientational fluctuations from rotational
diffusion. Traveling flexible chains of dipolar particles exhibit a
global nematic order close to unity as all particles in this system tend
to point along a director parallel to the confined boundary. Spatially
resolving the average of the magnitude of the polar order parameter
gives us a picture of particle alignment at a smaller length scale. ABPs
exhibit polar alignment at the boundary. This alignment quickly
diminishes and no polar order is seen in the bulk. Traveling chains
form bands at the boundary such that |p| > 0.7 up to 6σ away from
the wall. The polar order of these flexible chains drops off far less
drastically in the bulk than the ABP system.

3.4 Transport Properties of Active Chains
Are Distinct From Single Particles
The mean-squared displacement, or MSD, is a typical metric that
quantifies how motile entities cover space in time. In Figure 7, we
report the MSD for simulations with a packing fraction ϕ ≈ 0.08
in a square box of size 30σ, corresponding to the structures shown
in Figure 4. Given the confinement along one direction, we
calculate the MSD separately for the confined (y-) and
unconfined (x-) directions. The unconfined MSD, 〈x2〉, for
particles with low elastic interaction e.g., at A = 10, shows
similar trends to individual active Brownian particles [58]. At
short time intervals, individual ABPs propel persistently in the
direction of their orientation, leading to ballistic behavior. In

Figure 7A, we see such behavior at very short time scales which
gave way to super-diffusive behavior at intermediate time scales,
where particles are slowed down by collisions with other particles.
At sufficiently long time scales, the particles are diffusive as the
rotational diffusion randomizes their orientation. Increasing
Péclet number increases the time scale for superdiffusive
behavior as the persistence time is longer.

We see qualitatively different regimes in the MSD for particles
with stronger interaction in Figure 7B. At interaction strength
A ≥ 100, which leads to formation of long, stable chains, we
observe larger-scale structures such as branches, clusters and
networks in the simulation snapshots shown in Figure 4. In this
case, the particles show sub-diffusive behavior at shorter time
scales when they are still moving individually in an uncorrelated
manner and beginning to form these structures. On the other
hand, at longer time scales, they cluster into larger scale structures
that move coherently in a specific direction like polar flocks,
giving rise to a ballistic behavior. The crossover from subdiffusive
to nearly ballistic behavior occurs earlier for higher Péclet
numbers. At higher particle motility, we obtain ballistic
behavior for all time scales. The resulting behavior is thus
qualitatively different from single ABP behavior, which shows
a crossover from persistent to diffusive motion at time scales
longer than the persistence time (~ Pe). Here, on the other hand,
the long time behavior is dictated by large-scale, polar structures
that self-assemble irreversibly and move persistently at
long times.

The MSD in the confined direction, 〈y2〉, plateaus at long
times, both for the individual ABPs (Figure 7C) and the larger
scale structures (Figure 7D). The time scale to reach a plateau in
the MSD corresponds to the time it takes an entity to reach the
confining walls from the bulk of the simulation box. Thus, 〈y2〉
reaches a plateau at a shorter time scale for highly motile particles,

FIGURE 5 | Angular dependent pair correlation function is affected by both motility and elastic interactions. Strong elastic interactions promote pair correlation
peaks at (r, θ) = (σ, 0), (σ, π). At Pe = 1, these are the only prominent peaks in the pair correlation function. Motile activity gives rise to secondary peaks at roughly (r, θ) =
(σ, π3 mod π), (σ, 2π3 mod π) as the preeminent structures are bundles of offset traveling chains. Weak elastic interactions broaden the pair correlation distribution. In this
case, motility breaks head-tail symmetry and peaks can be seen at multiple integers of particle diameter at the head (θ = 0 axis).
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as compared to the less motile ones. Due to the confining wall in
the y-direction and strong alignment with neighboring particles
at A = 100, the particles line up into chains that orient and move
parallel to the confining walls, and not as much in the y-direction.
Thus, 〈y2〉 for A = 100 reaches the plateau later than for the A =
10 case, for corresponding values of Pe.

3.5 Collisions of Active Chains Reveal
Stable, Mobile Structures
We observe from simulations at low packing fraction (Figure 4)
that once particles self-assemble into chains, they can intersect to
form junctions and get organized into larger-scale polar
structures. We now explore in more detail the inter-chain
interactions responsible for this self-organization. To do this,
particles were initialized in an ordered chain and oriented in the
same direction. Two such chains were oriented initially at
different angles to control their approach direction, as shown
in the insets in Figure 8.

At A = 200 the junctions formed by chains depended on the
Péclet number and the angle and position of approach. The “Y”
junction was the most observed for all Péclet number, which is
formed from when the second chain attaches itself at the middle of

the first chain (Figure 8, top left). An “eye” (Figure 8, top right) is
formed from two closely spaced “Y”s, which is observed for higher
Péclet number, Pe = 5 and 10, and when the chains are oriented in
the same direction. Again, at low particle motility (Pe = 1), the
chains, upon colliding head on, form a longer and more rigid chain
(Figure 8, bottom left). On the other hand, at Pe = 5, chains show
buckling upon undergoing head on collision which leads to a
propelling “necklace” (Figure 8, bottom right). At even higher
Péclet number, the force between the particles is overpowered
causing particles to detach from a chain and thereby creating
defects. All these cases have been observed for A = 200. These
junctions are also observed at lower elastic strength A = 50 and 100,
but were unstable giving rise to many defects. Chains may interact
with each other in a head-tail fashion which results in a stable longer
chain. Chains with multiple defects have also been observed to form
these “Y” and “eye” structures at A = 200 and Pe = 1 (Figure 4).

3.6 Stronger Confinement in Narrow
Channels Reveals Polar Clustering
Dynamics
In our system of traveling flexible chains comprised of strongly
interacting and highly motile dipolar particles (A = 100, Pe =

FIGURE 6 | Elastic interactions promote global nematic order and local polar order. (A) Global nematic order, measuring the overall alignment of the particles’
dipole axes, vs. time for low effective elastic interaction and high activity. Average global nematic order is negligible for these parameters. (B)Global nematic order vs. time
for high effective elastic interaction and high activity. The system quickly gains a persistent global nematic order parameter near unity because the chains align parallel to
each other. (C) Spatial distribution of time averaged polar order, where grid size is 3.75σ × 3.75σ, measuring the overall orientation of motility for the particles, for a
characteristic run at low effective elastic interaction and high activity. Particles accumulate at the boundary and exhibit polar order along that boundary. This order rapidly
decays away from the boundary and there is virtually no polar order observed in the bulk. (D) Spatial distribution of time averaged polar order, where grid size is 3.75σ ×
3.75σ, for a characteristic run at high effective elastic interaction and high activity. A polar order near unity is observed at the boundary and persists into the bulk where
near the middle of the channel |p| ≈ 0.3.
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100), bands that form along the confining boundary are relatively
stable compared to those that form in the bulk. The latter are
subject to more frequent collisions with other traveling chains. In
order to gain understanding of these chain collision dynamics, we
confine the same number of particles into a channel of width
Ly � L

3, where L is the box size of our original simulation space, in
order to induce more frequent and global chain-chain collisions.
In this system we find a cyclic tripartite state dynamic. As shown
in Figure 9A, at some point, the particles with orientations + x
become well mixed with particles with orientations − x. The
particles will then separate into lanes according to their polarity
so that they can move unimpeded. These lanes will then collide
which initializes another well mixed system and the cycle repeats.

This effect of colliding lanes can be seen quantitatively by
tracking the magnitude of the polar order parameter averaged
over boxes of width 3σ and height 2.5σ in time shown in
Figure 9B. The well mixed system has an average polar order
parameter of |p| ≈ 0.2. The system then phase separates into lanes

with average polar order parameter ≈ 0.6. The + x and − x lanes
collide and the resultant combination has an average polar order
parameter ≈ 0.4. When the channel is sufficiently wide, collisions
between opposite lanes is less common, and the average polar
order is bolstered by persistent polar chains at the confining
boundary as seen in Figure 9C. This time dependent formation
and disbanding of polar structures is consistent with bead spring
simulations of semiflexible filaments in the high activity
regime [59].

4 METHODS

Here, we present the equations governing the motion of the active
motile particles discussed earlier and their interaction via the
elastic substrate on which they move. In our model, we treat the
particles as circular active Brownian particles (ABPs) that interact
with other particles via long-range substrate modulated

FIGURE 7 | Mean-Squared Displacement, or MSD, vs. time interval, for 100 particles in a square simulation box of 30σ. Due to confinement of particles in
y-direction, MSD is plotted separately for x and y components of displacement. (A), (B)MSD along unconfined direction: for A = 10, particles are super-diffusive at short
time scale and diffusive at longer time scale, where the crossover time scale is determined by the Péclet number (Pe) of the particles. At A = 100, particles align
themselves to form chains or clusters. At low Pe, the particles show sub-diffusive behavior at shorter times and ballistic behavior at longer times. At higher Pe, the
ballistic behavior of particles is observed at all time scales. (C), (D) MSD along confined direction: particles reach the confining boundary at shorter times for high Pe
number, and also at low elastic interactions A. At higher A, particles chain up and move predominantly parallel to the confining boundary.
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interactions and direct short-range particle-particle steric contact
interactions. Long range interactions arise as each ABP exerts a
contractile stress dipole P on the flat, semi-infinite, linearly
elastic, isotropic substrate, thereby inducing strain fields which
induce an effective force on nearby particles. For simplicity, we
assume that the dipole axis is coincident with the direction of
motion of the particle. For instance in an elongated cell, the force
dipole axis coincides with the orientational axis of the cell, that is
also the direction of self-propulsion.

In the derivation that follows we use Einstein summation
convention over the Latin indices, while Greek indices are used to
label the particles. Consider a particle α that deforms the
substrate. The work done by the associated dipole, Pα in
deforming the substrate in the presence of the strain created
by a second dipole Pβ (generated by a second particle β) is given
by [46],

Wαβ � Pβ
ijzjzlG

αβ
ik rαβ( )Pα

kl, (2)
where rαβ = rβ − rα is the separation vector connecting the centers
of particles α and β (Figure 10) (c.f [39, 49]). The elastic half
space or Boussinesq Green’s function that gives the displacement
field in the linearly elastic medium at the location of one particle
caused by the application of a point force at the location of the
other is given by [45],

Gαβ
ik rαβ( ) � 1 + ]

πE
1 − ]( ) δik

rαβ
+ ]

rαβ,irαβ,k
r3αβ

⎡⎣ ⎤⎦, (3)

where E is the stiffness (Young’s modulus) and ] is Poisson’s ratio
of the substrate. Given the linearity of the problem, superposition
of strain fields, each of which is obtained by using the Green's
function (1), appropriately provides the net displacement at a test
position due to particles around it.

FIGURE 8 | Interaction of twomotile chains (Supplementary Movie (SupplementaryMovie S8). Two straight chains of 10 particles each are initialized to approach
each other at an angle of π3 and also π (“head-on”) at Pe = 1 and 5. At Pe = 1, a “Y” junction forms for an approach angle of π3 whereas at Pe = 5, an “eye” (two junctions)
occurs. Upon head-on collision, a longer fluctuating chain with negligible net motility results at Pe = 1, and a propelling, buckled shape is observed at Pe = 5. Insets at the
top corners represent the approach of the chains. Color represents angle of orientation of particles. The arrows indicate progression in time and suggest that the
configurations are both stable and motile.
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Two particles in our model interact via a combination of
pairwise long-range and short-range interactions. The long-range
interaction forces originate from the substrate-mediated, elastic
dipole-dipole interaction potential, Wαβ. The short-range
interactions are steric in nature and prevent ABPs from
overlapping. This functionality is achieved in the framework of
our model by linear springs that only resist compression. Taken
together, the total interaction potential between particles α and β
can be written as,

Wαβ � 1
2
k σ − rαβ( )2, when 0≤ rαβ < σ

� P2

E

f ], θα, θβ( )
r3αβ

, when σ ≤ rαβ < rcut

� 0, when rαβ ≥ rcut,

(4)

where k is the spring constant of the linear (repulsive) spring
preventing overlap, σ is the particle diameter (kept constant in
our simulations), and rcut is a cutoff distance beyond which the
dipolar interactions are neglected. The magnitude of each force
dipole is taken to be the same value denoted by P. The

dependence of the pairwise dipolar interactions on the
orientations of the two dipoles with respect to their separation
vectors, and on the Poisson ratio of the medium, ], is expressed
compactly in the expression [49],

f ], θα, θβ( ) � ] ] + 1( )
2π

3 cos2θα + cos2θβ − 5 cos2θα cos
2θβ − 1

3
( )(

− 2 − ]−1( )cos2 θα − θβ( ) − 3 ]−1 − 4( )cos θα cos θβ cos θα − θβ( )).
(5)

where cos θα � n̂α · �rαβ and cos θβ � n̂β · �rαβ are the orientations
of particles, α and β, with respect to their separation vector,
respectively (Figure 10).

Motivated by natural and synthetic systems to which our
model is applicable, we assume that the particles are in an
over-damped viscous environment, and the inertia of the
ABPs can be ignored. We can then write the equations of
motion governing the translation and rotation, respectively, of
particle α as,

drα
dt

� v0n̂α − μT ∑
β

zWαβ

zrα
+ ����

2DT

√
ηT,α t( ) (6)

FIGURE 9 | Traveling chains in a narrow channel exhibit cycles of mixing, laning, and collision and remixing. (A) Snapshots of a simulation where channel width has
been decreased by a factor of 3. Dynamics of the system are encompassed by three cyclic states: A mixed state shown at an arbitrary initial time t0, a phase separated
laning state shown a short time after t0, and a collision and remixing state shown a short time after the laning state. (B) Polar order averaged over boxes of width 3σ and
height 2.5σ versus time is shown to elucidate the three states described in (A). The polar order for a mixed–laning–collision and remixing cycle are shown in the red
circles. When the system is well mixed, the average polar order is small (p ≈ 0.2). When the particles separate into lanes, the polar order increases rapidly (p ≈ 0.6). When
the lanes then collide and begin remixing, the remnants of the bulk of the lanes provide polar order while mixed particles and the interface between lanes decreases polar
order (p ≈ 0.4). (C) Polar order averaged over boxes of width 3σ and height 2.5σ versus time for three channel widths. Time averaged polar order, shown in dashed
horizontal lines, is similar for the Ly = 20 and Ly = 30 cases when collision dynamics occur in the bulk, but non-interacting traveling chains line the boundaries. Time
averaged polar order is smaller for the Ly = 10 case as collision dynamics are global phenomena. The full movie corresponding to the narrow channel can be seen in
Supplementary Movie S5.
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and

dn̂α

dt
� −μR ∑

β

n̂α ×
zWαβ

zn̂α
+ ����

2DR

√
ηR,α t( ), (7)

where rα and n̂α are the position and orientation of particle α,
respectively. In the equations above DT and DR are the
translational and rotational diffusivity quantifying the random
motion of a single particle, respectively. The viscous environment
results in the translational and rotational mobilities, μT and μR
respectively. Random white noise terms ηT and ηR have
components that satisfy 〈ηT,i(t)ηT,j(t′)〉 = δ(t − t′)δij and
〈ηR,i(t)ηR,j(t′)〉 = δ(t − t′)δij. Since the fluctuation dissipation
theorem is not necessarily satisfied for a nonequilibrium system,
the translational and rotational diffusivity are independent of
each other. However, to reduce the number of free parameters
and in the interest of simplicity, we assume thatDT = σ2DR and μT
= σ2μR. This allows the definition of an effective temperature,
kBTeff = DT/μT. Finally we emphasize that each particle is
endowed with the same dipole strength, P, and self-propulsion
velocity, v0, both of which are constant.

We now choose the cell diameter σ, the diffusion time, σ2/DT,
and the effective thermal energy that quantifies the strength of
stochastic fluctuations, DT/μT, as physically relevant length, time,
and energy scales in our model. Solutions to the scaled dynamical
model are then dependent on three non-dimensional numbers,

Pe � v0σ

DT
, A � μTP

2

Eσ3DT
, k* � μTkσ

2

DT
(8)

where Pe is the Péclet number that is a measure of the self-
propulsion in terms of the diffusion of motile particles, A is an
effective elastic dipole-dipole interaction parameter, and k* is the
nondimensional steric spring constant.

Nondimensional forms of the dynamical equations Eqs 6, 7
are discretized and numerically solved using the explicit half-
order Euler-Maruyama method [60]. We use a time step of Δt =
10–4 for a total of 105 − 106 timesteps corresponding to a total
simulation time of 10 − 100. Each particle was initialized with a
random position and orientation in our simulation box of size Lx
= 30σ and 10σ ≤ Ly ≤ 30σ with periodic boundary conditions in x
and confinement modeled by repulsive springs identical to those
used for particle-particle steric repulsions, with a fixed spring
constant, k* = 104, placed along the top and bottom walls. In our
simulations, we want particles near each other to interact via the
elastic potential at every time step, and to ensure that the overlap
of particles is minimized. Furthermore, to ensure that the
particles are not subject to unphysical repulsive forces, we
choose k* such that k*Δt = 1. We show in the Supplementary
Figure S1 that the higher order structures formed by the particles
at different k* are qualitatively similar when the timestep is
appropriately rescaled. A and Pe are varied and analyzed in
the Results section of the text.

5 DISCUSSION

We have shown the typical collective behavior that emerges when
active particles interact with each other as dipoles, using
Brownian dynamics simulations. This minimal model is
inspired by collective cell motility on elastic substrates where
the cell-cell interaction is mediated by their mutual deformations
of the passive substrate. While some of the emergent collective
structures have analogs in cell culture experiments, such as the
network organization of endothelial cells [61], our model is not
intended to capture any specific biological behavior. We expect
the first tests of our model to happen in dilute cell culture

FIGURE 10 | Schematic of two interacting particles with all relevant angles and vectors labeled. n̂i are unit vectors of force dipoles. θi′ are angles of force dipoles with
respect to the lab frame x-axis. θα and θβ are angles of force dipoles with respect to their separation vector rαβ which has components rαβ,x and rαβ,y.
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experiments that measure both pairwise cell interactions and
substrate traction forces as in Ref. [23, 24].

The passive dipolar interactions lead to the end-to-end
alignment of the particles into motile chains, which can be
mutually aligned into polar bands and clusters because of their
active motion. Polar chains that travel in opposite directions
would be sorted into bands that get out of each others’ way.
These basic implications of our model, while specifically
demonstrated here for elastic dipoles, belong to a broader
class of active particles with dipolar interactions [31, 32, 62],
and may therefore also be experimentally realized in active
colloids endowed with permanent or induced dipole
moments [30, 63]. We note that the symmetry of the elastic
dipolar interactions is modified at higher Poisson’s ratio [49],
which is expected to result in structures such as active rings with
rotational motion. This richer behavior with elastic interactions
is a direct consequence of the tensorial, as opposed to vectorial
nature of the elastic dipoles, in contrast with magnetic or electric
dipoles, and will be the subject of future study. We further note
that the mechanical interactions between cells in elastic media is
in reality expected to include effects not considered here
including from the nonlinear elastic properties of the
substrate and nonlinear effects arising from the cells actively
maintaining mechanical homeostasis at their boundaries, such
as by regulating their shape [64]. We also ignore the elastic
response of the cells themselves, which can give rise to
additional interactions similar to that between rigid
inclusions in soft media [65].

We focused on the strong elastic interaction cases in the dilute
regime, where the self-assembly and dynamics of single chains
can be studied. Since the chains are stable in this regime, they
resemble other active polymer systems [57], that typically arise in
gliding assays of biological filaments [66] or with synthetic
colloids [26]. Polar bands are also seen at a higher density of
active polymers [59]. However, in our system where these chains
are self-assembled by dipolar interactions, multiple chains can
stick to each other at higher interaction strength, while they can
also fall apart, when colliding at high motility. By showing how a
pair of chains interact with each other, we show the stable higher
order structures that form and contribute to the polar clusters
seen at higher density. Although not investigated in detail here, it
will also be interesting to explore the bending dynamics of a single
active polymer [67, 68] and characterize how the bending rigidity
increases with dipolar interaction strength or decreases with
particle motility.

To conclude, we note that our cell mechanobiology-inspired
model also realizes a new class of active matter with long-range
dipolar interactions. The emergent self-organization behavior
distinct from the two typically studied pathways to the

clustering of active particles: motility-induced phase separation
[12], and Vicsek-style models [69]. In the latter, particle
alignment is imposed in an agent-based manner, whereas here
alignment emerges as a natural consequence of physical
interactions.
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Cellular mechanotransduction is a commonmechanism by which cells convert mechanical
cues (or stimuli) from their environment into biochemical and cellular responses. In the case
of shearing forces, such as when individual cells encounter interstitial shear stress and
blood shear stress, mechanotransduction involves mechanical stretching and spatial
reconfiguration of Filamin A (FLNa) binding sites and subsequent release of FilGAP
molecules normally bound to FLNa. However, the connection and importance of
downstream molecular effectors and cellular metrics involved in response to shear
stress are not understood. Here we reveal mechano-sensitive GTPase-mediated
changes in cell contractility. By varying expression of FilGAP, and expression of FLNa,
we show that microfluidic shear stress results in cell contractile changes only when FilGAP
and FLNa dynamically bind and dissociate. By using FRET sensors that quantify the Rho or
Rac charge state, we demonstrate that only cells with dynamic FLNa and FilGAP convert
shear stress into GTPase activity, and the resulting downstream contractile changes.
Finally, we show that manipulation of Rho and Rac through pharmacological means
rescues the contractile activity, in the absence of intact FLNa-FilGAP mechanosensing.
This research clarifies a precise mechanomolecular pathway used for cellular force sensing
and may play critical roles in human health challenges from cancer metastasis to
cardiovascular disease.

Keywords: mechanointegration, mechanotransduction, mechanocomplexes, shear stress, filamin A, FilGAP,
GTPases

INTRODUCTION

Cells in vivo are subjected to diverse shear stresses depending on their anatomical location [1]. In
the vascular system, shear stress on the order of 1Pa caused by blood and lymph flow has been
shown to regulate vasodilation and blood pressure, modulate the development and adaptation of
vascular beds, and contribute to the remodeling of blood vessels [2–4]. A majority of cells are also
exposed to interstitial fluid flow up to 0.1 Pa due to plasma that leaks out of capillaries to drain
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into the lymphatic system [1]. Shear stress has been shown to
cause cytoskeletal filament reorganization and stiffening of the
cytoskeleton [3]. The ability of cells to actively respond to these
mechanical forces is essential for cell homeostasis and fitness,
with aberrant behavior contributing to pathology. For example,
mechanical sensors and their downstream signaling factors are
implicated in the regulation of cardiac contractile dysfunction
and diastolic heart disease [5]. Shear stress in particular has also
been shown to promote migration of breast cancer cells [1].

While mechanosensing has clear roles in physiology and
pathology, the precise sensing mechanisms at the cellular level
that regulate responses have remained unclear. In general,
physical forces deform diverse intracellular structures,
converting these mechanical stimuli into biochemical signals
through a process broadly known as mechanotransduction [6].
The ability of cells to continuously detect and actively respond to
these mechanical forces is mediated by an emerging group of
specialized molecules called mechanosensors [7, 8].

In addition to specific structures such as stretch activated
channels, the cytoskeleton itself is ideally poised to be a
mechanosensor, as it is the principal generator of cellular
forces, and the mechanical conductor of stress and strain [9].
One molecular mechanotransduction mechanism for shear stress
involves the actin-binding protein Filamin A (FLNa). FLNa is a
homodimer protein that plays important roles in cell structure
and mechanosensation. FLNa is made up of an actin binding
domain (ABD) and 24 repeat immunoglobulin-like domains
(IGD). It can be classified into three sections, rod 1 (IGD
1–15), rod 2 (IGD 15–23), and a dimerization domain in
IGD24 [10]. Via its ABD, FLNa crosslinks and anchors actin
filaments to stabilize the plasma membrane, provide cellular
cortical rigidity, and contribute to the mechanical stability of
the cell [10]. FLNa also directs the formation of dynamic actin
stress fibers to contribute to the shape and movement of the cell
[11, 12]. Beyond its role in regulating cell structure, FLNa also
forms diverse interactions with other proteins to serve as a
versatile signaling scaffold. As such, FLNa may integrate
external physical forces such as shear to elicit specific cellular
responses. Prior work has shown that FLNa is recruited to the cell
cortex in response to shear stress exposure [1]. The properties of
the F-actin network are also dependent on the concentrations of
FLNa [8, 13]. In response to shear force, it has been observed that
F-actin networks soften at low FLNa concentrations and strain-
harden at high FLNa concentrations [13]. FLNa has also been
shown to play a role in tumorigenesis: in cancer cells, researchers
have observed abnormal expression and subcellular localization
of FLNa, suggesting it influences cytoskeleton rearrangement,
migration, proliferation, and signal transduction in tumor cells
[11]. For example, Filamin A-deficient human melanoma M2
cells have adhesion, motility andmigration related defects and are
softer than other melanoma cell lines that express FLNa [14–16].
Critically, M2 cells are insensitive to mechanical stimuli, strongly
implicating FLNa as an essential mechanosensor, however, the
details of this interaction have remained unclear.

Shear stress subjects the intracellular actin network to strain
and deformations at the molecular level of actin associated
proteins, including FLNa. It is hypothesized that as forces

deform the actin cytoskeleton, FLNa’s rod2 domain undergoes
conformational changes to expose cryptic binding sites for
signaling proteins. This changes FLNa’s binding affinity for
other proteins to regulate many cellular functions including
motility, maintenance of cell shape, and differentiation [10].
Filamin’s mechanism of mechanotransduction regulation may
be linked to the more than 100 unique binding partners including
integrins, kinases, and GTPases [12, 17]. One specific GTPase
activating protein (GAP), FilGAP, appears to play a key role in
mediating FLNa’s ability to respond to shear stress.

Like other GTPases, Rac and Rho are regulated by GEFs and
GAPs, which directly modulate the charge state of Rac and Rho
[18–20]. FilGAP is a GAP that binds FLNa [21]. Nakamura and
collaborators [22] have previously identified the binding sites that
facilitate the FLNa-FilGAP interaction. Using biochemical assays,
they identified that residues 723–726 in the coiled coil domain of
FilGAP bind to the 23rd immunoglobulin like domain of FLNa
(IGD23). Inducing a point mutation (M2474E) into IGD23 of
FLNa is sufficient to abolish the FilGAP-FLNa interaction, thus
FLNa M2474E does not form complexes with FilGAP. The
conformation of FLNa’s rod2 domain also modulates the
FLNa-FilGAP interaction. Upon force generation, the rod2
domain of FLNa is deformed, reducing FLNa’s binding affinity
for FilGAP, and allowing the recruitment of FilGAP to the sites of
membrane protrusion and force transfer where it interacts with
Rac [12, 23]. At these sites, FilGAP antagonizes Rac activity to
inhibit cell spreading and lamellae formation, and disruptions in
the FLNa-FilGAP interaction can lead to increased force-induced
apoptosis [13]. This suggests that the force-induced recruitment
of FLNa and FilGAP to the cell periphery contributes to
mechanoprotection [12, 24]. Several key studies from
McCulloch have identified the mechanoprotective nature of
FilGAP and FLNa in force mediated apoptosis, demonstrating
broad importance of this mechanotransduction interaction
[24–26].

FilGAP has also been shown to regulate tumor progression in
glioblastoma, astrocytoma, carcinoma, and breast cancers [21,
27–29]. FilGAP promotes the mesenchymal to amoeboid
transition in tumorigenesis and regulates the front-rear
polarity of migrating tumor cells [28, 29]. FilGAP is thus
poised to be an effective mechanosensor by regulating the
relative levels of Rho and Rac activity. FilGAP directly
deactivates Rac as a GAP which indirectly leads to Rho
activation [21, 29, 30].

While novel upstream mechanosensors are being discovered
in diverse contexts, the downstream balance of Rac and Rho
activities appears to be a commonly employed biochemical switch
that changes cytoskeletal activity, and in turn determines cell
morphology and behavior [20]. Rac and Rho belong to the family
of GTPases that regulate numerous cellular processes including
actin polymerization and cell signalling [31]. The spatiotemporal
coordination of Rac and Rho activity mediates cellular migration
by directing the formation and organization of actin filaments. In
studies using GTPase biosensors, Rho activation was observed at
the leading edge of migrating cells whereas Rac activation
occurred afterwards and further away from the edge,
suggesting that Rho may initiate membrane protrusion
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whereas Rac could promote the reinforcement and stabilization
of newly formed protrusions [32]. In contradiction, another study
using GTPase biosensors found that in neutrophils Rho is absent
from protrusions [33].

Rac and Rho signaling also regulate the cell cycle by promoting
progression through the G1 checkpoint and the formation of the
mitotic spindle [31]. As Rho and Rac regulate cellular migration
and proliferation, the dysregulation of their signaling may
promote tumorigenesis and metastasis [34]. Although
FilGAP’s biochemical properties and role in cancer
pathogenesis have been examined, the acute responses of
FilGAP activity on biophysical activity of the cell, such as
contractility under mechanical stimuli, have remained unclear.
Specifically, the environmental factors that modulate cellular
responses to shear stress and the characterization of Rho and
Rac GTPase in contractile response to shear stress have yet to be
examined. Resolving the contractile response to mechanical
stimuli would thus offer a closed loop understanding of how
cells physically react to changes in their environment and tune
their behavior accordingly.

Here we used traction force microscopy (TFM) and Förster
resonance energy transfer (FRET) to reveal that FLNa expression
and dynamic FLNa-FilGAP interaction are essential for cellular
response to shear stress. Using FLNa deficient cells, FLNa
M2474E mutants (lacking the FilGAP binding domain), and
siRNA FilGAP gene knockdown, we show that dynamic
FLNa-FilGAP interactions are required to detect shear, and
regulate the spatiotemporal modulation of GTPase activity,
which in turn induces changes in cell contractility. By
confining cells to fibronectin micropatterns, we modulated the
effective shear impinging on cells, and demonstrated that cell
profile and cell orientation to flow determine the timing of the
cellular response. Lastly, we demonstrate the Rho pathway
conservation by rescuing cell contractility through
pharmacological Rho activation in cells with inhibited FLNa-
FilGAP interactions. Our results cumulatively suggest that the
amount of cell strainmodulates the amount of FilGAP released by
FLNa into the cytosol. This unbound FilGAP regulates the
activity levels of RhoGTPases, and the resulting contractile
response, with diverse physiological and pathological
consequences.

RESULTS

We fabricated laminar flow microfluidic shear in combination
with a deformable compliant lower cell substrate, allowing us
to apply precisely controlled shear stress, while quantifying cell
contractility using Traction Force Microscopy [35], and
GTPase activity with quantitative FRET (see methods).
Using this microfluidic device (Suppplementary Figure
S1A), we imposed a 5 min flow of shear stress onto cells.
We observed that FLNa expressing A7 cells display a reversible
increase in contractile work (strain energy) in response to
shear (Figure 1B). A characteristic time delay is observed for
this contractile response, and cell strain energy comes back to
original levels after the peak response. In FLNa-deficient M2

cells, no contractile response to shear stress is observed
(Figure 1B).

Dynamic FLNa-FilGAP Interaction is
Required for Shear Mechanosensing
To understand FLNa-dependent mechanosensing, we explored
the physical and molecular underpinnings of this response within
a population of Filamin A-complemented melanoma cells. We
first explored the importance of the FLNa-FilGAP interaction in
the cell response to shear force and assessed the impact of FLNa
expression levels on shear mechanotransduction. While FLNa-
deficient M2 cells displayed no mechanostimulation, transient
FLNa complementation in M2 cells showed a partial recovery by
demonstrating cell contractile work under shear (Figure 1C and
Supplementary Figure S2). We next introduced a FLNa variant
(M2474E mutation) into the M2 cells (Supplementary Figure
S2) which has been shown to functionally crosslink actin and
interact with other FLNa binding partners but lacks the binding
site for FilGAP on Ig repeat 23 [22]. We observed that M2474E
M2 cells are unresponsive to the applied shear stress compared to
the FLNa rescue (Figure 1C), suggesting that FLNa’s binding
with FilGAP is essential for mechanotransduction. To examine if
this disruption is only sensitive to changes in FLNa, we then
suppressed FilGAP expression using siRNA in A7 cells
(Supplementary Figure S2), which stably express FLNa. Cells
expressing WT FLNa with downregulated FilGAP were
unresponsive to external shear stress similar to cells which do
not express FLNa (Figures 1C,D). Together these results
demonstrate that both FLNa and FilGAP expression are
necessary but not sufficient for mechanosensing, and that
dynamic binary binding interactions are required for
mechanosensing of shear stress.

Cell Contractile Response is Modulated by
Cell Prestress and Shear Flow Magnitude
On the basis that cell mechanoresponse also depends on
environmental factors, we next set out to determine how shear
stress magnitude and substrate stiffness influence contractile
response. We exposed single cells to a range of shear stress
from 0.5 to 1.5 Pa; as before, no response in FLNa deficient
M2 cells was observed, however, in the FLNa expressing A7 cell
we observed an increase in contractile work as a function of
applied shear stress (Figures 2A,B). To determine whether
substrate material properties can impact the timing of cell
response to shear, we first measured cell strain energy in
response to a burst of shear in A7 cells in the main text KPa
is used, in the Figure 2C kPa grown on PDMS substrates with a
stiffness of either 10 KPa or 25 KPa. We observed that on average,
cells grown on a stiffer substrate have a higher pre-shear strain
energy and see a linear relationship between the prestress in the
cell and the peak contractile strain energy after application of
shear stress (Figure 2C). Since stiffer cells will deform less under
an applied shear, our data suggests that cell strain is a more
determinant factor than physical stress (i.e., force per area) in the
cell contractile response.
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Contractile Response Timing is Driven by
Total Shear Force
The challenges of imposing varied flow rates within a single
device prompted us to approach the question of varied shear force
using other means, and we thus considered the varied cross-
sections of cells exposed to the same shear flow to determine their
individual shear forces. Using substrates of low and high stiffness,
we observed similar heterogeneity for A7 cells to reach peak
contractile response to shear (Figure 3A). Time lapse traction
force microscopy at the population level also reveals an
unexpected heterogeneity in peak response lag of A7 cells
exposed to shear stress (Figure 3A and Supplementary Figure
S3), suggesting that additional factors beyond substrate stiffness
and applied stress determine response delay. We used this
heterogeneity to probe the cell response to shear under
constant shear regimes.

Since the effective shear force is a function of cell surface
exposed to flow, we next determined if cell shape and geometry
influence the timing of cell response to shear in a force dependent

manner. We first quantified the profile and aspect ratio of cells
exposed to shear and measured the cell contractile work. We
observed that cells with lower aspect ratios respond faster than
cells with higher aspect ratios (Figure 3B). As prior work has
demonstrated that increased cell spreading flattens cells [36], our
result suggests that A7 cells with low aspect ratio have a round
and high profile. A high profile increases the cell cross-section
exposed to the shear flow, resulting in a higher effective total
shear force. Cells with high aspect ratio are also generally flatter
and stiffer [36], and thus would be deformed less under the same
applied stress.

Another factor that may influence the amount of cell surface
exposed to shear flow is cellular orientation. We also calculated the
impact of the cell major axis orientation to the shear flow on the
effective shear force (Figure 3C). Using this approach, we noticed
that randomly seeded cells exposed to a higher effective shear force
have a shorter response lag than cells subject to low effective shear
force (Figure 3D). We find an inverse linear relationship between
contractile response lag and magnitude of shear stress.

FIGURE 1 | FLNa-FilGAP interaction is necessary formechanosensing shear (A)Traction stressmapof A7 cells (toppanel) and FLNa-null M2 cells (bottompanel) in absence
of shear on time 0. Scale bar, 25 µm (B) Representative time series of strain energy in A7 cell (black) and M2 cell (grey). Under shear stress (5 min at 0.5 Pa) A7 cells undergo a
reversible traction increasewhile FLNa-null M2s cell do not respond. See Panel E (C)Representative time series of strain energy inM2 cell (light grey) orM2 cell complementedwith
either mEmerald-FLNa (purple) or mEmerald-FLNaM2474E (light blue). Rescue of the contractile work is observed only inM2mEmerald-FLNa cells when exposed to shear
stress (5 min at 0.5 Pa) (D)Representative time series of strain energy in M2 FilGAP siRNA cell (light purple) or A7 cell (black) or A7 FilGAP siRNA cell (blue). Contractile work of A7
cells under shear is abrogated with loss of FilGAP (E)Maximum strain energy divided bymean strain energy for cell lines in B-D (A7 n = 10 cells; M2 n = 10 cells; A7 FilGAP siRNA
n = 3 cells; M2 FilGAP siRNA n = 3 cells; M2 FLNa n = 3 cells; M2 FLNa M2474E n = 3 cells; two-sided t-test).

FIGURE 2 | Cell contractile response is modulated by shear flowmagnitude and cell prestress (A) Traction stress map of example A7 cell under applied shear from
0.5 to 1.5 Pa. Scale bar, 25 µm (B)Change in strain energy as a function of shear for an individual A7 (black) andM2 (grey) cell (C) Peak strain energy change under shear
(5 min at 0.5 Pa) as a function of pre-shear strain energy suggests that cells with higher prestress also display larger changes in contractility (black, 10 KPa substrate, n =
15 cells; grey, 25 KPa substrate, n = 11 cells; dashed line, linear least squares fit).
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Strain Heterogeneity is Regulated by
Prestress and Cell Orientation
To examine more closely how cell geometry and cell orientation
influence the cellular response to shear, we used fibronectin-
coated micropatterns on PDMS substrates to confine cells into
fixed aspect ratios and orientations to shear flow, where each
pattern dictates the cell spreading (Supplementary Figure S4).
We also determined that cell height is inversely proportional to
the aspect ratio determined by cell adhesion on the fibronectin
micropatterns (Supplementary Figure S4D).

Our TFM results on micropatterns show that the contractile
response delay is also inversely proportional to the effective shear
determined by the cell aspect ratio and orientation to flow
(Figure 3D). This suggests that larger cell strains initiate faster
contractile responses. Our data reinforces the idea that as forces
deform the actin cytoskeleton, FLNa undergoes conformational
changes to expose cryptic binding sites for signaling proteins
implicated in mechanotransduction. Since dynamic binary
binding interactions are required for mechanosensing, our
results suggest that mechanical release of FilGAP under strain
is a key step in FLNa-dependent mechanotransduction.

Strain Heterogeneity Triggers GTPase Rate
Heterogeneity
Based on these observations, we next quantified FLNa-dependent
mechanotransduction by probing the activity of intracellular Rac
or Rho sensors. FilGAP is released from its FLNa-bound state when
the cell actin network is under shear strain, making FilGAP then
available to interact with and inhibit Rac [21]. The reduction in Rac
activity under shear could increase the activity of the Rho pathway
that stimulates actomyosin contraction [37]. To test this, we
complemented cell contractility measurements with intracellular
FRET-based sensors that report the charge state of Rac or Rho.

We used FRET sensors that specifically detect either Rac
(Raichu-Rac1), RhoA or RhoB activity throughout the cell [38,

39]. Using a custom parallel-plate shear stress device
(Supplementary Figures S1B–C) and the RhoA2G FRET
sensor [40], we observed increased RhoA activity at the cell
leading edge when cells that express FLNa are exposed to shear
stress, while RhoA activity in FLNa-null cells remains
unaffected by shear (Supplementary Figure S5). Modulation
of Rho activity in time after cells are exposed to shear in a
microfluidic device (Supplementary Figure S1A) reveals a peak
of activity compared to prestress or recovery levels (Figure 4A).

We next performed simultaneous time-lapse analysis of
traction forces, pattern deformation and Rho (DORA-RhoB
sensor) activity in single cells grown on micropatterns. When
cells are exposed to shear stress, we measured an increase in both
cell contractility and Rho activity in FLNa complemented A7 cells
(Figure 4B). In contrast, we observed no changes in cell
contractility nor DORA-RhoB sensor activity in A7 cells in the
absence of shear. FLNa deficient M2 cells show no contractile
response nor RhoB activation under shear regardless of cell height
or orientation to flow (Supplementary Figure S6A).

We also see that Rho activation speed is correlated with the
magnitude of Rho signal change (Figure 4C). This trend is more
noticeable under a high shear regime and suggests that Rho activity
is strain dependent. We indeed observed that the DORA-RhoB
sensor YFP/CFP ratio is significantly higher in cells exposed to an
applied shear of 2.5 Pa compared to 0.5 Pa (Figure 4D). A
proportional relationship between YFP/CFP ratio and shear is
observed when we converted the applied shear into effective force
(Figure 4E) as determined by the incident angle of flow to the cell
major axis and the cell aspect ratio. These results show that Rho
activation is correlated with applied shear and effective shear force,
and that Rho activity is modulated by strain.

GTPase-dependent Mechanointegration of
Shear-Mediated Cell Contractility
We next probed the landscape of cell contractility as a function of
Rho activity to better understand how the magnitude of GTPase

FIGURE 3 |Cell geometry, material properties and orientation to shear flow contribute to the timing of cell contractile response to shear flow (A)Boxplot (center line,
median; box, upper and lower quartiles; whiskers, 1.5x IQR; crosses, outliers; two-sided t-test p = 0.215) of peak contractile response lag (min) to shear (5 min, 0.5 Pa) in
A7 cells cultured on 10 KPa (n = 15 cells) or 25 KPa (n = 11 cells) PDMS substrates (B) Peak contractile response lag (min) to shear (5 min at 0.5 Pa) in randomly seeded
A7 cells as a function of cell aspect ratio on 10 KPa (n = 15 cells) or 25 KPa (n = 11 cells; dashed line, linear least squares fit) (C) Incident angle (θ) of shear flow to cell
major axis determines the effective force = sin(θ) x applied shear. Scale bar, 25 µm (D) Peak contractile response lag (min) to shear (5 min at 0.5 Pa) in A7 cells as a
function of effective force (Pa) of randomly seeded cells on TFM substrates (blue, n = 26 cells) or cells seeded on micropatterned TFM substrates (purple, n = 21 cells;
dashed line, linear least squares fit).
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signaling is coupled to actomyosin contraction. We used the
time-dependent contractile response and GTPase biosensor
ratios as readouts of population states. We observed that
strain energy increase in A7 cells depends on Rho activation
whereas Rho magnitude fluctuations are independent of the cell
contractile work (Figure 5A). Our data suggests that while Rho is
required to drive contractility it can also be decoupled from the
cell contractile response. Rho is thus necessary but not sufficient
for mechanoresponse. When we compared the integration of Rho
sensor activity in A7 cells that respond to shear, we also observed
that a characteristic threshold of total Rho activity is required for
the cell to contract (Figure 5B). Together these results suggest
that while cells need to integrate Rho activity up to a certain
threshold for cell contraction, Rho activation is not a reliable
predictor of a contractile response to shear. This is expected as
Rho signaling regulates a number of different intracellular
processes, but it also suggests that other molecular players are
involved in regulating Rho-dependent shear
mechanotransduction. Our observations further support the
existence of contractile checkpoints that participate in the
integration of external mechanical stimuli and to the overall
contractile response heterogeneity.

Based on our molecular, traction and FRET data, we propose
a contractile mechanism that hinges on the release and
activation of FilGAP for direct inactivation of Rac and
indirect activation of Rho. We next designed a
pharmacological assay to confirm this idea and to control
Rho and Rac activity with specific inhibitors to circumvent
the absence of FLNa and trigger a contractile response in M2
cells. We successfully simulated contraction in FLNa-deficient
M2 cells by combining the Rac inhibitor Ehop-16 (20 uM) [41]
and the Rho agonist nocodazole (10 uM) [42] to stimulate the
GTPase response and cell contraction (Figures 5C–F). We also
reversed the GTPase and contractile responses with ROCK-
inhibitor Y-27632 (10 uM) treatment (Figures 5C,D). These

results suggest that reversible contractile work is driven by
modulations in the respective Rho and Rac activity levels. To
confirm that decrease of Rac activity coupled with increase of
Rho activity leads to contraction, we used the same
pharmacological treatment to recreate the impact of FilGAP
release and activation that we observe in A7 cells under strain
(Figure 5D). As expected, we observed an initial increase in cell
traction after treatment with the combined Rac inhibitor Ehop-
16 (20 uM) and the Rho agonist nocodazole (10 uM)
(Figure 5F). We also quantified a subsequent decrease in
traction after the same cell was treated with the ROCK-
inhibitor Y-27632 (10 uM) (Figure 5F). These observations
show that other drug-induced mechanoeffectors remain
functional in this M2 cell in absence of FLNa. Together our
results confirm that shear mechanotransduction in melanoma
cells is mediated by dynamic binding of FLNa and FilGAP
(Figures 1, 2), the cell strain (Figures 3, 4) and the modulation
of Rac and Rho activities (Figures 4, 5).

DISCUSSION

Mechanosensing must integrate a broad range of stimuli and
draws upon diverse mechanisms. Depending on cellular and
environmental context, various mechanocomplexes act as
direct shear force sensors such as the Plexin D1-neuropilin 1-
VEGFR system in endothelial cells [43] or the FLNa-FilGAP
system [24] we studied here in melanoma cells.
Mechanotransduction through the FLNa-FilGAP sensor
depends on common molecular players including integrins
and small GTPase. Force-dependent activation of integrins and
GTPase is also a feature shared with the PECAM-1 system in
endothelial cells [44].

As a mechanointegrator, the FLNa-FilGAP system convolves a
broad range of stimuli and produces a breadth of responses. We

FIGURE 4 | Rho response is faster and of higher magnitude under high strain (A) An A7 cell stably expressing DORA-RhoB sensor on a fibronectin micropattern
(white outlines; 2:1 aspect ratio rectangle, 1,000 micron2) was exposed to shear flow to quantify prestress (top), peak (middle) and recovery (bottom) levels of DORA-
RhoB activity (left panels). Scale bar, 22 µm (B) Representative quantification of cell contractility probed by TFM (blue) or DORA-RhoB sensor YFP/CFP ratio (purple) in
A7 (n = 1 cell) exposed to shear (5 min at 0.5Pa; grey bar). No changes are observed in absence of shear or in FLNa-depleted M2 cells. Supplementary Figure S6
(C) Scatterplot of peak response lag time of Dora RhoB sensor under applied shear of 0.5 Pa (black) or 2.5 Pa (grey) as a function of Dora RhoB sensor YFP/CFP ratio
change. A7 cells display a faster and higher magnitude response under high strain (dashed line, linear least squares fit) (D) Boxplot (center line, median; box, upper, and
lower quartiles; whiskers, ×1.5 IQR; crosses, outliers; two-sided t-test) of Dora RhoB sensor YFP/CFP ratio change as a function of applied shear (n = 30 cells) (E)
Scatterplot of Dora RhoB sensor YFP/CFP ratio change as a function of controlled (cell orientation and aspect ratio) effective force (Pa) (n = 30 cells). Higher magnitude of
Dora RhoB sensor YFP/CFP ratio change is observed in cells exposed to higher values of effective shear (dashed line, linear least squares fit).
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observed that the delay of contractile response to shear could be
predicted by the effective shear force applied to cells. Effective
shear force is the deformation of cells due to shear force and is
determined by cellular orientation to fluid flow and height of cell

profile. This may represent a “bet-hedging” strategy used by cells
to optimize the timing and magnitude of their shear response.
Cells integrate many different frequencies and amplitudes of
mechanical deformation from the environment; FLNa

FIGURE 5 | Model of shear stress mechanosensing through FLNa-FiLGAP interaction (A) Landscape of strain energy in A7 cells as a function of DORA-RhoB
sensor YFP/CFP ratio. High strain energy depends on DORA-RhoB sensor YFP/CFP ratio increase whereas magnitude fluctuations in DORA-RhoB sensor YFP/CFP
ratio can be independent of strain energy (n = 371 cells) (B)Boxplot (center line, median; box, upper, and lower quartiles; whiskers, 1.5x IQR; crosses, outliers; two-sided
t-test) of sum of DORA-RhoB sensor YFP/CFP ratio as a function of cell contractile response (n = 129 cells total). A7 cells that display a contractile response have
significantly higher values for the sum of DORA-RhoB YFP/CFP ratio (p = 0.002) and integrate DORARhoB sensor levels up to a characteristic threshold of YFP/CFP ratio
(C) Time series of DORA-RhoB (grey, n = 1 cell) and Raichu-Rac (black, n = 1 cell) YFP/CFP ratios in pharmacological treatment of M2 cells with combined 20 uM Ehop-
16 and 10 uM nocodazole (NZ) at 26 min and subsequent treatment with 10uM Y-27632 at 54 min (D) FLNa-unbound FilGAP can directly inhibit Rac and indirectly leads
to cell contraction through the Rho branch. Conversely, Rac inhibitor Ehop-16 and the Rho agonist nocodazole can stimulate the GTPases response and cell
contraction. The GTPases and contractile responses with ROCK-inhibitor Y-27632 treatment (arrowheads represent stimulatory modifications, flatheads represent
inhibitory modifications, lines are direct modifications and dotted lines represent tentative modifications) (E) A molecular model of FLNa-dependent
mechanotransduction. Shear stress mechanotransduction is proposed to begin through mechanical stretching and spatial reconfiguration of Filamin A (FLNa). When
FLNa is stretched, it reduces the binding affinity for FilGAP and releases FilGAP in the cytosol (F) Time series of strain energy in pharmacological treatment of M2 cell with
combined 20 µM Ehop-16 and 10 µM nocodazole at 26 min and subsequent treatment with 10 µM Y-27632 at 54 min.
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mediated mechanosensing may use this strategy to tune their
response to fluctuations in shear stress in order to maintain
fitness. Indeed, we have shown that identical shear stress elicits
diverse magnitudes and timing of the response; we attribute this
to the varied actual resulting strain based on cell stiffness, and
effective shear force. Thus, this sensitivity variation based on cell
to cell geometry and alignment differences allows a collection of
cells to process a broader dynamic range of stimuli than possible
for a single cell’s random orientation of FLNa networks [45].

Evidence for a smaller dynamic range of contractility in FLNa-
complemented M2 cells reflect the importance of protein
expression levels and amount of sequestered FilGAP through
dynamic binding in response heterogeneity. Surprisingly, no
difference in baseline Raichu-Rac activity was observed
between A7 and M2 cells whereas DORA-RhoB signal is
higher in M2 cells compared to A7 cells (Supplementary
Figure S7) suggesting the existence of a feedback mechanism
to control GTPases levels when the FLNa-FilGAP dynamic
interaction is broken and only unbound FilGAP is present in
M2 cells. FilGAP is inactive in the bound state and active in
unbound state; as a result, the change in GTPase activity and
contractile shear response is dampened in absence of FLNa.

FilGAP’s mechanosensory role likely has broad relevance in
cancer metastasis. Small GTPases have been shown to play
extensive roles in regulating apical & basal polarity of
individual cells, but are also crucial to regulate collective
multicellular migration and fragmentation [46]. In metastatic
tumor invasion FilGAP regulates polarity of breast cancer cells
leading to increased migration penetration [28]. Future work will
continue to resolve the extent of FilGAP mechanotransduction in
diverse physiology and pathology.

MATERIALS AND METHODS

Fabrication of Soft Silicone Substrates
Compliant polydimethylsiloxane (PDMS) substrates were
prepared as described by Yoshie and colleagues [47]. We
obtained substrates of different modulus by mixing an equal
weight ratio of PDMS components A and B (NuSil® 8100, NuSil
Silicone Technologies) with respective concentrations of
dimethyl siloxane-methyl hydrogen siloxane copolymer
(Sylgard 184, NuSil Silicone Technologies) that effectively
crosslink the PDMS. We measured with a parallel plate
rheometer (Anton Paar MCR302) that PDMS substrates with
weight percentage concentrations of Sylgard 184 of 0.20, 0.36 and
0.50 have Young’s moduli of 5.0 ± 0.04, 12.0 ± 0.71, and 23.4 ±
1.86 kPa respectively. We laminated two layers of PDMS on
1.0 mm thick glass slides (75 × 25 mm, VWR) to obtain a
uniform thickness of ~150 microns. For each layer, 0.75 ml of
PDMS solution were spin coated (WS-650, Laurell Technologies)
at 500 rpm for 1 min and cured at 100°C for 1 h. An additional
PDMS layer with fiduciary beads was added at 2000 rpm for
1 min and cured 1 h for our traction force microscopy
experiments. Substrate surfaces were functionalized with sulfo-
sanpah exposed to under UV for 2 min, washed with phosphate
buffered saline and incubated with fibronectin for 1 h.

Printing of Fibronectin Micropatterns for
Controlled Cell Attachment
PDMS substrates were micropatterned with a UV-patterning
system as described by Ghagre and collaborators [48]. PDMS
substrates were incubated with 5 mg/ml poly-L-lysine (Sigma)
for 30 min, washed with miliQ water and treated with 10 mg/
ml polyethylene glycol valeric acid (Laysan Bio) in 0.1 M
HEPES pH8.5 for 30 min. Substrates were then washed with
phosphate buffered saline, covered with UV sensitive photo
initiator solution (Alveole Lab) and exposed for 30 s to a
patterned 29 mW/mm2 375 nm UV laser with a Primo unit
(Alveole Lab) mounted on a Ti2 eclipse microscope (Nikon)
equipped with a 20x/0.45NA objective (Nikon). After the UV-
based micropatterning step, the substrates were washed with
phosphate buffered saline and incubated with 40 μg/ml
fibronectin 5 μg/ml Alexa-555-labelled bovine serum
albumin solution for 1 h. Substrates were finally washed
with phosphate buffered saline and stored at 4°C prior to
cell seeding.

Plasmid Preparation
mEmerald-FilaminA-N-9 plasmid (Addgene) was used to
generate mEmerald-FilaminA M2474E using the GeneArt site-
directed mutagenesis system (Thermo). Plasmid stocks were
prepared by transforming One Shot™ TOP10 (Thermo)
chemically competent E. coli cells, with a transformation
efficiency of ~109 cfu/μg plasmid DNA and performing an
overnight bacterial culture on kanamycin (50 μg/ml) LB Petri
plates. Colonies were selected on the petri plates, and inoculation
of liquid bacterial culture was done overnight in shaking
incubator at 37°C. DNA was purified with QIAprep® Spin
Miniprep Kit (Qiagen) and DNA was quantified with a
NanoDrop spectrophotometer (Thermo).

Cell Culture, Seeding and Transfection
The human melanoma cell lines M2 and A7 cell lines were
maintained in DMEM with 10% fetal bovine serum and 1%
penicillin streptomycin antibiotics. Media for A7 cell lines
complemented for filaminA expression also contained G418.
Cell lines in filtered flasks were incubated at 37°C with 5% CO2.
Cells were seeded and incubated on fibronectin coated substrates or
micropatterns for 1 h and washed with phosphate buffered saline
to avoid nonspecific adhesion. Cell lines were otherwise plated onto
a 6-well plate for transfection purposes. M2 cells were transfected
with FLNa and FLNa M2474E using the GenJet™ DNA In Vitro
Tranfection Reagent (SignaGen Laboratories). Cell lines with no
fluorescent labels were dyed with CellTracker Green CMFDA
(Invitrogen) for confocal microscopy purposes. Stable cell lines
that respectively express the FRET sensors DORA-RhoB [38] and
Raichu-Rac [39, 49] were generated using lentiviral transduction
followed by Blasticidin selection, with codon-optimized
fluorophores that prevent unwanted recombination during
lentiviral gene transfer.

RNA Interference Experiments
Cells were transfected with control siRNA or siRNA oligonucleotide
duplexes targeting human ARHGAP24 (siRNA ID 148940,

Frontiers in Physics | www.frontiersin.org May 2022 | Volume 10 | Article 8908658

Bergeron-Sandoval et al. Dynamic FLNa FilGAP Shear Mechanosensing

40

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Thermo) using Lipofectamine® RNAiMAX Transfection Reagent
(Thermo) and cultured on plastic plates for 48 h. Alternatively, cells
were stably transfected with a short hairpin RNA (shRNA) against
FLNa and grown in the presence of 1 g/ml puromycin.

Protein Extraction and Western Blot
Protein extraction was performed 48 h after transfection by cell
lysis with ice-cold cell lysis RIPA Buffer and protein extraction
protocol. Extracted proteins were stored in microcentrifuge tubes
at -20°C. SDS-PAGE was performed using 4–15% Mini-
PROTEAN® TGXTM precast gels (Bio-Rad) and the Mini-
PROTEAN Tetra cell system (Bio-Rad) gel electrophoresis
apparatus. 4X Laemmli sample buffer (Bio-Rad) was used as
loading buffer. Blotting was done using the Trans-Blot® Turbo
system and cassettes (Bio-Rad). Membranes were blocked with
5% bovine serum albumin (BSA) solution and primary antibody
staining was performed with either 1:1,000 Filamin Amonoclonal
antibody (FLMN01 (PM6/317), Thermo) or 1:1,000 polyclonal
mouse anti-human ARHGAP24 antibody (LS-C306327, LSBio)
or 1:5,000 actin monoclonal antibody (mAbGEa, Thermo) in 1%
BSA. Secondary antibody staining was done with 1:1,000 goat
anti-mouse IgG (H + L)-HRP conjugate (1,706,516, Bio-Rad) in
1% BSA and imaging is done using the ChemiDoc Imaging
System (Thermo). Results are processed using Image Lab
Software (Bio-Rad) and ImageJ (NIH).

Confocal Microscopy
Cells on PDMS substrates were imaged on a TCS SP8 confocal
microscope (Leica) equipped with a 10X/0.4NA objective (Leica)
in a controlled culture environment at 37°C perfused with a 5%
CO2. We used a live cell imaging solution (Molecular Probes) for
acquisition of all the fluorescence images.

Pharmalogical Treatments
For the FRET experiments we stimulated Rho activity with 5uM
Nocodazole (Sigma Aldrich). We also used 10 µM Y-27632
(Sigma Aldrich) ROCK inhibitor to reduce RhoB activity. We
inhibited Rac activity with 20 µM Ehop-16 (Sigma Aldrich).

Microfluidics Setup
Shear flow was applied with a μ-Slide microfluidic system (Ibidi)
perfused with a syringe pump (Harvard Apparatus). μ-Slides with a
channel height of 600 μm were glued over cells mounted on PDMS
substrates before confocal imaging on a TCS SP8 confocal
microscope and mechanical stimulation of cells unless mentioned
otherwise.

Rheoconfocal Setup
We developed a customized rheometer-confocal platform to
investigate the mechanical interplay between cells and shear stress.
We combined a parallel plate rheometer (Anton Paar MCR302) over
a TCS SP8 confocalmicroscope equippedwith a 10X/0.4NAobjective
(Leica) to image cells transfected with pTriExRhoA2G (Addgene).
Used for Supplementary Figure S5 only. Sample fluorescence and
interference reflection microscopy imaging was performed through
a customized metal cup with a heating element and infused with 5%
CO2 (Supplementary Figure S1).

Live-Cell FRET Measurements
Cells mounted on PDMS substrates were stimulated and/or
exposed to shear when indicated. Live-cell FRET imaging was
performed on a TCS SP8 confocal microscope (Leica) equipped
with a 10X/0.4NA objective (Leica). CFP was excited with a
continuous wave 448 nm laser and excitation filter.
Simultaneous detection of CFP (455–505 nm) and YFP
(520–600 nm) channels was performed with two respective
photomultiplier tubes. Images were acquired with the Leica
application suite X software (Leica) and YFP/CFP ratio analysis
was performed in ImageJ (NIH).

Traction Force Microscopy
Cell contractile work was measured with fiduciary beads as
described previously [50]. Images of fiduciary particles in the
top PDMS layer were acquired with a TCS SP8 confocal
microscope (Leica) equipped with a 10X/0.4NA objective
(Leica). Once the individual regions of interest with cells had
been recorded, a 2% TritonX-100, 50 mM sodium azide,
500 mM potassium hydroxide solution was added prior to
acquisition of the force-free reference images of the fiduciary
particles. Cell strain energy were calculated with the available
pyTFM script (https://github.com/fabrylab/pyTFM) based on
traction force and force-free images of the fiduciary
particles [35].

Pattern-Based Quantification of Cell
Contractile Work
Cells’ contractile work was measured with a pattern-based
method as described previously [49]. The deformed and
undeformed pattern areas were segmented based on
fluorescent intensity threshold with ImageJ (NIH). Cell strain
energies were calculated with the available MATLAB script
(https://github.com/ajinkyaghagre/PaCS_156matlabcode) based
on the PDMS substrate modulus and the initial pattern area.
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A Pili-Driven Bacterial Turbine
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Work generated by self-propelled bacteria can be harnessed with the help of
microdevices. Such nanofabricated microdevices, immersed in a bacterial bath, may
exhibit unidirectional rotational or translational motion. Swimming bacteria that propel with
the help of actively rotating flagella are a prototypical example of active agents that can
power such microdevices. In this work, we propose a computational model of a micron-
sized turbine powered by bacteria that rely on active type IV pili appendages for surface-
associated motility. We find that the turbine can rotate persistently over a time scale that
significantly exceeds the characteristic times of the single cell motility. The persistent
rotation is explained by the collective dynamics of multiple pili of groups of cells attaching to
and pulling on turbine. Furthermore, we show that the turbine can rotate permanently in the
same direction by altering the pili binding to the turbine surface in an asymmetric fashion.
We thus can show that by changing the adhesive properties of the turbine while keeping its
symmetric geometry, we can still break the symmetry of its rotation. Altogether, this study
widely expands the range of bacteria that can be used to power nanofabricated
microdevices, and, due to high pili forces generated by pili retraction, promises to
push the harnessed work by several orders of magnitude.

Keywords: bacterial turbine, bacterial motility, microdevice, type IV pili, active motion

1 INTRODUCTION

The last years have seen significant advances in nanofabrication, permitting the invention of a wide
range of micron-sized artificial devices. A fascinating question is how such devices can be powered by
actively moving biological matter, typically consisting of bacteria. Examples are beads that move due
to collision or attachment of cells to its surface [1, 2], swimming devices due to individual swimming
cells and bacterial carpets attached to their surface [3] or confined in the microdevice structure [4, 5],
and geometrically asymmetric devices immersed in a bath of actively moving cells that rotate due to
random collisions with the cells [6–10]. Usually, bacteria that swim with the help of rotating flagella
were employed. In this study, we propose to consider twitching bacteria that exhibit surface-
associated locomotion mediated by type IV pili [11, 12]. Pili are microns long active polymeric
appendages protruding from the cell membrane. They undergo cycles of protrusion and retraction
and can bind to a substrate and the pili of other cells. The combination of these two processes leads to
aggregation of cells [13–15] and twitching motility on a substrate [16–19] by a mechanism
reminiscent of a grappling hook (see Figure 1A).

Here, we investigate how bacteria that can attach type IV pili to a micron-sized turbine can drive
its rotation. This system is especially interesting since multiple pili belonging to an individual
bacterium can generate total forces in the range of nano-Newtons [20]. In contrast to that, bacteria
that swim with the help of flagella typically have thrust forces in the order of 1–10 pN [21]. The
molecular motor involved in the disassembly an hence, in the retraction of an individual pilus, called
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pilT, can generate forces in the range of 100 - 180 pN [22]. This
makes pilT the strongest molecular motor known in nature, with
forces up to 20 times larger than those generated by kinesins or
polymerases [20]. Hence, we are asking if cells with type IV pili
that can create so large forces might be more attractive candidates
to power microdevices.

In this work, by means of a computational model, we study the
dynamics of a rotatable turbine immersed in a bath of twitching
bacteria. We investigate how the turbine rotation is affected by
the binding and unbinding of the bacterial pili. We find that, due
to the adhesion of multiple pili to the turbine over time scales that
can strongly exceed the characteristic time scales of the individual
pili attachment, the turbine can persistently rotate in one
direction over extensive durations. While these persistent
rotations have a limited lifetime, one can engineer a system
where they become permanently unidirectional by introducing
asymmetric binding of the pili to the turbine.

2 MATERIALS AND METHODS

First, we introduce the computational model of twitching bacteria
and their interactions with a turbine. A related version of this
computational model was considered previously to describe
bacterial surface motility [19] and bacterial aggregates [23–25].

While we consider the bacterium Neisseria gonorrhoeae as the
primary biological example, the computational model can be
easily adapted to account for other bacteria that use type IV pili,
e.g., Neisseria meningitidis [14] or Pseudomonas aeruginosa [26].
In the following, we focus on the regime of low cell density. This
allows us not to consider cell-cell interactions and the formation
of bacterial aggregates mediated by the binding of the pili of
different cells. As a result, we do not expect three dimensional
aggregates to form [23, 24]. This also enables us to only consider a
simpler two-dimensional system.

2.1 Geometry of the Cells, Pili and Turbine
The experimental system we are mimicking are bacterial cells
confined in a box with the turbine at its center (see Figure 1B).
The cells can move over the substrate via pili binding and
unbinding and additionally interact with the turbine by pili
attachment and excluded volume effects.

While Neisseria gonorrhoeae cells typically have a diplococcus
shape [27], we simplify the in silico cell shape of bacteria as two-
dimensional circular disks with a radius R. Please note, however,
that a diplococcus shape can be also considered [19, 23–25]. Each
cell possesses exactly Np pili that are homogeneously distributed
on the cell outline (see Figure 1A). We approximate pili as
straight lines connecting two points: their start point (also called
anchor point), located at the circular cell surface, and their end

FIGURE 1 |Overview of the computational model of bacteria driving a rotatable turbine by attachment of type IV pili. (A) Sketch of how pili binding and retraction can
lead to a force acting on a cell, a process reminiscent of a grappling hook. (B) Overview of the system. Cells are located in a box together with the rotatable turbine. The
cells possess pili which they use for the motility on the substrate and for attachment to the turbine. The turbine center is located at r(turb) and has an orientation defined by
the angle α. (C) Summary of all forces acting on the cells and turbine. Friction forces with the environment (surrounding liquid and substrate) are not shown.
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point. The distance between these two points is called the contour
length lc of the pilus.

The turbine is described by Nturb × 2 disks (with radius R)
arranged in a double row array (see Figure 1B). Since the only
way how the turbine can move is by rotation, the relative
locations of the turbine disks towards each other are fixed.
The orientation of the turbine is described by the angle α with
respect to the y-axis and the turbine center is located at the
position r(turb) (see Figure 1B).

2.2 Pili Dynamics and Binding Properties
Initially, a pilus protrudes with the velocity vp in a direction
perpendicular to the cell surface. When a pilus reaches a specific
length, drawn from an exponential length distribution with mean
length lp [17, 18], it starts to retract with a velocity v(0)r . This
retraction continues until the pilus has a contour length lc = 0. In
that case, the pilus is removed and immediately, a new pilus
protrudes from the cell from the same position.

A pilus binds stochastically to the substrate or the turbine
disks, independently whether it is protruding or retracting. In
both cases, a pilus can only bind with its tip and it can bind only to
either the substrate or the turbine disks. After binding, a pilus
immediately starts to retract [28]. The binding is modeled as a
Poisson process with the binding rate κ(sub)att to the substrate and
κ(turb)att to any of the turbine disks. Since the model is two-
dimensional, we ignore that, for pili to bind to a substrate,
they first need to be long enough to reach the substrate with
their tips. In 3D, this leads to a delay in the initial binding event of
a newly protruding pilus, but is less relevant for following
attachments of pili. Hence, initially, the binding rate might be
smaller to allow a pilus to protrude to reach the substrate. To
account for this process, pili that bind to the substrate the first
time do so with a rate κ(sub,0)att � vp/lp. Again, the binding is
modelled as a Poisson process. The rate κ(sub,0)att corresponds to
the binding of a pilus that protrude with the velocity vp until it
reaches a length determined by an exponential distribution with
mean length lp, in which case it binds. On average, this takes the
time 1/κ(sub,0)att .

An attached pilus will generate a pulling force that acts on the
cell and, if attached to a turbine disk, also on the turbine. Each
pilus is modeled as a Hookean spring with the spring constant kp.
After attachment, a pilus is stretched due to its retraction and
hence, mediates a pulling force. This force is proportional to the
difference between the contour length lc and the length of the
pilus that it would have if it was not attached, here called the free
length lf. Here, we consider the case where a pilus can only
generate a pulling force and no pushing force, thus the force is
zero if lc ≤ lf.

Experimentally, it has been shown that the pilus force affects
the retraction velocity by

vr � max 0, v(0)r 1 − F

Fs
( )[ ], (1)

with the stalling force Fs [22]. The force of a pilus also affects
the unbinding from the substrate. Pilus detachment is modelled
by a Poisson process with the rate

κ(sub)det F( ) � 1

τ(sub,1)det exp − F
F(sub,1)
det

( ) + τ(sub,2)det exp − F
F(sub,2)
det

( ), (2)

for detachment from the substrate, as motivated by [18]. Here,
we introduce the detachment times τ(sub,1)det and τ(sub,2)det and the
detachment forces F(sub,1)

det and F(sub,2)
det . For detachment from a

turbine disk, we describe the rate by a simpler relation

κ(turb)det � 1

τ(turb)det

exp
F

F(turb)
det

( ), (3)

with the detachment time τ(turb)det and detachment force F(turb)
det .

We picked a different expression for the pili-turbine detachment
(in comparison to the pili-substrate detachment) because in
general, the turbine does not necessarily have to consist of the
same material as the substrate, which determines pili binding
properties [16, 17]. Below, we will explore turbine rotation in
dependence on pili-turbine interactions, thus favouring a simpler
single exponential form.

2.3 Cell Forces and Motility
We model pili as Hookean springs with the spring constant kp.
For a cell i at location r(cell)i , an attached pilus j causes a force
F(pilus j)
i at the pilus anchor point r(anchor j)

i on the surface of the
cell in the direction of the point r(att j)

i where the pilus tip is
attached (see Figure 1C).

Next to the active pili force, passive excluded volume forces are
acting on the cells. Cells are located in a two-dimensional box with
size L × L and a cell i that overlaps with the boundary wall is exposed
to a repulsive force F(wall)i (see Figure 1C). This force is modelled as
a harmonic interaction with spring constant k(wall) and acts on the
cell center in the normal direction of the boundary wall if the overlap
is smaller than the cell radiusR. Additionally, intersections of 2 cells i
and k lead to a repulsive force F(c−c)ik of the centers of both cells with
the spring constant k(c−c) (see Figure 1C). A similar type of repulsive
force F(turb m)

i is acting between the cells and the turbine disks m
with the spring constant k(turb) (see Figure 1C).

The total force of the cell i is given by

F(tot)
i � ∑

attached pili j

F(pilus j)
i + F(wall)

i + ∑
cells k

F(c−c)
ik

+ ∑
turbine disks m

F(turb m)
i . (4)

Additionally, the total torque acting on a cell is

T(tot)
i � ∑

attached pili j

r(anchor j)
i − r(cell)i( ) × F(pilus j)

i (5)

In the overdamped limit [29], a force mediates a translational
motion of the cell with the velocity

dr(cell)i

dt
� μtF

(tot)
i (6)

and the torque leads to a rotation with the angular velocity
vector

ω(cell)
i � μrT

(tot)
i (7)
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Here, we introduce the translational mobility μt and the
rotational mobility μr. The same forces and torques cause an
equivalent displacement of the pili anchor points r(anchor j)

i and
attachment points r(att j)

i in case of attachment to a turbine disk.
The mobilities introduced here are a result of friction with the
viscous solvent and the substrate on which the cells are moving.

2.4 Turbine Torque and Rotation
The turbine is only able to undergo rotational motion. The total
torque acting on the turbine is given by

T(turb) � ∑
attached pili j

r(att j)
i − r(turb)( ) × F(pilus j)

i

+ ∑
cells i

∑
turbine disks m

r(cell)i − r(turb)( ) × −F(turb m)
i( ). (8)

The rotation of the turbine is modelled in the overdamped
limit with a mobility μturb. In that case, the turbine angular
velocity vector is

ω(turb) � μturbT
(turb). (9)

2.5 Parameters and Details of Numerical
Solution
The simulations were performed on the local computing
cluster of the Max Planck Institute for the Physics of

Complex Systems (Dresden, Germany), consisting of x86-64
GNU/Linux systems. The code was written in C++. We use an
Euler algorithm to solve the equations of motion with a time
step δt. While this is one of the most simple numerical schemes
to solve the equations of our computational model, it often
leads to numerical errors and instabilities when modelling
molecular dynamics systems for long times [30]. We do not
expect that this is a problem in our system due to the stochastic
nature of the pili binding and unbinding, which basically
represents our system as a series of many short time events,
continuously interrupted by rearrangements in the pili
network. Hence, we do not expect any differences in the
qualitative outcome of the simulations.

If not stated otherwise, we use the parameters provided in
Table 1. Most parameters we use are based on previous studies.
The excluded volume spring constants k(c−c), k(turb) and k(wall)

have no effect on the simulation outcome as long as they are
chosen large enough to be able to compete with the pili forces. For
the remaining parameters, e.g., the turbine mobility, we do not
expect a qualitative difference in the results of the simulation.

We initialize the simulation by randomly distributing the cells
in the box and only analyse the turbine rotation after an
initialization period of 1,000 s. To calculate the angular
velocity of the turbine rotation, we compute

ωα t( ) � α t + Δt( ) − α t( )
Δt , (10)

with Δt = 0.5 s and the turbine orientation α (see Figure 1B).

3 RESULTS

In the following, we first demonstrate that bacteria binding to the
turbine with the help of pili can cause a persistent turbine rotation
over time scales that exceed the pili detachment times
significantly. Next, we study how the persistent turbine
rotation depends on the binding properties of the pili to the
turbine and the number of cells in the system. This allows us to
unravel the underlying mechanism that causes the persistent
rotation of the turbine. Finally, we propose a system where an
asymmetric binding of the pili to the turbine causes a permanent
unidirectional rotation of the turbine.

3.1 Adhesion of Motile Bacteria Drives
Turbine Rotation
To investigate how the adhesion of cells to a turbine affects the
turbine rotation, we first simulate the computational model for
three different cases: 1) pili detach with detachment times of
τ(turb)det � 50 s (see Figure 2A and Supplementary Movie S1),
motivated by binding times in the order of a few minutes
inferred from cell trajectories on plastic surfaces [17], 2) pili
detach with τ(turb)det � 2 s (see Supplementary Movie S2),
motivated by considerably smaller binding times
experimentally measured for BSA coated beads [18] and 3)
pili not bind to the turbine at all (see Supplementary Movie S3)

TABLE 1 | List of parameters used in this study.

Name Value References

Cell and turbine disk radius R 0.5 μm [17]
Cell number N 40
Cell density ρ 0.1 μm−2

Pili number per cell Np 15 [16, 17]
Number of turbine disk pairs Nturb 12
Pili protrusion velocity vp 2 μm/s [22]
Pili mean length lp 1.5 μm [18, 17]
Pili retraction velocity v(0)r 2 μm/s [22]

Pili-substrate attachment rate κ(sub,0)att
1.33333 Hz [22]

κ(sub)att
10 Hz [18]

Pili-turbine attachment rate κ(turb)att
2 Hz

Pili spring constant kp 2000 pN/μm [31]
Stalling force Fs 180 pN [22]
Pili detachment times τ(sub,1)det

0.85 s [18]

τ(sub,2)det
0.04 s [18]

τ(turb)det
50 s

Pili detachment forces F(sub,1)
det

1.24 pN [18]

F(sub,2)
det

33.8 pN [18]

F(turb)
det

180 pN

Box size L 20 μm
Wall spring constant k(wall) 5,000 pN/μm
Cell-cell spring constant k(c−c) 5,000 pN/μm
Cell-turbine spring constant k(turb) 5,000 pN/μm
Cell translational mobility μt 2 μm/(s pN) [23]
Cell rotational mobility μr 720/π °/(μm pN s) [23]
Turbine rotational mobility μturb 0.9/π °/(μm pN s)
Time step δt 10–5 s
Simulation time T 104–105 s
Simulation No. per parameter set Nsim 80–100
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and the only way how cells interact with the turbine is by
excluded volume forces. Here, we only vary the turbine
detachment time τ(turb)det and not the detachment force F(turb)

det .
We expect that there will be no qualitative difference in the
turbine rotation for both cases, an increase (decrease) of τ(turb)det
and a increase (decrease) of F(turb)

det , pili will bind more (less)
strongly to the turbine. For simplicity, we assume that
F(turb)
det ≔ Fs with the pilus stalling force Fs, see Eq. 1. In

Figure 2B, we show the dynamics of the turbine angle α for
the three cases. We find that for the largest detachment time,
τ(turb)det � 50 s, the rotation is the strongest. If pili are not
permitted to attach to the turbine, the rotation appears to be
the weakest. Additionally, the distribution of velocities shows
that if pili cannot bind to the turbine, the turbine will move with
smaller angular velocities ω, while the distributions seem to not
depend on the detachment rate τ(turb)det , as long as pili are capable
of binding to the turbine. We also find that the turbine does not
undergo extended phases in which it is not moving, but instead
seems to be continuously rotating (see Supplementary
Figure S1).

To quantify how strong the rotation is, we compute the
angular mean squared displacement (angular MSD), given by

δα Δt( ) � 〈 α t + Δt( ) − α t( )[ ]2〉t, (11)
(see Figure 2C). Indeed, the angular MSD is the highest for

τ(turb)det � 50 s and the lowest for the case where pili do not attach
to turbine disks. For τ(turb)det � 2 s, the angular MSD is identical to
the case τ(turb)det � 50 s for small time differences (Δt). In both
cases, τ(turb)det � 2 s and non-attaching pili, the angular MSD
follows a linear scaling, δα ∝Δt, corresponding to a diffusive
regime. For τ(turb)det � 50 s, we find a superdiffusive regime for
intermediate time differences Δt ≈ 10, −,103 s. For particles
undergoing translational motion, such superdiffusive regimes
usually emerge from ballistic motion. For the rotatable turbine,
this corresponds to a regime where the turbine moves persistently in
a random direction. Indeed, such a behaviour is observed in
Figure 2B, where trajectories of the angle α move persistently in
one direction over periods of hundreds to thousands of seconds
before the rotation turns towards the opposite direction. For larger

FIGURE 2 | Analysis of rotary motion of a turbine in a bath of twitching bacteria. (A) Snapshots of the initial phase of the simulations of a turbine in a bath of bacteria
with pili detachment rate τ(turb)det � 50 s. Blue pili are not attached, orange pili are attached to the turbine and red pili are attached to the substrate. The green arrow
indicates the direction of the turbine rotation. (B) Turbine angle α as a function of the time t (see Figure 1B.). The inset figure shows the probability density function of the
turbine angular velocity ω. (C) Angular mean squared displacement (angular MSD) of the turbine angle, see Eq. 11. (D) Normalised angular velocity autocorrelation
function of the turbine angle, see Eq. 12.
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time differences, the angularMSDbecomes again diffusive, implying
that while the rotation is persistent over a certain time scale, for
larger time intervals it becomes random again.

To learn more about how persistent the turbine rotation is, we
compute the angular velocity autocorrelation function (angular
velocity ACF), given by

] Δt( ) � 〈ωα t + Δt( )ωα t( )〉t. (12)
Independently of whether pili can bind to the turbine or not,

we find that the correlation function ](Δt) is decaying with
time (see Figure 2D). This confirms our previous observation
for the angular MSD where we found that for very large time
differences the turbine rotation is diffusive and no longer
shows signs of persistence. We also find that for
τ(turb)det � 50 s, the normalised angular velocity ACF ](Δt)/
](0) has the slowest decay. This behaviour correlates with
the persistent rotation for time differences between Δt ≈ 10,
−,103. Surprisingly, we find that the decay of the angular
velocity ACF is faster for τ(turb)det � 2 s than for the case
where pili do not bind to the turbine. We will provide an
explanation for this behaviour in Section 3.3. Before doing
that, we will have a closer look at how the turbine rotation

depends on the cell adhesion to the turbine disks and the
number of cells in the system.

3.2 Turbine Rotation Is Controlled by
Bacterial Adhesion Strength and Cell
Number
We begin with a systematic analysis of how the angular MSD
δα(Δt) depends on the detachment time of pili from the turbine
disks τ(turb)det , shown in Figure 3A. For small time differences Δt <
10 s, we find that δα is independent of τ

(turb)
det and exhibits a linear

scaling, δα ∝Δt, corresponding to a diffusive regime. For high
enough values of the detachment time τ(turb)det and Δt > 10 s, the
angular MSD becomes superdiffusive, δα ∝Δt2. The duration of
this superdiffusive regime increases with increasing τ(turb)det and is
barely observable for detachment times τ(turb)det < 10 s. For even
longer time differences Δt, the MSD becomes diffusive again,
δα ∝Δt.

Next, we investigate the normalised angular velocity ACF
](Δt)/](0) (see Figure 3B) and find that for Δt < 2 s, it rapidly
decreases. For Δt ≥ 2 s, it exponentially decreases with the Δt.
By fitting a function of the form ](Δt)∝ exp(−Δt/τ) to this

FIGURE 3 | Dependence of the turbine rotation on pili detachment time τ(turb)det and cell density ρ. (A,C) Angular mean squared displacement (angular MSD) δα(Δt) of
the turbine angle α as a function of the pili-turbine detachment time τ(turb)det (with the cell density at ρ =0.1 μm2) or cell density ρ (with the detachment time τ(turb)det � 50 s).
(B,D) Normalised angular velocity autocorrelation function (angular velocity ACF) ](Δt)/](0) of the turbine angle α as a function of the pili-turbine detachment time τ(turb)det or
cell density ρ. The inset figure shows the characteristic time scale of ](Δt), resulting from a fit ](Δt)∝ exp(−Δt/τ). To account for the initial drop of the angular
velocity ACF, we only do the fitting for Δt >2s. An example fit is shown in (B) (black dashed line). Please note that for the investigation of the cell density dependence of the
turbine rotation, we only consider a smaller range of Δt to avoid too high numerical cost. As a result, we do not show the diffusive regime in the MSD for large values of Δt
since the angular velocity ACF is decaying with increasing Δt.
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later regime, we identify the characteristic time τ of the
exponential decay of ](Δt) and can investigate its
dependence on τ(turb)det . We find that it is increasing with
increasing detachment times τ(turb)det . This is in accordance
with the increasing duration of the superdiffusive regime of
the angular MSD. The stronger pili of a cell bind to the turbine,
the more persistently the turbine rotates in one direction
before it inverts its direction.

Additionally, we investigated how the rotation of the
turbine is affected by the density ρ of cells in the system.

We find that with increasing density, the angular MSD δα
becomes smaller (see Figure 3C). While we observe the
diffusive regime of δα(Δt) for Δt < 10 s, a pronounced
superdiffusive regime for larger Δt vanishes if the cell
density becomes too large. For the normalised angular
velocity ACF ](Δt)/](0) (see Figure 3D), the characteristic
decay time τ is initially increasing with cell density ρ and then
decreases when ρ increases further.

In the following section, we provide qualitative arguments that
explain the observed behaviours.

FIGURE 4 |Overview of the mechanism driving the persistent rotation of the turbine. (A) A cell (light blue circle) with n =3 or n =0 pili attached to a turbine (dark blue
circles). (B) Stochastic model of n pili attached to a turbine with pili binding (with constant rate katt) and unbinding (with constant rate kdet). (C) Mean unbinding time to
reach for the first time the state n =0 in the stochastic model. Here, we chose N0=5, n (t =0)=5, katt =2 Hz, kdet =(exp 1)/τoff. (D) Sketch of how turbine rotation is affected
bymultiple cells binding to the turbine surface. The turbine rotates in the direction in whichmore cells are attached to its surface (turbine is pulled by cells). (E) Sketch
of how turbine rotation leads to a pickup and binding of cells on the turbine surface.
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3.3 Unbinding Dynamics of Attached
Bacteria Explains Characteristic Time of
Turbine Rotation
To understand how the persistent rotation of the turbine in an
otherwise symmetric system can emerge, we first consider how
strongly cells bind to the turbine disks with the help of their pili
and how pili binding affects substrate attachment of the
remaining pili. Our hypothesis is the following: if cells stay
attached to the same position on the turbine surface for an
extended time, which is considerably larger than average
attachment times of individual pili, the cells will continuously
pull the turbine in the same direction. This mechanism is
dramatically different to the previously reported rotary
microdevices driven by swimming bacteria [6, 7], where cells
collide with the microdevice and hence, push it. Instead, in our
simulations, cells pull on the turbine. In Figure 4A, we show
sketch of a cell which is attached to the turbine disk with some of
its pili, while the other pili bind or unbind from the substrate.
Only pili that protrude towards the turbine disks can attach, while
pili protruding away from the turbine can only attach to the
substrate. Thus, cells preferentially bind to the substrate in the
direction away from the turbine. Since the cell is also attached
with some of its pili to the turbine disks, it is pulling the turbine
along the direction pointing from the turbine towards the cell.
Thus, the cell pulls on the turbine, leading to a rotation of the
turbine in the direction of the attached cell. This process is
enhanced by the cooperation of multiple pili of a cell. To
clarify this, we investigate the durations of cells attaching to
the turbine disk before they detach again. To this aim, we solve a
stochastic model of pili binding and unbinding, where a cell,
possessing in total N0 pili that are all growing in the direction of
the turbine, has n pili attached to the turbine. With a rate katt (N0

− n) a non-attached pilus attaches to the turbine, while with the
rate kdetn a pilus detaches from the turbine (see Figure 4B). By
describing the attachment and detachment as Poisson processes,
we can numerically solve this system with the help of a Gillespie
algorithm and investigate the mean time for a complete
unbinding of all pili of a cell from the turbine (see
Figure 4C). We find that the mean unbinding time is
increasing rapidly with the pili detachment time
τoff � exp(Fs/F

(turb)
det )/kdet, reaching around 10 s for τoff = 2 s

and 107 s for τoff = 50 s. For simplicity, we assume that all pili pull
with their stalling force and that the detachment force is identical
to the stalling force, Fs � F(turb)

det . The duration of how long cells
bind to the turbine corresponds to the duration of superdiffusive
behaviour in Figure 3A and also exhibits the same qualitative
behaviour as the decay time of the angular velocity
autocorrelation (see Figure 3B). We do not expect a perfect
quantitative agreement between the two time scales (Figure 3B
and Figure 4C) as the simplified model of pili binding and
unbinding of a cell to the turbine provided here ignores that
cells can indeed move even if its pili are bound to the turbine, e.g.,
parallel to the turbine surface. Additionally, when multiple cells
bind to the same region of the turbine, they will interact via
excluded volume effects. This will lead to additional forces acting
on the involved pili and thus, might enhance their detachment.

We can now provide an explanation of the three time regimes
observed in the angular MSD in Figure 2C and angular velocity
ACF in Figure 2D. For short times, Δt < 10 s, individual pili
stochastically bind and unbind to the substrate, pulling on the
turbine, and additionally, cells randomly collide with the turbine.
This causes small displacements of the turbine angle α in one
direction, also explaining the very sudden drop of the angular
velocity ACF for short times since the life time of such
displacements is very small. This leads to random fluctuations
of the turbine, and as a result, to a diffusive scaling. For larger
times, 10 s < Δt < 103 s, asymmetries in the distribution of cells on
the surface of the turbine lead to a unidirectional rotation of the
turbine and as a result, to a superdiffusive regime. The persistence
in the turbine rotation also explains the positive angular velocity
ACF. The duration of this regime depends on how strong pili
bind to the turbine disk (see Figure 4C). Finally, forΔt > 103 s, the
distribution of cells on the turbine surface is re-arranged up to
such a degree that the turbine can change its direction of motion.
This will then lead to a diffusive regime again. This time also
corresponds to the characteristic time of the angular velocity ACF
decay, confirming that for large enough times, the turbine forgets
its initial direction of motion.

For cases where pili bind stronger to the turbine, we expect to
not only have more pili to bind to the turbine, but also more cells
to be bound to the turbine with its pili. To this aim, we check the
number of cells and pili bound to the turbine as a function of time
(see Supplementary Figure S2). We find that after an initial
phase of pili attachment, for larger pili-turbine detachment times
τ(turb)det more cells and more pili are bound to the turbine on
average. This is in agreement with our previously introduced
hypothesis that the turbine exhibits persistent rotational motion
due to cells that are bound to the turbine surface.

Next, we consider the origin of the cell density dependent
rotation of the turbine, see Figure 3C and Figure 3D. If the cell
density is very small, often no cell will bind to the turbinemost of the
time and thus, the angular MSD is initially increasing with cell
density. For moderate cell densities the difference between cells
attaching to different sides of the turbine (see Figure 4D) will be
significant and due to the random asymmetry, the turbine will rotate
persistently in one direction until cells randomly unbind from the
turbine. If the cell density gets too large, more and more cells are
pulling in the opposite direction of the turbine rotation, reducing its
persistence.

There are additional processes that can have a significant impact
on the turbine rotation: 1) Due to the rotation of the turbine, it will
constantly “pick up” cells it collides with. For the traditional rotary
microdevices that are driven by swimming bacteria that collide with
the device and push it [6–8], this would lead to a torque that acts in
the opposite direction of the original rotation.When cells pull on the
turbine instead, the persistent rotation is being enhanced since
asymmetric distribution of cells bound to the turbine disks is
getting even stronger (see Figure 4E). 2) In Section 3.1, we
found that the angular velocity ACF seems to decay faster for the
case with pili attachment and τ(turb)det � 2 s, than for the case without
pili attachment (see Figure 2D). A possible explanation for this is
that even without pili-turbine attachment, cells can still rotate the
turbine due to collisions and resulting excluded volume forces. That
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way, we reproduce a system where cells push the turbine, instead of
pulling on it. This process possesses its own characteristic time scales
that are linked to the substrate motility of the cells.

To summarise, the persistent rotation of the turbine originates
from persistent attachment of cells to the turbine over times scales
much longer than the characteristic detachment times of individual
pili. While the resulting rotation is indeed persistent and, depending
on the binding properties, can go on over multiple revolutions, it is
not permanently unidirectional. There is no asymmetry in the initial
rotational direction of the turbine and even though the turbine can
move in one direction over an extended time, this rotation will at
some point reverse direction. Next, we will provide an example of
how cells using type IV pili can drive a permanent unidirectional
rotation of a turbine.

3.4 Permanent Unidirectional Rotation due
to Asymmetric Cell-Turbine Attachment
In order to produce a permanent unidirectional rotation of the
turbine, an asymmetry of the turbine is required. Typically, such
assymetries are created by altering the turbine geometry [7, 8, 12],
but here we have a chance to exploit asymmetries in the adhesion

of cells to the turbine instead. In Figure 5A, Figure 5B and
Supplementary Movie S4, we provide an example of how altered
pili binding properties on one side of the turbine wings can lead to
a unidirectional rotation. Here, we consider different cases: 1) pili
bind stronger to the manipulated turbine disks, corresponding to
a larger detachment time τ(turb)det or 2) pili bind weaker to the
manipulated turbine disks, with a lower value of τ(turb)det .
Depending on how pili bind to these regions, the direction of
the turbine is affected as, on average, cells are more or less
strongly adhered to the manipulated region and thus, more or
less cells are bound to these sides of the turbine and mediate the
turbine rotation. In case (i), the turbine rotates in the direction of
manipulated region because more cells are attached there, for 2)
less cells are attached in the manipulated region and the turbine
rotates in the opposite direction.

We also estimate the average angular velocity ω of the turbine
and find values around 2–4°/s. For the used rotational mobility of
the turbine μturb (see Table 1), this corresponds to a turbine
torque around 10 pN μm, comparable to previously published
values for rotary devices in bacterial baths of hundreds of
swimming cells [7]. Here, however, the system consists of 40
cells only. Note that this is only the lower limit of the turbine

FIGURE 5 | Unidirectional persistent turbine rotation is caused by asymmetric pili binding to the turbine. (A) Overview of the different types of turbine disks
considered here. (B) Angle α of the turbine as a function of time t for different combinations of the manipulated turbine disks. We also provide the average angular velocity
〈ω〉 and its standard error for each condition. (C) The angular mean squared displacement exhibits superdiffusive (ballistic) scaling, δα∝Δt2. (D) The normalised angular
velocity auto correlation function is no longer decaying with increasing time differences Δt, corresponding to the unidirectional rotation.
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torque and the same turbine might be able to generate larger
torques if it experiences an opposing torque. In the absence of a
counteracting torque, the rotation speed of the turbine is limited
by the retraction velocity of pili, around 2 μm/s [22].

We see evidence that the rotation is permanently
unidirectional in the angular MSD (see Figure 5C) which is
superdiffusive (ballistic) for arbitrary time differences Δt,
equivalent to a rotation in one direction. Additionally, the
normalised angular velocity ACF (see Figure 5D) is no longer
decaying with time Δt, suggesting a constant rotation in the same
direction.

In experiments, suchmanipulated regions on the surface of the
turbine could be generated by coating it with a chemical such as
BSA, which has been shown to alter the detachment time of the
pili [17, 18, 32].

4 DISCUSSION

In this study, we investigated how bacteria that use type IV pili for
surface motility may drive the rotation of a micron-sized turbine.
We found that due to spatial asymmetries in the amount of cells
that are bound to the turbine, a persistent rotation is observed
over time scales that can strongly exceed the characteristic time
scales of the pili. The persistent rotation is enhanced when pili
bind more strongly to the turbine and weaker when the density of
cells becomes larger. The observed persistent rotation of a
symmetric turbine has a characteristic time scale. For larger
times, the rotation direction is reversed stochastically and
there is no preferred direction of rotation. A persistent and
unidirectional rotation can be generated by altering the
binding properties of the type IV pili on parts of the turbine
in an asymmetric manner.

To build a rotatable micron-sized device, typically
microfabrication technologies are used [5, 6, 8]. Established
technologies make it easy to construct the turbine body, but
normally the microdevices are not attached to the substrate [9]. In
that case, a geometrically symmetric turbine becomes comparable
to a passive rod or polymer in a bath of active particles [33, 34],
with two major differences: forces are exerted by pulling instead
of pushing, and the attachment of a pulling cell to the microdevice
can last longer compared to the single pilus retraction time. In
this case, we may expect to see rotational and translational
diffusion but also some more complex trajectories, e.g., where
the turbine rotates itself and its center of mass is on a circular
track. Interestingly, if the rod is not straight, but has a concave
shape, it can lead to trapping of particles and persistent motion of
the turbine [33, 35, 36] Harnessing the power of the turbine is
considerably harder if the turbine exhibits translational motion.
Hence, it is required to immobilise the center of rotation of the
turbine to only allow for rotation. One way to do that would be to
plug the turbine onto a immobile column. The columnmust have
been microfabricated such that it is tightly connected to the
substrate and can withstand the forces generated by the cells. An
alternative solution could be to trap the turbine in a circular
depression [6] that has the same radius as the turbine, so that the
only degree of freedom is the turbine rotation.

Here, we have shown that microdevices immersed in a bath of
bacteria that use pili, such as Neisseria gonorrhoeae or
Pseudomonas aeruginosa, can efficiently harness the power of
the type IV pilus machinery. This system is particularly superior
to previously reported microdevices driven by swimming bacteria
[6–8], since the involved molecular motor pilT is the strongest
known molecular motor [22] and a single cell is capable of
generating forces in the nano-Newton range.

In the future, it will be interesting to investigate the
interplay of asymmetries in the geometrical and adhesive
properties of the turbine. Additionally, we expect that the
binding of pili with the substrate will also have an effect on the
turbine rotation. Higher values of the pili-substrate
detachment times τ(sub,1)det and τ(sub,2)det will lead to an increase
in the torque exerted by attached cells on the turbine and will
likely exceed the observed lower limit of the torque of around
10 pN μm. This will enable the turbine to more efficiently
harness the work generated by type IV pili. Importantly,
one needs to consider that if pili bind too strongly to the
substrate, their substrate mobility will be weakened [19] and
hence, it will be less likely that cells will be in the vicinity of the
turbine. Furthermore, cells pulling in the direction opposite to
the turbine rotation will exert larger forces opposing the
rotation. In the future, it will be interesting to investigate
the optimal substrate binding properties to maximize the
turbine torque. Additionally, bacteria use type IV pili to
form aggregates consisting of hundreds to thousands of
cells [15, 23, 24, 37, 38]. The impact of this aggregation
process on the turbine rotation remains unclear.
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SUPPLEMENTARY MATERIAL

The SupplementaryMaterial for this article can be found online at:
https://www.frontiersin.org/articles/10.3389/fphy.2022.875687/
full#supplementary-material

Supplementary Figure S1 | Turbine angle α as a function of time t > 50000 s after the
simulations started for three cases: Small Pili-turbine detachment rate τ (turb) det = 2 s,
larger τ (turb) det = 50 s and no attachment of pili to the turbine. The turbine seems to be
constantly rotating and does not exhibit extended periods without motion.

Supplemental Figure S2 | Number of cells that are attached to the turbine via its
pili, number of pili attached to the turbine and number of pili per cell attached to the
turbine as a function of time for two different cases: pili-turbine detachment rate τ
(turb) det = 2 s and τ (turb) det = 50 s. We find that for τ (turb) det = 50 s the highest

number of pili and cell are bound to the turbine. Additionally, we observe an intitial
phase where the number of attached cells and pili increases before reaching a
plateau. This corresponds to the phase where randomly distributed cells move into
the vicinity of the turbine and binding to it randomly.

Supplementary Movie S1 |Movie of turbine in a bath of twitching bacteria with pili-
turbine detachment time τ (turb) 378 ret = 50 s

Supplementary Movie S2 |Movie of turbine in a bath of twitching bacteria with pili-
turbine detachment time τ (turb) 380 ret = 2 s.

Supplementary Movie S3 |Movie of turbine in a bath of twitching bacteria that do
not bind to the turbine with their pili.

Supplementary Movie S4 | Movie of turbines with binding properties specified in
Figure 5.
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Microbial Adhesion on Circular
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Tamara Faúndez1, Bastián Espinoza2, Rodrigo Soto1 and Francisca Guzmán-Lastra3*

1Departamento de Física, FCFM Universidad de Chile, Santiago, Chile, 2CMM, FCFM Universidad de Chile, Santiago, Chile,
3Escuela de Data Science, Facultad de Estudios Interdisciplinarios, Universidad Mayor, Santiago, Chile

Microbial filtration is an important process with applications in environmental, mining, and
sanitary engineering. Here, we study the interplay between the motility of microswimmers
and the imposed flow to determine the adhesion of bacteria at the surface of the solid
obstacle. For that, we perform numerical simulations of active Brownian particles
interacting with a single cylindrical obstacle when an imposed laminar flow is present.
Highly and weakly persistent swimmers are studied, representing extreme cases of
bacteria used in experiments and we vary the swimmers’ velocity u0, the imposed flow
velocity U∞, and the obstacle radius R. Starting with no swimmers close to the cylinder, we
inject them steadily until a constant number of swimmers are adhered to the obstacle
surface. The deposition/erosion process is characterized by the number of bacteria in
contact with the obstacle, quantified by the average coverage of the cylinder surface λtrap,
and the relaxation time to reach the steady state τtrap. Two regimes are found. The
Brownian deposition is attained when swimmer velocities are smaller than the imposed
flow. In this case, the particles can diffuse across the streamlines and settle around the
obstacle covering the whole perimeter, forming multiple layers. The direct interception is
obtained when the particle’s velocities are larger, reaching the obstacle by direct
swimming, in which case they form approximately one layer on the obstacle surface. It
is found that λtrap decreases with u0 and R, but the dependence with the imposed flow U∞

is non-monotonic, with and optimum coverage for intermediate flows, given by the
crossover of the two regimes. The relaxation rate τtrap decreases with u0 and
increases with R. The dependence of τtrap with U∞ is more complex, depending on the
persistence of the swimmers. The existence of an optimum value of the flow velocity to
reach maximum values of the number of deposited swimmers is an important design
information for different applications that use microbial filtration. Finally, in general, it is
found that optimal adhesion that has larger values of λtrap and smaller values of τtrap is
obtained for more-persistent swimmers moving at small velocities interacting with small
obstacles.
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1 INTRODUCTION

The interaction of microorganisms with surfaces has been
extensively studied in the last years [1–5], showing that active
particles, in general, spend long times exploring surfaces,
enhancing microbes’ first adhesion or attachment to them
[6–9]. This seed or precursor of biofilm formation might be
optimized if, for instance, bacteria self-organize forming stains or
clusters in the space producing density gradients or, in very dense
systems, orientation gradients [10, 11]. In this last case, the
bacteria produce attractive fluxes on the fluid that can
replenish nutrients or oxygen to the biofilm.

On the other hand, one of the principle benefits of active
particle’s attraction to surfaces is microbes filtration [12]. This has
been studied theoretically in the first works of Rubenstein et al.
[13] and later with the work of Shimeta et al. [14]. In both cases,
they analyzed the problem of microbes passing through a circular
obstacle moving in a Stokes flow. By performing a dimensional
analysis among different filtration parameters such as microbes
activity, relative size, and relative density, they could give glances
of how microbes filtration, depending on this parameters,
experience different regimes where microbes’ adhesion to the
surface is mediated by different physical mechanisms.

In Nature and industry, motile and non-motile
microorganisms are often constrict to move on micro-
channels or through porous media in the presence of external
flows such as sperm in the female reproductive tract, microbes on
the urine tract, soil bacteria through roots, bacteria on
phytoremediation treatment, plants and bacteria on mining
bioflotations [7, 15–17]. Microorganisms in all these cases are
constricted to move through a series of obstacles that, recently,
has been reproduced under novel laboratory conditions. It has
been observed that the transport and particle’s dispersion across
obstacles are strongly dependent on the external flow, obstacle
radius, and bacterial strains or motility [18–21]. In this aspect,
Alonso-Matilla et al. [22] studied theoretically the transport of
active agents through an array of obstacles of different shapes,
showing that the external flow might span different dispersion
mechanisms. Recently, Secchi et al. [20] performed experiments
using different strains of bacteria, whereby measuring the capture
efficiency, they found that depending on their motility, the
external flow, and obstacle size, the bacteria attachment was
located at specific regions of the collecting surface. In recent
works, the role of hydrodynamic interactions (HI) and activity, in
microbe adhesion on complex surfaces, has been studied either
numerically [23–27], theoretically [28–31], and experimentally
[19, 20, 32–35], showing that motility define a sharp difference in
particle adhesion with non-motile particles. In the case of
flagellated microswimmers, their hydrodynamic interactions
with the surface are crucial to understand the contact angle
for particle-obstacle interactions, and therefore determine the
contact time with the surface, which is a key to prop the first
adhesion [6]. HI are also important to enhance predation
opportunity by microbe’s entrainment on convex surfaces [28,
33] and relevant in the accumulation of active particles in the rear
of an obstacle, under the effect of an external flow and due to the
effect of upstream swimming for elongated microswimmers [23].

Surprisingly, the artificial microswimmers such as active colloids
also explore pillar’s surfaces for long time, revealing that varying
microswimmer’s activity effectively changes microswimmer’s
accumulation on surfaces [32]. Sipos et al. [35] explored the
role of obstacle curvature on bacterial adhesion finding that there
is a characteristic radius of 140 μm, where entrapment is reduced.

Here, we present a simple model for active Brownian particles
[36] to study microbe’s adhesion on convex surfaces under the
effect of an external flow. The particle-obstacle hydrodynamic
interactions are modeled with a short-range attractive interaction
to the obstacle’s surface. Two types of active particles are studied,
with different swimming persistences (low and large persistence).
By adding a short-range repulsive interaction between
microswimmers, we can reproduce bacterial attachment over
circular obstacles of different radii [35] and the bacterial
attachment on specific regions of the obstacle, depending on
the relation between microswimmer’s activity and external flow
[20]. Furthermore, by varying the microbe’s activity, we found a
narrow velocity screen where microswimmer’s adhesion strongly
changes and might determine microbes first adhesion to the
surface by changing the contact time with the surface. We find
that more-persistent microswimmers with low activity moving
close to small obstacles, rather than big ones, in the presence of
intermediate external flows optimize microbe’s adhesion on the
surfaces, where the number of microswimmers attached to the
surface increases and the system reaches faster the steady state.
We expect that this detail study might help to improve in vitro
fertilization, bio-inspired chemical treatments in industry to
optimize biofilm formation, and other processes where the
accumulation in surfaces is relevant.

1.1 Numerical Model
To describe the microbe’s motion, we model microswimmers as
active Brownian particles (ABP) in two dimensions [37]. Here,
each swimmer moves at constant speed u0 with a persistent
orientation ê(t) that undergoes rotational diffusion. That is,
the orientation changes smoothly on time as compared to
run-and-tumble particles (RTP), for which the director
changes abruptly at discrete events. Although different, it has
been shown that at large times, both models present similar
dynamics and there is a direct mapping of the tumbling rate to
rotational diffusion coefficient DR [38]. The microswimmers are
circular particles with diameter 2a that interact between them by
excluded volume only, and no mutual alignment takes place. The
ABP model, despite its simplicity, is known to reproduce many of
the observed properties of microswimmers, in particular the
accumulation near walls, regime where it has also been shown
that the key features are equivalent to other models of active
particles [39]. On the other hand, the simplicity of the ABP
model, characterized by a few parameters, allows for systematic
analysis and to unveil the key features of relevant phenomena for
a wide range of microswimmers, without needing to model
specific details of each microswimmer under study. Finally, we
restrict to spherical swimmers as it has been shown that
considering the ellipticity only changes quantitatively the
results, with the same phenomenology as for spherical
particles for the study of accumulation in surfaces [23]. The
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use of this model here shows how different accumulation regimes
appear as a function of the self-propulsion speed compared to the
imposed flow.

There is a single circular obstacle of radius R, which is
impenetrable by the swimmers. At short distances, due to
hydrodynamic interactions, pusher swimmers, like bacteria, are
attracted to solid surfaces and they are aligned to swim parallel to
them [2]. To correctly describe this interaction, for example, to
get finite-induced velocities, near field hydrodynamics should be
considered [40, 41], which are specific for each microbe. Instead,
to mimic this effect in a more general way, without introducing
hydrodynamic interactions, which are also computationally
expensive, we introduce a short-range attractive force that
exerts the obstacle on the swimmers and a torque that aligns
them. The whole system is subject to an imposed external flow.
We assume that the swimmer concentration is low enough such
that the induced flow generated by them can be neglected. Hence,
the form of this velocity profile is simply the one that results from
the interaction of the external flow with the obstacle. Finally, the
modeling is done in two spatial dimensions; the extension to three
dimensions is direct.

The swimmers’ motion is completely described by the low
Reynolds dynamics, i.e., inertia can be completely neglected.
Hence, instead of forces and torques, it is more convenient to
describe interactions by the induced linear and angular velocities
they generate. Thus, the equations of motion for the position �ri of
swimmer i are

d �ri
dt

� u0êi + u �ri( ) + �uO
�ri( ) +∑

i≠j

�uS | �ri − �rj|( ), (1)

where the first term is the self-propulsion along the director, the
second term is the drift produced by the external flow, and the last
two terms are the induced velocities produced by the interaction
with the obstacle and other swimmers, respectively. Similarly, for
the director êi,

dêi
dt

� 1
2
∇× �u �ri( ) + �ΩO

�ri, êi( ) + ����
2DR

√
�ξ[ ] × êi, (2)

where the first term describes the rotation induced by the flow
vorticity, that for a spherical swimmer adopts this simple form
[42, 43], the second one accounts for the reorientation of the
swimmer by the interaction with the obstacle, and the last one is a
stochastic term, with ξ a white noise, that produces rotational
diffusion with a diffusion coefficient DR. The cross product with
the director guarantees that remains unitary. No swimmer-
swimmer torques are considered.

For an ambient fluid with density ρ, viscosity η, and a small
imposed flowU∞x̂ far from the obstacle, the presence of the obstacle
centered at the origin of the coordinate system results in the velocity
profile �u( �r) � U∞[(1 + R3

2r3 − 3R
2r)cos θ r̂ − (1 − R3

4r3 − 3R
4r)sin θ θ̂].

Here, r � | �r| is the distance to the origin, θ is measured with
respect to the x̂ axis and (r̂, θ̂) is the pair of polar unit vectors.

The obstacle has radius R and the interaction is modeled with a
potential UO, such that �uO( �r) � −∇UO( �r). The potential is
attractive in the adhesion region, R < ri < ε0 + R, and is
repulsive for r < R, describing the rigidity of the surface (see

Figure 1A). This interaction mimics, in a simple way,
electrostatic, hydrodynamic, or substrate effects on surfaces
[16, 32, 33, 35], and allows for reversible adhesion to the
surface. For simplicity, we use a Morse potential to have a
simple expression valid for all distances:

UO
�ri( ) � UO e−2βM ri−rM( ) − 2e−βM ri−rM( ))[ ]. (3)

When themicroswimmer is close to the surface of the obstacle,
there is also a torque that aligns the swimmer with the surface. For
simplicity, we consider that the induced angular velocity is

�ΩO
�ri, êi( ) � ΩOr̂i × êi , if | �ri|<R + ε0

0 , otherwise
{ , (4)

with the same range as the interaction potential.
For the swimmer-swimmer interaction, we use a simple

repulsive Yukawa potential

�US
�r( ) � USe

−r/ 2a( )/r, (5)

which gives the induced velocity �uS( �r) � −∇US( �r).
The simulation is performed in a stripe of size Ly = 4R in

the vertical direction and unbounded in the x direction.
Periodic boundary conditions are used in the y direction.
To generate a continuous injection of microswimmers that
approach the obstacle, particles are released periodically,
every τwave, at a distance d0 = 3R, randomly distributed
along Ly. Each wave is composed of N = 100
microswimmers, uniformly distributed in the chamber all
pointing initially in the positive x̂ direction (see
Figure 1A). The distance to the obstacle is sufficient for
the swimmers to randomize and in the different
observables that quantify the accumulation of swimmers in
the obstacle, and there is no signature of the periodicity τwave.

1.2 Model Parameters and Numerical
Implementation
The model has several parameters, characterizing the motion of
the swimmers, their mutual interaction, and the interaction with
the wall, as well as the properties of the imposed flow and obstacle
size. In this study, we focus on varying the swimmer’s speed u0,
the imposed flow U∞, and the obstacle radius R. The rest of the
parameters are fixed to represent typical experimental and
natural conditions.

We set the microswimmer’s diameter 2a = 1 µm in the Yukawa
potential, as the length scale of the problem. The time scale of the
problem is set by the rate of particle injections τwave = 1 s. Hence,
in what follows, all lengths and times, and the derived units, are
expressed as dimensionless quantities.

We define the obstacle adhesion region in ε0 = 7, which
accounts for the typical hydrodynamic effects in the vicinity of
the obstacle [19, 20, 28]. The intensity of the interactions is
rather arbitrary as it is only needed that excluded volume is
accurately achieved. We use US = 2, UO = 3.2, βM = 1.44, and
ΩO = 0.28, which are sufficient to enforce the excluded volume
with the integration time step Δt/τwave = 1 × 10–3 and a rapid
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alignment with the obstacle. We consider two microswimmer
types, with very different persistences, characterized by their
rotational diffusion coefficient: more-persistent
microswimmers with DR = 0.16 [44, 45], and less-persistent
ones with DR = 0.6 [46]. This classification is related with
different bacterial strains modified and used for medical or
experimental tasks [17].

We solve the equations of motion (1) and (2) using molecular
dynamics simulations with the Euler-Maruyama integration
method, for a total time of 200 s. To improve the
computational efficiency, we implemented cell lists for the
particle-particle interactions and an effective cut-off for the
particle-obstacle interaction in order to avoid unnecessary
interactions when their distance is large [47].

To study how the activity u0, obstacle radius R, and external
flow U∞ affect the first adhesion of microbes, we performed three
different studies varying different parameters, for both
microswimmer’s types.

i. Microswimmer activity: in this case, we will fix the obstacle
radius R = 100 and the external flowU∞ = 40, unless otherwise

indicated. We study bacterial activity in the range u0 = 14,
. . . , 65.

ii. Obstacle radius: in this case, we will fix u0 = 20 and U∞ = 40,
while varying R in the range 10, . . . , 350.

iii. External flow: in this case, we fix the obstacle radius R = 100
and the microswimmer activity u0 = 20, while varying U∞ =
10, . . . , 200.

With these set of parameters, the concentration of swimmers
in the bulk of the system is dilute. Yet, still accounts a
considerable accumulation of microswimmers on the obstacle
surface. We performed 24 different simulations for each studied
parameter combination and, for all cases, we show the average
results.

2 RESULTS

2.1 General Features and Observables
For all considered cases of velocities and obstacle radii, the
temporal dynamics is rather similar. First, it takes a time t0 ~

FIGURE 1 | Microbial adhesion on a circular obstacle. (A) Snapshot of a transient state (Brownian deposition): Microswimmers are released in waves at a fixed
distance 3R from the obstacle center while they are immersed in a constant upstream flowU∞ x̂. When microswimmers (blue points) come into contact with the obstacle,
they explore its surface forming different bacterial layers on the adhesion space, delimited by the outer green circle, at a distance ε0 from the surface. (B)Characterization
of the steady state: The average bacterial number on the adhesion space 〈N(t)〉 increases monotonically on time until it saturates. It is well fitted to the expression
〈N(t)〉 � Ntrap[1 − e−(t−t0 )/τtrap ], which allows to compute two relevant observables: the steady state number of trapped particles Ntrap and the growth time τtrap which
determines how fast the steady state is reached.
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3R/(u0 + U∞) for the first swimmers that were injected into the
system to reach the obstacle. After this time, there is a continuous
income of swimmers to the obstacle. Some of them will reach the
adhesion region and remain there while swimming and being
advected by the flow. Interactions between swimmers create
crowded environments that enhance the residence time in this
zone but, also, it is possible to scatter bacteria from the surface
after an encounter, helping their erosion by the external flow. As a
whole, the total number of particles in the adhesion zone N(t)
starts to increase steadily after t0 until it saturates to the steady
value Ntrap (see Figure 1B and the Supplementary Video S1). In
all cases, the average growth curves can be well fitted to the model

〈N t( )〉 � Ntrap 1 − e− t−t0( )/τtrap[ ], (6)

where τtrap gives the relaxation time to reach the steady state,
similar to the probability of successful interaction presented in
Refs. [28, 48]. Considering that the incoming rate is constant,
having Eq. 6 as solution of the balance equation implies that the
desorption rate is proportional to the actual number of particles
in the adhesion layer. In the steady state, the obstacle is saturated
and ready for microbes to form the first adhesion [6, 8]. From the
simulations, we will obtain τtrap and Ntrap, which are important
parameters to characterize and optimize the microbe’s adhesion
in convex surfaces.

Figure 2 presents snapshots of the system in the three regimes
that are described in the text for the transient at t = τtrap and in the
steady state. In the transient, the distribution is not uniform with

particles still being transported along the perimeter, except for the
direct interception regime, where the distribution is uniform,
although with less particles than in the steady state. In all cases, it
is seen that the steady-state distribution in rather uniform in the
circle, contrary to other studies where there is a larger
accumulation in the back [20, 23]. The three regimes differ
notably on the number of accumulated particles.

Another relevant observable is the contact time of
microswimmers with obstacle’s surface, τcontact. This parameter
gives the average residency time of microbes on the surface and
therefore the time available to realize an irreversible adhesion to
prompt a biofilm. It is measured, for each set of parameters, as the
mode considering 24 realizations of the time that particles spend
inside the adhesion region.

The number of trapped particles can be compared to the
maximum occupation in a monolayer, Nmax ≡ 2πR/(2a), which
allows us to define the dimensionless average number of
deposited layers λtrap = Ntrap/Nmax. Similarly, the relaxation
time and the contact time can be compared to the time it
takes a swimmer to travel the obstacle by its own, τs ≡ πR/u0.

Using dimensional analysis, we expect that the microbial
behavior depends on the Péclet number which compares
advective transport with diffusion Pe = u0/(RDR). Then, in the
limit of Pe → 0, we expect that Brownian diffusivity dominates
microswimmer’s exploration of the medium, the phenomenon is
known as “Brownian deposition.” While in the other limit Pe →
∞, the advection dominates and particles encounter the obstacle
surface by “direct interception” [13, 14]. When varying the

FIGURE 2 | Snapshots of microswimmers on the adhesion region at different regimes. Brownian deposition for more-persistent microswimmers for u0 = 14, U∞ =
40, R = 100 (A) at t = τtrap (B) at t = 200. Direct interception for less-persistent microswimmers for u0 = 50,U∞ = 40,R = 100 (C) at t = τtrap, (D) at t = 200. Microswimmers,
in the adhesion region, for u0 = 20, U∞ = 150, R = 100, (E) at t = τtrap (F) at t = 200.
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microswimmer’s activity, in a biological range of velocities [8], we
are changing the Péclet number in a narrow window for each
microswimmer’s type, and the two limiting cases are not always
achieved. Furthermore, the external velocity allows to define new
dimensionless parameters. Therefore, for simplicity, we present
the results in terms of the control parameters, where the
transition between both regimes can also be appreciated.

2.2 Varying Swimmer’s Activity
Here we keep the obstacle radius constant to R = 100 and vary the
swimmer’s speed u0. For the imposed flow, we consider three

different values:U∞ = 20, 40, and 60.We found that depending on
the microswimmer’s activity and external flow there are, basically,
two different regimes. In one of them, the microswimmer’s
velocity is smaller compared with external flow, yet particles
diffuse across the streamlines and settle around the obstacle
covering the whole perimeter and forming multiple layers, this
regime is known as Brownian deposition [13, 14]. In the second
regime, when particle’s activity is larger than the external flow,
particles scatter faster forming approximately one layer on the
obstacle surface. The particle’s capture now depends only on the
direct interception with the obstacle. In Figure 3, we show λtrap,
τtrap, and the contact time τcontact for the case U∞ = 40, for both
values of persistence. These three observables decrease with the
parameter u0/U∞. Naturally, as the swim speed increases, the
relaxation and contact times decrease accordingly. Also, the
thickness of the deposited layer decreases as particles can
escape more easily due to excluded volume interactions with
other microswimmers.

2.2.1 First Regime: Brownian deposition
In this regime, microswimmers move slowly than the external
flow. Nevertheless, the particles are not purely advected by the
flow, on the contrary, they perform an exploration of the space
crossing the streamlines and diffusing across the simulation area
(see Supplementary Video S1). At contact with the obstacle, the
flow velocity vanishes and it remains small in the adhesion region,
defined as a ring of width ε0 = 7 across the obstacle’s surface.
Hence, the attractive potential becomes a dominant factor,
increasing the contact time between microswimmers and the
obstacle (Figure 3C), and also increasing the number of microbes
in the adhesion region λtrap (Figure 3A, Figure 4A,C). Moreover,
the microswimmers also present a transition zone (see Figures
3,4), at u0* ~ 30 for all external flow’s values, where particle
capture slightly increases before entering in the direct
interception regime.

We find that λtrap depends on the external flow. In general,
when the external flow is slower than particle’s velocity, the
microswimmers can stay around the adhesion space increasing
the number of trapped particles while, for stronger flows, the
capture decreases. In the case of, less-persistent microswimmers
(circles in Figures 3,4). For weak flows U∞ = 20, 40 (Figures
3A,4A), respectively, the microswimmer’s disperse more
enhancing the adhesion [21] and exploring for longer times
the obstacle’s surface (Figure 3C), while for strong flows U∞ =
60 (Figure 4C), since the particle trajectories are very noisy, it is
highly probable to encounter another particle. As a result of the
interaction, the particle can be easily kicked out from the
adhesion area and dragged by the external flow, decreasing the
fraction of microbes in the obstacle. We fit the fraction of
microbes adhered to the obstacle, for all cases, with λtrap(u0/
U∞) = A+ B exp(−(u0/U∞)C), finding that the rate of decay C for
less-persistent microswimmers increases with U∞ being C(U∞ =
20) = 3.68, C(U∞ = 40) = 9.47, and C(U∞ = 60) = 13.53 with A ≈
1.4 and B ≈ 4.

More-persistent microswimmers are less affected by the
external flow, in this regime (inverted triangles in Figures
3,4), we found a less dramatic rate of decay C with C(U∞ =

FIGURE 3 | Bacterial adhesion observables when varying the
microswimmer’s activity u0 and when U∞=40 and R =100. Different symbols
represent different microswimmer’s types. For less-persistent
microswimmers, we use triangles and for more-persistent circles. Two
regimes are identified throughout the observables, Brownian deposition and
direct interception, which are indicated by shading color and separated by a
white transition zone between them. (A) λtrap for less- and more-persistent
microswimmers, respectively. The solid and dashed lines, during Brownian
deposition, are phenomenological fits with the law λtrap = A(1+ B exp(−C(u0/
U∞))). The blurry lines represent a guide to the eye, for the tendency during the
direct interception regime. (B) τtrap for less- and more-persistent
microswimmers, respectively. The dashed line in the direct interception regime
is a phenomenological linear fit τtrap/τs = A(1+(u0/U∞)). (C) The contact time
decreases monotonically with the microswimmer’s activity. Less-persistent
microswimmers spend slightly more time in contact with the surface during
the Brownian deposition, while during the direct interception regime the
residency time is the same for both microswimmer’s types.
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20) = 3.57, C(U∞ = 40) = 5.91, and C(U∞ = 60) = 7.15,
respectively, and A ≈ 1.3, B ≈ 3. Then, since the
microswimmers perform less reorientations, microbe’s capture
is faster as we can observe in Figure 3B, Figure 4B,D for different
external flows. The relaxation time τtrap has a similar behavior for
all U∞. We found that during this regime, more-persistent
microswimmers reach the steady state before a single
microswimmer performs an exploration around the obstacle’s
perimeter with τtrap/τs ~ 0.5 in all cases, while less-persistent
microswimmers take longer times depending on the
external flow.

The contact time that in average microswimmers spent on the
adhesion region decays as τcontact � (AU∞/u0)1/2, with A = 0.25
and A = 0.2 for the less- and more-persistent microswimmers,
respectively (Figure 6A), following a power law as [25].
According to Secchi et al. [20], non-motile particles distribute
uniformly around the obstacle’s surface while motile
microswimmers accumulate on the back of the obstacle [19,
20]. Here, since microswimmers are slow, we observe
something similar to the case of non-motile microswimmers
since they spent more time close to the surface while they
diffuse around the adhesion space.

2.2.2 Second Regime: Direct Interception
In this regime, the self-propulsion is higher than the external
flow, thus microswimmers move freely around the obstacle’s

surface. They are scattered out from this region when they meet
another microswimmer and, due to excluded volume
interactions, they are deviated from their trajectory, or when
they change their orientation due to rotation diffusion. Then,
particle’s capture decreases as they move faster and the steady
state is also reached faster (see Figure 3B, Figures 4B,D). The
number of captured particles is roughly independent of U∞ for
both the more- and less-persistent microswimmers, being the
number of more-persistent microswimmers in the adhesion
region higher than the less-persistent. The steady state is
reached at the same time for all microswimmer’s type, and
varying slightly with the external flow. In Figure 3B,
Figure 4B,D, the dashed line shows the best fit, which
follows τtrap(u0/U∞)/τs = A(1 + u0/U∞), with A(U∞ = 20) =
0.27, A(U∞ = 40) = 0.46, and A(U∞ = 60) = 0.62. In average, the
steady state is reached after one particle travels half of the
obstacle’s perimeter, that is, τtrap ≈ τs for both microswimmer’s
persistences and the same happens for the contact time (see
Figure 3C). Thus, since microswimmers are fast, the steady
state is reached after there is a constant number of
microswimmers exploring the back of the obstacle’s
adhesion space [19, 20]. In this regime, the microbe’s
adhesion is optimized for the more-persistent
microswimmers since the obstacle captures the same number
of particles, and they spent the same amount of time on the
surface, yet the steady state is reached faster.

FIGURE 4 |Bacterial adhesion observables when varying the microswimmer’s activity u0 and when the external flow field isU∞=20 (A,B) and when isU∞=60 (C,D).
In both cases, we span the two regimes by shading the area and letting the transition zone in white. Less-persistent microswimmer’s results are shown with triangles and
more-persistent microswimmers in circles. (A,C) λtrap for less- and more-persistent microswimmers, respectively. The solid and dashed lines, during Brownian
deposition, are phenomenological fits with the law λtrap = A(1+ B exp(−(u0/U∞)C)). The blurry lines represent a guide to the eye, for the tendency during the direct
interception regime. (B,D) τtrap for less- and more-persistent microswimmers, respectively. During the Brownian deposition, more-persistent microswimmers reach the
steady state faster than the less-persistent microswimmers, being more dramatic the difference for the weak external flow case U∞=20, where τtrap/τs ~1 showing that
the steady state is reached when microswimmers travel half of the obstacle perimeter. Meanwhile, during the direct interception regime, both curves collapsed and are
phenomenological described by a linear fit τtrap/τs = A(1+(u0/U∞)).

Frontiers in Physics | www.frontiersin.org June 2022 | Volume 10 | Article 8659377

Faúndez et al. Microbial Adhesion on Circular Obstacles

62

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


2.3 Varying the Obstacle Radius
Now, we vary the obstacle radius R, while keeping fixed the
microswimmer’s activity to u0 = 20 and the external flow to
U∞ = 40, unless otherwise indicated. The number of layers
λtrap decreases with R (Figure 5A). Small pillars are capable to
adhere more than two layers of microbes and for large radii,
the number of layers saturates to a value slightly larger than
one. The results are well fitted to the expression λtrap(R) = A[1
+ exp(−R/R0)], with A = 1.24 and R0 = 65.2, independent of
microswimmer’s type and external flow. With this, the total
number of accumulated particles increases monotonically
with R. Microbe’s capture is in agreement with some
experimental results in cylindrical pillars, either for
biological microswimmers such as bacteria or algae [33,
34] or artificial microswimmers [35], where there is a
critical radius for constant particle’s capture located at
R* ≈ 140.

Regarding the relaxation time, the more-persistent
microswimmers reach the steady state faster than the less-
persistent ones, and in both cases τtrap grows with the radius.
The results show that for more-persistent microswimmers
follows τtrap/τs ~ 0.5 for all R (see Figure 5B), while for less-
persistent microswimmers the steady state increases linearly with
the obstacle radius. The time that particles remain in contact with
the surface τcontact increases also with obstacle’s radius, similar to
Refs. [32, 35], but it does not follow the simple law τcontact(R) ≈ τs
(see Figure 5C). Instead, the contact time increases with R for
both microswimmer’s types, yet there is not linear dependence on
its growth. Thus, the microbe’s adhesion is enhanced with small
pillar radius and less-persistent microswimmers.

2.4 Varying External Flow
Here, we vary the external flow U∞, while we keep fixed the
bacterial activity to u0 = 20 and the obstacle radius to R = 100. The

FIGURE 5 | Bacterial adhesion when varying obstacle radius R. (A) λtrap
for the less- and more-persistent microswimmers. In blue squares, the
experimental data for (E) E. coli adhesion around pillar obstacles by Sipos
et al. [35]. The dashed line corresponds to the best fit which is
independent of bacterial strain with the law λtrap(R)= A[1+ exp(−R/R0)]. (B) τtrap
for the less- and more-persistent microswimmers. Less-persistent
microswimmers (inverted triangles) steady state is reached at a constant time
τtrap/τs ~0.5, independent on the obstacle radius R. (C) The contact time
increases monotonically with the obstacle radius R for u0=20 and
U∞=40 fixed.

FIGURE 6 | Bacterial adhesion when varying external flow U∞. (A) λtrap
for less- and more-persistent microswimmers. In both cases, the obstacle
adheres an increasing number of microswimmers on the surface for weak
flows, while for U∞> U* particles are rapidly eroded from the surface. (B)
The time to reach the steady-state τtrap has different behaviors depending on
the microswimmer’s persistence. (C)When varying external flow, U∞, keeping
R =100 and u0=20 fixed, the contact time fluctuates around a constant value,
with less-persistent microswimmers spending more time at the obstacle
surface.
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number of captured layers presents a non-monotonic behavior,
with a pronounced maximum for the less-persistent swimmers at
U* ≈ 1, where the microswimmer and the flow velocities are
similar. For the more-persistent swimmers, the maximum is less
pronounced and it is located at U* ≈ 2 (see Figure 6A). For larger
external velocities, microbe’s adhesion decreases due to erosion
by the flow [19, 20, 49]. For the less-persistent swimmers, the
erosion is well fitted to the expression λtrap(U∞/u0) = 1 +
0.66 exp(−0.15U∞/u0), according with microbe’s erosion of the
surface [20, 49]. For the more-persistent microswimmers, the
decrease of λtrap is slower and well fitted to λtrap(U∞/u0) =
1.62–0.037(U∞/u0), similar to the experimental limit for
erosion observed by Miño et al. [19].

In the case of relaxation time, we observe a very different
behavior for the two analyzed persistences. For the less-persistent
microswimmers, τtrap is non-monotonic, with a maximum at U*
and larger values than for the more-persistent swimmers (see
Figure 6B). In the erosion phase, the time that takes to reach the
steady state, for less-persistent microswimmers, decays as
τtrap(U∞/u0)/τs � 0.9(u0/U∞)1/6. For more-persistent
microswimmers, the τtrap time increases following a law
τtrap(U∞/u0)/τs = 0.13 log(25.7U∞/u0) in the first phase for U∞/
u0 < 3 and then, in the erosion zone, it is constant with τtrap/
τs ≈ 0.56.

Surprisingly, the contact time is constant (see Figure 6C),
even in the erosion zone, with small variations around τcontact/
τs ≈ 0.63 for the more-persistent swimmers and τcontact/τs ≈
0.71 for the less-persistent ones. We state that the existence of
this almost constant value in the contact time is related with
the accumulation of microswimmers in the front and in the
back of the obstacle, where there are stagnation points. The
particles are expelled from these regions then by their own
activity but not on by the flow [20]. Consistent with this
hypothesis, the less-persistent swimmers present larger
contact times. Also, in the transport of the swimmers along
the adhesion zone, the imposed flow almost vanishes there,
resulting in that the contact time is dominated by the travel
time τs.

3 DISCUSSION

We showed, with a simple ABP model, that optimizing
microorganism attachment to surfaces is possible by using the
right set of mechanical and biological parameters for a given
problem. Our simple model proves to be in agreement with the
previous quantitative and qualitative theoretical and
experimental results for biological and artificial
microswimmers [19, 20, 32, 35]. We found that particle’s
capture around the adhesion region of a circular obstacle
diminishes with the particle’s activity in all the regimes and
for both studied microswimmer’s types, namely less- and
more-persistent ones. In the case of active Janus particles,
Simmchen et al. [32] found that increasing hydrogen peroxide
concentration or activity in their experiments results in a
particle’s fluorescence increase around the pillars. However, in
that case, there was no external flow, and the same applies to the

theoretical works for filters [13, 14]. In our model, we considered
particle-particle interactions. Therefore, the scattering between
particles is now very sensitive to the applied external flow
showing that the limiting streamline around the obstacle
determines particle’s capture [24].

We also observed that the net accumulation is larger for the
more-persistent swimmers. Also, although for both
microswimmer’s types the contact time increases with obstacle
radius, more-persistent microswimmer’s tend to reach the steady
state faster, showing that again they are good candidates for the
optimization in biofilm formation. Then, by choosing the right
nutrient or fuel source for microswimmers and the right
microswimmer strain (less or more noisy), it is possible to
enhance the chances in bacterial encounter with the obstacle’s
surface. This might be also relevant for medical applications such
as in vitro fertilization.

In the case of varying obstacle’s radius, we found that small
obstacles can capture more particle’s layers. Larger obstacles,
even though have more space to capture swimmers, are less
efficient. We also found that for a limiting radius, particle’s
capture becomes constant in agreement to previous results by
Sipos et al. [35]. Finally, we explored the case when we vary the
external flow which in the lasts years has been one of the most
revisited problems in microswimmer’s filtration [21, 22, 27],
particle hydrodynamic entrainment [28–30, 33, 34], and
obstacle adhesion [19, 20]. We found a non-explored
behavior for more-persistent microswimmers with a slower
decay in particle’s capture in the erosion region and lower
times for the system to reach the steady state in this case. We
also could predict the velocity for the external flow passing
through a circular obstacle [19] at which the erosion of the
surface starts.

Our model can be straightforward applied in 3D obstacles,
dense systems, porous media, or in different external flow
conditions. It is also possible to extend the simple ABP model
to include aligning interactions for elongated
microswimmers, far-field interactions to study complex
microbes, tumbling, polydispersity, or other effects. Also,
different experiments show that the microbe-wall
interaction is more complex than the simple attraction and
alignment that we incorporated in the model, including
rheotaxis [50], upstream swim [51], circular motion [52],
and changes in the tumbling rate [53]. The influence of these
and other effects, as well as the extension to the ABP model,
must be studied in detail for quantitative predictions for
specific microbes. Finally, choosing the right set of
mechanical parameters such as external flow and obstacle’s
radius could open new avenues in the control of bacterial
deposition on roots in hydroponic crops or in mining
bioflotations, opening new environmentally friendly
alternatives in engineering and industrial applications.
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Ambient Fluid Rheology Modulates
Oscillatory Instabilities in
Filament-Motor Systems
Joshua Tamayo1†, Anupam Mishra2† and Arvind Gopinath1*

1Department of Bioengineering, University of California, Merced, Merced, CA, United States, 2Department of Mechanical
Engineering, University of California, Merced, Merced, CA, United States

Semi-flexible filaments interacting with molecular motors and immersed in rheologically
complex and viscoelastic media constitute a common motif in biology. Synthetic mimics of
filament-motor systems also feature active or field-activated filaments. A feature common
to these active assemblies is the spontaneous emergence of stable oscillations as a
collective dynamic response. In nature, the frequency of these emergent oscillations is
seen to depend strongly on the viscoelastic characteristics of the ambient medium.
Motivated by these observations, we study the instabilities and dynamics of a minimal
filament-motor system immersed in model viscoelastic fluids. Using a combination of linear
stability analysis and full non-linear numerical solutions, we identify steady states, test the
linear stability of these states, derive analytical stability boundaries, and investigate
emergent oscillatory solutions. We show that the interplay between motor activity,
filament and motor elasticity, and fluid viscoelasticity allows for stable oscillations or
limit cycles to bifurcate from steady states. When the ambient fluid is Newtonian,
frequencies are controlled by motor kinetics at low viscosities, but decay monotonically
with viscosity at high viscosities. In viscoelastic fluids that have the same viscosity as the
Newtonian fluid, but additionally allow for elastic energy storage, emergent limit cycles are
associated with higher frequencies. The increase in frequency depends on the competition
between fluid relaxation time-scales and time-scales associated with motor binding and
unbinding. Our results suggest that both the stability and oscillatory properties of active
systems may be controlled by tailoring the rheological properties and relaxation times of
ambient fluidic environments.

Keywords: spontaneous oscillations, active instabilities, rheology, motor assemblies, complex matter

1 INTRODUCTION

Biology is replete with examples of rigid and semi-flexible filaments, that singly or as aggregate
bundles, interact with molecular motors in intracellular or extracellular settings. For instance, actin-
myosin systems are crucial for cell function, development and growth [1–5] and in the transport of
DNA [2]. Structured filament-motor systems comprised of microtubules and axonemal dynein
motor arrays drive sperm locomotion [6–8] and algal motility [9]. These also constitute crucial
components of healthy respiratory and reproductive tracts [10–15]. In the synthetic realm, motor
assays and reconstituted biofilament networks frequently feature molecular motors translating,
deforming and bending filaments [16–18].
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A striking and well-studied feature of these filament-motor
systems is the emergence of stable oscillations under favorable
conditions. Examples include oscillatory instabilities in muscles
and sarcomeres [19–21] and in microtubule assays involving
NCDmotors [22, 23], the periodic undulations of eukaryotic cilia
[7, 8], and spontaneous oscillations during asymmetric cell
division that involve microtubules interacting with cortical
force generators [24–26]. These temporally varying patterns
may follow complicated periodic functions, and are
furthermore very tunable. Often, the onset of these oscillations
may be controlled by quenching the system by depleting the
molecular motors (the active agents driving these oscillations) of
their energy source (ATP or Ca2+). All these systems are open
systems with continuous energy input, and highly non-linear. In
all, these observations suggest that the onset of these oscillations
may be interpreted as instabilities to a base state triggered by
system changes.

Biological filaments and motors usually inhabit fluidic or gel-
like media with non-Newtonian properties and viscoelastic
properties. Such complex fluid environments can directly
impact these active systems by exerting time-dependent
stresses. For instance, a filament moving in a Newtonian fluid
feels viscous drag stresses exerted by the ambient medium. A
filament moving in viscoelastic environments will be subject to
more complicated time dependent forces that include dissipative
(viscous) and non-dissipative (elastic) components. Recent work
on cilia in the green alga Chlamydomonas reinhardtii that enables
whole-cell locomotion suggests a strong influence of the viscosity
and complex rheology of the ambient fluidic medium [9, 27].
Sketched in Figure 1A is a schematic summarizing experiments

from [9] that depicts the variation in ciliary beat frequency of an
algal cell in Newtonian (red) and polymeric (blue) fluids.
Frequencies are seen to be significantly higher in the
viscoelastic polymeric fluid compared to a Newtonian fluid
with the same viscosity. Similarly strong effects of
viscoelasticity on ciliary beat frequency are seen in the human
mucociliary tract. In diseased states or when there is ciliary
dysfunction—as seen for instance in cystic fibrosis (CF),
primary ciliary dyskinesia (PCD) or chronic obstructive
pulmonary disease (COPD)—the mucus layer submerges cilia
in an extremely viscoelastic environment that impacts their
beating [10, 12–14].

Thus the effect of the rheology of the ambient fluid needs to be
understood in order to predict the dynamical response in these
biological filament-motor systems. There is however a significant
gap in our understanding of these aspects since it is
experimentally difficult to independently vary fluid viscosity
and elasticity. Abstracting the ingredients crucial to the
examples of actively driven motor-filament systems allows us
to identify three main ingredients that may control system-level
mesoscale and macroscale dynamics–1) passive elasticity, from
intrinsic filament-motor elasticity, 2) rheological properties of the
embedding medium, and 3) associated motor mechanochemistry
and kinetics. Here, we will combine these elements to build a
simple phenomenological model for a filament-motor aggregate
interacting with model fluidic media. To enable analytical
progress, we assume the ambient fluid to correspond to one of
three canonical types–a Newtonian fluid, a Kelvin-Voigt gels or a
Maxwell medium. Using our minimal model we investigate the
onset, stability and control of oscillations and address associated

FIGURE 1 | (A) (Top) A schematic summarizing experimental observations of ciliary frequencies on bi-ciliated alga Chlamydomonas reinhardtii moving in model
viscoelastic fluids [9] made by adding polymer to a Newtonian solvent. The observed ciliary beat frequency in polymeric fluids is much higher than in Newtonian fluids with
the same viscosity. (Bottom) Schematic of the animated motor-filament segment that forms the basis of the minimal motor-filament system. Active motors (purple) may
be in one of two states–attached to the segment (in green) or detached. Passive cross-linkers are shown in blue and are treated as linearly elastic springs. The
resistance to motion of the test segment exerted by its neighbors are combined into an effective elastic resistance (spring constant Keff). The ambient medium in which
the assembly is embedded is viscoelastic. In the minimal model this medium may be treated as a Maxwell medium or as a Kelvin-Voigt medium. (B) Representations of
the viscoelastic ambient media considered in this article—here the spring stiffness K (if present) for each material is related to the elastic modulus of the material
comprising the medium. (i) A Kelvin-Voigt material, (ii) a Maxwell fluid, and (iii) a generalized standard solid element. The anti-Zener Jeffrey element in (iv) results in a more
complicated relationship involving second derivatives of the strain rather than first derivatives as in (i)-(iii).
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questions: 1) how do variations in the fluid induced mechanical
stresses affect the manner in which the internal biomechanical
state of the molecular motors in the aggregate is modulated, 2)
how do these modulations impact the onset of oscillations, and
whenmay they stabilize an otherwise unstable system, and 3) how
does fluid rheology affect the frequency of emergent oscillations
and their amplitude? Biological filament-motor systems are of
course much more complex than the minimal model analyzed
here. Nonetheless, minimal models offer an essential tool for
understanding basic biophysical mechanisms. In this sense, the
simple minimal model analyzed here using model fluids
represents an important step towards more complete
computational models.

2 MINIMAL MODEL

Our model system is shown in Figure 1A (bottom pane). We
model the filament bundle—referred to henceforth as
(composite) filament—as a rigid sheet that is at a certain fixed
height from an underlying flat substrate. In the reduced setting
analyzed here, the sheet has length ℓA, thickness bA ≪ ℓA and
lateral extent wA satisfying ℓA ≫ wA ≫ bA. The view shown in the
figure is from the side, the axial dimension is the length and the
lateral dimension into the paper (corresponding to the lateral
extent, b) is treated as a neutral direction. The area of the segment
that faces the underlying substrate is ℓAwA. Biofilaments and
aggregates may have slender cylindrical geometries; the area ℓAwA

is thus to be interpreted as the projected area of the aggregate that
faces the substrate.

The filament is held a fixed distance away from an underlying
flat substrate by passive, permanently attached linear springs
(blue springs) with areal density ρp, stiffness Kp, and equilibrium
length ℓp. These passive springs resist shearing deformations and
lateral translation of the filament. Additionally, the filament also
interacts with a collection of model molecular motor proteins that
are shown in purple in the figure. These motors are grafted to the
lower plate with an areal density ρm. We treat these molecular
motors as active linear elastic springs with spring constant km and
equilibrium rest length ℓm. The tail of each motor is permanently
attached to the substrate and thus we do not allow for diffusion of
the motors. Motor heads meanwhile can periodically adhere to
the filament and when attached generate forces displacing the
filament laterally. We choose the inter-motor spacing to be small
enough, and densities high enough that a continuum description
of filament-motor interactions suffices. Finally, for ease of
analysis without loss of generality, we set ℓm = ℓp = 0.

To aid in the analysis, we model motor-filament interactions
using two-state cross-bridge models [8, 19, 21]. Each motor is
either attached state or detached. Detached motors can attach to
the filament in a forward-leaning position with specified
attachment probabilities. They then quickly undergo a
conformational change, which makes them strained. As the
filament moves, so does the motor and this results in the
extension of the motor and thus extension of the internal
spring (with spring constant km). Attached motors can detach
any time, and the statistics of this process is embodied via

microscopic strain dependent detachment probabilities. The
transitions between attached and detached states – the kinetics
of the mechanochemical cycle – are thus determined by motor
kinetics, and specifically the attachment and detachment
probabilities (rates). Detailed microscale equations modeling
the mechanochemistry and motor-filament interactions in
systems such as these have been derived and used by others
and by us (c.f [19, 28] and references therein). Briefly
summarized, motor kinetics may be described by a set of
population balances relating the attached and the detached
probability densities to the attachment and detachment fluxes
via microscopic transition rates. For simplicity we neglect motor
diffusion, and consider the noiseless mean-field limit, where the
number of motors (and the density) is large (high) enough that
fluctuations in the time average of the density of attached motors
are small compared to the mean value. When the distribution in
extension of attached motors is sharply peaked about the typical
(average) length, transients to this distribution occur over times
very small compared to the averaged macroscopic time scale. The
extension of attached motors is then peaked about the mean value
with small deviations from the mean. We assume that detached
motors relax to a delta function with the change occurring
instantaneously. Coarse-graining the microscale dynamical
equations provides a mean-field continuum description for the
(mean) attached motor fraction, and the mean attached motor
extension.

3 GOVERNING EQUATIONS FOR THE
MINIMAL MODEL

Following the physical picture described in §2, we next derive
equations governing the dynamics for our minimal system - an
elastically constrained filament-motor assembly embedded in a
viscoelastic fluid. To enable analytical progress, we assume that
the rheology of the embedding fluidic medium behaves in one of
three ways: as 1) a Newtonian fluid, as 2) a Kelvin-Voigt material,
or as a 3) Maxwell medium. Based on these, filament-motor and
filament-medium interactions may be modeled analytically.

Consider again the schematic in Figure 1A. As mentioned
earlier, the (composite) filament interacts with motors via a
projected area ℓAwA where wA is the width in the neutral
direction. To model the effect of external elastic constraints on
the filament, we choose to anchor the filament to a boundary with
a linear elastic anchoring spring with stiffness Keff and rest length
Lo. We ignore edge effects and choose a reference frame with
origin at the left attachment point where the spring is anchored.
Due to the action of the motors, the rigid filament moves
horizontally; with its motion resisted by the anchoring spring
and the passive substrate attached springs. Filament motion is
also resisted by fluid drag forces arising from the ambient
viscoelastic medium. As a result of these restoring forces,
when forced by attached molecular motors, the equilibrium
stable state of the filament can either be one of rest or a time
dependent state.

We define the displacement of material points on the plate
relative to the rest state (where no motors are attached to the
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filament and the spring is not strained) by Up = L − Lo; the speed
of the plate is _Up. In the absence of fluid and solid inertia, the sum
of forces on the filament must vanish. If Fp

m is the effective active
force density per attached motor, force balance on the filament
provides the equation

Fp
d + ℓAwAρpkpU

p +KeffU
p − ℓAwAρmF

p
m � 0 (1)

The active force Fp
m in Eq. 1 is obtained from a knowledge of

two variables describing the state and quantity of activity–the
fraction of attached motors N and a mean motor extension Yp.
We follow a model that has been studied by others and by us
previously [19, 28] that incorporates an experimentally
motivated mean-field description of motor attachment and
detachment kinetics. Motor kinetics is captured by the mean-
field attachment rate ωon, and the mean-field detachment rate
ωoff. The overall motor density of motors that interacts with
the filament is ρm, a fraction N of which is attached at any time.
In the context of this simplified picture, the evolution of the
fraction of attached motors, N follows

_N � ωo
on 1 −N( ) − ωoff Yp( )N. (2)

Here the mean attachment rate ωo
on is constant while the mean

detachment rate ωoff � ωo
offF incorporates the state dependent

function F(Yp) that depends on motor extension (stretch). This
quantity—the stretch of attached motors, Yp—follows

_Yp � − _Up + ωo
on A − Yp( ) 1 −N

N
( ) (3)

Given N and Yp, the effective active force per motor in Eq. 1 is
given by

Fp
m � kmNYp. (4)

We next model the fluid interaction term, Fp
d, in Eq. 1 by

specifying constitutive laws for the manner in which the fluid
interacts with the filament.

1. Newtonian fluid: In the simplest case where the medium is a
Newtonian fluid, the fluid drag per unit length acting on the
plate depends just on the local shear rate at the plate surface.
Since our intention is to capture qualitative aspects we
proceed with scaling laws. Let us assume that the shear
rate induced in the fluid at the filament surface is uniform
along the filament and the velocity field penetrates to a
distance ℓN so that an aerage measure of the local strain rate
is (1/ℓN)dU

p/dtp. An approximate equation for the drag
force is then

Fp
d,N − ℓAwA/ℓN( )μN _Up � 0 (5)

with μN being the Newtonian viscosity. The reduction is
consistent with an effective drag coefficient approximation
used for motion of bodies at low Reynolds number (with drag
force proportional to the instantaneous speed). Note that the
segment length ℓA, segment width wA and length ℓN are all
assumed to be constants. This is a major simplification since
this penetration depth can be time dependent.

2. Kelvin-Voigt fluid: When the embedding medium is a
networked gel-like medium with both elastic and viscous
features, the drag forces depend both on plate velocities as
well as displacements. One may consider these displacement
contributions to arise as a result of restoring forces as the plate
moves relative to a fixed meshed elastic network. We choose a
Kelvin-Voigt like model with a single retardation time scale
and equilibrium mesh size ℓKV represented by

σpKV � EKVϵpKV + μKV _ϵpKV
relating the strain to the stress. Evaluating this at the surface of the
plate and assuming no slip, we obtain (measuring strain in mesh
lengths, and assuming a continuum formulation holds)

Fp
d,KV � ℓAwAσ

p
KV � ℓAwA EKV/ℓKV( )Up + ℓAwA μKV/ℓKV( ) _Up

(6)

3. MaxwelL gel: For a viscoelastic Maxwell-like with a single
relaxation time scale and a mesh length ℓ

M, we have the
relationship

EMμM _ϵpM � EMσ
p
M + μM _σpM

or

_ϵpM � 1/μM( ) σp
M + 1/EM( ) _σpM.

Evaluating this at the surface of the plate and assuming no slip, we
obtain (again measuring strain in units of mesh length and
assuming a continuum formulation holds so that

ℓAwA
_Up � ℓ

M/μM( )Fp
d,M + ℓ

M/EM( ) _Fp

d,M (7)
Equations 1,5,6,7 assume that the ambient medium is always

quasi-statically coupled to motion of the upper plate. A similar
analysis may be done for the Zener standard solid model of the
type illustrated in Figures 1B–iv, but we do not pursue this in the
current work.

We emphasize that Equations 5–7 ignore transient stress
fields induced as the viscous/viscoelastic boundary layer forms
near the moving filament and associated time-dependent
features. A more accurate description would necessitate
solving the full Navier-Stokes equation with the appropriate
constitutive equation relating the stress in the fluid to the
strain and strain rate and is beyond the aim of this paper.

To obtain scaled equations that allow the identification of
important non-dimensional parameters, we scale time with
1/ωo

on, and motor/filament extensions with A. Defining
tp � T(ωo

on)−1, Yp ≡ AY and Up ≡ AU allows us to recast (1),
in dimensionless form. In this process, we find that re-scaling
anchoring spring stiffness by defining �Keff ≡ Keff /ℓAwA provides
a further reduction. Since the fraction of attached motors N ≡ ρa/
ρm where ρa is the density of attached motors, the density of
detached motors is ρm − ρa. Tables 1 and 2 summarize the scaled
parameters in our model. Equations 8–10 constitute the final
scaled nonlinear ODE’s governing the evolution of the motor-
filament system embedded in the viscoelastic medium.

dN

dT
� 1 −N( ) − ΨF Y( )N, (8)
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dY

dT
� −dU

dT
+ 1 − Y( ) 1 −N

N
( ) (9)

−Fd � U − βNY, where B1U + B2
dU

dT
� B3

dFd

dT
+ B4Fd (10)

with dimensionless parameter β quantifying motor density while
dimensionless parameters B1 to B4 quantifying the viscoelasticity of
the fluid and fluid specific relaxation times. We would like to point out
here that Equation 10 is applicable to Newtonian, Maxwell, Kelvin-
Voigt and the standard solid models (illustrated in Figures 1B,I–1iii.
The anti-Zener Jeffrey element depicted in Figures 1B–1iv involves a
more complicated relation with a second derivative of U as follows

B1U + B2
dU

dT
+ B3

d2U

dT2
� B3

dFd

dT
+ B4Fd

In this article we will consider not consider models resulting in a
second derivative of U. The linear stability analysis can however

be extended to the Jeffrey element, albeit with slightly more
involved algebra.

Following previous work, we model motor kinetics as
responding to the deformation experienced by attached motors
[1, 2, 19]. Attached motors behaving as slip bonds with a strain
dependent detachment probability. This functionality is encoded
in the detachment rate ωoff(Y) � ω0

offF(Y) that modifies the bare
detachment rate by a multiplicative factor F(Y). For the
analytical investigations, we restrict F(Y) to functions that is
at least twice differentiable but otherwise general. For plotting, we
will use the following forms

F Y( ) � cosh EsY
2( ), or F Y( ) � cosh EsY( ). (11)

Equations 8–11 admit a stationary state given by the set (N, Y,U)
= (N0, Y0, U0) where these satisfy

Y0 � 1, N0 � 1
1 + ΨF 0

( ), U0 � βN0

1 + B1/B4
( ). (12)

In Equation 11, the dimensionless parameter Es quantifies the
characteristic force attached motors can withstand before
detachment. Note that the ratio B1/B2 compares the motor
time scale with the relaxation time scale of the Kelvin-Voigt
medium. Dimensionless parameter B3 is similarly a ratio of
motor time-scales to fluid relaxation times scales for the
Maxwell fluid. Physical interpretations of variables (U, N, Y)
and that of dimensionless parameters are summarized in Tables 1
and 2.

In our model, bending is ignored and the filament composite/
aggregate is considered rigid and inextensible. While our model is
not directly applicable to ciliary oscillations, using some
numerical estimates relevant to filaments and motors in cilia
provides understanding of the magnitudes of the parameters in
the model. Our model also may allow us to interpret how
oscillations may arise within and along an initially straight
passive cilium. Localized elastically weak regions may result in
cilia fragments driven by dynein arrays moving against their
neighbors. In this scenario, we estimate km ~ 10−3 N/m, the
effective linear density ρmwA ~ O (108) m−1, wA ~ 40−60 nm,
kN ~ 16–100 pN μm−1 and wAρN ~ 105–107 m−1 [1, 29]. The value
of Keff depends on the material. Microtubules are relatively stiff
with large persistent lengths and the Young’s modulus E ~
1.2 GPa providing the stiffness per length Keff ~ GwA. For
microtubules driven by dynein, previous studies report a

TABLE 1 | Motor-related parameters and scaled variables in the minimal model.

Symbol Definition Interpretation

A - Typical dimensionless motor displacement and strain
Es kmA/kBT Strain dependent force scale for motor detachment
β ρmkm/(ρpkp + �Keff) Scaled motor density and a measure of active elasticity

Ψ ωo
off /ω

o
on Ratio of motor kinetic constants and related to motor duty ratio

N(t) ρa/ρm Ensemble averaged fraction of total motors attached
Y(t) Y */A Ensemble averaged (mean) motor extension
U(t) U*/A Scaled filament extension (strain)

TABLE 2 | Dimensionless parameters quantifying the ambient medium stress on
moving filament. Here, ℓA and wA are the length and width of the filament
aggregate interacting with motors and allow one to go from the stress to a force
description. Displacements are scaled with A. We assume a continuum
description is valid and that strains in the fluid/medium network may be
appropriately defined using elastic and viscous moduli. We consider three
cases: (a) a Newtonian fluid, (b) Kelvin-Voigt liquid-like viscoelastic medium,
and (c) Maxwell solid-like medium. Models (b) and (c) serve as limiting cases of
the more general linear Jeffreys’model that belongs to the class of anti-Zener
models and the standard solid model (SSM) of classical viscoelasticity. The
ratio B2/B1 for the Kelvin-Voigt model is a ratio of rheological to motor kinetics
time-scales. Parameter B3 has a similar interpretation for the Maxwell model.
The anti-zener Jeffrey element results in a relationship involving the second
derivative of the strain/displacement and results in the additional term with
coefficient B5, and is not analyzed in this paper.

Symbol Newtonian Kelvin-Voigt Maxwell

B1 0 EKV

ℓKV(ρpkp+ �Keff )
0

B2 μNω
0
on

ℓN(ρpkp+ �Keff )
μKVω0

on
ℓKV(ρpkp+ �Keff )

μMω0
on

ℓM(ρpkp+ �Keff )

B3 0 0 ω0
onμ

M

EM

B4 1 1 1

B5 0 0 0
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persistence length ~ 5mm at room temperature, and for actin
driven by myosin, ~ 16 μm at room temperature. These length
scales provide an upper bound for ℓA. For polymeric fluids,
relaxation times can vary significantly depending on the type
of polymer and concentration, Carboxymethylcellulose (CMC)
solutions for instance, with MW = 7 × 105 can have relaxation
times ~ 20−50ms as concentration is varied from 225 to 500 ppm
[30]. At very high concentrations (4000 ppm), the relaxation time
is as large as 0.2 s. Shear viscosity meanwhile for these can vary
from ~ 1 mPa.s to ~ 18.8 mPa.s for concentrations ranging from
0–500 ppm. Polymeric solutions made using polyacrylamide also
allows us to access a range of relaxation times. Specifically, in [9]
viscoelastic fluids prepared by adding small amounts of high
molecular weight polyacrylamide at concentration in solution
ranging from 5 to 80 ppm resulted in fluid relaxation times that
ranged from 6 ms to 0.12 s, respectively.

4 RESULTS AND DISCUSSION

4.1 Dynamics of the Unconstrained System
Before analyzing the dynamics of the constrained filament-motor
system, we briefly address the dynamics of an unconstrained
system. Accordingly, we set ρp = 0, Keff = 0 and study the
dynamics of the animated filaments on a rigid surface on
which motors are grafted, as in motility assays. Short
fragments in these assays are typically rigid enough that they
move without bending. Long fragments on the other hand are
susceptible to buckling instabilities as previous studied
experimentally and analytically [18, 31–36] in these and
similar systems involving driven active filaments.

Here, we invert the problem and study the dynamics of the
motor variables (Y, N) as functions of the speed Z = dU/dT. In
other words, we restrict ourselves to time scales where
the dynamics of the motor kinetics is slaved to the speed of
the filament. The speed Z may be envisioned as an
independently controlled variable; we then enquire how
steady values of N and Y depend on Z and if these solutions
are linearly stable. Eq. 10 is irrelevant in this limit, and
Equations 8, 9 become.

dN

dT
� 1 −N( ) − ΨF Es, Y( )N, (13)

dY

dT
� −Z + 1 − Y( ) 1 −N

N
( ) (14)

When Z = 0, Equations 13, 14 admit steady state solutions (Ns,
Ys) given by

Ns Z � 0,Ψ, Es( ) � 1 + ΨF 1( )( )−1, Ys Z � 0,Ψ, Es( ) � 1 (15)
For each value of Z ≠ 0, other steady solutions different from

Eq. 15 exist. To study both the steady solutions and their
stability, we use an in-house numerical continuation
implemented in Matlab@. Treating Z as the free variable, we
plot steady solutions to Equations 13, 14 and investigate the
stability of the solutions for various values of Ψ and Es and for
different functional forms of F the detachment function.

Figure 2 shows an example case where we keep Es and Ψ the
same while using two forms of F . Solid curves (maroon and
blue) represent stable solutions while dashed curves are unstable
solution branches. Turning points, where these branches meet,
are shown as circles.

Numerical investigation reveals that the existence and extent
of the unstable region depends on the form of the detachment
curve. When the detachment function is constant or a decreasing
function of extension Y, no unstable regions exist. In these cases,
typically each value of Z is associated with a unique value ofN and
Y. However when the detachment function is an increasing
function of Y, some parts of the steady state solutions
becomes unstable as seen in Figure 2. This is manifest clearly
in bistability, evident for instance in the curves of N vs. Z with
three possible values of Z (two stable, one unstable)
corresponding to a single value of Z. A value of N = 0.4 in
Figure 2A-(ii) and 2(b)-(ii) for instance is unstable and is
susceptible to disturbances that can push the state to either
the upper branch or the lower branch each with the same
value of Z. The origin of this instability is the emergence of
effective negative spring constants due to motor activity; such
features have been studied previously [19].

4.2 Analytical Results: Oscillatory
Instabilities and Emergent Frequencies
The question that arises naturally next is how Keff > 0 impacts
this response. To answer this question, we turn next to the
stationary base state of the full Equations 8–11 and the linear
stability of the base state given by Eq. 12. We find that the base
state exhibits linear instability for certain regions in parameter
space. We derive analytical expressions for the locus of these
critical points—the neutral stability curves. Classical linear
stability analysis shows at these critical points, stable
oscillatory solutions emerge via the Hopf-Andronov-
Poincare bifurcation [37]. Limit cycles emanate at these
points with fixed frequencies and small amplitude. We
calculate the frequencies of these emergent solutions
analytically and investigate their dependence on
dimensionless parameters defined earlier. Predictions of our
linear stability analysis are confirmed by full non-linear
solutions of the equations.

To identify the stability of the stationary (base) state (Eq. 12),
we analyze how small imposed perturbations to this state evolve
in time. We introduce a small (amplitude) parameter ϵ ≪ 1 and
write

N,Y,U, Fd( ) � N0, 1, U0, F
0
d( ) + ϵ �N, �Y, �U, �Fd( ). (16)

Substituting (Eq. 16) in Eqs 8-11, expanding all terms, and
retaining only terms that are O(ϵ), we get the three coupled
linear ODE’s:

d �N

dT
� − 1 + ΨF 0( ) �N − ΨF 0′N0( ) �Y (17)

d�Y

dT
� −d �U

dT
− ΨF 0( ) �Y (18)
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0 � − B1 + B4( ) �U − B2 + B3( ) d �U
dT

+ βB3 N0
d�Y

dT
+ d �N

dT
( )

+ βB4 N0
�Y + �N( ) (19)

Substituting next

�N, �Y, �U( ) � exp σT( ) N̂, Ŷ, Û( ) (20)
in Eqs 17-19, we obtain coupled algebraic equations for (N̂, Ŷ)
that determine the growth rate σ. Imposing solvability
constraints, we get a cubic algebraic equation for σ:

aσ3 + bσ2 + cσ + d � 0 (21)
where

a � βN0 + 1( )B3 + B2 , d � 1 + ΨF 0( )ΨF 0 B1 + B4( )
b � βN0 + 1( )B4 + B1 + βN0B3 1 + ΨF 0( ) + B2 + B3( ) 1 + 2ΨF 0( ) − ΨF 0′N0βB3

c � βN0B4 1 + ΨF 0( ) + B1 + B4( ) 1 + 2ΨF 0( ) + B2 + B3( )ΨF 0 1 + ΨF 0( ) − ΨF 0′N0βB4

The growth rates σ of Eq. 21 depend crucially on the signs of b
and c. We note that a and d are always positive. Since coefficients
a − d are real, Equation 21 has—from the fundamental theorem
of algebra—three roots. One of these is purely real and the other
two may be complex conjugate. Since we set B4 � 1, and are more
interested in varying the rheological parameters of the fluid, the
dependence of b on B3 is the more important dependence. Here
we will restrict our analysis to the physically relevant case where
b > 0 and c > 0 (see Supplementary Appendix A).

Restricting ourselves to the subspace of solutions that
comprise 1 real root and a complex conjugate pair, we write
(σ1), σ2 = σ + iω and σ3 = σ − iω. When the base state is stable we
have σ1 < 0 and σ < 0. We seek incipient oscillatory instabilities
such that emergent solutions may be stable and oscillating. At
the onset of instability—that is on the neutral stability
curve—this implies the condition σ = 0. The imaginary part
ω may then be identified as the frequency of the emergent
solutions.

4.2.1 Results From Stability Analysis
1. No drag from medium: Consider the simplest degenerate case

where the medium does not exert any forces on the motor-
filament system. In this case, we have B1 � B2 � B3 � 0 and

B4 � 1. The equation for the growth rates is a quadratic equation
for this degenerate case of the form bσ2 + cσ + d = 0 where σ is the
linear growth rate of infinitesimally small disturbances. For
oscillatory instabilities, we require that c < 0 (so the growth
rate, σ is non-negative); with this holding, c = 0 defines the locus
of critical points. The neutral stability curve follows

β Ψ, Es( ) � 1 + 2ΨF 0( ) ΨF 0′
1 + ΨF 0

( ) − 1[ ]−1
. (22)

For constant Ψ and Es, Equation 22 provides the critical value of
β above which one can expect oscillatory limit cycles to bifurcate
from the stationary steady state. Note that an essential condition
here is F 0′ > 0 and that the magnitude be large enough for the
equation to be satisfied. Formally, we require F to be a
monotonically increasing function of Y consistent with
previous work (see [2] for instance) in similar systems. The
periodic solutions at onset have frequency

ωp �

1 + ΨF 0( )ΨF 0

βN0 + 1

√
(23)

2. Newtonian fluid: For the simplest drag-producing medium - a
Newtonian fluid - we have B1 � B3 � 0, B2 > 0 and B4 � 1
with specific forms listed in Table 1. The force balance
reduces to

−B2
dU

dT
− U + βNY � 0

with first two left hand side terms being resisting (passive)
forces and the third term the driving (active) force; the right
hand is zero here due to the absence of inertia as explained
earlier.The frequency of the bifurcating limit cycles at onset is
given by

ωN �


1 + ΨF 0( )ΨF 0

βN0 + 1( ) + B2 1 + 2ΨF 0( )

√

�

β + 1 + 2ΨF 0( ) + B2ΨF 0 1 + ΨF 0( ) − ΨF 0′N0β

B2

√
(24)

Combining (Eqs 23) and (24) yields

FIGURE 2 | The mean motor extension Y and fraction of motors that are attached N as a function of Z steady solutions to Eqs 13, 14 for two forms of the
detachment function (A) F � cosh(EsY ) and (B) F � cosh(EsY2).
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ωN/ωp( ) �


βN0 + 1
βN0 + 1( ) + B2 1 + 2ΨF 0( )

√

and so,

ωN/ωp( ) ≈ 1 − 1
2
B2 1 + 2ΨF 0( ) βN0 + 1( )−1 when B2 ≪ 1

while

ωN/ωp( ) �

1
B2

√ 
βN0 + 1
1 + 2ΨF 0

√
when B2 ≫ 1 + βN0( ).

Thus for very high viscosity μN, the frequency scales as
1/


μN

√
. The equation for the neutral stability curve

simplifies to

β
ΨF 0′

1 + ΨF 0
− 1( )[ ] � 1 + 2ΨF 0( ) + B2ΨF 0 1 + ΨF 0( )

βN0 + B2 1 + 2ΨF 0( )
βN0 + 1 + B2 1 + 2ΨF 0( )( ). (25)

From the analytical expression for the neutral stability curve,
we deduce that for oscillatory instabilities to exist we require
that F 0′ > 0 and be a suitably large number. For large B2 such
that B2 ≫ (βN0 + 1), the critical value of β for onset of
instability is larger than for the case of no drag and is
consistent with expectation, since extra viscous drag implies
higher dissipation rates. At constant motor properties—that is,
at constant values of Ψ and Es and with the form of F(Y) held
fixed—the only way to enable this is by having a larger number
(density) of active motors.

3. Kelvin-Voigt medium: Here, the drag force depends on the
displacement and the rate of displacement. Thus we have
B4 � 1, B1 > 0, B2 > 0 while B3 � 0. In this case again,
oscillatory instabilities are possible at critical points
provided F 0′ > 0. The frequency of the bifurcating limit
cycles at onset is obtained as

ωKV �


1 + ΨF 0( )ΨF 0 B1 + 1( )
βN0 + 1( ) + B1 + B2 1 + 2ΨF 0( )

√
. (26)

For fixed motor parameters and fixed value of B2, the
frequency in a KV medium is thus higher than the purely
viscous medium (with the same viscosity/dissipative
components, B2) consistent with experiment. The increment
comes from the elastic component of rheology of the fluid but
is augmented by the motor activity parameter Ψ and the
strength of the detachment function but not by its slope. To
compare with the two limiting cases analyzed earlier, we note
that.

ωKV

ωp
�


βN0 + 1( ) B1 + 1( )

βN0 + 1( ) + B1 + B2 1 + 2ΨF 0( )

√
(27)

ΔωKV � B1

B2
( ) 1 + 2ΨF 0( )

ωKV + ωN( ) (28)

where we have defined the shift in frequency relative to a purely
Newtonian fluid, ΔωKV ≡ (ωKV − ωN). We can also derive the
expression for the neutral stability curve

β
ΨF 0′

1 + ΨF 0
− 1( )[ ] � 1 + B1( ) 1 + 2ΨF 0( ) + B2ΨF 0 1 + ΨF 0( )

βN0 + B2 1 + 2ΨF 0( )
βN0 + 1 + B1 + B2 1 + 2ΨF 0( )( ). (29)

4. MaxwelL medium: For the Maxwell medium, the
displacement rate is linearly coupled to the drag force and
the rate of change of the drag force. We have for this case,
B1 � 0, B2 > 0, B3 > 0 and B4 � 1.

From an estimation of constants a − d, we rule out the
possibility of a fold-Hopf bifurcation, that is a fold bifurcation
coincident with the Andronov-Hopf-Poincare bifurcation.
However we can still satisfy conditions for the existence of an
oscillatory instability. Further analysis (see Supplementary
Appendix A) indicates a mathematical possibility for non-
oscillatory instability for very high values of B3 for which b
turns negative.We take this as evidence that themodel is ill-posed
for these high values of B3 and possibly inapplicable. We do not
consider these unphysical solutions, and instead focus on the
physically relevant oscillatory instabilities.

We therefore look for a subset of critical points for which
exactly 1 real negative root (σ1) and a complex conjugate pair
(±iω) with zero real part (σ = 0) exists for the cubic. The neutral
stability curve is defined by the locus of points that
simultaneously satisfy ad − bc = 0. The frequency at onset is
given by

ωM �


1 + ΨF 0( )ΨF 0

βN0 + 1( ) + B2 1 + 2ΨF 0( ) + B3 1 + β + 2ΨF 0 − ΨF 0′N0β( )
√

(30)

Since B3 > 0, the overall sign of the term multiply B3 depends on
the magnitude of the term ΨF 0′N0β that has a negative sign
ahead of it. We have deduced earlier that for oscillations to exist
we require that the detachment function be an increasing
function of Y evaluated at the steady point Y0. Combining
these observations, we deduce that the frequency in a Maxwell
medium can be higher than the Newtonian medium provided the
term in red is negative. In fact the magnitude of this term (when
negative in sign) can be readily modified two ways. First, for fixed
B3, the magnitude can be adjusted by solely changing the form of
the detachment function (throughω0

off and/or Es and independent
of the rheology parameters and the motor attachment rate.
Second, for fixed motor mechanochemistry as long as the term
in the parenthesis is negative, increasing B3 will increase the
frequency of oscillations.

Before concluding this section, we address the biophysical
origin of the oscillations. The simplest scenarios—the case of no
fluid, and that of a Newtonian fluid—provide hints as to the
destabilizing mechanism. Linearizing (Eqs 8)–(11) about the base
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state (Eq. 12) provides (in frequency space) a relationship
between the displacement U and an effective compliance that
includes contributions from the active motor-based interactions
with the filament as well as the fluid response. When there is no
drag/resistive force at all from the medium, we find that the
instability arises when the active compliance has a negative
effective elastic coefficient i. e, active motor induced elasticity
overcomes the passive elastic resistances. This provides a
mechanism by which system-level oscillations are initiated.
Meanwhile the dissipative components of the system—i. e,
viscous effects–limit the amplitude of the oscillations. Thus
stable limit cycles can emerge. Interestingly no fluid or
external medium is needed to initiate and sustain oscillations
in this model system.

We have three independent parameters here that determine if
oscillations exists–β, Ψ and Es. In general, we need the motors to
detach so that the filament can slide back and forth. Very highmotor
attachment rates with no detachment also impedes oscillations by
increasing the effective shear stiffness of the filament. Thus there is a
lower limit for oscillations in terms of Ψ. For very high Ψ, the linear
stable phase-space occupies larger extent. Similarly, there is a
minimum value of Es below which oscillations cannot be
sustained—this is because motor detachment is not sufficient to
sustain reversal of motion of the filament. Very high values of Es on
the other hand imply that motors detach almost as soon as they
attach. Finally, there is also a minimum value of β, or equivalently a
minimum density of active motors, needed to initiate oscillations.

4.3 Comparison to Non-linear Solutions
4.3.1 Amplitudes and Frequencies of Limit Cycles Vary
Away From Critical Point
The linear stability analyses in Section 4.1, Section 4.2 provide
information on the stability boundaries for the stationary
steady state (Eq. 12) and also on the emergent frequencies
of the bifurcating limit cycles at critical points on these
boundaries, the neutral stability curves. The frequency when

parameters correspond to positions in phase space far away
from the neutral stability curves will of course differ from the
values at criticality. When all parameters are kept fixed, and
just one parameter–say for example, β varies, the amplitude of
the limit cycles is expected to scale ~


β − βc

√
where βc is the

critical value at which the instability manifests. While this
scaling certainly holds close to criticality, actual amplitudes
may deviate from this far from the critical point. Physically,
oscillations and amplitudes are limited by a power balance.
The active energy the motors generate and input into the
system has to be dissipated viscously by fluid drag.
Elasticity–from the anchoring spring, the underlying passive
springs and from the fluid mediates oscillation amplitudes as
well as provides a mechanism by which energy can be stored
temporarily. Thus both the amplitude and the frequency of
oscillations may vary significantly from linear stability
predictions. Nonetheless, the emergent frequencies provide
a good estimate and qualitative understanding of how the
different biophysical parameters impact the frequency.
Specifically, we are able to analytically calculate how motor
density and elasticity (β), motor kinetics (Ψ and Es), and fluid
rheology (parameters B1 to B3) impact the neutral stability
curve and frequencies. The predicted trends are line with
experimental observations of more complicated systems
with both sliding and bending deformations such as that
shown in Figure 1A. While a direct comparison is not
possible, it is heartening to note that significantly higher
frequencies (increase of up to a factor of 10) can be
achieved by varying the rheological parameters of the model
fluids, such as by keeping viscosity via B2 fixed while changing
B1 in the Kelvin-Voigt model and B3 in the Maxwell model.

Our analysis also suggests that smooth modulation of the
frequencies may be implemented once past the critical point but
linear stability alone is insufficient to validate this. Furthermore
the linear stability analysis does not show how the amplitude of
the oscillations changes with parameters. The amplitude is

FIGURE 3 | (A) Neutral stability curves separating linearly stable from unstable regions are shown for the no drag case. Plotted as solid curves are results for
different values of Es (as indicated, from 1.4–2). The dash-dot lines are the limiting values of Ψ below which the base state is always stable. The shaded yellow region
indicates the stable region for Ψ =2. The dotted green region indicates linearly unstable space susceptible to oscillatory instabilities for Ψ =1.5. The yellow rhombus point
indicated in (A) is unstable for some parameter values, as demonstrated by full non-linear solutions when Ψ =2 (shown alongside). (B) For even larger values of
Es > 2, the curves shift rightward as Ψ increases. In all these cases, F(Es ,Y ) � cosh(EsY ).
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dominated by non-linear terms. Thus to understand how non-
linearity affects frequencies and amplitudes far from critical
points, we solved Equations 8–11 numerically using Matlab@.
Equations 8–11 constitute a stiff set of equations especially in the
limit of small B2 or large B3 and hence the suite ODE 15s that
solves stiff equations using a variable order method was
employed. Sample time-dependent solutions are shown as
follows: no drag case - Figure 3B, for Newtonian fluid
solutions are shown in Figures 4A,B. Features of the non-
linear solution for the Kelvin-Voigt material is highlighted in
Figures 5E,F that demonstrate important features of the full limit
cycles. We also conducted systematic studies of how the
amplitude and frequency varies for the fully non-linear
solutions far from the critical point. Results are summarized in

Figures 6, 7 for the Newtonian and Kelvin-Voigt model. Finally
results for the Maxwell fluid are shown in Figures 8–10; here the
focus was to study the characteristics and shape of these nonlinear
solutions.

4.3.2 Supercritical Hopf Bifurcations and Fluid Limited
Oscillation Amplitudes
Let us start with the two reference cases first. For the case of no
fluid drag, the active energy input into the system by continuous
motor activity is eventually dissipated away by internal motor
friction with the anchoring spring as well as the passive links
serving as intermediate storage agents. The motor activity derived
internal friction is associated with the energy loss when motors
detach and eventually go back to their rest length. We note that

FIGURE 4 | (A) Phase-plots over complete cycles obtained from fully non-linear solutions for the Newtonian case are shown. The detachment function is cosh (2Y)
and the motor activity parameter (density) β =100. We note that as B2 increases from 10−3 to 10−1, the amplitude of oscillations decreases in sync with smaller variations
in N and in Y over a cycle. (B)When motor density and kinetic parameters (β and Ψ) are kept constant, the value of Es still controls if oscillations can ensure. Shown here
are non-linear solutions—at B2 � 101—demonstrating the quenching of oscillations as Es is reduced from 1.7 to 1.6 (C,D) Neutral stability curves shown here for
the Newtonian case when F � cosh(EsY ). Typically there are critical values of Ψ (for fixed β), or of β (for fixed Ψ) below which the base state is always stable.
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FIGURE 5 | Results for the case of a Kelvin-Voigt medium (A,B) Neutral stability curves from the linear stability analysis shown here for the Newtonian case when
F � cosh(EsY ). Typically there are critical values of Ψ (for fixed β), or of β (for fixed Ψ) below which the base state is always stable. As plotted, the region on the concave
side of the surface is linearly unstable. (C) and (D) Plots of the emergent frequencies (at onset) corresponding to Equation 26, also obtained from the linear stability
results. (E) and (F) Time-dependent long-time solutions obtained from a full non-linear solution to the ode system. In (E) we show phase-plots in Y − N space that
demonstrates how see oscillations exist only for a range ofΨ values (with other parameters fixed). Subplot (F) demonstrates how increasing B1 increases the frequency,
and reduces the amplitude of the oscillations. Eventually at large values there is no instability.

FIGURE 6 | Representative metrics for the fully non-linear periodic solutions for the (left) Newtonian, and (right) Kelvin-Voigt cases (Newtonian, left) We calculate the
maximum value of Ymax over a cycle and plot Ymax −1 as a function of β − βc where the critical value of beta for these parameters (Es � 2,B1 � 0.1,Ψ � 0.8) is βc ≈18.9.
That the bifurcating solutions arise via a supercritical Hopf-Poincare-Andronov bifurcation is deduced by the amplitude going to zero at criticality. For large deviations
from the critical value of β. the amplitude decreases slowly. The inset shows sample steady periodic solutions at β =100≫18.9 (far from the critical point) for
B2 � 10−3 (blue) and 1.0 (red). We note that as one goes far from the critical point, oscillations become highly asymmetric and the maximum value of Y attained deviates
significantly from the minimum value. (Kelvin-Voigt, right) Here we plot Ymax −1 as a function of β. Note that the amplitude of the oscillation tends to zero as one
approaches the critical point. Comparison with the Newtonian case indicates a slower increase in the amplitude, as well as a lower magnitude of the amplitudes for large
β. Examination of the time-series indicates that the frequencies (inset) are substantially higher than for the Newtonian case with the same value of B2 and β.
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oscillations can feature very sharp gradients in Y. Over a cycle, the
attached motor fraction N can become very small reaching
relative values of O (10−4) as seen in Figure 4A (albeit for

non-zero B2 � 10−3). Also rather large values of Y are attained
relative to the stationary state (Y0 = 1). Increasing Es enhances
these features. When external viscosity starts to play a role and

FIGURE 7 | Non-linear solutions for Newtonian and Kelvin-Voigt media compared with the focus on the filament displacements U and period of oscillations. (A)
Here we plot Umax and Umin, the maximum and minimum values attached by U(t) over a cycle when the oscillations have stabilized, as a function of β. Parameters are
Es � 2 and Ψ =0.8. The Newtonian case (N) corresponds to B2 � 0.1 while the Kelvin-Voigt (KV) case corresponds to B2 � 0.1 and B1 � 1. (B) Amplitude of the filament
oscillations |Umax − Umin| here plotted as a function of the deviation from the critical point β − βc. Here the critical values βc are different for the N and KV cases and
may be read off from (A). In (C), we plot the (dimensionless) oscillation period. Note that the period for the KV case shown in (i) is typically lower than that for the Newtonian
case (ii) indicating higher frequencies.

FIGURE 8 | Fully non-linear solutions for the Maxwell medium. Here to focus on the rheological parametersB2 and B3, we study solutions for constantΨ (=0.8) with
F � cosh(EsY ) (here Es � 2.0 for all cases). Results are shown for increasing values of β (from left to right) (A–C) and increasing values of B2 (top to bottom).
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becomes comparable to motor friction, the parameter range over
which instability is exhibited becomes smaller. This is seen in
Figure 4Cwhere increasingB2 is seen to push the neutral stability
envelope to the right. When at a point where oscillations are the
stable state, increasing B2 is seen to reduce variations in (N, Y)
(evident when plotted as a phase-plot, Figure 4A). For very large
viscosity, oscillations become damped and then die out.
Examination of the time-dependent behavior of N and Y just
before and just after criticality confirms that the bifurcation is
supercritical [37], with oscillations beginning with very small
amplitudes. The farther the parameters are from their critical
values, the larger the amplitude as is expected for a Hopf-

Androvov-Poincare bifurcation. Thus external fluid viscosity,
even in the purely Newtonian case, modulates the internal
(mean-field) motor state captured by the two variables Y and N.

Introducing viscoelastic effects changes the dynamics in a
variety of ways. When the ambient medium follows Kelvin-Voigt
like response (a reasonable simple approximation to a gel), the
ability to store energy increases for B1 > 0. When 0<B2 ≪ 1, and
with increasing B1 surprisingly increases the minimum value ofΨ
(for fixed β) or the minimum value of β (for fixed Ψ) for the onset
of oscillations. There is also a significant effect on the frequency
on emergent solutions that we have analytically derived. Let us
consider what happens when the motor parameters Ψ, Es and β
are held fixed, while B1 and B2 are allowed to vary (Figure 5C).
We note modest increases in the frequency with lower values of β
yielding larger increments with increasing B1 with B1 � 0
reducing to the case of a pure Newtonian fluid medium. More
dramatic increases in the frequency are seen when the kinetic
parameter Ψ is allowed to vary and attain values larger than 1.
Figure 5D illustrates a case with fixed B2 where changingΨ from
0.5 to 2.0 and simultaneously changing B1 from 0 to 1 results in
the frequency increasing by nearly a factor of 7. The amplitude of
the oscillations however decreases with increasing B1 with
oscillations vanishing at sufficiently large values. Taken
together, these results suggest that tuning the rheology of the
fluid by adjusting B1 allows for modest increases in frequencies
with reduced solution amplitudes.

We further probe the variation in amplitudes away from the
critical point and present results in Figures 6, 7. Figure 6 focusses
on the motor variables (or the motor state) for both the
Newtonian model and the Kelvin Voigt model. In both cases,
we confirm that limit cycles emerge via supercritical bifurcations
[37]. Figure 6A illustrates this feature; plotted here is the quantity
|Ymax(T) − Y0| and we find that this tends to 0 as β → βc.
Emergent oscillations also onset, as required for this class of
bifurcations, with fixed non-zero frequency. When β ≫ βc, the
amplitude saturates. This saturation is likely due to a combination
of two features. First, even though the number of active motors
increases with increasing β, attached motors generate passive
resistance when pulled backwards and limit the amplitude of the
oscillations. Secondly, increased amplitudes result in a zipper
effect—almost all motors rapidly disengage and detach together.

FIGURE 9 | Time series of the mean motor extension Y for the Maxwell
case shown for β =20,40,60,80,100. Here we focus on the shape of the
function close to the point where Y = Ymax. When β to close to its critical value,
the oscillations are harmonic as seen from the form of Y(T) for β =20. As
the value of β increases, the periodic profiles becomes highly asymmetric and
also develop double maxima and double minima, especially evident for β
=100. The high values of Y are associated with very low values of N when very
few motors are attached, with these motors extended significantly.

FIGURE 10 | The effect of increased dissipation (viscosity) on the form of Y(T) for the Maxwell model is illustrated here. The value of β is much larger than the critical
value for the onset of oscillations. Fixing B3 at 0.1, andΨ at 0.8, we investigate how the profiles change as B2 increases from 0.08 to 5.0. Note that each time-series has a
different frequency and we have shown just a part of the period for each.
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Figure 6B illustrates that the emergent oscillations when the
ambient medium is a Kelvin-Voigt medium also arise from
supercritical bifurcations. We note increased frequencies as
well as slightly larger amplitudes. Figures 6A,B suggest that in
the absence of any energy constraints (an open system where
energy limitations are not present), limit cycles can in viscoelastic
media can exhibit larger amplitudes and higher frequencies than
in the Newtonian case.

Until now we have focussed on how the motor variables Y
andN are impacted by the fluid rheology dependent parameters.
In experimental realizations of the filament motor system, one
typically finds it easier to track filament related positions. For
instance we may envision marking one end of the filament via
florescent markers and tracking the position as a function of
time. In Figure 7, we therefore illustrate how the filament
displacement U varies over a period of a stable oscillation.
For simplicity we treat all variables except β as constants and
plot Umax ≡max [U(T)], Umin ≡min [U(T)], the characteristic
amplitude |Umax − Umin| and the period Tp defined implicitly via
U (T + Tp) = U(T) for stable oscillations. For the Newtonian
case, we fix B2 � 0.1. For the Kelvin-Voigt case, we keep the
viscous contribution the same but add an additional elastic
component to the fluid response by setting B1 � 1. The
following features can deduced from Figures 7A,B. Fluid
elasticity as expected, shifts the critical point at which
oscillations emerge via supercritical bifurcations. Very close
to onset the amplitudes compare well with the expected
square root scaling with significant deviations seen as one
goes to larger values of β as the oscillations become highly
non-sinusoidal. Interestingly, we note that Umin is non-
monotonic in β demonstrating significant non-linear effects.
As far as the oscillation periods are concerned, our numerical
solutions reveal that, consistent with the linear stability results,
oscillations in the Newtonian fluid have larger time periods than
in the KV fluid and thus lower frequencies. At β = 60, the value
for the VE case is ≈ 10 while for the Newtonian case is ≈ 17. For
β = 100, the difference is more enhanced with a period of ≈ 17
for the KV case and ≈ 29 for the Newtonian case. We also see
some evidence of a qualitative difference in the way the time
period changes with β between the two cases. For the Kelvin-
Voigt case; the slope of the curve is smaller initially than at
higher values of β, a trend missing in the case of motion in a
Newtonian fluid.

4.3.3 Differences Between the Maxwell and
Kelvin-Voigt Models
Numerical solutions for oscillations in a Maxwell fluid indicate
that the onset of oscillations and frequencies may be more readily
tuned than for the Kelvin-Voigt case. Oscillations are enabled at
evenO (1) values of β provided B3 � O(1); with these oscillations
persisting for even large values of the viscosityB2. For fixedmotor
kinetics, in general, the higher the value of β, the lower B3 needs
to be to sustain oscillations. With Ψ, β and B1 fixed, oscillations
decrease in amplitude but increase in. frequency as B2 increases.
We hypothesize that the tuning of oscillations is made possible by
changing the value of B3 which is the ratio of the relaxation time
for theMaxwell fluid and the mean time amotor is attached to the

filament and is able to animate the filament. The viscosity on the
other hand controls the energy dissipate rate and limits the
amplitude of the oscillations. Figure 8 shows sample limit
cycles seen for various parameter values. For B3 � 1 and
keeping parameters Ψ = 0.8, Es � 2, B1 � 0 fixed and
restricting 0<B2 < 1, oscillations are seen for β = 5 but not for
β = 50. DecreasingB3 to 0.1 however moves the steady state to the
linear stable phase space and thus oscillations are seen.

We have discussed the frequencies as well as the amplitudes
(measured via suitable norms) of emergent oscillations until
now. We conclude this section by focussing on the shape of the
limit cycle and the asymmetries that may manifest. A
motivation for looking at this in closer detail comes from the
possibility of using synthetic versions of motor-filament systems
as switching or triggering devices. One may imagine connecting
this active viscoelastic unit in series to a dynamical system that
uses the input dU/dT and/or U to provide downstream
responses/signals. In Figures 9, 10 we examine the variation
in the shape of the limit cycles for the specific case of the
ambient fluid being a Maxwell fluid. In Figure 9 close to onset,
the variations in Y(T) are smooth, and in fact almost sinusoidal
as one moves towards the critical point. Increasing β makes the
profile asymmetric; the mean motor extension attains large
extensions (Y > 1) and compressions but the profile develops
three extrema with two maxima and 1 minimum as seen by
comparing the curves for β = 80 and β = 20. Figure 10 illustrates
how the asymmetric double peaked shaped may be smoothened
by increased viscosity (here by increasing the value of B2 from
0.08 to 5.00.

5 SUMMARY AND CONCLUSION

Here, we studied a minimal system comprised of an active bio-
filament segment working against an elastic spring and
immersed in model complex materials. A mean-field
macroscale continuum description of filament-motor
interactions was employed based on a cross-bridge
model—however, other models can be readily used instead
(see [28] for a general model that allows motors to undergo
initial conformations as well as move relative to the filament).
We used a combination of analytical and numerical methods to
extract the conditions under which rheology of the fluid may be
exploited to both shift the onset of instabilities, and modulate
ensuing frequencies and amplitudes. We found that steady base
states yield to stable oscillatory states or limit cycles. These
solutions arise via supercritical Hopf-Andronov-Poincare’
bifurcations with exponentially damped oscillation change to
small limit cycle oscillation about the steady state. Linear
stability results were validated and complemented with full
time-dependent solutions that provide an indication of the
manner in which the amplitude of these oscillations changes.

A shortcoming in our theoretical approach is that in the
process of formulating analytically tractable equations,
complex biochemical and biomechanical aspects are highly
simplified. We have not considered noise and stochastic
aspects of the problem that may be important for small to
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moderate values of β and/or low attachment rates [28]. While our
model does not include motor driven filament bending which
dominates in oscillatory dynamics of biological and synthetically
devised ciliary structures, reduced dimensional and spatially
dependent versions have been used to investigate oscillations
of cilia in Newtonian fluids [8, 9, 29, 31, 36]. However, ciliary or
flagellar motion in viscoelastic fluids remains an open challenge.
Elastic and viscous responses of for a viscoelastic fluid made by
adding polymers to a Newtonian solvent fluid may depend on
concentration differently. Thus in a polymeric fluid the ratio
B1/B2 may scale with concentration with different exponents.
Furthermore, the rheological behavior of a real polymeric fluid is
more complex than that we have modeled. Nonetheless, the
results here provide a foundation for more comprehensive
analysis using detailed computational techniques and more
realistic models for polymeric viscoelastic fluids.

The governing equations we utilized employed simplifications
that allow for analytical and independent exploration of fluid
viscoelastic properties (both its effective viscosity and elasticity,
measured appropriately and encapsulated in parameters B1 to
B4), motor kinetics and specifically the ratio of detachment and
attachment constants (via parameter Ψ), effective importance of
elastic (restoring) and viscous (dissipative) forces that includes
possible coupling between the filament and its neighbors or
anchoring substrates (through ratios B1 and B2), the ratio of
viscoelastic relaxation times and the motor kinetic time-scales,
and the strain dependent motor detachment rate (parameter Ss.
A further advantage of the simple model we have proposed is
highlighted by examining the steady state solutions given by Eq.
5. We note that the steady state motor extension Y0 and the steady
state fraction of attached motors N0 are independent of the
rheological characteristics of the bulk medium. Thus coupling
between the fluid and the motor aggregate is purely dynamical in
nature. In other words, the aggregate is pre-strained internally by
motor activity; but this pre-strained state is independent of the
ambient fluid. It is thus possible to identify clearly changes in the
dynamical state of the aggregate induced purely due to
viscoelastic contributions, and to compare these with the
results from the Newtonian case.

Our results are also relevant to understanding the rheology and
dynamical response of biological and synthetic muscles, and in
devising actuators for soft-robots [38–41]. In general, active
responses to imposed external stimuli or perturbations are
analyzed using an effective frequency-dependent dynamic moduli
in these systems. Theminimal approachwe have used here–modeling
the ambient fluid in terms of minimal models with spring-like and
dashpot-like elements—provide a clear means to evaluate these
dynamic response functions (or transfer functions).

While direct comparison to ciliary experiments requires a
spatially varying version of our model, there are experimental

setups that can be used to check the theoretical predictions we
have made. Motility assays offer an easy way to study the spatial
dynamics of gliding microtubules or actin filaments. These
filaments are animated by molecular motors that are grafted
on the substrate and periodically attach to the filaments
propelling them via tangential forces. Oscillations have been
observed in filaments that are temporarily pinned in these
systems with frequencies comparable to the values calculated
in this paper for Newtonian fluids. In [18] we interpreted and
analyzed bending oscillations for long filaments in Newtonian
settings via a combination of linear stability analysis and non-
linear computations. By using 1) very short rigid (non-
bendable) filaments, 2) model viscoelastic fluids as the
nutrient media in which the gliding takes place, and 2)
additional polymeric binders that can attach to the filament
and play the role of passive adhesive springs [42, 43], one can
adapt current protocols and establish a setup that mimics closely
the model analyzed in this paper. A natural next step would be
the test of the model predictions from in these adapted gliding
motility assays.
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Bacteria often live surrounded by polymer solutions, such as in animal respiratory,
gastrointestinal, and reproductive tracts. In these systems, polymer solutions are
often exposed to fluid flow, and their complex rheology can affect the transport of
chemical compounds and microorganisms. Recent studies have focused on the effect
of polymer solutions on the motility of bacteria in the absence of fluid flow. However, flow
can be a game-changer on bacterial transport, as demonstrated by the depletion of
motile bacteria from the low-shear regions and trapping in the high-shear regions in simple
fluids, even for flows as simple as the Poiseuille one. Despite the relevance of polymer
solutions in many bacterial habitats, the effect of their complex rheology on shear-induced
trapping and bacterial transport in flow has remained unexplored. Using microfluidic
experiments and numerical modeling, we studied how the shear rate and the
rheological behavior of Newtonian and non-Newtonian polymer solutions affect
the transport of motile, wild-type Pseudomonas aeruginosa in a Poiseuille flow. Our
results show that, in Newtonian solutions, an increase in viscosity reduces bacterial
depletion in the low-shear regions at the microchannel center, due to a reduction in
the bacterial swimming velocity. Conversely, in the non-Newtonian solution, we
observed a depletion comparable to the buffer case, despite its zero-shear viscosity
being two orders of magnitude higher. In both cases, bacterial swimming and
polymer fluid rheology control the magnitude of bacterial depletion and its shear-
rate dependence. Our observations underscore the importance of the rheological
behavior of the carrier fluid in controlling bacterial transport, in particular, close to
surfaces giving rise to velocity gradients, with potential consequences on surface
colonization and biofilm formation in many naturally relevant microbial habitats.

Keywords: bacterial motility, poiseuille flow, polymer solution, microfluidics, rheology, Pseudomonas aeruginosa

INTRODUCTION

Polymer fluids are found in the natural habitat of bacteria, as in organs covered in mucus [1], or in
technological settings, like groundwater remediation and enhanced oil recovery [2]. In these systems,
polymer fluids are often in flow, and their polymeric nature determines their complex rheology,
which in turn affects the transport of chemicals, particles and microorganisms. Complex rheological
behaviors include viscoelasticity, shear-thinning, and shear-thickening, where viscosity gradients can
arise in the presence of shear rate gradients [3].
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In no-flow conditions, polymer solutions affect bacterial
swimming because of their complex rheology. Pioneering work
of the 70’ reported that a moderate increase in the viscosity of the
suspending medium causes an increase in the swimming velocity
of several species of flagellated bacteria, whereas a further increase
in viscosity reduces it [4–7]. This observation was first explained
in terms of gain in propulsive efficiency of the flagellum at
moderate viscosities [4, 8]. Lately, the characteristics of the
polymer network were also evaluated: experimental
observation and a mathematical model have shown that the
hydrodynamic forces exerted by the polymer network on the
swimming cell body are responsible for the change in the bacterial
swimming [5, 9]. This explained the observed dependence of the
swimming velocity not only on the viscosity, but also on the type
of polymer. Recent research studies further described how the
local shear-thinning [10, 11], the elastic properties of the polymer
solution [11–14] and the hydrodynamic interaction between
individual bacteria and the colloidal component of complex
fluids [15] are responsible for the change in swimming pattern
and velocity of bacteria. Additionally, the influence of the details
of the bacterial swimming behavior is currently under
investigation [16–19]. The complexity of polymer rheology,
the diversity of the bacterial propulsion strategies, and their
interplay hindered the development of a unified description of
swimming in polymer solutions. However, the key ingredients at
play when the fluid is at rest have been identified.

Conversely, bacterial transport by flowing polymer solutions
remains understudied. Water flow has been shown to affect
bacterial transport and distribution, as described in several
studies [20–22]. In a straight microfluidic channel, motile
bacteria become trapped close to flat surfaces, causing their
accumulation in the proximity of the channel walls and
depletion from the central region of the channel [23]. This
trapping is a hydrodynamic phenomenon determined by the
action of fluid shear on motile, elongated bacteria [23–26],
driving bacterial accumulation behind obstacles [27–29] and in
the wake of sinking spheres [30]. These results were obtained in
water, while, to date, the effect of flow of the polymer solutions
has not been explored yet. In a polymer solution in flow, two
elements could affect bacterial transport: the complex rheology of
the fluid, potentially leading to the creation of viscosity gradients,
and its effect on bacterial motility. The interplay between these
two effects could completely change the observations compared
to the case of water, with practical implications for the medical
and industrial sectors.

In this work, we show that polymer fluids affect the transport
of bacteria in a Poiseuille flow in a different way compared to the
water case. By using both a Newtonian—polyvinylpyrrolidone
(PVP)—and a non-Newtonian—xanthan gum—polymer
solution as suspending fluids, we studied the transport of
motile Pseudomonas aeruginosa PA14 wild-type cells in a
serpentine microfluidic channel. First, we characterize the
motility of the bacterial cells in the two polymer solutions at
different concentrations in the absence of flow. Then, by coupling
experiments and a mathematical model, in the Newtonian case,
we show that increasing the polymer concentration both delays
and reduces bacterial depletion from the channel center, as a

result of the reduction of the bacterial swimming velocity. In the
non-Newtonian case, we show that bacterial depletion is not
significantly reduced compared to the buffer case as the high
zero-shear viscosity in the Newtonian case would suggest. This
result is due to the high values of the swimming velocity V in the
xanthan gum solution and to the non-Newtonian shear rate
profile across the channel width. Taken together, these results
suggest that the complex rheology of polymer solutions has a
crucial impact on bacterial transport.

MATERIALS AND METHODS

Polymer solutions. Polyvinylpyrrolidone (PVP) 360 (Sigma
Aldrich) powder was suspended in phosphate-buffered saline
(PBS) to a concentration of 15 w/v% and stirred overnight on a
magnetic stirrer at ambient temperature. The polymer solution
was then diluted to the final concentrations of 2.5 w/v%, 5 w/v%,
and 10 w/v% by adding PBS and a fixed volume of bacterial
suspensions. Xanthan gum powder from Xanthomonas
campestris (Sigma Aldrich) was suspended in 85 mM NaCl
solution to a concentration of 0.2 w/v% and stirred for 48 h
on a heated magnetic stirrer at 65°C. The xanthan gum solution
was then diluted with the bacterial suspension to a final
concentration of 0.1 w/v%.

Rheological characterization of the polymer solutions. The
viscosity of the polymer solutions was measured using a modular
compact rheometer (MCR-302, Anton Paar). We used both cone
plate (CP50-2) and double gap (DG26.7) geometries to obtain the
flow curve of the polymer solution at each concentration. For
each measurement, the shear rate was increased from 0.1 s−1 to
500 s−1 and then decreased from 500 s−1 to 0.1 s−1 while 5
logarithmically spaced measurement points per decade were
recorded for 15 s each point.

Bacterial cultures. Experiments were performed using P.
aeruginosa strain PA14 wild type. P. aeruginosa suspensions
were prepared by inoculating 3 ml of Tryptone Broth (TB,
10 g L-1 tryptone) with cells from a frozen stock and
incubating overnight at 37°C while shaking at 200 rpm.
Approximately 30 μl of solution were then resuspended in
3 ml of the same medium and incubated under the same
conditions for 5 h (OD600 = 1). To ensure a high percentage
of motile bacteria in the experiments, non-motile and dead cells
were gently removed from bacterial suspensions using sterile cell
culture inserts incorporating a 3-μm-pore-size membrane,
following the procedure described in [23, 29]. The filtered
bacterial suspension was then mixed with the polymer
solutions to the final desired polymer concentration and
immediately used in the experiments. For the polymer-free
control, the filtered bacterial suspension was resuspended in
phosphate-buffered saline (PBS). Growth curves were acquired
by measuring the OD600 of the bacterial suspensions in PVP 360
(2.5 w/v %, 5 w/v %, and 10 w/v %) and in xanthan gum (0.1 w/v
%) solutions while incubated for 5 h at 37°C and shaking at
200 rpm. The growth curves did not show any differences from
the PBS buffer case, suggesting that the bacteria did not
metabolize the chosen polymers.
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Microfluidic assays. We fabricated a poly-dimethyl-siloxane
(PDMS) [31] microfluidic device with a single 50 cm-long
serpentine channel (Figure 1A). The serpentine channel is
composed of 13 parallel straight sections, connected by curves
with an inner radius R = 500 µm. Each straight section is 4 cm long.
To ensure that the dominant velocity gradients occurred on the
observation plane, we designed the microchannel with aspect ratio
H/W = 2.25 (height H = 810 μm; width W = 360 µm). Flow was
driven by a syringe pump (neMESYS 290N, CETONI, Germany),
at constant flow rates in the range Q = 4.5–180 μl min−1. At such
flow rates, themean of the absolute value of the shear rate | _γ(y)| on
the horizontal midplane of the channel, defined as
S ≡ 1

W ∫W/2

−W/2
| _γ(y)|dy, varied in the range 2.5–100 s−1. Prior to

use, all the microfluidic channels were washed with 2 ml of
medium. Then, a diluted suspension of PA14 cells (OD600 <
0.01; cell concentration < 106 cells ml−1) was flown for the time
required to replace the medium in the entire length of the channel
(30 s–1 min, depending on the flow rate Q). The suspension was
left at rest until the bacterial concentration was homogeneous.
Finally, the flow was started and images were acquired at a distance
of 50 cm from the inlet after a time required for the homogeneous
suspension to travel 50 cm (30 s–1 min, depending on the flow rate
Q). To characterize bacterial motility in polymer solutions, the
same samples used for the transport experiments were loaded in
1 cm-long, 100 µm -high and 3 mm-wide PDMS chambers. The
chambers were sealed to avoid drifts during the imaging. All the
experiments were performed at room temperature.

Cell imaging and tracking. All imaging was performed on an
inverted microscope (Ti-Eclipse, Nikon, Japan) using a digital
camera (ORCA-Flash4.0 V3 Digital CMOS camera, Hamamatsu
Photonics, Japan). Bacterial trajectories for motility
characterization (Figure 2A) were extracted from time-lapse
dark-field acquisitions (15× magnification; 87 frames per
second (fps) in buffer, 20 fps in PVP 360 2.5 w/v% solution,
10 fps in PVP 360 5 w/v% solution, 5 fps in PVP 360 10 w/v%
solution); 1,300 images were acquired in each polymer solution.
To quantify bacterial transport in polymer solutions, images were
acquired with phase-contrast microscopy (30× magnification, 25
fps); 3,000 images were acquired in every experimental condition.
We experimentally measured the bacterial concentration B by

counting bacterial cells in the laminar flow at a distance of 50 cm
from the channel inlet. The concentration B was normalized by
the initial homogeneous concentration and averaged over the
imaging region, as in [23]. All image analysis was performed in
Matlab (The Mathworks) using in-house cell tracking algorithms.
The experiments were repeated three times with consistent
results, but the data shown are from a single realization.

Numerical simulations. The mathematical model, adapted
from [23], describes the transport of individual swimming
bacteria by the two-dimensional (2D) velocity field inside the
microchannel, for the same velocity and flow conditions used in
the experiments. The equations of motion of an ellipsoidal
swimmer in a 2D flow directed along the x axis are:

_x � Vcos(ϕ) + u(y)
_y � V sin(ϕ)

_ϕ � −1
2
zu(y)
zy

(1 + 1 − q2

1 + q2
cos(2ϕ)) + ξR(t) (1)

where V is the bacterial swimming velocity, directed along the cell
major axis, u(y) is the flow speed inside the channel, ϕ is the angle
between the major axis of the cell and the direction of flow, and
ξR(t) describes the angular deviations due to thermal noise and
the specific bacterial swimming pattern. Here, P. aeruginosa cells
were modeled as prolate ellipsoids with an effective aspect ratio
q = 9.4 [29] and the swimming velocity V was set according to the
values measured in our motility assays. We numerically
integrated the equations of motion for 105 cells with a fourth-
order Runge-Kutta scheme implemented in Matlab (The
MathWorks) with time step Δt = 4 ms. In order to take into
account the run-reverse-pause motility of P. aeruginosa, we
integrated the equations of motion for a number of time steps
equal to trun/Δt by modeling ξR(t) as the thermal rotational noise
described by a Gaussian-distributed angular velocity with zero
mean and variance 2Drot/Δt, where Drot = 0.0014 rad2/s is the
Brownian rotational diffusion coefficient of a cell with aspect ratio
q = 9.4 and a width of 1 µm. After every trun/Δt steps, we modeled
the reverse-pause events by adding a random angular deviation
Δϕ drawn by the angular distributions measured experimentally.
The results did not change significantly when considering the

FIGURE 1 | (A) Schematic of the serpentine microchannel used for the experiments (left) and perspective view (right) showing the imaging plane (gray), the
parabolic Newtonian flow profile (black), and a representative non-Newtonian profile (red). (B,C) Viscosity as a function of the shear rate for the Newtonian PVP 360
solutions at 2.5 w/v% (red), 5 w/v% (black), and 10 w/v% (blue) (B) and for the 0.1 w/v% xanthan gum solution (C). The shaded areas highlight the shear rate _γ range
explored in the current study. The grey line in (C) represents the power-law fit which describes the non-Newtonian constitutive relation (blue circles).
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Brownian rotational diffusion coefficient of a cell without taking
the flagellum into account (aspect ratio q = 2, Drot ≈ 0.05 rad2/s).

In the case of Newtonian fluids flowing in a straight channel,
we considered a parabolic velocity profile u(y) = U[1-4(y/W)2],
where U is the maximum flow speed, and a shear rate profile
_γ(y) � zu(y)/zy � −8Uy/W2. To simulate the Newtonian flow
in a serpentine channel as the one used in the experiments, we
first characterized the three-dimensional (3D) flow in the channel
curves with computational fluid dynamics (CFD) simulations
(COMSOL Multiphysics). Then, we numerically integrated Eq. 1
by alternating sections with the velocity and shear rate profiles of
the 4 cm-long straight sections and sections mimicking the curves
to the left or to the right, according to the channel geometry. The
length of the sections mimicking the curves was set to
(R +W/2)π and the corresponding velocity and shear rate
profiles were assumed to be equal to those computed on the
channel midplane at the center of a curve.

In the non-Newtonian case, we first characterized the 3D flow
of the 0.1 w/v% xanthan gum solution inside the microchannel
with CFD simulations. We then used the resulting 2D velocity
and shear rate profiles on the midplane to integrate the equations
of motion in Eq. 1. To simulate the rheological behavior of the
xanthan gum solution, we set the fluid consistency index to
m = 17.8 mPa s and the flow behavior index to n = 0.65,
according to our rheological measurements (Figure 1C).
We set the lower shear rate limit to _γmin � 0.00188 s−1.
According to the shear-thinning behavior of xanthan gum
solutions, channel flow gives rise to viscosity gradients. In our
modelling, we do not explicitly account for any shear-thinning
effect taking place at the microscale under the action of
flagellar motion. In the following, we refer to the viscosity η �
η(y) determined only by channel flow as ambient viscosity. In
no-flow conditions, ambient viscosity coincides with the zero-
shear viscosity η0.

FIGURE 2 | (A) Typical trajectories of P. aeruginosa cells swimming in buffer (yellow) and in PVP 360 solutions at 2.5 w/v% (red), 5 w/v% (black), and 10 w/v% (blue)
without flow. The trajectories begin at open green circles and end at filled green circles. Grey filled points mark the end of a run. The time interval between dots is equal to
0.2 s. (B) Distribution of swimming velocities, v, measured by tracking individual cells in a population of P. aeruginosa swimming in buffer (yellow), PVP 360 solutions at
2.5 w/v% (red), 5 w/v% (black), and 10 w/v% (blue) in no-flow conditions. The continuous curves are Gaussian fits with the mean velocities V reported in the inset.
(C) Distribution of swimming velocities reported in panel (B) as a function of the normalized velocity v/V. (D) Distribution of the transit times trun measured by tracking
individual cells in a population of P. aeruginosa swimming in buffer (left panel) and in PVP 360 10 w/v% (right panel). The red curves are the exponential fits of the
distributions. In the inset, the median values of trun as a function of PVP 360 w/v concentration are reported. (E) Distribution of the angular changes Δφ associated with
reverse and pause events, measured by tracking individual cells in a population of P. aeruginosa swimming in buffer (left panel) and in PVP 360 10 w/v% (right panel).
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Given that ambient viscosity is not homogeneous across the
channel width, we investigated a possible dependence of
bacterial swimming velocity on position. To do so, in the
equations of motion for the non-Newtonian case, we
considered that the swimming velocity V = V(y) can vary
across the channel width W, due to local changes in η. In
order to find a relation between V and η, we used the
following approach. We measured the swimming velocity V as
a function of the xanthan gum concentration in the range c = 0
(buffer)—0.5 w/v%. In this concentration range, the relation
between V and c is linear:

V � ac + d (2)
where a = -4.7 10−9 (m/s) (L/mg), d = 33.9 10−6 m/s and c is
expressed in ppm units (Figure 6A). According to [32], we
established the following relation between c and the zero-shear
viscosity η0 for xanthan gum solutions in NaCl at 50 mM:

η0(c) �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0.04

5002
c2 � X1c

2 for c≤ ce

4

20004.67
c4.67 � X2c

4.67 for c> ce
(3)

where ce � 1000 ppm is the entanglement concentration. Using
this relation, we expressed V as a function of η0 as:

V(η0) �
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

a(η0
X1

)1/2

+ d for η0 ≤ η(ce)

a(η0
X2

)1/4.67

+ d for η0 > η(ce)
(4)

where η(ce) � 160 mPa s. Under the assumption that V in
flowing xanthan gum solutions varies only due to the
change in η, and that the dependence of V on η is the same as
the one on η0, we calculated V as a function of η by
combining Eqs 3, 4. Since the concentration of our sample
was equal to ce and xanthan gum solutions behave as shear-
thinning fluids, the viscosity of the flowing sample is η≤ η(ce).
According to Eq. 4, V(η0) was calculated in the regime η≤ η(ce).
By combining Eq. 4 with the power law relating η to _γ
(Figure 1C) and the numerical results for _γ(y), we found the
following expression for V(y):

V(y) �
a*c + d for y : _γ(y)≤ _γp

a(17.8 · 10−3 · (y)(0.65−1)
X1

)1/2

+ d for y : _γ(y)> γp
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(5)
where _γp � 1.88 · 10−3 s−1 is defined as η( _γp) � η0(ce) and the
behavior for _γ(y)≤ _γp is fixed under the assumption that the
swimming velocity cannot become smaller than the one
measured in the no-flow case, where _γ � 0. As reported above,
the lower shear rate limit used in the COMSOL simulations was
set to _γp, since, under the aforementioned assumptions, variations
of _γ below this value did not affect the bacterial swimming
velocity.

According to [23], we quantified the shear-induced depletion
of both the experimental and numerical concentration profiles B
with the depletion index ID, defined as the fraction of bacteria
depleted from the central half-width of the channel:

ID � 2⎛⎜⎜⎝1
2
− ∫0.25

−0.25
B(y~ )dy~⎞⎟⎟⎠ (6)

Where ~y � y/W ∈ [−0.5, 0.5] is the spanwise coordinate
normalized by the channel width W.

RESULTS

Coupling Microfluidics and a Mathematical
Model to Investigate P. aeruginosa
Transport in Polymer Solutions
The effect of the polymeric nature of the fluid on bacterial
transport was explored by combining microfluidic experiments
with a mathematical model. During the experiments, we used
optical microscopy to image the bacterial cells transported by the
flow generated in a serpentine microfluidic channel (Figure 1A).
The similarity of the geometry with the one presented in [23]
allowed to easily compare the results. The aspect ratio of the
channel H/W > 1 (height H = 810 μm; width W = 360 µm)
ensures that the dominant velocity gradient occurred in the
horizontal observation plane at the channel mid-depth. In this
plane, for a Newtonian fluid—as culture media and the PVP 360
solutions—the flow profile is parabolic (Figures 1A,B), while for
a non-Newtonian shear-thinning fluid—as the xanthan gum
solution—the flow profile is flatter in the middle and decays
faster towards the walls (Figures 1A,C). Motile P. aeruginosa cells
were transported by the flow and imaged using video microscopy
in phase-contrast mode to quantify their distribution across the
width of the channel at 50 cm from the channel inlet (i.e., the
entire length of the channel). Due to the low image quality close to
the lateral channel walls, the cell distribution B, was quantified in
a 220 µm-wide region centered at the centerline of the
channel (y/W ∈ [−0.3, 0.3]).

We investigated the role of fluid rheology by comparing the
results obtained with three different carrier fluids: PBS buffer,
PVP 360 at different concentrations, and a 0.1 w/v% xanthan gum
solution. PBS buffer had the same viscosity as water and was used
as a reference fluid, as in [23]. PVP 360 solutions at different
polymer concentrations were used as the prototype of the
polymeric Newtonian fluid and allowed exploring the effect of
a homogeneous increasing viscosity on bacterial transport
(Figure 1B). The xanthan gum solution is a non-Newtonian
fluid with a zero-shear viscosity η0 � 160 mPa s, between those of
PVP 360 5 w/v% and 10 w/v% and a marked shear-thinning
behavior in the shear rate range explored in this study
(Figure 1C). The shear-thinning behavior implies that η
depends both on the flow rate and on the position y across
the channel, and the shear rate profiles deviate from the linear
ones observed in the Poiseuille flow of Newtonian fluids. The
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Newtonian and non-Newtonian cases will be presented and
analyzed individually in the following.

We observed that the polymeric nature of the carrier fluid
modifies the shape of the cell distribution B and the magnitude of
the depletion from the center of the channel and the
accumulation towards the channel walls with respect to the
buffer case. To interpret these observations, we adapted the
mathematical model of cell motility in flow presented in [23,
29]. P. aeruginosa cells were modeled as prolate ellipsoids with
aspect ratio q = 9.4 and swimming velocity V directed along their
major axes [29]. In the Newtonian cases (buffer and PVP 360), we
described the flow with a parabolic profile. In the non-Newtonian
case, we characterized the flow field on the midplane of the
channel with CFD simulations. The corresponding velocity and
shear rate profiles were then used to compute single-cell
trajectories. In both cases, the bacterial swimming direction
was determined by a torque balance that accounts for the flow
shear and the fluctuations in the bacterial orientation. Since the
model accounts for the bacterial swimming strategy, which has
been reported to change in polymeric fluids [10, 12], we
characterized P. aeruginosa motility by tracking individual
cells in the absence of flow and inserted the parameters into
the model, as described in the following sub-section.

Newtonian PVP 360 Affects P. aeruginosa
Motility in Quiescent Conditions
P. aeruginosa swims in a 3-step pattern of run-reverse-pause in
buffer and PVP 360 polymer solutions at all the tested
concentrations. Swimming in buffer has been described in [33,
34], in agreement with our observations. We imaged free-
swimming cells on the midplane of a 100-µm high
microfluidic channel, where cell motion was not affected by
hydrodynamic interactions with the top and bottom walls. P.
aeruginosa propels forward when its single polar flagellum rotates
clockwise and backward when it rotates counterclockwise.
Forward and backward runs are nearly straight [35] and are
interrupted by pauses, sudden decreases in swimming velocity
associated with small angular changes Δφ in the swimming
direction, or reverses, associated with angular changes Δφ of
about π [33] (yellow trajectory in Figure 2A). The same
swimming pattern was observed in PVP 360 polymer
solutions: the trajectories displayed straight runs, pauses and
reverses at all the concentrations, as shown by the
representative trajectories reported in Figure 2A. This
observation indicated that the addition of PVP360 did not
affect the swimming pattern of P. aeruginosa.

Conversely, the concentration of PVP 360 affected the
distribution of swimming velocities v, measured by tracking
individual P. aeruginosa cells. An increase in the polymer
concentration led to a shift of the distribution towards lower
values of v (Figure 2B). The distributions were fitted
with Gaussian curves to estimate the mean swimming
velocities V (Figure 2B, inset). Furthermore, the distributions
of v normalized by the corresponding values ofV, showed that the
addition of PVP 360 caused a slight widening of the distributions,
but did not affect their Gaussian shape. The widening was more

pronounced at the lowest polymer concentration (2.5 w/v%)
(Figure 2C).

The concentration of PVP 360 also affected the distribution of
transit times trun (Figure 2D), defined as the time elapsed
between two consecutive changes in direction (marked by grey
points in Figure 2A). As in [33], trun followed exponential
distributions both in the buffer and in the PVP 360 solutions
(red curves in Figure 2D). However, the median value of trun
increased with increasing polymer concentration (Figure 2D,
inset). Conversely, the distribution of angular changes Δφ
associated with pauses and reverses was not affected by PVP
360, and showed a peak at π at all the concentrations that we
investigated (Figure 2E).

Newtonian PVP 360 Affects P. aeruginosa
Transport in Flow
The bacterial population flowing in the channel was depleted
from the center, where the shear rate _γ was low, and accumulated
in the lateral regions, where _γwas higher, both in the buffer and in
the PVP 360 polymer solutions. However, the distribution of
bacterial cells across the channel width and the magnitude of the
depletion effect depended on PVP 360 concentration. In the
mathematical model, the bacterial motility at the different
concentrations was described using the average swimming
velocities V and the median values of trun, reported in the
insets of Figures 2B,D, and the distribution of Δφ measured
in buffer (left panel in Figure 2E). The model allowed comparing
the effect of the propagation for 50 cm in a straight channel
(continuous lines in Figure 3) and in a serpentine channel as the
one we used in the experiments (dashed lines in Figure 3). In
buffer, our observations are consistent with [23]: for average
shear rates S in the range 2.5–100 s−1, the depletion increases until
S ≈ 20 s−1, and then decreases for larger shear rates.

The bacterial concentration profiles B obtained from the
experiments (Figure 3A, symbols) were in good agreement
with the ones simulated according to the mathematical model
(lines) at all the tested values of S, especially when the curves in
the serpentine geometry were taken into account (dashed lines).
According to our simulations, the overall impact of the curves
connecting the straight sections is to slightly widen the depleted
region with respect to the straight channel case (dashed lines in
Figure 3). The minimum of _|γ| in the curves is not on the
centerline, but is slightly shifted towards the center of curvature
(y > 0 when turning to the left and y < 0 when turning to the
right). As a consequence, when flowing in a curve, bacterial cells
are more efficiently depleted in regions at the side of the
centerline, causing a slight widening of the depleted region.

We quantified the shear-induced depletion with the depletion
index ID Eq. 6. The values of ID confirm the agreement between
experiments and simulations (Figure 3B). In the PVP 360
polymer solutions at 2.5 w/v% and 5 w/v%, the good
agreement between numerical and experimental B profiles was
remarkable at low S (lower than S ≈ 20 s−1) and becomes less
precise for higher values of S (Figures 3C,E), as confirmed by ID
(Figures 3D,F). Interestingly, the maximum of ID shifted to a
lower shear rate for increasing polymer concentrations (S ≈ 10 s−1
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and S ≈ 2.5 s−1 at PVP 360 2.5 w/v% and 5 w/v%, respectively)
(Figures 3D,F). The peak value of ID was comparable at these two
concentrations (ID ≈ 0.146 and ID ≈ 0.153 at PVP 360 2.5 w/v%
and 5 w/v%, respectively), and was about 20% lower than the peak
value of ID in the buffer (ID ≈ 0.19). At the highest polymer
concentration that we tested (PVP 360 10 w/v%), the agreement
between the numerical and the experimental B profiles was good
only for S ≤ 5 s−1 (blue curves in Figure 3G), while for higher
values of S the depletion from the center of the channel was larger
in the experiments than in the model (red and black curves in
Figure 3G). Additionally, ID showed a drop in the depletion at
PVP 360 10 w/v% compared to the lower polymer
concentrations and the buffer case (0.006 < ID < 0.012)
(Figure 3H). Despite its low value, ID decreased with
increasing S, confirming the shift of the peak value of ID to
lower S values observed in PVP 360 2.5 w/v% and 5 w/v%. The
transport experiments performed with dead cells (fixed by
adding formaldehyde to a final concentration of 0.2%) did not
show depletion at any of the PVP 360 concentrations and

values of S we tested. Overall, we observed that PVP 360 caused
a decrease of the shear-induced bacterial depletion compared
to the buffer case and that the decrease was higher at larger
PVP 360 concentrations.

B and ID reach steady-state values once the cells have had time
to swim towards high shear regions while being transported by
the flow. Thus, the time required to reach the steady state
increases when the swimming velocity V decreases.
Accordingly, when V decreases, the steady state distribution
will be observed at larger distances from the channel inlet.
Consequently, increasing the concentration of PVP 360
increased the distance required to reach the steady-state, as
shown by using the mathematical model to calculate ID as a
function of the distance D from the inlet for the different
solutions at S ≈ 10 s−1 (Figure 4). In buffer, P. aeruginosa cells
swam at V = 54.7 μm/s and reached the steady-state
distributions in less than 50 cm; thus, a longer traveling
distance did not change B and ID (Figures 4A,B). In PVP
360 solutions, B computed at a distance D = 50 cm (blue curves

FIGURE 3 | (A,C,E,G) Bacterial concentration profiles B of P. aeruginosa obtained from the experiments (symbols) and from the mathematical model (lines) for
mean shear rates S = 5 s−1 (blue), S = 20 s−1 (red), and S = 55 s−1 (black) in buffer (A) and in PVP 360 solutions at 2.5 w/v % (C), 5 w/v % (E) and 10 w/v % (G). All the
profiles were measured or computed at a distance D = 50 cm from the inlet and normalized by the mean bacterial concentration in the no-flow case. The numerical
concentration profiles were obtained by modelling bacterial transport in a straight 50 cm-long channel (continuous line) and in a 50 cm-long serpentine channel
(dashed line). (B,D,F,H) The depletion index ID as a function of the mean shear rate S in buffer (B) and in PVP 360 solutions at 2.5 w/v% (D), 5 w/v% (F) and 10 w/v% (H).
The reported values were calculated for both the experimental (squares) and numerical (filled circles) bacterial concentration profiles. The numerical values were
calculated from the profiles simulated in the straight 50 cm-long channel configuration.
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in Figure 4A) had not reached the steady state yet, and the
minima decreased when simulated at larger distances (pink
and grey curves in Figure 4A). B reached the steady-state after
200 cm at all the tested concentrations (green curves in
Figure 4A). The increase in the depletion with the traveling
distance D was also visible from the trend of ID (Figure 4B). To
ease the comparison between different concentrations, we
normalized ID by its value at 200 cm, ID/ID 200. The
normalized curves for ID/ID 200 showed that at higher PVP
360 concentrations the traveling distance required to reach the
steady state is larger (Figure 4C). Consequently, we point out
that in Figure 3 we were not comparing the steady-state values
for all the conditions, but the depletion reached by the bacterial
suspension after flowing for 50 cm in the same channel.

The changes in the concentration profiles B and in the
magnitude of the depletion observed in the PVP 360 solutions
are attributable to changes in average swimming velocity V and
median values of the transit time trun, as shown by the good
agreement between experimental and numerical results.
Interestingly, if ttun remained constant with increasing
polymer concentration, we would not observe any depletion in
the 10 w/v% solution at D = 50 cm. These observations suggest
that an accurate description of the bacterial swimming is
fundamental to accurately predict the shear-induced depletion.
Consequently, in the results presented so far, we modeled the P.
aeruginosa run-reverse-pause swimming pattern (Materials and
Methods). When compared to the run-tumble pattern used to
describe the motility of B. subtilis in [23], the run-reverse-pause
motility in buffer had the same peak values, but different shapes
of the depletion profile B at high shear rates (Figure 5A). In PVP
360 5 w/v% flowing at low S, also the peak values were different
(Figure 5C). In the case of the buffer, a greater similarity between
the B profiles simulated with run-reverse-pause and run-tumble

motility was found at the lower S, while in the case of PVP 360 5
w/v% a greater similarity was found at higher values of S.
Conversely, 10% variations in the swimming velocity would
not affect the depletion at any shear rate, both in the buffer
and in PVP 360 (Figures 5B,D).

Non-Newtonian Xanthan Gum Solution
Affects P. aeruginosaMotility and Transport
In the non-Newtonian case, the complexity of the bacterial
transport is increased by the complex rheological behavior of
the carrier fluid. First, due to the shear-thinning behavior of
xanthan gum, the shear rate _γ is not linear across the channel
width, as shown by CFD simulations (Figure 7A). Second, the
ambient viscosity η varies across the channel as a function of _γ
(Figures 1C, 7B). Consequently, when transported by the
ambient flow, bacteria swim through regions with different
values of η. In this case, a dependence of V on the viscosity
(V = V(η)) would imply a dependence of V also on the position y
across the channel (V = V(y)). In addition, the shear-thinning
action of the rotating flagella can also give rise to changes in η at
the cell length scale.

We characterized the bacterial swimming in xanthan gum
solutions at different concentrations, in no-flow conditions.
By imaging free-swimming P. aeruginosa cells on the
midplane of a 100 µm-high microfluidic channel, we
observed that the non-Newtonian nature of the chosen
polymer fluid did not affect the run-reverse-pause
swimming pattern. As in the case of PVP 360, the average
swimming velocity V decreases at increasing polymer
concentration (Figure 6A), while the distributions of the
swimming velocities v maintain a Gaussian shape
(Figure 6B). In the case of xanthan gum, we found a linear

FIGURE 4 | (A) Bacterial concentration profiles B numerically calculated according to the mathematical model for mean shear rate S = 10 s−1 in buffer (upper left)
and in PVP 360 solutions at 2.5 w/v% (upper right), 5 w/v% (lower left) and 10 w/v% (lower right). For each fluid, the profiles were computed at a distance D of 50 cm
(blue), 100 cm (pink), 150 cm (grey) and 200 cm (green) from the inlet. (B) The depletion index ID as a function of the distance from the inletD in buffer (orange) and in PVP
360 solutions at 2.5 w/v% (red), 5 w/v % (blue) and 10 w/v% (black) measured from the numerical bacterial concentration profiles shown in (A). (C) Depletion index
normalized by the depletion index at D = 200 cm, ID/ID 200, as a function of the distance from the inlet D, calculated from the curves shown in (B)
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relation between V and the polymer concentration c
(Materials and Methods). The transit time distribution at
0.1 w/v% xanthan gum concentration followed an
exponential curve as in the case of PVP 360, with a median
transit time trun = 0.6 s. The distribution of angular changes
Δφ showed a peak at π (Figure 6D), as in the case of PVP 360.

The characterization of the bacterial swimming in no-flow
conditions was aimed at establishing a link between the bacterial
swimming parameters for the numerical model and the ambient
viscosity in the channel. Ideally, it would have been advisable to
characterize the swimming in a polymer solution in flow.
However, this would not be possible in the presented
experimental configuration. For this reason, we compared the
numerical results obtained with three possible models of the

bacterial swimming in the non-Newtonian fluid in flow. In the
first case, we considered a constant swimming velocity V=V0.1%

equal to the one measured in xanthan gum 0.1 w/v% in no-flow
conditions; in the second case, we considered a dependence of the
swimming velocity on the local ambient viscosity V=V(y); in the
third case, we considered a swimming velocity dependent on the
average ambient viscosity, V= V(ηS). Our model did not explicitly
account for the flagella-induced shear thinning (Materials and
methods). However, by simulating the bacterial swimming with
the parameters determined from the motility assays in xanthan
gum solutions, the shear-thinning enhancement of motility in no-
flow conditions is implicitly accounted for.

For the first model, we assumed that the bacterial swimming is
not affected by the changes in the ambient viscosity of the carrier

FIGURE 5 | (A) Bacterial concentration profiles B numerically calculated according to the mathematical model for mean shear rates S = 5 s−1 (left), S = 20 s−1

(center) and S = 55 s−1 (right) in buffer, at a distanceD = 50 cm for swimmers with run-tumble (black) and run-reverse-pause (red) patterns. For the run-tumble swimmers
we used q = 9.4, V = 54.17, μms−1, and DR = 1.4 rad2 s−1 as in [29], while the run-reverse-pause swimmers were simulated as described in the Materials and Methods.
(B) Bacterial concentration profiles B calculated according to the mathematical model for mean shear rates S = 5 s−1 (left), S = 20 s−1 (center) and S = 55 s−1 (right)
in buffer for run-reverse-pause swimmers with a swimming velocity of V = 49 μms−1(grey), 54.17 μms−1 (red) and 60 μms−1 (blue). (C) Bacterial concentration profiles B
numerically calculated according to the mathematical model for mean shear rates S = 5 s−1 (left), S = 20 s−1 (center) and S = 55 s−1 (right) in PVP 360 5 w/v %, at a
distance D = 50 cm from the inlet for swimmers with run-tumble (black) and run-reverse-pause (red) patterns. For the run-tumble swimmers we used q = 9.4, V =
8.1, μms−1, and DR = 1.4 rad2 s−1 as in [29], while the run-reverse-pause swimmers were simulated as described in the Materials and Methods. (D) Bacterial
concentration profilesB calculated according to the mathematical model for mean shear rates S = 5 s−1 (left), S = 20 s−1 (center) and S = 55 s−1 (right) in PVP 360 5 w/v%
for run-reverse-pause swimmers with a swimming velocity of V = 7.3 μms−1(grey), 8.1 μms−1 (red) and 8.9 μms−1 (blue).
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FIGURE 6 | (A)Mean swimming velocities Vmeasured by tracking individual cells in a population of P. aeruginosa swimming in xanthan gum solutions at different
concentrations in no-flow conditions. The red curve is the linear fit of the experimental data (Eq. 2). (B) Distribution of swimming velocities as a function of the normalized
velocity v/V, in buffer (yellow), and in xanthan gum solutions at 0.05 w/v% (red), 0.1 w/v% (black), and 0.2 w/v% (blue) in no-flow conditions. The continuous curves are
Gaussian fits with the mean velocities V reported in (A). (C) Distribution of the transit times trun measured by tracking individual cells in a population of P. aeruginosa
swimming in the 0.1 w/v% xanthan gum solution. The red curve is the exponential fit of the distribution. (D)Distribution of the angular changes Δφ associated with reverse
and pause events, measured by tracking individual cells in a population of P. aeruginosa swimming in the 0.1 w/v% xanthan gum solution.

FIGURE 7 | (A) Absolute values of the shear rate | _γ| in the channel in a Newtonian (black) and non-Newtonian (red) fluid at mean shear rates S = 2.5 s−1 (left panel)
and S = 55 s−1 (right panel). The Newtonian profiles were calculated as S = -8yU/W2. The non-Newtonian profiles were calculated with CFD simulations modeling the
rheological behavior of xanthan gum 0.1 w/v%, as described in the Materials and Methods. (B) No-flow ambient viscosity η0 of xanthan gum 0.1 w/v% (solid black line)
and ambient viscosity profiles calculated with CFD simulations for S = 2.5 s−1 (solid red line) and S = 55 s−1 (dashed red line). (C) Concentration profiles B obtained
from the mathematical model with the Newtonian (black) and non-Newtonian (red) shear rate profiles reported in panel A at mean shear rates S = 2.5 s−1 (left panel) and
S = 55 s−1 (right panel). The numerical concentration profiles were obtained by modeling bacterial transport in a straight 50 cm-long channel, with bacterial swimming
velocity V=V0.1%. (D) The depletion index ID as a function of the mean shear rate S, measured from the numerical bacterial concentration calculated in the conditions
described in (C)
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fluid. We thus used the bacterial swimming parameters measured
in xanthan gum 0.1 w/v% at rest to simulate swimming bacteria in
the channel flow (Figure 6). In this case, the effect of the non-
Newtonian behavior of xanthan gum in flowwas accounted for by
the shear rate profile _γ, while bacterial swimming velocity V0.1% =
29.4 μm/s, transit time trun and distribution of Δϕ were kept
constant at the values measured in xanthan gum 0.1 w/v%
(Figures 7A,B). The comparison of the concentration profiles
B corresponding to the Newtonian and non-Newtonian _γ profiles
showed that cells are depleted from a wider region at the center of
the channel in the non-Newtonian case, both at S = 2.5 s−1 and S =
55 s−1 (Figure 7C). This effect is well captured by ID, whose peak
value is 25% higher in the non-Newtonian case (Figure 7D). This
observation indicates that the non-Newtonian shear-thinning
bulk behavior of the fluid promotes cell depletion, even when
its effect on the bacterial swimming behavior is not accounted for.

Since η(y) is dependent on the position across the channel
width and affects bacterial swimming (Figures 2, 6), in the second
model, we investigated the effect of η(y) on bacterial swimming by
including a dependence of V on position. To do so, we assumed
that the dependence of V(y) on η(y) is the same as the one
between V and η0 of xanthan gum solutions at different
concentrations in no-flow conditions (Materials and Methods).
Based on this assumption, we used the relation between V and
concentration c as determined in no-flow conditions (Figure 6;
Eq. 2), and combined it with the relation between c and η0 (Eq. 3).
This allowed us to expressV as a function of η0 (Eq. 4). According
to our assumption, by assuming that V(η0) and V(η) have the
same functional form, we combined Eq. 4 with the power law

describing η as a function of _γ and obtained an expression for
V( _γ). Finally, by numerically computing _γ(y), we obtained a
relation for V(y) (Eq. 5) (blue and red solid lines in Figure 8A).

The third model is intermediate between the previous ones. In
this case, we used the results from CFD simulations to calculate
ηS, defined as the average value of η(y) across the channel at the
average shear rate S. Next, we used Eq. 4 to compute the
corresponding bacterial swimming velocity V(ηS). V(ηS) is
constant across the channel but varies with S (blue and red
dashed lines in Figure 8A). We then simulated the bacterial
swimming using V(ηS), and the median value of trun and the
distribution of Δϕmeasured in xanthan gum 0.1 w/v% in no-flow
conditions.

The position-dependent swimming velocity V(y) displayed a
minimum at the channel centerline (red and blue solid lines in
Figure 8A), where | _γ| is minimum and η(y) is maximum
(Figure 7B). Overall, the variation of V(y) across the channel
width is no more than 10% of V0.1%. Similarly, V(ηS) was in the
range 32.5–33.2 μm/s, less than 13% higher than V0.1%. However,
the numerical results showed that the position-dependence of the
bacterial swimming velocity induced a small increase in B at the
centerline of the channel at S < 55 s−1 (blue, pink, and green solid
lines in Figure 8B). This feature was not observed in the
numerical simulations with constant bacterial swimming
velocities V0.1% and V(ηS). Besides the increase at the
centerline, the overall shape of B with V(y) did not display
any significant differences compared to the cases at V0.1% and
V(ηS) (solid and dashed line in Figure 8B). The values of ID
obtained for the V(y), V0.1% and V(ηS) cases are similar, while the

FIGURE 8 | (A)Bacterial swimming velocities V(y) (blue and red curve), V(ηS) (blue and red dashed lines) and V0.1% measured in a xanthan gum solution at 0.1 w/v%
(grey dashed lines). The velocities are reported for mean shear rates S = 2.5 s−1 (upper panel) and S = 55 s−1 (lower panel). (B) Concentration profiles B of P. aeruginosa
from experiments (symbols) and from the mathematical model (V(y) solid lines and V0.1% dashed lines) for mean shear rates S = 2.5 (blue), 5 s−1 (pink), S = 20 s−1 (green),
S = 55 s−1 (light blue) and 100 s−1 (red) in a xanthan gum solution at 0.1 w/v%. All the profiles were measured or computed at a distance D = 50 cm from the inlet
and normalized by the mean bacterial concentration in the no-flow case. The numerical concentration profiles were obtained by modeling bacterial transport in a straight
50 cm-long channel using two different descriptions for the bacterial swimming velocity (V(y) and V0.1%). (C) The depletion index ID as a function of the mean shear rate S,
measured from the experimental (squares) and numerical (V(y), filled circles; V(ηS), crosses; V0.1% empty circles) bacterial concentration profiles reported in (B)
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ID peak is shifted towards lower S in the case of constant bacterial
swimming velocities V0.1% and V(ηS) (Figure 8C).

The experimental B did not display the slight increase in B at
the centerline of the channel generated by the spatial dependence
of V(y) and showed a better agreement with the profiles obtained
at constant swimming velocity (Figure 8B). However, the overall
agreement between the experimental and numerical results was
satisfactory at shear rates S < 55 s−1, as shown by B and ID
(Figures 8B,C). In this case, ID showed a maximum at S ≈ 20 s−1,
resembling the buffer case both in the trend and the magnitude
(Figure 3B).

We also compared the run-reverse-pause and run-tumble
swimming patterns for the case V(y). In agreement with the
Newtonian case, we observed that, for run-reverse-pause
swimmers, B had the same peak values but different shapes at
high values of S (Figure 9A). As already suggested by the negligible
differences observed in the numerical results obtained with V0.1%

and V(ηS), a 10% difference in the bacterial swimming velocity did
not affect B (Figure 9B). This observation is consistent with the
Newtonian cases reported in Figure 6B.

DISCUSSION

How complex fluids may affect the motility of microorganisms
has been the subject of several experimental [4, 10–12] and
numerical [8, 11, 19] studies. On the other hand, the effect of
fluid flow on bacterial transport has been investigated only in
simple fluids, where a mechanistic explanation of the interplay
between cell motility and hydrodynamic shear resulting in the
shear-trapping of bacteria has been given [23–26, 29]. However,
the influence of a polymer fluid flow on bacterial transport
remained an understudied topic. Here, we focused on bacterial

transport in Newtonian and non-Newtonian polymer solutions
and showed three major differences from the case of transport in
water. First, the reduction of the bacterial swimming velocity V in
Newtonian polymer solutions reduces bacterial depletion from
the center of the channel. Second, it increases the distance D
required to reach the steady-state distribution across the channel.
Third, in the case of a non-Newtonian polymer solution in flow,
bacterial depletion from the center of the channel is not reduced,
even if the zero-shear viscosity of the fluid is much higher than
the one of water. In this case, our mathematical model only
captured the overall behavior of the bacterial transport. However,
due to the approximations made in the model, the proposed
investigation did not intend to be exhaustive. Instead, it aims at
proposing a possible simplified procedure to macroscopically
describe this complex problem.

The polymeric nature of the fluid plays a fundamental role in
determining the motility of bacteria in no-flow conditions. In the
case of P. aeruginosa swimming in Newtonian PVP 360 and non-
Newtonian xanthan gum solutions, the swimming pattern did not
change and could be described as run-reverse-pause in all the
tested fluids. Similarly, the shape of the distribution of swimming
velocities v and transit times trun remained the same. In contrast,
the mean swimming velocities V and the median of trun showed
significant changes, the extent of which depended on the type of
polymer and its concentration in solution. In our case, the
investigation in no-flow conditions was instrumental to
determine the parameters describing bacterial motility to be
used in the mathematical model of bacterial transport in flow.

In our study,V decreased at increasing polymer concentration,
both in the Newtonian and non-Newtonian cases. Our results are
consistent with recent work on Vibrio cholerae in PVP 360 with
concentrations ranging from 0.9 to 6.7 w/w% and 1.2 w/w%
mucin [7]. Conversely, previous studies performed with

FIGURE 9 | (A) Bacterial concentration profiles B numerically calculated according to the mathematical model for mean shear rates S = 5 s−1 (left), S = 20 s−1

(center) and S = 55 s−1 (right) in xanthan gum 0.1 w/v%, at a distanceD = 50 cm for swimmers with run-tumble (black) and run-reverse-pause (red) patterns. For the run-
tumble swimmers we used q = 9.4, V = 29.4, μms−1, andDR = 1.4 rad2 s−1 as in [29], while the run-reverse-pause swimmers were simulated with swimming velocity V(y),
as described in the Materials and Methods. (B) Bacterial concentration profiles B calculated according to the mathematical model for mean shear rates S = 5 s−1

(left), S = 20 s−1 (center) and S = 55 s−1 (right) in xanthan gum at 0.1 w/v%, for run-reverse-pause swimmers with swimming velocities of V(y), calculated according toEq.
5 (red), V = 0.9 V(y) (grey) and V = 1.1V(y) (blue).
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Escherichia coli [10] and P. aeruginosa [4] in PVP 360 showed an
increase in the velocity of the order of 10% at concentrations in
the range between 1—2 w/v %. Considering our modelling
results, a possible 10% variation in the mean swimming
velocity would not affect the transport properties in all the
investigated polymer fluids (Figures 5B, 9). Conversely, shear-
induced depletion was affected by the significant decrease of V in
the PVP 360 concentration range we tested, where our results on
motility are consistent with previous findings. Despite the drastic
reduction of cell motility with increasing concentration of
PVP360, we observe that the increase in transit time trun still
makes it possible to experimentally observe depletion at a
distance D = 50 cm from the inlet of the channel even for the
10 w/v% solution. In the non-Newtonian case, the xanthan gum
solution used in our study did not induce an enhancement of the
swimming velocity observed, for example, for E. coli in Methocel
[11] and in carboxy-methyl cellulose [12], but not for V. cholerae
in mucin [7]. Given the complex interplay between flagellar
motility and rheology of polymer fluids [11, 19], the
differences in the observations could be attributed to the
particular bacterium and polymer we chose.

The mathematical model accounts for the change in viscosity
and bacterial motility of the different solutions. However, it does
not account for the microscopic structure of the polymeric fluids,
the possible structural changes caused by the shear flow, and the
consequent impact they would have on bacterial motility. The
discrepancies between the concentration profiles B obtained with
the experiments and the numerical simulations at high shear rates
and high concentrations in PVP 360 and at high shear rates in the
xanthan gum solution could be explained in light of the shear-
induced structural rearrangements of the suspending fluid at the
microscale. In these cases, the bulk rheological behavior may not be
sufficient to fully capture the complex interplay between bacterial
motility and the polymeric fluid structure described in [11, 19].
However, our simplifiedmodel was able to describe the overall trend
of the shear-induced depletion, indicating that the rheology of the
fluid and a realistic description of the bacterial swimming pattern are
the most important factors driving bacterial transport in flow.

Interestingly, although the viscosity of PVP 360 5 w/v% (η =
38 mPa s, Figure 1B) is significantly lower than the zero-shear
viscosity of the xanthan gum solution (η0 = 160 mPa s,
Figure 1C), the shear-induced depletion was consistently
lower in the Newtonian PVP 360 case. In the non-Newtonian
case, the similarity between the experimental and the numerical B
profiles obtained at constant bacterial swimming velocity (V0.1%

andV(ηS)) suggests that two main factors contribute to the strong
depletion observed in the non-Newtonian case: the high value of
the bacterial swimming velocity V (Figure 6A) and the non-
Newtonian shear rate profile _γ (Figure 7). In xanthan gum 0.1
w/v% solution, V0.1% is reduced by only 15% with respect to the
buffer, while in PVP 360 5 w/v%, the reduction is of about 80%,
even if the η0 of xanthan gum 0.1 w/v% is 4 times higher than the
viscosity of PVP 360 5 w/v%. The high value of V in the xanthan
gum solution could be attributed to the local shear-thinning
performed by the bacterial flagella. Moreover, since the
concentration profiles B obtained by simulations at constant V
are in good agreement with the experiments, at least at low

average shear rates S, we hypothesize that the local shear-thinning
induced by the bacterial swimming is not deeply affected by the
local flow conditions. The slight increase in B at the centerline of
the channel—resulting from the numerical simulation at V(y)—is
not observed in the experiments. Since the variation of η(y) in the
channel is appreciable over few tens of microns, this length scale
may be too similar to the length of a bacterium (including the
flagellum) to appreciably affect the bacterial swimming speed. At
higher shear rates, more complex interactions between flagella
and the fluid or changes in the fluid structure [11] may lead to the
observed discrepancies.

Given the impact of shear-induced depletion on surface
colonization [23, 29] and bacterial chemotaxis [23, 26], our
findings could have substantial medical and technological
implications. For example, the respiratory, gastrointestinal, and
reproductive tracts of animals are covered in mucus [1], a
complex polymer fluid which is continuously stirred by ciliary
motion. In these systems, a realistic description of bacterial
transport and surface colonization would require to take into
account the interplay between shear rate, cell motility and fluid
rheology. By describing two prototypical cases, we hope to raise
the interest of the community and foster further investigation in
more complex scenarios, contributing to the creation of a more
accurate description of bacterial transport in polymer solutions.
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Biolocomotion and Premelting in Ice
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Biota are found in glaciers, ice sheets and permafrost. Ice bound micro-organisms evolve
in a complex mobile environment facilitated or hindered by a range of bulk and surface
interactions. When a particle is embedded in a host solid near its bulk melting temperature,
a melted film forms at the surface of the particle in a process known as interfacial
premelting. Under a temperature gradient, the particle is driven by a thermomolecular
pressure gradient toward regions of higher temperatures in a process called thermal
regelation. When the host solid is ice and the particles are biota, thriving in their
environment requires the development of strategies, such as producing exopolymeric
substances (EPS) and antifreeze glycoproteins (AFP) that enhance the interfacial water.
Therefore, thermal regelation is enhanced and modified by a process we term bio-
enhanced premelting. Additionally, the motion of bioparticles is influenced by chemical
gradients influenced by nutrients within the icy host body. We show how the overall
trajectory of bioparticles is controlled by a competition between thermal regelation and
directed biolocomotion. By re-casting this class of regelation phenomena in the stochastic
framework of active Ornstein-Uhlenbeck dynamics, and using multiple scales analysis, we
find that for an attractive (repulsive) nutrient source, that thermal regelation is enhanced
(suppressed) by biolocomotion. This phenomena is important in astrobiology, the
biosignatures of extremophiles and in terrestrial paleoclimatology.

Keywords: bioparticles, premelting, biolocomotion, active matter, Ornstein-Uhlenbeck process, extremophiles

INTRODUCTION

Ice sheets are an essential reservoir of information on past climate and they contain an important
record of micro-organisms on Earth, recording ice microbes and their viruses over long periods [1,
2]. In these extreme environments, the abundance of virus is well correlated with bacterial
abundance, but is 10–100 times lower than in temperate aquatic ecosystems [3]. Even in these
harsh conditions, the virus infection rate is relatively high [4], leading to the expectation of low long-
term survival rates. However, recent studies have shown that some viruses develop survival strategies
to maintain a long-term relationship with their hosts [4, 5], possibly up to thousands of years [6]. For
example, viruses such as bacteriophages can switch to a lysogenic life strategy enabling them to
replicate and maintain themselves in the bacterial population without lysis over multiple generations
[4]. Moreover, among these viruses some can provide immunity to their hosts against other viruses
[4, 7], or manipulate their metabolism to facilitate nutrient acquisition by affecting motility genes [6].
Indeed, motile biota are found to be active in ice for substantial periods. For example, recently a
30,000 year old giant virus Pithovirus sibericum was found in permafrost along with microbes and
nematodes, and viable bacteria have been found in 750,000 year old glacial ice. Basal ice often
contains subglacial debris and sediment, which serve as a source of nutrients and organic matter,
providing a habitat for micro-organisms adapted to subfreezing conditions [8, 9]. Additionally, the
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microbiomes of sediment rich basal ices are distinct from those
found in glacial ice and are equivalent to those found in
permafrost [8], expanding the nature of subfreezing habitats.

Ice cores provide the highest resolution records of past climate
states [10–15]. Of particular relevance to our study is their role as
a refuge for micro-organisms, from the recent past [16, 17] to
millennia [18–20]. Ice microbes are taxonomically diverse and
have a wide range of taxonomic relatives [9, 19, 21–23]. Common
algae taxa are centric and pennate diatoms, dinoflagellates and
flagellates [24–26], whereas common bacterial taxa are
pseudomonadota, actinobacteria, firmicutes and bacteroidetes
[6, 27]. Many of these microbes have different motility
mechanisms [28, 29] from swimming (e.g., Chlamydomonas
nivalis [30] or Methylobacterium [6, 31, 32]) to gliding (e.g.,
diatoms [33, 34] or Bacillus subtilis [19, 35]), which can be used to
assess their locomotion. Examples of biological proxies include
diatoms [36] and bacteria colonies [37, 38], reflecting a unique
range of physical-biological interactions in the climate system.
Therefore, understanding the relationship between the evolution
of ice bound micro-organisms and proxy dating methods is a key
aspect of understanding the covariation of life and climate.

Finally, such understanding is essential for the study of
extraterrestrial life. In our own solar system, despite the debate
regarding the existence of bulk water on Mars [39], thin water
films, such as those studied here, hold the most potential for
harboring life under extreme conditions. Indeed, lipids, nucleic
acids, and amino acids influenced by active motility may serve as
biosignatures of extra terrestial life. Combining measurements of
diffusivity-characterized-motility [40, 41] with bioparticle
distribution observed on Earth, provides crucial information
for development of new instrumentation to detect the presence
of extra terrestrial life [41, 42]. Indeed, recently micro-organisms
trapped in primary fluid inclusions in halite for millions of years
have been discovered [43], providing promise for both terrestrial
and extraterrestrial biosignature detection.

When a particle is embedded in ice near the bulk melting
temperature, the ice may melt at the particle-ice surface in a
process known as interfacial premelting [44]. The thickness of the
melt film depends on the temperature, impurities, material
properties and geometry. A temperature gradient is
accompanied by a thermomolecular pressure gradient that
drives the interfacial liquid from high to low temperatures,
and hence the particle migrates from low to high temperatures
in a process called thermal regelation [44–48]. Thermal regelation
of inert particles plays a major role in the redistribution of
material inside of ice, which has important environmental and
composite materials implications [44–48]. Moreover, surface
properties are central to the fact that extremophile organisms
in Earth’s cryosphere–glaciers, sea ice and permafrost–develop
strategies to persist in challenging environments. Indeed, many
biological organisms secrete exopolymeric substance (EPS) [49]
or harness antifreeze glycoproteins (AFP) [50, 51] to maintain
interfacial liquidity. For example, sea ice houses an array of algae
and bacteria, some of which produce EPS to protect them at low
temperature and high salinity [52, 53]. Additionally, the
enhanced liquidity associated with high concentrations of EPS

alters the physical properties of sea ice and thereby play a role in
climate change [54, 55].

In bulk solution, active particles act as simple microscopic
models for living systems and are particularly accurate at
mimicking the propulsion of bacteria or algae [56–60]. By
converting energy to motion using biological, chemical, or
physical processes, they exhibit rich collective emergent
motion from ostensibly simple rules [61, 62]. Algae and
bacteria operate in complex geometries and translate
environmental conditions into microscopic information that
guides their behavior. Examples of such information include
quorum sensing (e.g., particle population density), used by
bacteria to regulate biofilm formation, defense against
competitors and adapt to changing environments [63–65];
chemotaxis (e.g., concentration gradients of nutrients), used
by algae/bacteria to direct their motion toward higher
concentrations of beneficial, or lower concentrations of toxic,
chemicals [66–70]. It is important to emphasize that factors
such as surface adhesion, salinity, the segregation of impurities
of all types from the ice lattice, among other factors [67, 69, 71,
72], make our treatment of chemotaxis a simplified starting
point. However, field samples and laboratory experiments have
shown that cell motility is influenced by chemotaxis at low
temperature [40, 73, 74]. Thus, although there are many
complicated interactions that provide scope for future work,
the basic role of chemotaxis in the distribution of biota in ice
must start with a self-consistent framework, which is the focus
of our work.

The confluence of thermal regelation, bio-enhanced
premelting and intrinsic mobility underlie our study. Indeed,
intrinsic mobility and chemotaxis may compete with thermal
regelation, which constitutes a new area of research–ice bound
active particles in premelting ice, as illustrated in Figure 1.
Moreover, including micro-organism protection mechanisms
that enhance interfacial liquidity, such as the secretion of EPS,

FIGURE 1 | Schematic of few active particles embedded in ice under an
external temperature gradient ∇T along the ~z-axis. The nutrient source is
shown by the purple gradient. The external temperature gradient induces a
drift velocity, and particles move toward regions of higher temperature, in
a process known as thermal regelation (black arrow). An additional drift
velocity is associated with particle motion towards higher concentration of
nutrients (black dotted arrow). Thus, depending on a particle’s position, and
the background temperature and nutrient gradients, these two drift effects
can compete or amplify each other.
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constitute a unique class of regelation phenomena. Finally,
treating this corpus of processes quantitatively is particularly
relevant for climatology and the global carbon cycle [75, 76].

Our framework is the active Ornstein-Uhlenbeck particle
(AOUP) [77–83]. The active force is governed by an Ornstein-
Uhlenbeck process with magnitude ~Da, which is the active
diffusivity. This force can be compared to a colored noise process
[79, 84]. In addition to the active diffusivity, the AOUP is
characterized by a time τa, which defines the noise persistence,
fromwhich the system switches from a ballistic to a diffusive regime.
The active diffusivity ~Da and characteristic time τa can be measured
experimentally [85–87]. The AOUP has been shown to provide
accurate predictions for a range of complex phenomena [78, 80, 81,
88], and is theoretically advantageous due to its Gaussian nature
[79]. These issues motivate our use of the AOUP model framework
to describe the motion of active particles in ice under an external
temperature gradient with a nutrient source. We analyze these
particles in three dimensions using a multiple scale expansion to
derive the associated Fokker-Planck equation.

The paper is organized as follows. In order to make our
treatment reasonably self-contained we note that we are
generalizing our previous approach [48, 89], which we recover
in the appropriate limit. Thus, in §2 we introduce the active
Ornstein-Uhlenbeck model for bio-premelted particles and in §3
we derive the associated Fokker-Planck equation using a multiple
scale expansion. We then compare our analytic and numerical
solutions after which, in §4, we draw conclusions.

METHODS

Thermal regelation is understood as a consequence of the
premelted film around a particle, originally treated as inert,
that 1) executes diffusive motion in the ice column with
diffusivity ~D(~z)I, where I is the identity matrix, and 2)
experiences a drift velocity ~v(~z) � U(~z)~̂z parallel to the
temperature gradient [48]. Therefore, regelation biases the
motion of an active particle by the drift velocity U(~z)~̂z.

For inert particles with a sufficiently large number of moles of
electrolyte impurities per unit area of surface, Ni, the premelted
film thickness d ∝ Ni [48, 90]. However, the production of EPS/
AFP enhances liquidity at the ice surface by increasing the
impurity concentration [9, 54, 72, 91], which we treat here
using an enhancement factor as N = nNi, which gives

d � RgT
2
m N

ρlqmΔT
, (1)

where the universal gas constant is Rg, the latent heat of fusion per
mole of the solid is qm, the molar density of the liquid is ρl, the
undercooling is ΔT = Tm − T with Tm = 273.15K the pure bulk
melting temperature and T the temperature of ice.

The velocity and premelting-controlled diffusivity are given by

U ~z( ) � −A3

A3
2

1

~z3
and (2)

~D ~z( ) � RgTmN( )3
8π]R4A3

2

kBTm

~z3
, (3)

respectively, where A2 � ρlqm
|∇T|
Tm

and A3 � ρsqm|∇T|(RgTmN)3
6]RTm

,
with |∇T| the external temperature gradient. The viscosity of
the fluid is ], the particle radius is R and kB is the Boltzmann
constant. Here, ρsqm ~ 334 × 106 J m−3 [48]. The evolution of the
particle position ~r � (~r1, ~r2, ~r3) � (~x, ~y, ~z) and its activity are
described by two overdamped Langevin equations.

d

d~t
~r ~t( ) � βD∇~r

~C ~r,~t( ) + ����
2 ~Da

√
~η + ~v ~z( ) +

������
2 ~D ~z( )

√
ξp ~t( ) and

(4)
d

d~t
~η ~t( ) � − 1

τa
~η ~t( ) + 1

τa
ξa ~t( ). (5)

The first term on the right-hand side of Eq. 4 treats the chemotaxis
response, representing the effect of the nutrient source of
concentration ~C on the particle dynamics, where βD is the
chemotactic strength [92–95], which we treat as a constant
determined by the parameters in our system. We note, however,
that the transport properties of sea- and glacial-ice depend on their
unique phase fraction evolution [96–99], which would clearly
influence the effective–porosity dependent βD. In the ideal case,
wherein the nutrient source is isotropic and purely diffusive, we have

z

z~t
~C ~r,~t( ) � ~Dch∇

2
~r
~C ~r,~t( ), (6)

where ~Dch is the nutrient diffusivity. The activity, or self-
propulsion, is given by the term

����
2 ~Da

√
~η in Eq. 4, with ~Da the

active diffusivity. The latter represents the active fluctuations of
the system, such as those originating in particular processes
described in Refs. [100–103]. Nutrient sources, such as
dissolved silica, oxygen, nitrogen and methane, play a vital
role in the life of ice-bound micro-organisms, such as algae
and bacteria [104–109]. Here we assume that ~Dch > ~Da,
consistent with [110–112], and ~Dch > ~D(~z). The function ~η �
(~η1, ~η2, ~η3) is described by an Ornstein-Uhlenbeck process, with
correlations given by

〈η̃i ~t′( )η̃j ~t( )〉 � δij
2τa

e−
|~t′−~t|
τa , (7)

where τa is the noise persistence as noted above. In the small τa
limit, ~η reduces to Gaussian white noise with correlations
〈~ηi(t′)~ηj(t)〉 � δijδ(~t′ − ~t). In contrast, ~η does not reduce to
Gaussian white noise when τa is finite, and Eq. 4 does not reach
equilibrium. Hence, τa controls the non-equilibrium properties of
the dynamics [79, 80]. Finally, the random fluctuations in Eqs 4, 5
are given by zero mean Gaussian white noise processes
〈ξpi

(~t′)ξpj
(~t)〉 � δijδ(~t′ − ~t) and 〈ξai(~t′)ξaj(~t)〉 � δijδ(~t′ − ~t).

The Langevin Eqs 4, 5, allow us to express the probability of
finding a particle at the position ~r � (~r1, ~r2, ~r3) � (~x, ~y, ~z) at a
given time ~t through the Fokker-Planck equation, which
describes the evolution of the probability density function
P(~r, ~η,~t|~r0, ~η0,~t0), with the initial condition
P(~r, ~η,~t � ~t0|~r0, ~η0,~t0) � δ(~r − ~r0)δ(~η − ~η0). To simplify the
notation, we write the conditional probability as
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P(~r, ~η,~t|~r0, ~η0,~t0) ≡ P(~r, ~η,~t) and eventually arrive at the
following system of coupled equations

z

z~t
P ~r, ~η,~t( ) � −βD∇~r · P ~r, ~η,~t( )∇~r

~C ~r,~t( )[ ]
− z

z~r3
~v ~r3( )P ~r, ~η,~t( )[ ] − ����

2 ~Da

√
~η · ∇~rP ~r, ~η,~t( )

+∇2
~r
~D ~r3( )P ~r, ~η,~t( )[ ]

+ 1
τa
∇~η · ~ηP ~r, ~η,~t( )[ ] + 1

2τ2a
∇2

~η
P ~r, ~η,~t( ) and

(8)
z

z~t
~C ~r,~t( ) � ~Dch∇

2
~r
~C ~r,~t( ). (9)

Equations 8, 9 describe the space-time evolution of the
probability of finding a particle and the concentration of
nutrients respectively, akin to those of [77, 79, 94], but
including the effects of thermal regelation discussed above.
Both equations contain microscopic and macroscopic scales.
The regime of interest is the long time behavior, computed by
deriving the effective macroscopic dynamics as described next.

RESULTS

Method of Multiple Scales
The macroscopic length characterizing the heat flux is

L � Tm

|∇T|. (10)

The particle scale l is such that l≪ L, and hence their ratio defines
a small parameter ϵ

ϵ � l

L
. (11)

We use the microscopic length l and a characteristic time τ,
determined a posteriori, and introduce the following
dimensionless variables

η � ��
τa

√
~η, r � ~r

l
, t � ~t

τ
, v � ~v

u
, va � ~va

vac
, D � ~D

Dc
,

Dch �
~Dch

Dn
and C �

~C
ch
, (12)

where ~va �
���
2 ~Da
τa

√
[113, 114], vac is the characteristic active

velocity, u and Dc are the characteristic values of the
regelation velocity and the premelting enhanced diffusivity
respectively, and Dn and ch are the characteristic values of the
diffusivity and nutrient concentration respectively. With these
scalings, Eqs 8, 9, become

Pl
z

zt
P � −βD

ch
Dc

∇r · P∇rC[ ] − Pe
z

zr3
vP[ ] − Pavaη · ∇rP

+∇2
r DP[ ] + PA∇η · ηP[ ] + 1

2
PA∇

2
ηP (13)

and (14)

Pch
z

zt
C � Dch∇

2
rC, (15)

in which we have the following dimensionless numbers,

Pe � ul

Dc
, Pa � vacl

Dc
, Pl � l2

Dcτ
, PA � l2

Dcτa
andPch � l2

Dnτ
. (16)

We identify four characteristic time scales: tdiffl � l2/Dc,
tadvl � l/u, tdiffL � L2/Dc and tadvL � L/u, associated with
“microscopic” diffusion and advection on the particle scale, l,
and “macroscopic” diffusion and advection over the thermal
length scale, L. Nutrient and premelting enhanced diffusivity are
taken to operate on the same time scale; tdiffnl,L ~ tdiffl,L . The Péclet
number represents the ratio of the characteristic time for
diffusion to that of advection, and those associated with
regelation and activity are Pe and Pa respectively, and can be
defined over both length scales,

Pe � tdiffl

tadvl

and PL
e �

tdiffL

tadvL

. (17)

The temperature gradient across the entire system drives thermal
regelation and hence advection dominates on the macroscopic
scale, so that PL

e � O(1/ϵ), or equivalently, tadvL � ϵtdiffL ~ ϵtdiffnL .
Whence, Pe � O(1), or equivalently, tadvl � tdiffl ~ tdiffnl . On the
macroscopic scale PL

e becomes large, as ϵ tends to zero, and thus
we use the macroscopic advection time τ � tadvL as our
characteristic time, so that Péclet numbers based on L are
O(1/ϵ) and those based on l are O(ϵ). In consequence, Eqs
13, 15 become leading to PL � O(1/ϵ) and Pl � O(ϵ), as well as
Pch
L � O(1/ϵ) and Pch

l � O(ϵ). The system of Fokker-Planck
equations, Eqs 13–15, becomes

ϵ z

zt
P � −βD

ch
Dc

∇r · P∇rc[ ] − z

zr3
vP[ ] − Pavaη · ∇rP

+∇2
r DP[ ] + PA∇η · ηP[ ] + 1

2
PA∇

2
ηP and

(18)

ϵ z

zt
C � Dch∇

2
rC. (19)

Now, we let R � ~r/L describe the macroscopic length scale, and
T � ~t/tadvl describe the microscopic time scale, leading to the
following stretching of the microscopic scales;

r � 1
ϵ R and T � 1

ϵ t. (20)

Next, we use a power series ansatz for the state variables,

P � P0 + ϵP1 + ϵ2P2 + h.o.t. and (21)
C � C0 + ϵC1 + ϵ2C + h.o.t., (22)

to derive a system of equations at each order in ϵ [115], which for
the concentration of nutrients, Eq. 19, are

O ϵ0( ): Dch∇
2
rC0 � 0, (23)

O ϵ1( ): Dch∇
2
rC1 � z

zT
C0 − 2Dch∇r · ∇RC0 and (24)
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O ϵ2( ): Dch∇
2
rC2 � z

zT
C1 + z

zt
C0 − 2Dch∇r · ∇RC1 −Dch∇

2
RC0,

(25)
shown to second order. We take the approach described in [116,
117] to solve Eqs 23–25. We integrate by parts over the
microscale variables r and use the periodic boundary
conditions to obtain the so-called weak formulation [118] of
the leading order Eq. 23, the solution of which relies on the
following product ansatz

C0 r,R, T, t( ) � ζ r( )c0 R, T, t( ). (26)
The existence and uniqueness of C0 is ensured using the Lax-
Milgram theorem [118], also known as the solvability condition
or the Fredholm alternative [116]. Thus, C0 is constant over
C0(r,R, T, t) � C0(R, T, t). The solvability condition for the
equation at O(ϵ) is

∫ dr ζ
z

zT
c0( ) � 0, (27)

from which we find that c0 is stationary over T, leading to
C0(R, T, t) � C0(R, t) and C1(R, T, t) � C1(R, t). Substituting C1
into the O(ϵ2) Eq. 25 and using the solvability condition, gives
nutrient diffusion on the macroscale as

z

zt
c0 � Dch∇

2
Rc

0, (28)

showing that, as expected, the homogenization procedure is
consistent with the well-known self-similar behavior of
diffusion [119]. The order by order equations for the
probability density function described by Eq. 18 are simplified
by the observation that C0 and C1 do not depend on r, and C0 only
contributes at order O(ϵ2), and hence we obtain

O ϵ0( ): LP0 � 0, (29)
O ϵ1( ): LP1 � z

zT
P0 + βD

ch
Dc

∇r · P0∇RC
0[ ] + z

zR3
vP0[ ] + Pavaη · ∇RP

0

−2∇r · ∇R DP0[ ], and

(30)
O ϵ2( ): LP2 � z

zT
P1 + z

zt
P0 + βD

ch
Dc

∇r · P1∇RC
1[ ] + ∇r · P0∇RC

0[ ] + ∇R · P0∇RC0[ ]{ }
+ z

zR3
vP1[ ] + Pavaη · ∇RP

1 − 2∇r · ∇R DP1[ ] − ∇2
R DP0[ ],

(31)

where L � M +Q, with M � − z
zr3

v − Pavaη · ∇r + ∇2
rD, and

Q � PA∇η · η + PA
2 ∇

2
η.

Finally, as shown in Supplementary Material Section S1, upon
substitution of P1 into Eq. 31 and using the solvability condition,
we obtain the effective macroscopic dynamics as

z

z~t
ρ � −βD∇~r · ρ∇~r~c[ ] − z

z~z
~vρ[ ] + ∇2

~r
~Da + ~D( )ρ[ ] and (32)

z

z~t
~c � ~Dch∇

2
~r
~c, (33)

which are the dimensional forms of Eqs 31, 28 respectively. These
capture the long time behavior wherein the active force is treated

through the effective diffusivity, which is enhanced by thermal
regelation, consistent with our previous work [89] and that in
active matter systems generally [57, 78, 85].

Equations 32, 33 can be mapped onto the well-known
Keller–Segel equations for chemotaxis [93–95, 120], where ρ is
the cell density and the sign of βD determines whether a cell is
attracted or repelled by the nutrient. Finally, when nutrients are
neglected, βD = 0, we recover our previous results [48,
89].Although Eq. 32 has an analytical solution in the large
Péclet number limit, which previously allowed us to study the
effect of the activity ([48, 89] or Supplementary Material Section
S2), here we fix the activity and focus on the competition between
thermal regelation and bio-locomotion that require solving Eqs
32, 33 numerically. We show dimensional results because of our
specific interest in these processes in ice.

In the absence of nutrients, βD = 0, Figure 2 shows how the
distribution of bio-particles parallel to the temperature gradient
(the ~z-axis) is influenced by EPS/AFP production, which is
modeled as a surface colligative effect. Namely, with Ni =
50μMm−2 and four biological enhancement factors n ∈ {1, 2,
3, 4}. The active diffusivity is ~Da � 100 ~D and the particle radius is
R = 9.0, ×, 10−6 m.

Figure 3 shows the evolution of the nutrient concentration
along the ~z-axis computed from Eq. 33, at ~x � ~y � 0. The
nutrients are centered at ~z0 � 55m at ~t � 0 and we use a
nutrient diffusivity of ~Dch � 10−10m2s−1 [121–124].

In order to study the effect of nutrients on bio-locomotion, we
fix the interfacial concentration of impurities and vary the
chemotaxis strength βD, where nutrients either attract (βD > 0)

FIGURE 2 | Consequences of bio-enhanced premelting in the absence
of nutrients (βD = 0). The evolution of the probability density along the ~z-axis,
computed from Eq. 32 with Ni = 50μM m−2 and four biological enhancement
factors n ∈ {1, 2, 3, 4}, where N = nNi. The probability density is shown at
~x � ~y � 0 and at time ~t � 300 years. The analytic solution (solid lines), (see
Supplementary Material Section S2), is compared with the numerical
solution (dots) of Eq. 32. The particle radius is R = 9.0, ×, 10−6 m.
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or repel (βD < 0) the bio-particles. Because we are interested in the
situation wherein the effects of chemotaxis compete with
regelation, this constrains the magnitude of βD as follows. We
ask for what order of magnitude of βD are the typical chemotactic
speeds approximately the same as the regelation velocity in Eq. 4.

Figure 3 shows the Gaussian solution of the concentration field,
with a flux that becomes arbitrarily small at long times,
dominated by the algebraic contribution to
∇~r

~C(~r,~t)∝xt−3/2 exp(−x2

t ) ~ xt−3/2. For the parameters studied
here, the regelation speeds are 10−12 − 10−10m s−1 [48, 89], and
hence we capture this same range in βD∇~r

~C(~r,~t), with |βD| =
10−10 m2M−1s−1, which is realized across a large time span
wherein ∇~r

~C(~r,~t) varies by several orders of magnitude. This
is also reflected in the dimensionless ratio βD

ch
Dc
in Eq. 13. Namely,

for micron to nm scale premelted films surrounding micron sized
particles Dc ranges from about 10−14 − 10−13 m2s−1, and the
nutrient concentration over relevant time scales has mean values
ranging over 10−3 − 10−2 M. Therefore, βD

ch
Dc

ranges from 1 to 100
and hence chemotaxis is on a similar footing to regelation under
these circumstances. For all cases considered here we use βD =
±10−10 m2M−1s−1 for attractive/repulsive chemotaxis.

For attractive chemotaxis (βD > 0), we show in Figure 4A the
dependence of ρ(~r,~t) along the ~z-axis parallel to the temperature
gradient and at ~x � ~y � 0, with the concentration of nutrients
centered at ~z � 55m. For the same conditions in the absence of
chemotaxis, the net displacement from low to high temperatures
due to regelation is approximately 10 m [89]. We see here the
chemo-attractive modulation of ρ(~r,~t) during this displacement,
which “pulls up” the high temperature (low ~z) tail towards the
lower temperature (large ~z) but higher concentration regions
centered at ~z � 55m. The associated asymmetry depletes/attracts
the low temperature regions at larger ~z and concentrates the high
temperature regions at smaller ~z, and is reflected in the evolution
towards a sigmoidal region transecting the source at ~z � 55m. As
the maximum of ρ(~r,~t) advects through the source region it first
sharpens, due to the chemo-attraction from the source “behind” it

FIGURE 3 | Evolution of the nutrient concentration (in units of M, or
mol m−3) along the ~z-axis, computed from Eq. 33, at ~x � ~y � 0. At ~t � 0, the
nutrient concentration is centered at ~z0 � 55m and the nutrient diffusivity is
~Dch � 10−10m2s−1.

FIGURE 4 | Effect of nutrients on the particle dynamics. Evolution of the probability density function along the ~z-axis, at ~x � ~y � 0, for two values of the chemotaxis
strength βD (A) βD = 10−10 m2M−1s−1 > 0 (attractive) and (B) βD = −10−10 m2M−1s−1 < 0 (repulsive). At~t � 0 the distribution is centered at ~z0 � 60m. The solution of Eq. 32
is computed using a finite difference method. The particle radius is R = 10−6 m, the concentration of impurities is N = 100μM m−2, the temperature gradient is |∇T| =
0.1K m−1 and the active diffusivity is ~Da � 100~D.
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at ~z � 55m, and then begins to spread out again because of the
decay in the chemotactic gradient in time as seen in Figure 3 and
discussed above.

For repulsive chemotaxis (βD < 0), we see in Figure 4B the broad
sharpening of the initial distribution in the lower temperature (large
~z) regions as it regelates/advects into the diffuse repulsive tail
of nutrient field to the right of the source region centered at
~z � 55m. However, because the initial high temperature (small ~z)
tail of ρ(~r,~t) interacts with the nutrient source region at ~z � 55m,
chemo-repulsion quickly drives particles towards high temperature
(small ~z) regions, and is clearly reflected in the creation of a local
maximum. This maximum advects towards high temperature with a
decaying amplitude and width due to the decay in the chemotactic
gradient in time as seen in Figure 3.

In Figure 5, we show the combined effects of EPS/AFP surface
enhancement of impurities in the absence of chemotaxis (βD = 0),
as shown in Figure 2, and the influence of chemotaxis on particle
dynamics for fixed surface impurities, as shown in Figure 4. As
we vary the surface concentration of impurities we observe the
same basic features as described in Figures 2, 4 and hence the
same physical description applies in their interpretation. Namely,
regardless of whether chemo-attraction or chemo-repulsion is
operative, if the interfacial concentration of impurities N is
sufficiently large then the interfacial film thicknesses are
sufficiently thick that thermal regelation dominates the
evolution of ρ(~r,~t). As the interfacial concentration of
impurities N decreases chemotaxis exerts more control on the
distribution, and the basic dynamics are the same as described in
Figure 4. Because the magnitude of βD is fixed, and the
characteristic concentration ch is 10−2 M, this N-dependence is
simply assessed as discussed above, in terms of the dimensionless
ratio βD

ch
Dc

in Eq. 13. Namely, the numerator is fixed, but as N

increases so too is the film thickness d through Eq. 1, and sinceDc

∝ d3 [47], then βD
ch
Dc

decreases as N−3, and the balance between
chemotaxis control of the distribution gives way to regelation
control. The corpus of effects studied here are reflected in this
basic balance and shown in Figures 2, 4, 5.

CONCLUSION

Micro-organisms in ice exhibit complex processes to persist and
evolve in their harsh environments. They have developed different
survival strategies, such as producing exopolymeric substances or
antifreeze glycoproteins, and directing theirmotion toward nutrients
or away fromwaste [34, 69, 125, 126].We havemodeled suchmicro-
organisms using active Ornstein-Uhlenbeck particles subject to
thermal regelation and biolocomotion in three dimensions.
Firstly, we used a multi-scale expansion to derive the relevant
coupled Fokker-Planck and diffusion Eqs 32, 33. Secondly, when
nutrients are neglected, and the chemotactic strength βD = 0, we
model the bio-production of surface chemicals, such as
exopolymeric substances or antifreeze glycoproteins, as a surface
colligative effect, and find that the associated bio-enhanced thermal
regelation can dominate the distribution of particles in ice.
Consistent with previous results [89], in a large Péclet number
limit analytical solutions for the particle distributions are possible,
and are consistent with the numerical solutions as shown in
Figure 2. Thirdly, we studied the competition between thermal
regelation and biolocomotion, as function of the chemotaxis
strength βD, the interplay between which is shown in Figures 4,
5. The relative importance of chemo-attraction and chemo-
repulsion to thermal regelation is captured by the dimensionless
ratio βD

ch
Dc
. When this ratio is large we find a complex modulation of

FIGURE 5 | The combined effects of the surface concentration of impurities and nutrients. The probability density function along the ~z-axis, at ~x � ~y � 0 and at
~t � 300years, for (A) attractive (βD = 10−10 m2M−1s−1) and (B) repulsive (βD = −10−10 m2M−1s−1) chemotaxis, for different surface concentration of impurities N,
computed from Eqs 32, 33 using a finite difference method. The particle radius is R = 10−6 m, the temperature gradient is |∇T| = 0.1K m−1 and the active diffusivity is
~Da � 100~D. The nutrient source is centered at ~z = 55 m.
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regelation by chemotaxis, and when small, due to increased surface
impurity concentration, leads to regelation dominated redistribution
of particles. We note, however, that we have not treated the process
wherein nutrients themselves have a colligative effect, which would
introduce a particularly complex spatio-temporal dynamics.

Finally, we describe settings to which our analysis is applicable.
It is of general interest to understand how particles in ice migrate
in response to environmental forcing, as they are used as proxy to
infer past climate [14, 127, 128]. Moreover, bioparticles in ice
migrate in response to environmental forcing, and micro-
organisms play an important role in climate change
[129–131]. For example, an increase in temperature activates
algae/bacteria trapped in ice, producing chemicals that increase
their mobility [131]. Indeed, an increase in algae/bacteria
decreases the albedo of the ice [132–134], thereby enhancing
melting. Finally, understanding the distribution and viability of
bioparticles in partially frozen media on Earth [135, 136] is
essential in astrobiology [41, 42, 137].
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Soft Ionics: Governing Physics and
State of Technologies
Max Tepermeister1, Nikola Bosnjak1, Jinyue Dai1, Xinyue Zhang2, Samuel M. Kielar2,
Zhongtong Wang1, Zhiting Tian1, Jin Suntivich2 and Meredith N. Silberstein1*

1Sibley School of Mechanical and Aerospace Engineering, Cornell University, Ithaca, NY, United States, 2Department of Materials
Science and Engineering, Cornell University, Ithaca, NY, United States

Soft ionic materials combine charged mobile species and tailored polymer structures in a
manner that enables a wide array of functional devices. Traditional metal and silicon
electronics are limited to two charge carriers: electrons and holes. Ionic devices hold the
promise of using the wide range of chemical and molecular properties of mobile ions and
polymer functional groups to enable flexible conductors, chemically specific sensors, bio-
compatible interfaces, and deformable digital or analog signal processors. Stand alone
ionic devices would need to have five key capabilities: signal transmission, energy
conversion/harvesting, sensing, actuation, and signal processing. With the great
promise of ionically-conducting materials and ionic devices, there are several fields
working independently on pieces of the puzzle. These fields range from waste-water
treatment research to soft robotics and bio-interface research. In this review, we first
present the underlying physical principles that govern the behavior of soft ionic materials
and devices. We then discuss the progress that has been made on each of the potential
device components, bringing together findings from a range of research fields, and
conclude with discussion of opportunities for future research.

Keywords: polyelectrolyte, ionomer, ionotronics, soft robotics, electrochemistry, polymer, circuits

1 INTRODUCTION

Recent advances in soft ionic materials that incorporate mobile ions within flexible polymer matrices
provide alternatives to traditional rigid inorganic materials, allowing devices to be deformable and have
good performance [1]. Polymers have extensive tailorability due to the ease of changing their composition
and sequence to tune physical/chemical properties. Furthermore, polymer-based materials often have
advantages including low cost, ease of fabrication, biocompatibility, and operatability in complex
environments [2]. As the palette of multifunctional polymers continues to grow, researchers have
begun imagining how they could be used to create an entirely new class of functional devices. The past
100 years have been marked by the dramatic development and proliferation of electronics. However,
electrical conductors are generally limited to electrons (and sometimes holes) as their current carrying
particles, and are typically rigid. Ionic conductors can take advantage of the wide array of ions. A single
wire could carry many ion signals simultaneously, or interact directly with the ionic signalling found
throughout nature. Ionic materials promise to usher in a new era of ionic devices that are more
biocompatible, biointerfacing, flexible, and low-power than electronics. The developments necessary to
realize fully ionic devices are occurring in many fields simultaneously, while the building blocks share
similar fundamental science. We aim to bring an ionic device lens to the varied ways that potential ionic
device components are discussed, described, conceptualized, and formalized across these different fields
(Figure 1).
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One essential function within a device is to move information
from point A to point B. In ionic devices, this information takes
the form of electric fields and chemical concentrations. In Section
3.1, we discuss the fundamental mechanisms for ion movement,
and then talk about how researchers are improving the electrical,
mechanical, and chemical properties of these ion signal carriers
by tailoring the chemical composition, modifying the processing,
and swelling the networks with different solvents and ions.

The next thing an ionic device must usually do is interact with
its environment, bringing ion signals into and out of the device.
These interactions with inputs and realizations of outputs take the
form of sensors and actuators respectively. In Section 3.2 we
discuss the basic mechanisms of mechanical–ion coupling and
then detail how researchers have used this coupling to create
mechanical sensors and actuators. We then explore how tailored
chemical functionalization is able to couple ionic polymers to
other aspects of the environment like light, heat, and humidity.

After generating an ionic signal and transmitting it across the
device, devices must process the incoming signal. In Section 3.3
we discuss recent work creating ionic counterparts of electrical
components like capacitors and transistors. We also discuss
where the unique properties of polymers and ions enable
device architectures not possible with traditional electronics,
provide a categorization for diodes, and showcase state of the
art ionic transistors.

Finally, ionic devices must follow the laws of thermodynamics,
and thus moving information around and interacting with the
outside world requires energy. There is simultaneously a deep
literature on ionic power sources and little focus on powering
ionic circuits. In Section 3.4 we discuss energy storage and

conversion technologies we believe are promising for soft ionic
devices.

We then conclude with our thoughts on opportunities for
future device development and where our understanding of the
underlying mechanisms remains both thin and critical.

2 GOVERNING PHYSICS

2.1 Constituent Materials
Ionic devices are built from four main material types: electrical
conductors, neutral gels, polyelectrolytes, and dielectric
elastomers (see Figure 2 for polymer naming convention).
Each type is used for a variety of purposes, but shares a set of
governing physics and common assumptions. For example,
conductors can serve as both surface electrodes and internal
conductive structures. This section details each material type,
typical properties, and assumptions commonly made about each
in the context of ionic devices.

2.1.1 Electrical Conductors
Electrical conductors are materials that allow electrons to flow
freely inside them. They are able to accept and donate electrons of
any energy level. The vast majority of conductors are metals.
Some organic conjugated polymers like PEDOT:PSS (poly(3,4-
ethylenedioxythiophene) polystyrene sulfonate) can also be
conductors. Conductors generally follow Ohm’s law, a linear
relationship between the electric field across a conductor and
the electric current that flows inside it. In physics this is generally
written as in Eq. 1. Throughout this text, vectors are written with

FIGURE 1 |Overview of functions commonly needed for a freestanding ionic device, how they interact with each other, and example ways the device would interact
with the external world.
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a single underbar and second order tensors are written with a
double underbar.

J � σE (1)
where E is the local electric field, J is the current density, and
σ is the conductivity tensor. In electrical engineering,
components are typically lumped into discrete elements. As
such, the local vector fields in physics are replaced with net
currents and potentials. The electric field E is integrated over
the device length and becomes a voltage, V. The current
density is integrated over the device area and becomes the
total current, I. Finally, the conductivity is assumed isotropic,
flattened to one dimension, and inverted to give a resistance,
R. Taken together, these replacements give the engineering
formulation of Ohm’s law:

V � IR (2)
When electrical conductors are used in ionic devices, their

conductivity is typically orders of magnitude higher than the
conductance of any other part of the system. This implies that the
electric fields within conductors are smaller than in other parts of
the system, and thus charge imbalances are only present at the
boundaries. Therefore, they can carry large currents without large
voltage drops. Electrical conductors in ionic devices are thus often
assumed to contain no internal electric field and be at uniform
voltage.

The most common use of conductors within ionic devices is as
electrodes. These electrodes are often extremely thin films, and
are thus assumed not to contribute to the mechanical properties
of the device. Electrode design must still take into consideration
the expected mechanical deformation of the device so as not to
rupture or delaminate.

2.1.2 Neutral Gels
Neutral gels are crosslinked polymers that do not contain
ionizable groups and are swollen in solvents. Most neutral gels
used in ionic devices contain electrolytes with mobile ionic
species. An electrolyte has mobile positive and negative ions. If
swollen with water, they are generally referred to as hydrogels; the
solvent content once swollen can exceed 99% by volume. If
swollen with ionic liquids, they are referred to as ionogels.
Ionogels tend to have greater stability and durability in air
than hydrogels because they are not subject to water
evaporation [3]. Neutral gels generally enable high mobility for
a wide range of chemical species, which allows them to form the
core of many ionic devices. They are to ions what electrical
conductors are to electrons, and often act as ion carrying “wires”.
They additionally provide mechanical stability.

At smaller degrees of swelling, the porosity, connectivity, and
chemical identity of the gel microstructure influence how easily
mobile species move through it. They also determine how much
and what type of solvent the gel can be swollen with [4].
Additionally, some gels have chemical functionality that allows
them to change their properties in response to a stimulus. These
stimuli can be light, chemical species, etc. as discussed in Section
3.2 [5, 6]. The governing equations of gels can be broken up into
mechanical, electrical, thermal, and diffusive parts, which can
then be coupled together. For example, deformation can affect
transport, and electric fields can induce stress.

There is a wealth of literature detailing the modelling of the
mechanics of gels [7–9]. For most ionic devices, large-
deformation isotropic incompressible elasticity captures the
relevant features. This elasticity is typically given by the Neo-
Hookean model for small to moderate deformation and the Gent
or Arruda-Boyce models if stretches approaching failure are
expected [10]. Expressions for the true stress under uniaxial

FIGURE 2 | Polymer naming convention used in this paper. Blue outlines indicate that the polymers are not ionically conductive, whereas the orange outlines
indicate that the polymers are ionically conductive.
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tension for the Neo-Hookean and Gent models are given by Eqs.
3 and 4 respectively.

Σ � G λ2 − 1
λ

( ) (3)

Σ � G
λ2 − λ−1

1 − λ2 + 2/λ − 3( )/Im (4)

where Σ is the true stress in the direction of applied tension, λ is
the stretch (ratio of final to initial length) in the direction of
applied tension, G is the shear modulus that depends on the
solvent content by G∝ (Vdry/Vs)1/3 where Vs is the swollen gel
volume and Vdry is the dry gel volume, and Im is a material
property that sets the stretch at which dramatic strain hardening
will occur and will generally decrease with increasing solvent
content. Most of the modelling complexity in gels for ionic
devices comes from the interaction of their electric field,
concentrations gradients, and mobile species. Electrochemical
relations are covered in Section 2.2; mechano-electro-chemical-
thermal coupling is discussed as technology relevant in Section 3.

Because gels provide the mechanical structure for most ionic
devices, it is important that they can survive the stretching and
deformation these devices undergo during operation. There has
been significant work to improve the toughness and strength of
gels. While covering this research in depth is out of scope of this
paper, we direct readers to these papers on mechanical durability
of hydrogels and ionogels [11–15].

2.1.3 Polyelectrolytes
The defining characteristic of polyelectrolytes is that they are
polymers carrying ionizable moieties, which can dissociate in
polar solvents, leaving charged groups covalently linked to
polymer chains. These charged sites are balanced either by
oppositely charged sites also fixed to polymer chains or by mobile
charges. Polyelectrolytes with positive fixed charges are known as
polycations, whereas polyelectrolytes with negative fixed charges are
known as polyanions. Ionomers are a subclass of polyelectrolytes that
have less than 15% of the monomers charged and for which these
charged sites are typically phase segregated, forming a physical
crosslink [16]. This fixed charge leads to one of the key behaviors
of polyelectrolytes in ionic devices, which is referred to as Donnan
exclusion: polycations tend to exclude mobile cations from their
interior and polyanions tend to exclude mobile anions. Donnan
exclusion, combined with the electrically insulating properties led to
an alternative nomenclature for these materials when used as films:
ion exchange membrane (IEM), cation exchange membrane (CEM),
and anion exchange membrane (AEM) [17, 18].

Unlike gels, polyelectrolytes do not always contain additional
solvent. The polyelectrolyte structure itself is sometimes sufficient
for small ionic molecules to diffuse through it. Ionomers in
particular tend to have reasonable ionic conductivity with
relatively low solvent content because of the channels
resulting from their phase segregated morphology [19],
and therefore also tend to be stiffer and stronger than a
hydrogel. Like gels, the mechanical properties of many
polyelectrolytes can be well captured using the Neo-
Hookean or Gent models (Eqs. 3 and 4). Many ionomers

and other lower solvent content polyelectrolytes are
compressible and have viscoplasticity as a limit on device
range of operation [20, 21].

2.1.4 Dielectric Elastomers
Dielectric elastomers are stretchable polymers that are
neither ionically nor electrically conductive and thus lack
long range charge mobility. They do have polymer bond
dipoles that give rise to a dielectric constant (see Section 2.2)
and so retain a linear internal electric field. In the context of
ionic devices the main properties of interest are shear
modulus, bulk modulus, and dielectric permittivity [22, 23].

2.2 Mobile Species Transport
The electrochemical performance of both polyelectrolytes and
neutral gels in ionic devices is largely determined by the behavior
of their mobile species. While modelling electric fields in
materials, we assume that the speed of light is instantaneous
compared to the rearrangement timescale of mobile charges.
Therefore, we do not consider the propagation delay of
electromagnetic fields, and thus use the electrostatic form of
Maxwell’s equations as given in Eqs. 5 and 6. Equation 5 is
the local form of Gauss’s law and describes the relationship
between the divergence of the electric field and the charge
density. Equation 6 states that the electric field is conservative.

∇ · E � ρ

ϵ0
(5)

∇× E � 0 (6)
where ρ is the charge density, ϵ0 is the permittivity of free space, ∇·
is the divergence and ∇× is the curl. Equations 5 and 6 enable
computation of the electric field everywhere given the charge
distribution of the device under study. In a polyelectrolyte or gel
there are three main forms of charges to be considered. First,
there are the mobile charges; these take the form of ions like Na+

or Cl−, or mobile electrons. Second, there are the bound and
balanced electrons and protons within the solvent or in the
polymer chains. Third, there are charges bound within the
polymer chains but uncompensated by bound opposite
charges. We assume that bound charges quickly and locally
rearrange themselves in response to external fields. This
rearrangement occurs much faster (on the order of ns)
than the ms timescale of many ionic devices, so we assume
that these rearrangements happen instantly [24]. They do
however affect the electric field within the material. The
charge rearrangement gives rise to an additional material
dielectric constant, ϵr, that represents how much polarization
the quasi-neutral polymer chains and solvent undergo. An
absolute permittivity, ϵ, is defined according to Eq. 7. Typical
values for ϵ are approximately 3 for dielectric elastomers, 10
for ionogels, and 80 for hydrogels.

ϵ � ϵ0ϵr (7)
Plugging Eq. 7 back into Eq. 5 and defining ρp as the charge
density of mobile charges and uncompensated polymer chain
charges, we get a modified form of Gauss’s law (Eq. 8)
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∇ · E � ρp

ϵ (8)

Finally, diffusive relations govern the flux of mobile species,
including solvent, through the gel. See Narayan et al. for a
detailed derivation [25]. The procedure at a high level is as
follows: We define an electrochemical potential energy for
each species that describes the energy cost associated with
increasing the local concentration of that species. Systems tend
to minimize their free energy, and thus tend to minimize their
electrochemical potential. Separate species are often assumed
to obey ideal solution mixing, where their interactions with
other species are identical to their self-interactions. The
gradient of this electrochemical potential is taken as a force
driving the system to electrochemical equilibrium. An
isotropic linear relationship is assumed between the
gradient of the electrochemical potential and the flux of a
particular mobile species. This process gives the Nernst-Planck
equation shown in Eq. 9 where J(i) is the flux, z(i) is the charge
number, C(i) is the concentration, F is Faraday’s constant, R is
the universal gas constant, T is the temperature, and u(i) is the
mobility of the i-th species.

J(i) � −u i( ) RT∇C i( ) + C i( )z i( )F∇V( ) (9)
Equation 9 describes the behavior of both neutral and

charged species. For neutral species, the electric field does
not contribute to their electrochemical potential because their
charge number, z(i), is zero. For many gels and for the
constituent solvent especially, ideal solution mixing is not a
good assumption, since the solvent interacts differently with
the polymer chains than it does with itself. Additionally,
because the gel polymer matrix is able to exert mechanical
forces it can exert a pressure on the solvent, which modifies the
free energy. Consequently, the governing equations for the
solvent are often described separately from the dilute mobile
species.

The Nernst-Planck equation (Eq. 9) and Gauss’s law (Eq. 8)
lead to some fundamental device behaviors that are the main
takeaways from this section. First, for mm scale devices, they
ensure quasi-electrical neutrality throughout the vast majority of
the device. Any electric dipole must either be limited to a small
magnitude or a small length. The characteristic length scale over
which electroneutrality is disobeyed is known as the Debye-
Hückel length (λD).

λD �
															

ϵRT
2F2 ∑

i
z i( )( )2C i( )

0( )
√√

(10)

where C(i)
0 is the initial concentration in mol m−3 of species i. λD

decreases as concentration increases. For many polymer systems
λD is on the order of 1–100 nm. These small length scales with
large electric fields tend to occur at the polymer boundaries. In
fact, the requirement to minimize free energy ensures that large
changes in species concentration can only occur at similarly large
discontinuities. This happens at boundaries with conductors, free
space, other polymers, etc. Second, the current response of a

particular region of space to a given electric field strongly depends
non-linearly on the concentration of mobile charged species in
that region. This second feature is at the core of how many ionic
devices amplify, change, and gate signals, and will be discussed in
detail in Section 3.3. It is important to note that the equations
discussed so far all rely on a statistical mechanical mean field
assumption. That is, the space considered is large enough to allow
the statistical average to dominate.

3 TECHNOLOGIES

In this section, we walk through the different ionic component
functions that are commonly needed for independent soft ionic
devices: signal transmission, sensing and actuating, signal
transmuting (including memory), and energy/power sources.

3.1 Signal Transmission
Movement of mobile ions in response to an external stimuli
allows for signal transmission across a soft ionic polymer. AC is a
common way to achieve signal transmission through ionic
conductors, especially when connected to an external
electronic circuit. AC transmission is often preferable to DC
because local ion concentration is maintained without concern
for boundary conditions. DC transmission requires that ions are
able to flow though an entire circuit without the impediment of
non-ion-conducting materials and boundaries. Both
transmission methods rely on the same ion transport
mechanisms in the ionically conductive material (Figure 3A).
The mechanisms shown in Figure 3A are the physics that
underpin the magnitude of the ion mobility coefficient
discussed in Eq. 9. This one coefficient includes combined
contributions from each mechanism present in a given polymer.

One standard setup for AC ionic signal transmission is to place an
ionically conductive material between two electrodes and apply a
sinusoidal electric field. This causes the mobile ions to oscillate
between the charged electrodes. Details of the transmission depend
on frequency. At low frequencies, an electrical double layer (EDL) at
the polymer electrode interface screens the charge by slowly charging
and discharging in response to the alternating signal at the electrode
surface (Figure 3B). The ionic current is out-of-phase with the input
signal, observed as a phase angle approaches −90°, and the response
of the material is governed by the interfacial properties, i.e., the
capacitance of EDL. With an increase in frequency, the ionic signal
becomes more in-phase with the applied signal, as the overall bulk
properties become more dominant, leading to a resistor-like
response, with the phase angle ≈0°. At high enough frequencies,
very small time scales are insufficient for the EDL to fully charge/
discharge. The rapid charge reorientation within the material leads
to a response similar to that of a dielectric capacitor, and the phase
angle approaches −90° again. The specific frequencies at which the
device undergoes these transitions between in-phase and out-of-
phase response are related to the Debye length, ionic mobility, and
the distance between electrodes, and can be easily experimentally
characterized by impedance spectroscopy so that it can be taken into
account in device design.
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Polyelectrolytes are candidates for ionic signal transmission
because they can achieve relatively high conductivity. In hydrated
CEMs, this high conductivity is primarily due to the Grotthuss
mechanism—a transport mode involving rapid association and
dissociation of protons to neighboring water molecules [27–29]
(Figure 3A). The Grotthuss mechanism is also found in AEMs,
where OH- can be transported in a similar manner [30–32].
Another mechanism, found in hydrated polyelectrolytes, and also
in hydrogels and ionogels, is en masse or vehicular transport.
Here, charges are associated to solvent or water molecules, using
them as “vehicles” for transport. Conductivity for this mode of
transport is reported to be up to 1 S m−1 [33]. In (nearly) dry
IEMs, ions are transported by hopping along oppositely charged
backbone sites. This results in a significantly lower conductivity.
For example, experimental studies showed an increase in
conductivity from ~10−5 S m−1 to ~101 S m−1 with an increase
in relative humidity for Nafion membranes [33–36].

Commercial IEMs, such as Nafion and Neosepta, were initially
designed for use in fuel cells; see Berezina et al. for a comprehensive
list of commercial IEMs, along with their electrochemical features
[37]. Their high conductivity and ion selective transport is also
utilized in devices ranging from energy conversion and storage [38]
to bioelectronics [39]. However, one of the main issues encountered
inmany such polyelectrolyte conductors is chemical andmechanical
degradation due to repeated swelling and deswelling [40–42]. In
addition, these materials are designed for applications where large
deformation is unlikely to occur, and typically lack the necessary
stretchability and toughness for use in deformable technologies. To
overcome these issues, one recent approach in developing IEMs
involves layer-by-layer fabrication of composite polyelectrolytes
[43–45]. The layer-by-layer method enables nanoscale composites
of otherwise challenging to combine materials.

Hydrogels and ionogels can also be good ionic conductors.
Conductivity in these systems can be on the order of 1 S m−1 [46],
but generally decreases with increasing crosslink density [47],
resulting in a tradeoff between mechanical and ionic transport
properties. In one of the seminal publications on signal
transmission employing hydrogels, Keplinger et al. reported on
activation of a dielectric elastomer actuator (DEA) using

controlled ionic signal [1]. Flow of Na+ and Cl− through a
polyacrylamide hydrogel network was used to deliver charge
and activate VHB (very high bond tape, 3 M), a material
widely used in DEA. The ionic signal was transmitted at
frequencies exceeding 10 kHz and voltages above 10 kV,
inducing rapid deformation of the DEA, sufficient for operating
a loudspeaker. Building upon this seminal work, Yang et al.
designed an ionic cable for signal transmission across
significantly larger distance (45 cm), and at frequencies as high
as 100MHz [48]. Such performance was achieved by sandwiching
a dielectric as an insulator between two parallel polyacrylamide
conductors. The dielectric layer blocks charge transport between
the parallel conductors, and each small segment of the cable
behaves as a capacitor, charging and discharging in response to
an AC signal. Chen et al. synthesized an ionogel capable of
powering DEA in humidity ranging from 10% to 54% [49].
Such performance is achieved by infusing poly(acrylic acid)
(PAA) with an ionic liquid. A similar concept of using ionogels
to control DEA through ionic signals was also reported by Ming
et al. [50]. More recently, Shi et al. reported ionic signal
transmission in harsh environments by synthesizing an ionogel
conductor using poly(ethyl acrylate) as the underlying polymer
network [51]. This ionic conductor is capable of powering LEDs by
ionic current at temperatures from −75°C to 75°C.

Self-healing is a desirable attribute for highly deformable ionic
conductors, and in many cases arises naturally from the polymer
structure. Cao et el. proposed an approach based on a polar
polymer cross-linked by ion-dipole interactions and infused with
ionic liquid [52]. Once healed, the material system proved capable
of transmitting ionic current. More recently, Li et al. identified an
elastomeric copolymer providing both self-healing properties and
ionic conductivity, using it to power LEDs after healing [53].
Similarly, Zhao et al. demonstrated conductivity restoration upon
self healing of PAA hydrogels with dissociated salt [54].

Ion selective transport, or ion exclusion, in charged polymeric
backbones is another highly desirable feature which can be
enhanced through layer-by-layer deposition. In contrast to
filtering particles based on size, ion exclusion in
polyelectrolytes typically arises due to electrostatic interaction

FIGURE 3 | (A) Conductivity achieved by different ion transport mechanisms. (B) Typical Bode plot for a polyelectrolyte system, denoting regions where signal
transmission is dominated by: EDL capacitance, bulk resistivity, and dielectric capacitance. Experimental data is obtained by impedence spectroscopy on PSS [26].
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between the mobile ions and charged polymer backbone [55–57].
The multilayer structure, such as the one reported by Cheng et al.
[58], allows for enhanced selectivity by excluding divalent ions.
To complement the design of novel ion exchange materials and
structures, development of computational tools for predicting
this mechanism has gained significant attention in recent years
[59, 60].

3.2 Sensing and Actuating
Over the last few decades, soft sensors and actuators have
advanced substantially [65]. Here we focus on ionically
conducting polymers only, excluding other electroactive
polymers such as: intrinsically conducting (conjugated)
polymers, dielectric elastomers, and liquid crystal elastomers,
for which comprehensive reviews exist [66–73]. We divide the
discussion below into swelling/deswelling driven actuators and
sensors, resistive sensors, capacitive sensors, and ion release
actuators.

3.2.1 Swelling Sensors and Actuators
Many soft actuators and sensors are based on swelling/deswelling
processes. When driven by electric fields, these processes are
typically related to flow of mobile ions that may also bring solvent
with them, and add/subtract specific volume to/from the
polymer. A second, less direct, pathway is that electrochemical
reactions drive pH changes in the actuator/sensor environment
that change the ionization state of the polymer and therefore its
equilibrium swelling in solvent (osmotic pressure). These types of
soft actuators and sensors are typically designed for either in-air
or in-fluid operation, with different design considerations for
each. In-air devices have flexible electrodes attached to their
surfaces. In-fluid devices can have both, one, or no electrodes
attached. We will start by discussing the both electrodes attached
case—a device commonly known as an ionic polymer metal

composite (IPMC)—and then move on to the other cases,
which operate only in a fluid environment.

IPMCs are bendingmode actuators and sensors composed of a
partially hydrated ionomer or polyelectrolyte-gel core, coated on
each side with thin noble metal electrodes. The polymer is
typically negatively charged, with mobile cation counter ions,
but the reverse is possible. This bias towards polyanions is in large
part due to their higher commercial availability and stability as
compared to polycations [74]. As discovered simultaneously by
Oguro et al. 1992, Shahinpoor et al. 1992, and Sadeghipour et al.
1992 [75–77], an applied voltage actuates bending (Figure 4A). A
primary advantage of IPMCs, and ionic-based actuators more
generally, is that they operate at relatively low voltages, typically
in the range of 1V to 3V [66, 78]. The voltage drives cations to the
cathode following the Nernst-Planck equations. These cations
typically have a hydration shell that moves with them. The
combined motion of the cations and solvent molecules causes
expansion on the cathode side along with contraction on the
anode side, that in concert lead to a bending motion. One
downside of IPMC actuators is that they relax over time and
eventually even bend in the opposite direction [78].

As sensors, IPMC respond to a bending type deformation,
such as transverse tip deflection, since bending will drive
motion of the ions and solvent. Sensing can be performed
actively or passively through voltage, current, charge,
impedance, or capacitance [78–82]. The passive approaches
tend to be better for static deformation sensing and the active
approaches tend to be better for dynamic deformation sensing.
Each approach comes with trade-offs in terms of signal-to-
noise, appropriate frequency range, environmental sensitivity,
and device complexity. A primary deficiency of IPMCs as
sensors is that the mechanical to electrical coupling is
orders of magnitude weaker than the electrical to
mechanical coupling [83].

FIGURE 4 | Examples of ionic sensors and actuators. (A) An IPMC bending under applied voltage. Reproduced from [61] with permission from The Royal Society of
Chemistry (B) Electro-actuated hydrogel walkers with dual responsive legs in an electrolyte solution. Reproduced from [62] with permission from The Royal Society of
Chemistry (C) A transparent resistance-based chemical sensor of volatile organic chemicals Ⓒ2018 WILEY-VCH Verlag GmbH and Co. KGaA, Weinheim [63] (D) A
transparent capacitor-based touch sensor. Reprinted with permission from AAAS [64].
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Ionomer selection, ionomer processing, cation selection, and
device geometry all critically influence IPMC performance. The
most common ionomer used in IPMC is Nafion. Other common
choices are Aciplex, Flemion, and PSS [61]. Each of these
materials combines sufficiently high ion conductance and
mechanical stiffness. The conductance, and to a lesser extent
the mechanical properties, depend on the film processing and
choice of cation. Ionogels and polymer electrolyte hydrogels can
also be used as the polymer component of IPMC. The
performance of hydrogel-based IPMC tend to suffer from
drying out effects, but are promising from an ease of
fabrication and bio-compatibility perspective [84]. Ionogel-
based IPMC do not suffer from drying out and are less
susceptible to back relaxation than ionomers in IPMC, but do
tend to be less stiff and strong than ionomers [85–89]. Ion
exchange of H+ for Li+, Na+, K+, TMA+, etc. is also a
common step in IPMC preparation since these other cations
will have larger associated swelling strain [72]. The area of the
electrode/polymer interface is also important because it sets the
device capacitance. A wide range of approaches are used to create
a large-area interaction between the ionomer and the noble-metal
particulate electrode [74, 78, 90]. Finally, time scale and blocking
force of the actuator are set by the mobility of the combined
cations and hydration sphere and the thickness of the ionomer
membrane. Relatively thin membranes are typically used (~
200 µm), keeping the timescale of response in the seconds or
faster range and blocking forces in the mn range [72]. Device
thickness can be increased to increase actuator blocking force, but
it comes with a trade-off in actuator displacement and response
time [78, 91, 92]. Blocking forces for IPMC are typically in the
1–100 mN regime [78, 93].

Extensive work over the last 2 decades has gone into modeling
of IPMCs in both the actuator and sensor context [78, 83, 94, 95];
these models can be used to design devices such as grippers and
assess their expected performance. Continuum modeling
approaches work well for describing actuation but typically
require some fitting parameters and still struggle with back
relaxation [25, 83, 96–100]. Equivalent circuit modeling works
well for IPMC sensors as this is a fast, low computational cost
approach to modeling that facilitates integration of IPMC into
more complex devices, including for self-sensing purposes [79,
101–104].

In solution, polyelectrolytes can be actuated through
additional mechanisms to that described for IPMC above.
These mechanisms arise because ions can move through the
solution and into/out of the polymer. As nicely described by
Glazer et al. [105], the two primary additional mechanisms of
swelling driven actuation available in solution are: 1) pH changes
resulting from electrolysis at the electrodes change the
polyelectrolyte protonation and therefore its equilibrium
dimensions in solution, 2) ions distribute unevenly across the
gel/electrolyte interfaces because of Donnan exclusion and this
local ionic strength variation drives local expansion or
contraction changes by osmotic swelling (aka dynamic
enrichment/depletion by [106]); this swelling will be different
on the gel sides facing the anode and cathode. Relevance of the pH
mechanism heavily depends on timescale of the device actuation,

the size of the electrodes, and distance from the electrodes to the
specimen: electrolysis produced ions must first be produced at
significant concentration and then diffuse into the polymer. The
dynamic enrichment mechanism is more widely relevant. Either
mechanism can drive bending or overall volumetric contraction
given appropriate specimen geometry. In many devices, both
mechanisms contribute to actuation in a manner not simple to
differentiate. The deformation of an acidic copolymer gel
electrolyte in solution under an applied non-contact electric
field was first observed by [107]. In 1992, Osada et. al.
demonstrated bending of a polymer gel made of weakly
crosslinked acidic copolymer immersed in a surfactant
solution, when 20V was applied to electrodes 20 mm apart,
that are parallel to each other and to the gel [108]. Much
experimental [62, 109–116] and modeling [117–120] work has
been done since then to develop these concepts into actuators,
usually for soft robotics-type applications, and usually using
bending mode deformation [62, 121–127]. One particularly
exciting example is that of Morales et. al., who demonstrated a
walker that works within an electrolyte solution (0.01 M NaCl)
with one leg composed of an anionic gel and one leg composed of
an cationic gel (Figure 4B) [62].

3.2.2 Resistive Sensors
Resistive sensing relies on a change in resistance in the device in
response to the input that is being sensed. Within a sensor, this
resistance change can result from geometric changes and/or ionic
conductivity changes. Drilling down one step further, ionic
conductivity changes can result from changes in either ion
diffusivity or ion concentration.

Gels with mobile ionic components work directly as resistive
strain sensors because their internal conduction path changes
when uniaxial tension is applied. For a nearly incompressible
material like a gel, the concentration of conductive ions will
remain nearly constant under deformation, and therefore the
conductance of the material will remain nearly constant as well.
The conductive path length however, will increase by the tensile
stretch λ, and the cross-sectional area will decrease by a factor of
1/λ (Figure 5A): the resistance therefore increases by a factor of
λ2. For example, Cao et. al. synthesized a transparent,
mechanically robust, and highly stable ionogel sensor using
the poly(ethyl acrylate)-based elastomers and ionic liquids.
The ionic liquid anions interact with the poly(ethyl acrylate)
matrix via hydrogen bonding and increase the compatibility
[128]. Much of the design concerns for these resistive strain
sensors centers around enabling large reversible strain (e.g., by
using a double network with dynamic and covalent bonds) and
preventing loss of fluid from the gel (e.g., by using glycerol instead
of water as the solvent) [129–133].

Ion concentration changes that result in resistance changes
have been used to sense environmental humidity and have
potential to sense light (Figure 5B). For many polyelectrolytes,
ion dissociation commonly happens upon water absorption,
making them natural humidity sensors [134–137]. For
example, Yang et. al. demonstrated sulfonic acid doped
poly(propargyl alcohol) as a humidity sensor: the presence of
water facilitates the ionization of sulfonic acid as well as increases
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the ion mobility. Thus the conductivity of the material increases
as a function of the water vapor content [134]. Light has also
recently been demonstrated as a method of modulating the ionic
conductivity of polymer electrolytes, paving the way for these
materials to be used as light sensors. This conductivity change in
response to particular wavelengths was achieved by
incorporating molecules that have photoswitchable binding
of ions. Nie et. al. designed a copolymer with imidazolium-
containing diarylethene (DAE) groups that bind to divalent
nickel cations [138]. The DAE group is driven to a weaker
metal binding ring open state by ultravioloet (UV) light and
reverted to a stronger metal binding ring closed state by visible
light. UV light therefore results in metal cations that move
more freely through the material and overall a higher ionic
conductivity material.

Finally, ionic mobility changes can be used for resistive sensors
[63, 139, 140]. For example, Jin et. al. reported an ionic
chemiresistor skin which can detect volatile organic
compounds (VOCs). The core of the device is a highly
stretchable ionogel film made of thermoplastic polyurethane
matrix infused with ionic liquids. The sensor changes
resistance when exposed to volatile organic compounds
(VOCs) (Figure 4C). The ionic liquid viscosity decreases as
the VOC concentration increases, and the viscosity decrease in
turn increases ionic liquid diffusivity [63]. Similarly, a
thermoplastic polyurethane-based ionogel was shown to detect
temperature through temperature-dependent ionic mobility
changes within the ionogel [140].

3.2.3 Capacitive Sensors
Changes in capacitance can be used for a variety of deformable
sensor applications including stretch, touch, temperature, and
humidity. Sun et. al. in 2014 introduced a configuration of two
polymer electrolyte hydrogels sandwiching a soft dielectric for
capacitive sensing [141]. The ionic hydrogels act as stretchable
conductors, enabling measurement of changes in capacitance of

the dielectric elastomer resulting from deformation (shape
changes). The authors were able to demonstrate reversible
sensing of uniaxial tensile deformation, equibiaxial
deformation, finger bending, and pressure sensing under
touch. Lai et. al. was able to perform capacitive stretch sensing
using a similar configuration, but with ionogels in place of
polymer electrolyte hydrogels, leading to greater stability in air
[131]. Kim et. al. utilized a bilayer of ionogels with opposite fixed
charges and ionic liquid counterions, coated with carbon
nanotube electrodes on opposite sides, to form a sensor that
changes capacitance under in-plane tensile deformation. This
capacitance change arises primarily across the interface of the two
ionogels [142]. Kim et. al. took a distinct approach to achieve
touch sensing using a polyelectrolyte hydrogel: they applied
uniform voltage across a strip of the hydrogel that the touch
disturbed (acting as a capacitor to a ground point), thereby
driving an ionic current that could be measured (Figure 4D)
[64]. Sawar et. al. took a third tact in using polymer gel
electrolytes for sensing touch independent of sensor
deformation. They created arrays of parallel architected
polymer gel electrolytes separated by a dielectric layer.
When a voltage is applied across the two polymer gel
electrolyte electrodes, there is a projected electric field that
interacts capacitively with a finger as it approaches. The finger
location is determined by sweeping the sensor array [143].
Subsequent papers have extended these three sensing concepts
in terms of material formulation and sensor geometry [131,
144–146].

Beyond these essentially mechanical sensors, IPMCs can also
be made into capacitive-type humidity sensors [147, 148]. For
example, Esmaeli et. al. built a IPMC-based humidity sensor
based on Cr/Au or Ti/Au electrodes sandwiching a Nafion sheet.
The dielectric constant of the IPMC changes when water
molecules occupy the nano-channels inside Nafion, resulting
in higher capacitance [147, 149]. Recently, Wang et. al.
demonstrated that changes in the diffuse layer capacitance of

FIGURE 5 | Schematics of two concepts for resistive senors. (A) Direct resistive sensing via shape change of the stretchable resistor during mechanical
deformation that results in a longer ionic conduction path and reduced cross-sectional area/ions per cross-section, and consequently an increase in resistance. (B)
Resistive sensing of stimuli via change in the concentration of mobile ions. Depicted here is an increase in the concentration of mobile ions, which would correspond to a
decrease in resistance. (C) Legend for both schematics.
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ion-conductor interfaces can be used to sense temperature [150].
They made a sandwich of hydrogel, dielectric elastomer, and a
sensing electrode. As temperature increases, the Debye length
increases, which lengthens the diffuse layer of the electrode
double layer. This decreases the capacitance, which increases
the voltage across the interface. The dielectric stops potential
faradaic electrode reactions.

3.2.4 Ion Release Actuators
Ionic devices open the door to sensing and releasing biological
signals, a feature highly utilized in many bioelectronic
technologies, including controlled substance delivery
actuators and neural recording sensors. In therapeutics, ion
selectivity of PSS to conduct protons has been employed by
[151] for targeted delivery of H+ in response to an electric signal,
while blocking the transport of Cl−. Sjöström et al and
Gabrielsson et al. both demonstrated different PSS-based
actuators capable of releasing the neurotransmitter
acetylcholine. Sjöström et al. focused on miniaturization and
speed, achieving release times on the order of ms, while
Gabrielssonn achieved large continuous currents of
neurotransmitter with longer time scales [152, 153]. There
are also ion actuators known as organic electronic ion
pumps. These use the oxidation of conjugated polymers
(usually PEDOT:PSS) to drive the continuous migration of
an ion from a source reservoir to a target reservoir [154,

155]. Lastly, while largely outside the scope of this review,
there has been significant work using polyelectrolytes and
hydrogels in electrical biointerfaces and bioelectronics that
read and influence the electrical and ion environment of the
body [156–158].

3.3 Transmuting the Signals
In electrical circuits, the basic linear elements are resistors,
capacitors, and inductors. In addition to these linear elements,
analog circuits often take advantage of nonlinear elements.
The most common of these are the transistor and the diode.
Memory could also be realized through nonlinear history-
dependent resistors known as memristors [159–164], but to
the authors’ knowledge polymer or gel ionic memristors do not
yet exist. Almost any analog circuit can be produced by a
combination of these five elements. There has been significant
work in the literature to create these elements using ions
instead of electrons. The simplest of the above is the ionic
resistor. This is an element that has a linear relationship
between the electrochemical potential difference between
two places and the ion current that flows between those two
places. As discussed in prior sections (and Eq. 9), almost all
ionically conducting polymers can act as a resistor
(Figure 6A). Thus, we focus in the following sections on
the other circuit elements (Figure 6, Supplementary Videos
S1–S4).

FIGURE 6 | Schematics of ionic signal transmutation approaches. Video animations of the operation of devices B, D, and E are included in the SI and on YouTube.
(A) Polyelectrolyte resistor from a generic ion conductor with symmetric terminals T1 and T2. (B) Inverted supercapacitor in a charged state with T1 at a lower voltage
than T2 (C) Type III PN Polyelectrolyte diode with source (S) and drain (D) ionic connections. Current can flow from left to right, but not from right to left. (D) PNP Bipolar
Junction Transistor (BJT) with emitter (E), collector (C), and base (B). The current through the gate controls the current flowing from source to drain.
(E) P-channel Junction Field Effect Transistor (JFET) with source (S), drain (D), and gate (G). Increasing reverse bias of the base-to-channel junction reduces the
current from source to drain. (F) Legend for all schematics.
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3.3.1 Capacitor
The second circuit element that has been recreated with ionics is
the capacitor. Capacitors store energy in the form of electric
fields. Generally they have a linear relationship between the
stored charge and the voltage across them. One way to make
an ionic capacitor is to sandwich a dielectric elastomer between
two polymer electrolytes. Mobile ions in the electrolytes can then
build up on opposite sides of the separating membrane and store
energy in the resulting electric field. This is analogous to thin film
solid state electrical capacitors. These devices tend to have low
specific capacitances that are limited by the thickness of the
separation layer but posses fast switching and charging times.
They are also generally symmetric and thus can be charged in
both polarities. Yang et al. created a capacitor of this type with
two hydrogels separated by half a mm of VHB. Their device had
an area of 2 cm2 and a capacitance of 850 pF. This closely matches
the theoretical parallel plate capacitance of 840 pF [48].

Ionic capacitors can also be made by inverting the structure of
an electrolytic or super capacitor (Figure 7). In this setup, two
electrolytes are separated by a thin electrically-conducting film.
As the capacitor charges, ions build up on the two conductor
faces. This build up induces a rearrangement of the charge inside
the conductor, which leads the formation of two double layers of
charge, one at either side of the conductor (Figure 6B,
Supplementary Video S1). The capacitance of these devices
scales with the surface area of the ion–conductor interface.
The larger this interface, the more ions can be stored at it for
a given voltage. Janson et al. achieved a high specific capacitance
by using PEDOT:PSS as the interface between a carbon conductor
[165]. The size of this interface was about 4 mm2. The PEDOT:
PSS is both an ionic conductor and an electrical conductor, and
thus allows a very large number of ions to accumulate in its
microstructure. As the device charges, electrons pass from one
PSS interface to the other. This movement of charge changes the
doping level in the PEDOT:PSS, oxidizing one side of the
capacitor and reducing the other side. They reported a
volumetric capacitance of 14.5F cm−3 which is at least six
orders of magnitude larger than the basic parallel plate
capacitor. However, unlike the parallel capacitor, the PEDOT:
PSS electrodes were limited to about 1V before redox reactions
like water splitting grew to dominate the charge transfer. The time
constant of the capacitor charging was about 250 ms. Martin et al.

took a similar approach with different materials, making an inside
out capacitor from reduced graphene oxide and a central PDMS
ion barrier. Similar to Jansen et al., most of the volume of the
device had both high ionic and electrical conductivity, while a
small barrier region was only electrically conductive. This
maximized the surface area available to create an ion double
layer. They reported a volumetric capacitance of 4.31F cm−3 with
a time constant of approximately 5 s [167].

3.3.2 Diodes
Diodes are key nonlinear circuit elements. A polycation, with
mobile counter anions, behaves similarly to an n-doped
semiconductor, which has mobile negatively charged electrons.
A polyanion, with mobile counter cations, behaves similarly to a
p-doped semiconductor. When a polycation and polyanion are
touched to each other, they form a bipolar membrane, which is a
junction that behaves like a diode (Figure 6C, Supplementary
Video S2). The specifics of how these devices function depends
on the chemical identity of the mobile carriers in each polymer, as
well as the mode of transport dominant in each polymer. Three
diode classes are described below. To facilitate this description,
we define some terminology and conventions. Device voltage is
voltage at the mobile cation side minus voltage at the mobile
anion side. For type II devices, device voltage is defined using with
the initial locations of the non-interacting ion pair. Positive
junction current is when positive charges flow from the
mobile cation side to the mobile anion side or negative
charges flow in the reverse direction. Open circuit voltage
(OCV) is the device voltage when no current is flowing and
the system is in electrochemical equilibrium. Applying voltages
more positive than the open circuit voltage is called forward
biasing; the converse is reverse biasing. Minority carriers are ions
with the same charge and in the same region as fixed
polyelectrolyte charges [167–169].

Type I diode: Annihilating ions with significant Donnan
exclusion. This diode type is commonly created when bipolar
membranes are placed between aqueous acid and base solutions.
The membranes typically have high density of fixed charges and
are selective to H+ and OH−. Under forward bias, H+ and OH−

migrate toward the junction and combine to form water, which
then diffuses away from the junction (similar to electron/hole
annihilation in a traditional semiconductor PN junction). Under
reverse bias, the mobile ions migrate away from the junction,
leaving a region without charge carriers. This creates a large
electric field that opposes the applied voltage and thus very little
current flows in the device. If the reverse bias junction electric
field is large enough, and there is a neutral species present in the
junctionmade from themobile ions (like H2O), then this field can
rip that neutral species apart into separate mobile charges and
current will flow. This reverse bias breakdown can be
intentionally used or suppressed, as discussed later.

Type II diode: Annihilating ions without significant Donnan
exclusion. These diodes can be made from a hydrogel
polyelectrolyte or a neutral gel, which does not exclude neutral
salts. The rectification direction depends on the relative
concentration of ionic charge carriers in baths bordering either
side of the gel. Under forward bias, migration of the non-

FIGURE 7 | The structure of a traditional electronic supercapacitor.
Shown in a charged state with electrical terminal T1 at higher voltage and
terminal T2 at lower voltage.
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annihilating counterions dominates. Under reverse bias, the
current is lower because chemical recombination of the
annihilating ions creates a region of neutral species right at
the bath/polymer junction that is higher in resistance than the
bulk polymer. If the gel is neutral, this device is called an
electrolytic diode.

Type III diode: Non-annihilating ions with Donnan exclusion.
This describes junctions between most polyelectrolytes. Under
forward bias, the concentration of mobile carriers increases until
it is sufficient to drive minority carriers into the opposing region.
Therefore, forward bias current must be carried by minority
carriers. Reverse operation is similar to type I, but if non-hydrogel
polyelectrolytes are used, can sustain larger reverse voltages
without breakdown.

With these categories in mind, there are four main metrics
used to evaluate the performance of an ionic diode: rectification
ratio, forward bias current, (reverse) breakdown voltage, and
switching time. Rectification ratio is the ratio of the current
flowing through a diode under forward bias to the current in
reverse bias. Note that for the small voltages often used for
polyelectrolyte diodes, it is important whether the voltages
used to bias the diode are centered around the open circuit
voltage, or instead around 0 V. The current under forward
bias is determined by the applied voltage and conductivity at
the transition from an exponential growth to an ohmic I-V curve
with increasing forward bias voltage. The breakdown voltage
refers to the voltage where the current begins to increase
dramatically under reverse bias of the junction. Finally, the
switching time refers to how long the diode takes to reach a
steady state current after a transition from reverse to forward bias
or vice versa.

The simplest polymer diode is a type II electrolytic diode with
only one material layer that separates baths with different
concentrations of ionic charge carriers [169]. Because their
function depends on the annihilation of charge carriers, these
are generally made using acids and bases that react to form water
[169]. Zhao et al. devised an enhanced type II diode by using ions
that react to form an insoluble precipitate instead of water. When
these ions are driven into the junction (under reverse bias), they
rapidly form an impermeable salt barrier that prevents further ion
migration [170]. Under forward bias, the large fields induced
across the precipitate barrier rip it back apart into its constituent
ions. The non-interacting counterions to the reactive ions are
then free to cross the junction and sustain an ionic current.

Recently, type III diodes have been constructed from aqueous
polyelectrolytes. One popular choice is to use PSS and PDAC as
the polyanion and polycation respectively, with platinum foil as
the electrode [171–173]. Carye et al. and Zhang et al. used these
polymers directly while Wang et al. embedded them in a double
network. The direct use of the polymers led to a much higher
rectification ratio, but limited the device stretchability, while the
double network diode retained performance up to a stretch of 4.
One disadvantage of these water based systems was that the
breakdown voltages were low. At around −2 V, the currents began
to increase dramatically as water was dissociated at the junction.
Because the electrodes in these devices were made from platinum
or silver and thus semipolarizable, the measured response of the

diode was a function of the electrode interface in addition to the
polyelectrolyte junction. For example, while the open circuit
voltage of the system was likely in the hundreds of mV range
[173], the device only conducted well in forward bias above 2 V
when the platinum electrodes were able to split water efficiently
[168]. Han et al made a similar type III diode with non-
polarizable electrodes and demonstrated a turn on voltage
near 0 V [174].

There are two ways researchers have solved this low
breakdown voltage. First, water dissociation can be avoided by
eliminating water from the system. Kim et al. demonstrated a
diode junction made from acrylate polymers swelled with ionic
liquids [142]. Second, the water splitting reaction can be
suppressed by reducing the local electric field or removing a
base catalyst by changing the chemistry [175, 176]. Gabrielsson
et al. demonstrated both suppression approaches. By placing a
neutral gel between the polycationic and polyanionic layers of the
junction, the junction electric field spreads over a much larger
distance and water splitting was eliminated. Unfortunately, it
dramatically harms another key diode metric, the switching time.
The forward-to-reverse-bias switching time of this neutral layer
device is on the order of hundreds of seconds, since all the ions
must be extracted from the neutral layer before current stops
flowing. By instead replacing the polyammonium group on their
polycation with a polyphosphonium, they removed the weak base
catalyst that speeds up water dissociation. With this polycation,
they were able to reverse bias the junction up to −40 V without
water splitting, and still retain the fast (~4 s) switching time of
direct contact junctions [175].

Gabrielsson et al. also demonstrated that the neutral gel
approach can be improved by changing to a type I diode. By
using hydroxide and hydrogen ions as the mobile species, ions do
not accumulate in the neutral region during forward bias, and so
there is nothing to extract in reverse bias. To create a source of
these mobile ions, Gabrielsson et al. additionally proposed using
two other direct contact type I junctions oppositely biased to the
main junction to generate mobile hydroxide and hydrogen on the
fly [177].

3.3.3 Transistors
Transistors are three terminal devices where the current or
voltage at one terminal controls the current between the other
two terminals. Transistors are widely used in both digital and
analog circuitry as the foundation for logic gates and amplifiers
respectively. Ionic transistors would enable a wide variety of ionic
circuits. There has been much research into creating transistors
with nano-pores and microfluidic channels [178, 179], but
relatively little progress in solid state bulk transistors that do
not require nano-structuring. As far as the authors are aware,
there are only five such transistors documented in the literature;
three are Bipolar Junction Transistors (BJTs), while two are a
Junction Field Effect Transistors (JFETs). One of these JFETs has
only been proposed but not experimentally realized.

3.3.3.1 Bipolar Junction Transistors
BJTs consist of two junctions in series with opposite polarity. The
three terminals spanning these two junctions are the emitter,
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base, and collector (Figure 6D, Supplementary Video S3). The
ionic version of the BJT is simpler than the semiconductor
equivalent in two ways [1]: these transistors do not rely on
quantum mechanics or different energy bands to function [2];
the selective mobility in each polymer is created chemically rather
than electronically. In a polymer BJT with a polycation base and a
polyanion emitter and collector, the ionic current flowing from
the emitter to the collector is controlled by the current flowing
through the base. This is analogous to a PNP semiconductor BJT.
If the materials and currents are reversed, then a device analogous
to an NPN transistor is created. BJTs rely on movement of
minority carriers for their operation. Key metrics for ionic
BJTs are switching time, amplification gain, and side reactions.

For PNP devices, each junction acts like a type III diode.
Forward biasing the emitter–base junction (VB < VE) injects a
large number of mobile minority cations into the base. Some of
the minority mobile ions that enter the base, flow out of the base
terminal, comprising the emitter-base current. The base–collector
junction is reverse biased (VB > VC), such that a large electric field
is created across this junction. This field creates a depletion region
of majority carriers (anions) in the base at the base-collector
junction. The injected minority cations however, feel this field
and migrate across the base–collector junction where they
become majority carriers again and carry the source–drain
current.

Tybrant et al. made a transistor using overoxidized PSS as the
CEM and a commercial Fumatech membrane as the AEM with
neutral PEG in the middle. PEG decreased the magnitude of the
electric field between the polyelectrolyte membranes. This
allowed for reverse bias voltages greater than 1.5 V on each of
the junctions without water splitting. The junctions were on the
order of 25 µm by 200 µm. They achieved a current amplification
of about 10, and a switching time on the order of 10s. They used
this transistor to deliver neurotransmitter to some cells
[180, 181].

Gabrielsson et al. took their polyphosphonium material
previously used to create a diode and used it to create a BJT.
Their material contains no water, enabling them to remove the
neutral gel separator that Tybrant et al. used. Polyphosphonium
was patterned over an over-oxidized PEDOT:PSS base. PEDOT:
PSS was additionally used as the electrodes. They report a gain of
up to 43.9, with a switching time of under 2 s. They attribute this
fast switching time to the small (2 µm) distance between collector
and emitter and high voltages that are enabled by not having
water splitting [182].

Kim et al. created a water-free BJT from an ionic liquid
and acrylate polyelectrolytes. These are the same materials
they used to create their diode described in Section 3.3.2.
Their device had a switching time comparable to Gabrielsson
et al., but suffered from a low gain of only slightly greater
than one.

3.3.3.2 Field Effect Transistors
The second type of ionic transistor being researched is the Field
Effect Transistor, which is quite different from the BJT
(Figure 6E, Supplementary Video S4). By analogy with
traditional semiconductors FETs, in an N-channel Junction

FET (JFET), there would be a continuous polycation
connecting the source to the drain terminals. This polycationic
channel is then surrounded by a polyanion, which is connected to
the gate terminal. When the gate is disconnected or at high
voltage, anions can flow freely through the polycationic channel.
When the gate is at a low potential, the gate–channel junction is
driven into a stronger reverse bias. This bias increases the size of
the depletion regions at the edge of the channels by forcing
cations out, thereby reducing the current flowing through the
device. With sufficient reverse bias, the depletion regions
completely close off the channel, stopping the current flowing
from source to drain. Boon et al. modeled how a fully ionic P-
channel FET might be created [183]. The main challenge in
creating ionic FETs is the small size of the depletion regions in
ionic junctions due to their high carrier concentration and thus
small Debye length. The polycation channel must have a diameter
on the order of 10s of nanometers. Boon et al. proposed creating
these channels by using an electrically conductive nano-porous
carbon matrix. Instead of a continuous polyionic channel, a
solvent filled nano-porous membrane would be capped by two
polycationic membranes. This means that the junction is formed
between a metal and an anion filled channel, rather than a
polycation and a polyanion directly, but the operational
mechanism is similar. Their model predicts an amplification
factor of up to 6, with a switching time of better than 10 ms.
They simulated these transistors in three configurations and
demonstrated good functionality in all three cases. Zhong et al.
[184] made a nanoscale FET using a Maleic–chitosan channel
controlled by a silicon gate. Their device controls 2.5 nA of
current from source to drain with a gate voltage swing of 30 V.

3.4 Energy Sources
Ionic devices need power sources in order to perform most of
their functions. While a myriad of energy sources exist for
powering traditional electronic circuits, the natural form of
power for ionic devices is in the form of ions. In other words,
the devices we have discussed will be run off of concentration
gradients and electric fields. In fact, because the mobile
species are often charged, concentration gradients lead to
electrochemical potential gradients. Thus, in order to power
our devices, we need something that is soft, polymeric, and
able to set up an electrochemical potential gradient. This
section explores four technologies that promise to do so:
batteries, reverse-electrodialysis, mechanical harvesters,
and thermoelectrics (Figure 8, Supplementary Videos
S5–S7). The capacitors from Section 3.3.1 have the
potential to be used as energy storage devices, but are
included there because of how they are used in existing
literature.

3.4.1 Flexible Batteries
In traditional robotics, batteries are a ubiquitous source of power.
They also work internally with ions, and so appear naturally
adaptable for powering ionic circuits and devices. Wang et al.
demonstrated how this might be done in their 2017 paper on
inverted batteries [185]. By inverting the construction of a
traditional lithium ion battery, the previously internal ion
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transport now drives power through an external circuit. This
inverted configuration is shown in Figure 8A and
Supplementary Video S5. Electrons flow inside the battery
and are compensated by ions flowing through the external
terminals. One challenge is that lithium metal used as an
anode is incompatible with water. In order to use a water-free
battery electrolyte at the same time as a water based external
circuitry, they used water impermeable cation exchange
membranes near each battery terminal to provide a barrier
between the internal and external electrolytes. This concept
promises to allow the significant advancements in soft battery
technology to relatively directly carry over to ionic circuitry [185].

There are still, however, obstacles to realizing fully soft
polymeric batteries. There are two main challenges: creating
effective polymer electrolytes and creating flexible, high
density electrodes. Approaches to both of these problems can
additionally be broken down into two camps. The first approach
is to integrate thin films or small particles of conventional
electrochemical materials into soft substrates. In this direction
(“structural design”), the emphasis is to provide flexibility to
materials that already have the desired chemical functionalities
but are otherwise inflexible. In a second approach, one can start
with soft materials, then impart the desired electrochemical
properties (“materials design”). Either approach has led to
successful energy conversion and storage devices. However,
improving the performance and stability to match those of
traditional electrochemical components remains a challenge.

Soft-ionic electrolytes have been extensively studied as gels,
polymers, or composites [186–194], promising to replace the
existing norms of hard solid-state electrolytes and liquid
electrolyte/porous separator combinations. To meet this
ambitious goal, soft-ionic electrolytes must fulfill the
requirements of solid-state electrolytes, which include high
ionic conductivity, mechanical and electrochemical stability,
ease of processing, and low interfacial resistance [195]. These
are similar to the requirements for good ionic conductors as
discussed in Section 3.1, but with additional restrictions unique
to batteries: electrochemical stability and low interfacial
resistance. For example, many battery chemistries like lithium
are incompatible with water, and so cannot use the variety of
water based polyelectrolytes. Fulfilling these requirements,
however, has required trade-offs. For example, the free volume
in polymers can benefit the ion’s motion but has a negative effect
on the mechanical stability [196, 197]. Similarly, hydrocarbon
polymers have low cost, good chemical stability, and easy
integration with manufacturing; however, their low dielectric
constants restrict the ion-pair dissociation required for high
conductivity [195, 198]. Gel-based electrolytes using an inert
polymer matrix (polyvinylidene fluoride, “PVdF”) with battery
salts (LiPF6) and solvents (mixture of carbonates) offer high
energy density and ease of packaging [199]; however, the limited
electrolyte fraction, interaction between ions and polymers, and
poor interfacial contacts restrict the conductivity of gel-based
battery systems [200, 201].

FIGURE 8 | Schematics of selected energy conversion approaches Video animations of parts A, C, and D are included in the Supplementary Materials for ease
of visualization and on YouTube. (A) inverted battery with two ionic connections. Positive ions enter the device at the left and leave at the right. They are driven by the
energy difference between the anode and cathodematerial. (B) Ionic Thermoelectric. A heat gradient from hot on the left to cold at the right causesmobile positive ions to
travel towards the colder side of the device, increasing the electrochemical potential at the V + connection and decreasing it at the V − connection. (C) Reverse
electrodialysis. The concentration difference between the right (initially salty) chamber and the left (initially salt-free) chamber drives mobile cations out the right V +
connection, increasing the electrochemical potential there and decreasing it at the left V − connection. (D) Mechanical transducer (IPMC). The strain in the IPMC
increases the pressure at the bottom of the device. This causes solvent to migrate upward, and the binding between solvent and ions carries positive mobile ions with it.
Like the other energy devices, this increases the electrochemical potential at the V + connection. Unlike the other devices, this change in potential is usually captured by
an electrical connection instead of an ionic one. (E) Legend for all schematics.
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At present, these electrolyte membranes need to be combined
with non-polymeric flexible electrodes to achieve flexible
batteries. Because batteries with high gravimetric and
volumetric energy densities require dense, well-packed
electrodes and electrolytes, structural design and ease of
processing are a critical consideration for the soft-ionic-
materials integration [202]. This is especially true for
electrodes containing inorganic oxides, which must be
sufficiently thick to provide reasonable capacity, but not too
thick such that the rigidity compromises the device mechanics.
In addition to this trade-off, the interface between electrode and
current collector must be able to handle bending stress. These
challenges highlight the need to understand the electronic and
ionic connectivity at the interface within and between electrodes,
electrolytes, and current collectors. We point the readers to
several excellent reviews on the structural design of flexible
electrodes [203–205].

Electrodes are also tackled from a “materials design” approach.
One example is to functionalize carbon nanomaterials, which are
conductive and intrinsically flexible. The functionalized groups
can be molecular or nanoparticles [206–210]. The goal is to
increase the energy density and stability to match the
performance of conventional batteries. To enable this
improvement, one can increase the voltage windows by
engineering the electronic structure of the redox center and
their density [211–213]. With these advances, carbon-based
electrodes with >1000 mA h g−1 capacities can now be
obtained [212, 213]. However, these organic compounds were
developed for energy density and thus their mechanical
properties have yet to be evaluated. The next steps are to
further improve the volumetric energy density and stability of
these organic materials, and study more extensive combinations
of batteries and ionic devices.

3.4.2 Reverse Electrodialysis
Reverse electrodialysis (RED) is a promising technology that
generates electric power from a salinity gradient. In RED, an
alternating series of AEMs and CEMs separate compartments of
concentrated salt solution and less concentrated solution. These
high and low salinity regions can take the form of fluids or gels.
Salt wants to flow from high concentration to low concentration,
but the specific configuration of ion exchange membranes means
that one ion can only flow inside the RED device, while the
counterion can only flow through the terminals and external
circuit. This constraint on ion paths turns a salt flow into an
electrochemical power source. Themagnitude of power generated
is primarily determined by the salinity gradient and the number
of chambers in the RED device [214, 215] (Figure 8C,
Supplementary Video S6). RED devices in literature are often
characterized while connected to external electrical circuits with
electrodes, but this is not required when using them with other
ionic components. RED device performance andmembrane stack
design has been analyzed using multiphysics models similar to
those discussed previously but with additional fluid motion terms
(Navier-Stokes) [216–219].

Baek et al. reported using a miniaturized RED patch made from
commercial IEMs to power a electro-chemiluminescent bio-sensing

microchip [220]. An eight-layered patch was capable of generating
1.9 Vwhile a ten-layered RED patch produced 2.5 V. The electrode-
less RED patch was also used as an ionic power source for active
transdermal drug delivery [221]. Shroeder et al. made a RED system
that used hydrogels instead of liquid solutions for the salt chamber
[222]. The maximum power density per unit cell was 27mW cm−2

while the open-circuit voltage reached up to 110 V by stacking gels
in series. It was also demonstrated that power density can be
increased by reducing the thickness of hydrogel films to as thin
as a few hundred nanometers [223]. Based on these results,
exploration into ultrathin membranes with improved
permselectivity and conductivity based on advanced materials
opens up novel possibilities for robust energy harvesting with
RED [224–230].

One challenge with most existing RED systems is that they
need a mechanical pump or regular injection of saline solution
into every compartment to maintain power levels. This makes
traditional RED impractical for stand-alone ionic devices. To
overcome this limitation, Baek et al. developed a RED device that
uses precipitation and dissolution to maintain the ion
concentrations in the high and low salinity chambers [231]. In
this device, two different salts are placed into alternating high
concentration chambers. These salts are chosen such that they are
individually soluble, but both metathesis products are insoluble.
Ions entering the low concentration chambers thus precipitate,
maintaining that low concentration. The maximum power of a
20-stack precipitation assisted RED was ~ 100 μW while the
open circuit potential maintained 90% of the maximum after
~ 5hrs. One potential challenge with this approach is the
precipitate clogging the ion exchange membranes after
extended periods of use.

3.4.3 Mechanical Ion Transducers
Energy harvesting from mechanical motion or vibration is a
sustainable power source for various wearable devices and
ionic gradient generation. Efforts have been dedicated to
several types of mechanical transducers, such as
electromagnetics, electrostatics, electrokinetics, piezoelectrics or
triboelectrics [232–238]. However, these energy generators are
efficient in collecting mechanical/vibrational energy at a relatively
high frequency (>20 Hz) while dramatically compromising their
energy harvesting performance with reduced operating frequency
(<1 Hz), where most unused natural mechanical energy or
human motion takes place. Ionic transducers can be soft and
provide durable energy as well as sensitive in low frequencies,
where electricity generation is based on ionic transport and
conduction.

We mentioned ionic polymer metal composites (IPMCs) as
sensors in Section 3.1, but with mechano-electric characteristics,
high compliance and wet environment compatibility, they are also
frequently applied to energy harvesting in underwater applications.
Therefore, IPMCs have been used to harvest energy from base
excitation [239], the flutter induced vibration of a heavy flag [240],
hydroelastic impact under impulsive loading [241], fluid-induced
mechanical buckling [242], hydrodynamic coupling between arrays
of IPMC strip [243], fluid-structure interactions from aminiaturized
turbine [244], and vibration of a biomimetic tail [245]. The harvested
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power ranged from 10–2W to 10–9W for centimeter-scale systems
while the performance was heavily determined by the energy
exchange between the coherent fluid structure, like vortex rings
and pairs, and IPMCs [246]. This is shown in Figure 8D and
Supplementary Video S1.

Other types of mechanical energy harvesters operative in a low
frequency regime utilize different materials and mechanisms. Kim
et al. [247] utilized electrochemically activematerials to realize stress-
composition coupling, where lithium ions migrating across an
electrolyte membrane (microporous polypropylene monolayer
soaked with electrolyte) under a bending-induced pressure
difference drive electron flow in the outer circuit. Energy can also
be harvested by cyclically changing the surface area and capacitance
of ionic interfaces. Harvesting energy from electrode–ionic-
conductor interfaces has been demonstrated [248, 249]. By using
a polycation-polyanion interface instead, one can take advantage of
the rectification behavior of the interface, creating DC currents from
ACmechanical inputs [143, 250]. Hou et al. [250] proposed a flexible
ionic diode that is an organic p-n junction with asymmetric ionic
liquid/ionomer andmulti-walled carbon nanotube incorporated into
the matrix. The equilibrium of the p-n junction can be disrupted
uponmechanical stimuli, producing a power density of 2 µWcm−3 at
a frequency of 0.1 Hz.

Ionic triboelectric nanogenerators (TENG) harvest energy
based on contact electrification and electrostatic induction
[251–253]. Pu et al. created a skin-like TENG with PAAm-
LiCl hydrogel as ionic conductor, realizing high stretchability
and transparency as well as a maximum power density of
3.5 µWcm−2 [252]. Hwang et al. developed an ion-pump based
TENG (iTENG), where the capacitance of the device changed
with increasing number of free ions under pressure [253, 254].
The maximum power density achieved by a single iTENG is
2.2Wcm−2. Although the mechanisms governing ionic TENG are
still somewhat debated, they are typically understood and
modeled in terms of ion transfer from differential surface
affinity of unbound anions and cations, assymetrical
separation of water, and mechanochemical generation of ions
and radicals [255–260]. Density functional theory is a particularly
powerful approach for computationally investigating these
mechanisms. The output performances of ionic TENGs could
be further enhanced by maximizing the surface area, therefore
maximizing the surface electrostatic charge density through
surface treatments and modifications, or by increasing the
dielectric permittivity through material optimization
combining polymers with graphene sheets, graphite particles,
and high-dielectric nanoparticles.

3.4.4 Ionic Thermoelectrics
Thermoelectric (TE) devices generate current from an applied
temperature gradient, allowing for the re-conversion of waste
heat to usable energy. Fundamental to these devices is the
Seebeck effect, where a voltage is generated given a
temperature gradient. The maximum efficiency of a TE
material is determined by its figure of merit ZT:

ZT � S2σ

κ
T, (11)

where κ is the thermal conductivity in W/mK, S is the Seebeck
coefficient in V/K, σ is the electrical conductivity in S/m, and T is
the temperature in Kelvin. The Seebeck effect is caused by the
thermal diffusion of charge carriers. In traditional TE materials,
the charge carriers are electrons or holes. Recently, ionic TE
materials have gained interest, in which ions serve as a significant
charge carrier. The ionic contribution to the Seebeck coefficient
can be quantified via Sionic � F

σTz
(i)C(i)DT, where DT is the Soret

thermal diffusion coefficient of the ions in m2s−1K−1 [261]. In a
conventional ionic TE, the Soret effect [262] creates a voltage on
top of the electronic contribution. The large Seebeck coefficients
in ionic TEGs could originate from temperature-dependent
dissociation of ions [263]. Unlike electrons, ions cannot pass
the interface between the TE material and external electrodes.
Thus, one way to utilize the Soret effect is via ionic thermoelectric
supercapacitors (ITESCs) [264]. These devices could be used, for
example, to harness solar energy, in which the ITESC charges via
the Sun’s heat during the day and discharges at night [265].
ITESCs were also found to generate a voltage from a small
temperature difference, making them appealing for wearables
and other low-grade heat recovery [266].

To leverage the high conductivity of electrons and high
Seebeck coefficient of ions, research has been conducted on
mixed ionic and electronic conductors. For example, PEDOT:
PSS is known for achieving a high ZT value of 0.42 in the organic
TE field [267]. The addition of sodium ions further improved
ionic conductivity and Seebeck coefficients [268]. Higher
humidity is beneficial because water molecules weaken
electrostatic potential traps created by anions [268]. Ionics and
electronic conductivities could be simultaneously enhanced by
altering oxygen positions on polymer side chains [269].
Additionally, the Seebeck coefficient was improved in various
ways, including type II cellulose ionic conductors associated with
high Na + selectivity [270], a gelatin matrix modified with added
ion providers and redox couple species [271], an ionogel
composed of ionic liquids and PVDF-HFP [272], and a low-
cost ambipolar ionic polymer gel [273].

Despite recent work, a gap persists with respect to
understanding the thermodynamics governing ionic
thermodiffusion, making predictions of material performance
difficult [265]. Furthermore, it is challenging to operate a
purely ionic TEG in continuous mode.

4 DISCUSSION

Ionic devices and components have seen significant progress in
the past 10 years. Here we discuss what they can enable and where
we see opportunities for improvement.

Ideally, ionic devices should not be limited by a requirement to
interface with traditional electronics. Much existing research
involves tethering ionic devices to computers and power supplies
that provide power and analyze the signals. While this approach is
sufficient for characterizing single component performance in the
lab, it has two problems in the context of ionic devices: 1) the devices
are not tested with the boundary conditions they will experience
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when combined, and 2) it restricts the application of the devices to
those where external computer connections are possible. As such,
more development is needed to develop testing techniques that
impose boundary conditions that components would experience
within larger ionic circuits.

Some researchers have approached this challenge by using one
ionic component to test the performance of another, while others
seek to verify that performance in the context of a larger system. In
that first category, Han et al combined a reverse electrodialysis
energy source with hydrogel wires and a type III polyelectrolyte
diode to make a complete circuit. This allowed them to characterize
the diode behavior under DC ion current, in contrast with the AC
methods popular with electrode boundary conditions [274]. In the
second category we have logic gates. They are similar in architecture
to traditional semiconductor diode based logic gates. Logic devices of
up to three components have been experimentally realized in a few
different architectures [171, 174, 177, 275].

Ionic devices are often conceptualized by analogy with traditional
semiconductors. While this works well for many designs, there are a
couple of key differences between ionic and electronic devices that will
only become more relevant as more complicated circuits are created.
First there are differences in scale. Ionics have conductivities on par
with doped semiconductors, but even the best ionic conductors are
many orders of magnitude higher resistance than metal wires (10 vs.
106 Sm−1). The carrier concentrations required to reach these modest
conductivities result in characteristic length scales for ionics that are
much smaller than their semiconductor equivalents. As mentioned in
Section 2.2, the Debye-Hückel length for these systems is on the order
of nano-meters while for semiconductors it is on the order ofmicrons.
This places strong limits on the behavior of junction-based devices like
JFETs. These differences in scale are supplemented by differences in
kind. For example, ionic devices are capable of simultaneously
containing multiple charge carriers. This, combined with the fact
that most charge carriers used are non-annihilating, means that the
design space for ionic devices is both different and broader than
traditional semiconductors. This benefit also has consequences for
how ionic devices can be combined together. Many devices rely on
specific ions in order to function well. This means that many
components cannot be directly connected with one another. If that
was tried, then the function of the components would change over
time as the individual ions mixed together. In general, the long term
functioning of a device is jeopardized if the thermodynamic
equilibrium of each component is not the same as the operating
condition of the device. For example, type I diodes that rely on the
mixing of an acid and a base solution are difficult to integrate into a
larger device both because they require something to regenerate that
acid and base solution, and because the extreme pHs constrain the
other connected ionic components.

The field also currently lacks, as far as we are aware, standardized
metrics for comparing ionic devices against each other. This leads to a
wide variety of device analyses, with little directly comparable
performance. Selection of centralized metrics would be aided by
more research and analysis of what are currently the critical
bottlenecks in performance. These may be significantly different

from those present when the ionic devices are used as part of a
larger electronic system. For example, thermoionic power systems
and diodes are limited by the interfacial capacitance when connected
to electrical conductors [142, 261], but this bottleneck might
disappear when they are used in ionic circuits because there is no
electrode to saturate.

Further, we need better modelling and design methods if we
are to invent more complex ionic circuits. Current approaches
rely heavily on finite element solutions to the full continuum
equations of state. This works well for individual components, but
will likely have trouble scaling to simulate larger circuits that
involve of many junctions. Computational approaches in general,
while not the focus of this review paper, have proved rather
difficult because of the large spread in length and time scales of
the various effects at play in an ionic device.

5 CONCLUSION

This review paper discussed the current state and potential of soft
ionic materials in the context of stretchable fully ionic devices. Soft
ionics are poised to play a key role in a new era of biocompatible
medical devices, fully soft robots, and novel signal processing
systems. Many of the elements needed for these devices have
already been developed—energy converters/harvesters, sensors,
actuators, signal transmitters, capacitors, diodes, and
transistors—but have not been designed for interacting with
other ionic elements. Designing elements with device integration
in mind, standardization of performance metrics, and expansion of
system level modeling approaches will enable these devices to reach
their potential.
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Simulating Microswimmers Under
Confinement With Dissipative Particle
(Hydro) Dynamics
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In this work we study microwimmers, whether colloids or polymers, embedded in bulk or in
confinement. We explicitly consider hydrodynamic interactions and simulate the swimmers
via an implementation inspired by the squirmer model. Concerning the surrounding fluid,
we employ a Dissipative Particle Dynamics scheme. Differently from the Lattice-Boltzmann
technique, on the one side this approach allows us to properly deal not only with
hydrodynamics but also with thermal fluctuations. On the other side, this approach
enables us to study microwimmers with complex shapes, ranging from spherical
colloids to polymers. To start with, we study a simple spherical colloid. We analyze the
features of the velocity fields of the surrounding solvent, when the colloid is a pusher, a
puller or a neutral swimmer either in bulk or confined in a cylindrical channel. Next, we
characterise its dynamical behaviour by computing the mean square displacement and the
long time diffusion when the active colloid is in bulk or in a channel (varying its radius) and
analyze the orientation autocorrelation function in the latter case. While the three studied
squirmer types are characterised by the same bulk diffusion, the cylindrical confinement
considerably modulates the diffusion and the orientation autocorrelation function. Finally,
we focus our attention on a more complex shape: an active polymer. We first characterise
the structural features computing its radius of gyration when in bulk or in cylindrical
confinement, and compare to known results obtained without hydrodynamics. Next, we
characterise the dynamical behaviour of the active polymer by computing its mean square
displacement and the long time diffusion. On the one hand, both diffusion and radius of
gyration decrease due to the hydrodynamic interaction when the system is in bulk. On the
other hand, the effect of confinement is to decrease the radius of gyration, disturbing the
motion of the polymer and thus reducing its diffusion.

Keywords: active matter, swimmers, squirmers, Dissipative Particle Dynamics (DPD), bulk, confinement and solvent
effect, numerical simulations
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1 INTRODUCTION

Active Matter is a branch of Physics that focuses on the study of
intrinsically out-of-equilibrium systems due to energy being
constantly supplied, converted into directed motion and
dissipated by individual constituents. Active Matter is a field
that has raised a lot of interest in the last decade, since it captures
complex collective behaviours, often exclusively associated to
living matter, and might enable a wide range of technological
applications [1]. One of the paradigmatic systems of Active
Matter consists of a suspension of active particles. Active
particles can be living (such as bacteria) or synthetic (such as
active colloids). Active colloids are micron-size particles which
self-propel through a medium by converting energy extracted
from their environment into directed motion [2, 3], with
potential medical and technological applications [4–10]. The
collective behaviour of systems constituted by a large number
of these particles is rich and complex as shown by a series of
recent numerical [11–17] and experimental [18] works, and in
many cases cannot be ascribed solely to the particles motion since
hydrodynamics due to the surrounding solvent might need to be
taken into account [19]. This is the case for microswimmers [20],
whose motion is an essential aspect of life.

Microswimmers are usually ciliated and/or flagellated
microorganisms that achieve propulsion thanks to the
movement of their cilia located on their outer surface: for this
reason one can consider them as self-propelled microorganisms.
In the last few years microswimmers have been intensively
studied, being of interest in several interdisciplinary sciences.
Examples of living microswimmers are Escherichia coli
bacterium, Paramecium or sperm cells, or algae (such as
Chlamidomonas or Volvox). Whereas examples of synthetic
microswimmers are Janus colloidal particles. When
considering the effect of hydrodynamic interactions, numerical
studies of a two dimensional suspension of self-propelled
repulsive swimmers have demonstrated that hydrodynamics
affects, not only the phase behaviour of a dense suspension
[21], as suggested by Ishikawa [22] in an early work, but also
the dynamics of transient clusters at lower densities [23].
Moreover, other theoretical, numerical and experimental
results have also revealed the importance of hydrodynamics in
these systems [24–27].

To model microswimmers, Blake and Lighthill proposed the
so called squirmer model [28, 29]. The squirmer model
reproduces the induced hydrodynamic flow around a spherical
swimmer while preserving the main features of the active stresses
generated by it [30]. The spherical squirmer particle mimics the
effect of the cilia on the fluid as a prescribed slip velocity
tangential to the surface. The described mechanism is the one
that leads to the swimmer’s propulsion. A squirmer is
characterized by two modes accounting for its swimming
velocity and its active stress. Depending on the active stress, it
is possible to classify squirmers as pushers (e.g., E. coli, sperm),
pullers (e.g., Chlamydomonas) and neutral (e.g., Paramecium)
swimmers [31, 32]. The squirmer model has been expanded for
complex swimmers, such as non-spherical swimmers [32] and
explicitly ciliated microorganisms [31].

Besides mimicking the swimmer’s behaviour, it is important to
choose a model to mimic the features of the surrounding fluid.
The applicability of atomistic algorithms (Molecular Dynamics-
like) to simulate the fluid is limited, since they only allow to study
short time and length scales (few hundreds of nanoseconds and
few tens of nanometers). To explore longer length/time scales,
more relevant for living swimmers, atomistic methods become
computationally inefficient. Thus, one might consider
mesoscopic methods, that bridge the gap between the
microscopic and the macroscopic continuum scale [33]. These
methods span longer length and time scales: from several
nanometers to micrometers and from nanoseconds to
microseconds. The most renown mesocopic numerical models
used to simulate fluids that fully consider hydrodynamic
interactions are Lattice-Boltzmann [34], Multiparticle Collision
Dynamics [35–37] and Dissipative Particle Dynamics [38]. The
Lattice Boltzmann (LB) approach consists in describing the
solvent in terms of the density of particles with a given
velocity at a node of a given lattice. The discretized velocities
join the nodes and prescribe the lattice connectivity [39]. The LB
model reproduces the dynamics of a Newtonian liquid of a given
shear viscosity η. Relevant hydrodynamic variables are recovered
as moments of the one-particle velocity distribution functions.
The total force and torque the fluid exerts on a particle embedded
in it are obtained by imposing that the total momentum exchange
between the particle and the fluid nodes vanishes. Since a Lattice
Boltzmann code is computationally expensive, from a practical
point of view it is possible to parallelize it using Message Passage
Interface to exploit the excellent scalability of LB on
supercomputing facilities [40]. In the Multiparticle Collision
Dynamics (MPCD) approach [35–37] a fluid is represented by
N point particles with continuous positions and velocities. The
particle dynamics proceeds in two steps: streaming and collision.
During the streaming step, particles move ballistically. Whereas
in the collision step particles interact locally via an instantaneous
stochastic process, that could be based on stochastic rotation
dynamics with angular momentum conservation [32]. For this
purpose, the simulation box is partitioned into cubic collision
cells. Within MPCD Galilean invariance is ensured, together with
thermal fluctuations. The algorithm conserves mass, linear, and
angular momentum on the collision cell level, which gives rise to
hydrodynamics on large length and long time scales. Dissipative
particle dynamics (DPD) is one of the most efficient mesoscale
coarse-grained approaches for modeling soft matter systems.
DPD was originally proposed by Hoogerbrugge and Koelmann
[38] as an off-lattice, momentum conserving, Galilean invariant
mesoscopic method, the coarse-grained dynamics of which obeys
the Navier-Stokes equations and preserve hydrodynamics. Later
on, Espanol and Warren [41] reformulated the DPD model in
terms of stochastic differential equations. DPD consists in
modified Langevin equations that operate between pairs of
particles interacting via three different forces: conservative,
dissipative and random (thermal) forces. The DPD model has
already been used to model complex colloidal suspensions, such
as proteins [42] or red globules in blood [43].

Along with hydrodynamics, confinement also plays a major
impact on the dynamics of microswimmers. Their interaction
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with bounding walls is different depending on the type of
microswimmer we are dealing with and can lead to different
transport and aggregation phenomena. As of today, this facts
have been studied theoretically [44–46], numerically [47–49] and
experimentally [31, 50]. While in these works the study focuses
mainly in the interaction of microswimmers with plane
boundaries, other types of confinement also display relevant
features, for instance the effect of porous media in bacterial
suspensions has also been reported [51]. Finally, of course it is
worth noting that the effect of confinement is not only limited to
active matter systems but also plays a role in a wide range of
systems, such as passive hard spheres [52].

In the present work we propose to model suspensions of
microwimmers with DPD hydrodynamics inspired by the
squirmer model. When the agent is a sphere we choose a
raspberry-like structure [53–55] and we will directly consider
the squirmer model. Whereas when the agent is a polymer, we
will build the polymer as a chain of monomers, and treat each
monomer similarly, but not rigorously, as a squirmer. To
properly deal with hydrodynamics, we will mimic the
surrounding fluid via DPD interactions, using an in-house
extension of the LAMMPS [56] open source package
implementing appropriate reaction forces on the swimmer’s
particles that balance the forces exerted on the fluid and
enable its propulsion [57, 58]. Our choice is motivated by the
fact that differently from LB [34], DPD easily allows to take into
account thermal fluctuations and to simulate colloids with
complex shapes (not only spherical). Moreover, it is also easier
to control compressibility and Schmidt number in DPD than
MCPD. Hence, in DPD it is easier to control the appropriate
dynamic regime that couples the solvent and solute dynamics.
Although this is not the focus of his paper, DPD also allows for a
more thorough control of the phase diagram of the solvent and
how to deal with fluid phase coexistence. Firstly we study the
dynamical behaviour of either microwimmer in bulk. In the case
of active colloids, we establish the flow fields surrounding the
particle and compute their diffusion, comparing pushers, pullers
and neutral swimmers. In the case of active polymers, besides the
dynamics we also study its conformational features. Next, we
confine either microwimmer in a cylindrical channel, and unravel
the effect of hydrodynamics as compare to the equivalent systems
where hydrodynamics is not present. For each system we explore
different Reynolds and Péclet numbers. The Reynolds number
[59] is the ratio of inertial to viscous forces within a fluid
subjected to relative internal motion: this number measures
the amount of turbulence of the solvent in the system. The
Péclet number [11, 60] is defined as the ratio of the rate of
advection of a physical quantity by the flow to the rate of diffusion
of the same quantity. This number quantifies the degree of
activity of microwimmers.

The manuscript is organised as follows. In Section 2 we
describe the relevant physical quantities and the technical
details of the implementation. We first describe the DPD
method to simulate the solvent (Section 2.1), implemented
within the LAMMPS open source numerical package [56].
Next, we present the two microwimmers under study: the
active colloid (Section 3.1) and the active polymer (Section

3.2). In Section 3.1, we introduce the raspberry-like active
colloid (Figure 1A) in bulk and when interacting with a
cylindrical surface (Figure 1C). In Section 3.2, we report the
active polymer (Figure 1B), as in ref. [11], in bulk and under
cylindrical confinement (Figure 1D). The way we implemented
hydrodynamics is reported in Section 2.4, being the same for
both active objects embedded in a DPD solvent. In the same
section we characterize the physical quantities of a fluid such as
the kinematic viscosity (]) and the solvent diffusion coefficient
(Dsol), and parameters to quantify the activity of the colloid/
polymer embedded in a fluid, such as the Reynolds number and
the Péclet number. Finally, in Section 2.5 we report the analysis
tools used to study the microwimmers in bulk or under
confinement. In Section 3 we present the results obtained,
first for the colloid (Section 3.1) and then for the polymer
(Section 3.2). In Section 4 we discuss the results and
comment on future avenues.

2 MATERIALS AND METHODS

In this work we study an active colloid and an active polymer
embedded in a fluid solvent either in bulk or confined inside a
cylindrical channel. We simulate the active colloid as a spherically-
shaped collection of particles merged together by rigid interactions.
Whereas the active polymer is built as a chain of monomers glued
together by harmonic interactions that enable their relative
movement. The rest of the interactions are the DPD-like
interactions between any two particles, the hydrodynamic force-
field that enables the agents’ propulsion and, in the case of the
confined polymer, a repulsive (WCA-like) potential between
channel (particles) and polymer/solvent particles.

2.1 Modeling the Solvent With Dissipative
Particle Dynamics
Our system consists of microwimmers embedded in a solvent,
where hydrodynamics is explicitly taken into account. The fluid
surrounding the microwimmer is simulated as a collection of
individual particles interacting via Dissipative Particle Dynamics
[38]. According to DPD, below a given cutoff rc, the force acting
on the i-th solvent particle consists of three contributions,

�Fi � ∑
j

�F
C

ij + �F
D

ij + �F
R

ij( )r̂ij if r< rc, (1)

being r̂ij � ( �ri − �rj)/rij the inter-particle unitary direction
between the i-th and j-th particles. The conservative term is
�F
C

ij � Aw(rij), where A is the amplitude and w (rij) = 1 − rij/rc a
weighting factor varying between 0 and 1 as in ref. [33]. The
dissipative contribution reads �F

D

ij � −γw2(rij) (r̂ij · �vij) with
friction coefficient γ. Finally, the thermal contribution �F

R

ij �
σ αw(rij) /

��
Δt

√
is a random force, where α, is a Gaussian

random number with zero mean and unit variance, Δt the
chosen time-step for the time integration and σ � ������

2 kBT γ
√

is
related to the mean of the random force via fluctuation-
dissipation, being T the temperature of the system.
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In the current work, we implement the DPD solvent via the
LAMMPS open source package [56], setting the time step to Δt/τ
= 10–2 for the simulations of the active colloid and Δt/τ = 5 · 10–3
for the simulations of the active polymer. In both systems, we
choose an equilibration time of ~ 104 steps, while the production
run is of the order of 106 steps. The number of solvent particles
for the system contaning the active colloid in bulk is N = 10,125,
distributed in a cubic simulation box of L = 15. In cylindrical
confinement, depending on the channel radius Rcyl = {3.5, 4.5, 5.5,
6.5} the number of solvent particles is Nsol = {3464, 5726, 8553,
11,946}, respectively, and the channel length is fixed to Lcyl = 30.
The number of solvent particles for the polymer system in bulk is
around Nsol = 24,000 distributed in a cubic simulation box of L =
20. In the polymer confined case, with channel radius Rcyl = 6 and
length L = 50, the number of solvent particles is around Nsol =
17,000. For all simulations, the mass of the solvent particles is
fixed to m = 1 and the numerical density to ρsol = 3. The
characteristic length scale for all our simulations is the DPD
cutoff distance between solvent particles rc ≡ rssc � 1, the mass

scale is fixed by the mass of one solvent particlem = 1, and for the
time scale we fix τ = 1. Following ref. [33], the DPD interaction
parameters between solvent-solvent particles are set to Ass = 25.0,
γss = 4.5 and rssc � 1.0 (see Tables 1, 2 in the following
subsections). The physical properties of a DPD fluid depend
on its viscosity [33] that can be computed from the Green-Kubo
relation [61] for the stress autocorrelation function (zero-shear
viscosity). Later on we will discuss our choice for the fluid’s
viscosity. Whereas the DPD parameters used for each
microwimmer are reported in their corresponding sections.

It is worth noting that when confining the DPD fluid in a
cylinder we observed concentric ring-shaped density fluctuations
in the vicinity of the wall at T = 0.1. These fluctuation have been
previously observed and can lead to undesirable effects [62]. For
this reason we chose T = 1 for all our confined simulations in
which these fluctuations were not observed.

2.2 Colloids in Bulk and in Confinement
To study a spherical squirmer, we build a raspberry-like [53–55]
colloid made of 19 particles rigidly bonded. In Figure 1A, we
represent the active colloids, consisting of one particle (the
thruster particle) located at the center of the sphere and the
remaining 18 (filler particles) evenly distributed on the surface of
a sphere of radius Rcol around the center particle. The reason for
choosing this structure has been guided by simplicity, balancing
the number of particles and sphericity, and is inspired by
previously proposed models for complex colloids [53–55]. The
reason to consider only one thruster particle is because such an
approach is enough to generate activity with a minimal
disturbance on the geometrical properties of the swimmer.
The shell of passive particles is necessary to control the
dimension and shape of the colloid, rendering it an extended
body that has an orientation. The propulsion mechanism of the
thruster particle will be explained in the next section, when
detailing the implementation of the hydrodynamic interactions.

The orientation of the colloid is defined by the “active axis”
identified by three chosen co-linear particles. This axis is also the
symmetry axis of the force field we will apply to the solvent, and
thus will define the colloid’s direction of propulsion. All particles
belonging to each colloid interact via DPD: 1) with the solvent, 2)

FIGURE 1 | (A): A raspberry-like active colloid composed of 18 filler particles and one thruster particles at the center. Note that in these figures the filler particle
radius is scaled down to 1 for better visibility, but in all simulations we use rsfc � 2 as the solvent-filler DPD cutoff in order to obtain a more spherical colloid and to prevent
the solvent particles from stepping into the colloid. (B): An active polymer composed of 20 beads. (C): An active colloids in a cylindrical confinement. (D): An active
polymer in a cylindrical confinement. Red: thruster particles. Gray: filler particles. Blue: wall particles composing the confining channel. Yellow: solvent particles.

TABLE 1 | DPD parameters used to study a spherical colloidal squirmer for (COL)
embedded in a solvent (SOL), in bulk or in a cylindrical confinement (CYL). All
parameters are in reduced DPD units.

SOL-SOL SOL-COL SOL-CYL COL -COL COL -CYL

A 25.0 25.0 100.0 25.0 25.0
γ 4.5 4.5 4.5 4.5 4.5
rc 1.0 2.0 1.0 2.0 2.0

TABLE 2 | DPD parameters used to study an active polymer (POL) embedded in a
solvent (SOL), in bulk or in a cylindrical confinement (CYL). All parameters are
in reduced DPD units.

SOL-SOL SOL-POL SOL-CYL POL-POL POL-CYL

A 25.0 25.0 25.0 25.0 0.0
γ 4.5 4.5 4.5 4.5 0.0
rc 1.0 1.0 1.0 1.0 0.0
ϵ 0.0 0.0 0.0 0.0 1.0
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with particles belonging to other colloids and 3) with particles
building the channel. However, particles belonging to each colloid
do not interact between them (so their overlap does not cause any
trouble), except for the rigid interactions that keep them glued
together. In Table 1 we report the chosen DPD parameters for all
interactions between particles: solvent-solvent, solvent-colloid,
solvent-cylinder, colloid-colloid, colloid-cylinder.

In Section 2.4wewill describe different squirmer models, such
as pushers, pullers and neutral swimmers, each one characterised
by a different velocity field in the surrounding fluid. In order to
check whether the raspberry-like colloid reproduces the features
of the different squirmers, we compute the velocity fields and
compared them to those reported for the different squirmers in
ref. [49].

Having studied the active colloid in bulk, we study its physical
behaviour when confined in cylindrical environments of different
radii. The cylinder is composed of DPD overlapping particles,
properly aligned along the x axis at given angles. Overlapped
DPD particles are left out of the time integration and their DPD
interactions are switched off thus they can be used to model a
wall. Particles are first evenly distributed along a circumference in
the yz-plane and then this circumference is repeated through the
x-axis. The separation of the particles is chosen so that the
roughness of the inner surface of the cylinder is the same
along the angular and longitudinal directions. Periodic
boundary condition (PBC) are applied along the longitudinal
direction (x axis). Particles’ interaction parameters are reported in
table 1. Choosing DPD interactions for modelling the collisions
with the channel allows us to maintain a large time step Δt = 10–2.
Due to the softness of the DPD interactions, we have
appropriately set the DPD parameters for the channel particles
to avoid leaking of solvent particles through the channel wall.
Moreover, DPD enables adding a friction between the solvent and
the channel wall. In our case, we have tested that for high enough
values of γ we are able to simulate Poiseuille flow. However, for
our study we have decided to explore low values of γ, which
correspond to the implementation of slip boundary conditions at
the channel’s surface.

2.3 Polymers in Bulk and in Confinement
Following ref. [11], we model the active polymer as a chain of
active monomers. As shown in Figure 1B, each of the Nb

monomers is composed by a single thruster DPD particle,
except the head and tail monomer. Since the first (last)
particle of the polymer does not have previous (posterior)
neighbors, no force is applied on them. Alternatively, one
could consider that the activity direction is extrapolated from
the neighbor monomer in the chain. However, this alternative
approach will not affect the main results and features described in
the manuscript. Previously proposed models for active polymers
have also taken this approach [11]. Monomers are held together
to their first neighbours via a harmonic potential
Vharmonic(r) � K(r − r0)2, acting between thruster particles of
the connected beads separated by a distance r, with
K � 30kBT/r2c , being r0 ≡ 1.5 rc. Since all interaction between
particles are soft (DPD-like), we can choose dt = 10–2 as the time
step to integrate the equations of motion. As in ref. [11], we

assume that all monomers are active apart from the first and the
last (in grey in Figure 1). An active force Fa,i acts on each thruster
monomer at ri. The force is characterised by a constant
magnitude Fa and a direction of ri+1 − ri−1 parallel to the
polymer backbone tangent, being ri+1 and ri−1 the position
vectors of the thruster particles first neighboring monomers.

To characterise the bulk properties of an active polymer, we
study a dilute system of 4 active polymers in a box with edge L =
20 at a solvent density of ρ = 3. Care must be taken if the volume
fraction of polymers is not low enough, since polymers might
interact between each other via hydrodynamics. In our case we
avoid this by working with a polymer volume fraction that is
always lower than 5%.

To study the effects of confinement we embed the active
polymer and the solvent in a cylindrical channel with periodic
boundary conditions along the axial axis. The cylinder consists of
Nc = 24,415 frozenWCA-like particles that interact with the DPD
particles (solvent and polymers) via a WCA-like potential

VLJ r( ) � 4ϵ σ

r
( )12

− σ

r
( )6[ ] + ϵ; for r< 21/6 σ,

0; for r≥ 21/6 σ,

⎧⎪⎪⎨⎪⎪⎩ (2)

where ϵ is the unit of energy and σ represent the channel’s particle
diameter set to σ = rc = 1. In all simulations we set kBT = 1.0
(Lennard-Jones units). Cylinder particles are located close
enough to avoid DPD solvent particles to cross the cylinder’s wall.

The chosen values for the DPD parameters are reported in
Table 2 for all interactions between particles: solvent-solvent,
solvent-polymer, solvent-cylinder, polymer-polymer, polymer-
cylinder.

We should stress the fact that when dealing with active colloids
or active polymers we have chosen to simulate the cylindrical
channel in a different way. In the former case, the channel has
been simulated by means of particles interacting via DPD, as
explained earlier. Whereas in the latter case, the channel has been
built using particles interacting via a repulsive WCA potential, to
compare with ref. [11].

2.4 Swimming Induced by Hydrodynamics
In order to numerically consider full hydrodynamic interactions
between the microwimmers and the surrounding solvent, we
prescribe a force field for the solvent particles surrounding the
thruster particles (the red particles in Figure 1).

When dealing with a spherical squirmer, the usual approach
consists in prescribing tangential velocities to the solvent particles
at the swimmers surface [28]. Note that we have not followed the
usual squirmer approach. In our case, tangential solvent forces,
instead of velocities, are prescribed over a hydrodynamic active
volume ΓH around the colloid, instead of just at the colloid’s
surface. This approach is more general since it enables the
possibility of studying different agent shapes and inertial
effects, which are present in many active systems [63].

In this study we only consider axisymmetric force fields (Eq.
3). We choose the hydrodynamic region ΓH as a spherical shell
around the thruster particles of inner and outer radii Rc and RH,
respectively. The expressions of the force fields considered for the
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colloid and the polymer are reported in what follows (see the
Supplementary Appendix for more details). The general
expression for an axisymmetric force field that vanishes
everywhere except inside the aforementioned spherical shell is
given by,

f r, θ( ) � fr r, θ( )êr + fθ r, θ( )êθ[ ]PRc,RH r( ) (3)
where r is the distance from the thruster to the solvent particle, θ
the angle between the colloid’s orientation vector ê and the
solvent position vector, êr and êθ are the radial and tangential
unitary vectors with respect to the colloid frame of reference and
PRc,RH(r) � Θ(r − Rc)Θ(RH − r) is a pulse function in the radial
dimension which defines the spherical shell.

In order to have more control over the propelling force, we
normalize the force field over the hydrodynamic region ΓH, and
multiply by a factor Fp. Fp is the input parameter for the
magnitude of the self-propelling force. Thus the hydrodynamic
force field that will be applied to the solvent reads,

fH r, θ( ) � Fp
f r, θ( )
N

, where N � ∫
ΓH
f r, θ( ) dV

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣. (4)

Since in our case we are dealing with a discrete fluid (made of
solvent particles), the i-th solvent particle will feel a force,

f i
H � Fp

f ri, θi( )
N

, where N � ∑
j∈ΓH

f rj, θj( )ΔV
∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣ (5)

where the sum is taken over all the solvent particles that are inside
ΓH and ΔV � r3c � 1. Similarly to the squirmer model, here we
only consider the two first surface modes of the polar component,
fθ(r, θ), while the radial component is neglected fr (r, θ) = 0 (see
Supplementary Appendix Section 5.1 for the details). Thus, the
force field becomes,

f r, θ( ) � B1 sin θ + B2 sin θ cos θ( )PRc,RH r( )êθ ≡ f col, (6)

for which N � (R3
H − R3

c )B1π2/4. In this way, the total
propulsion force (which is precisely the integral appearing in
Eq. 4) experimented by the colloid is just Fp. B2 controls the force
dipole contribution to the force field and thus wether we are
dealing with pushers (B2 < 0), neutrals (B2 = 0) or pullers (B2 > 0).
Because of this formulation, B1 plays no role and will be fixed to
1.0 from here on. As in the squirmer model, we define β = B2/B1 as
the active stress parameter that controls the type of squirmer (see
Figure 2). Under the assumption of Stokes flow (low Reynolds
number), it is reasonable to think that the velocity field of the
solvent particles will resemble that of the squirmer model1

[28, 49].
Now we need to deal with the reaction force that is exerted on

the colloid which will result in its thrust. Moreover, since an active
colloid is an extended rigid object we would like to preserve the
torque that may arise due to density fluctuations or interactions
with other objects. The reaction thrust force, fT, is applied on the
nearest colloid particle (thruster or not) to each of the solvent
particles and it is equal and opposite to the redistributed force on
that solvent particle:

f k
T r, θ( ) � −f i k( )

H r, θ( ) (7)
where i(k) represents the nearest solvent particle to the k-th
colloid particle.

At each step, we implement the following algorithm:

1. Starting from a reference microswimmer, we identify the
neighboring solvent particles around the swimmer’s
thruster particles located between the swimmer’s radius

FIGURE 2 | Examples of 2D hydrodynamic redistribution force fields for all the studied cases: a pusher (A)with β = −5, a puller (B)with β = 5, a neutral squirmer (C)
with β = 0 and a monomer of the active polymer (D). These correspond to a section of the 3D field passing through the equator of the redistribution sphere. The arrow
inside the central colloid indicates the direction of the propulsion force Fp, with magnitude indicated in each panel. Here, the hydrodynamic region ΓH would be the area
contained between the solid and dashed circles.

1Under the same Stokes flow assumption, the colloid’s propulsion velocity vp can be
computed from the self-propulsion force Fp via the Stokes law Fp = 6πηRcvp.
However, this assumption may not hold in some cases that are also worth studying.
For these cases, we “measure” vp as the time averaged projection of the colloids
velocity vcol over its orientation axis vp � 〈vcol · ê〉t as will be explained later on.
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(Rcol for the colloid; rc for the polymer) and the
“hydrodynamic” radius RH.

2. We compute the force field fH in Eq. 4 at each of the neighbors
positions, consistently with the swimmer’s orientation. The
norm of the total distributed force is also computed.

3. For each neighbor:
3.1 We apply the corresponding normalized force.
3.2 We find the nearest agent particle and apply the same and
opposite force.

In this way self-propulsion is achieved, while linear and
angular momenta are locally conserved at each step. This
procedure enables physically realistic modeling of the
propulsion mechanism of a wide range of self-propelled
systems, both living and artificial.

In case of the active polymer, we have considered a constant
field modulated by cos(θ/2) for each thruster monomer,

f r, θ( ) � −cos θ

2
( )PRc,RH r( ) ê ≡ f pol, (8)

where ê � cos θ êr − sin θ êθ is the self-propulsion direction of the
thruster particle. In this case, a reaction force that provides thrust
to the agent is applied on each thruster particle. This force is equal
and opposite to the total force distributed among the solvent
particles in each step. Since in this case we are dealing with a
flexible object that has many thruster particles, we need not to
worry about finding the nearest agent particle, since this is already
taken care of, as the force that each thruster particle redistributes
is equal and opposite to the one that is exerted on it.

In Figure 2 we can see the hydrodynamic force fields, f, we
have used in this work. The continuous and dashed
circumferences represent the inner (Rc), and outer (RH) radius
respectively and define the region ΓH where redistribution occurs.
As an example, in this figure the propulsion force is computed as
the surface integral of the vector field inside this region,
Fp � −∫ΓH

fH(r, θ) dS, in this case computed in 2D. Since the

force field is asymmetric there exists a net propulsion force that
provides thrust to the agent. In the case of the polymer (d), each
polymer bead (or monomer) acts as a small colloid with its own
redistribution field, so in this case Rc = rc would represent the
beads radius, i.e. the thickness of the polymer.

To conclude, the total force experienced by an agent particle
consists of the following contributions

F � FC + FD + FR + FT (9)
where FT is the total thrust force, computed as the sum of all the
reaction forces on each colloid’s particle FT � ∑k f kT.

It is worth noting that while in this study we have restricted
ourselves to axisymmetric force fields, the code implementation is
made for general force fields, allowing for example azimuthal
flows, like those of the Volvox algae [64].

2.4.1 Quantifying Activity
To characterise a microwimmer in the solvent, we will define
dimensionless numbers such as the Reynolds number and the
Péclet number. For this, we will need to establish the viscosity η of

the fluid. η can be numerically computed in a DPD fluid, as
recently shown in ref. [65], or estimated via a mean field, as in
Warren and Groot [33]. In our work, we follow the second
approach, according to which the DPD solvent kinematic
viscosity ], defined as η

ρ, can be computed as

] � η

ρ
� Dsol

2
+ 2πγρr5c

1575
(10)

where the diffusion coefficient Dsol is

Dsol � 45kBT
2πγρr3c

. (11)

For more details, see Warren and Groot [33]. Note that in
MPCD the viscosity can be computed as η � 16.05

������
m0kBT

√
/a20,

where m0 and a0 are the mass and the size of the cell used in
MPCD algorithm. See [60, 66–68] for more details.

Once we know the viscosity, we compute the Reynolds
number and the Péclet number. The Reynolds number
quantifies the amount of inertial versus viscous forces acting
on an object that moves in a fluid,

Re � vprc
]

(12)

where rc = 1 is the solvent characteristic length and vp is the
microwimmer’s propulsion velocity. For both the active colloids
and the active polymer, the velocity is the one of the center
of mass.

The Péclet number is an adimensional number used to
quantify the measure of the activity. It is directly proportional
to the self-propulsion speed and to the reorientation time [69].
The Péclet number has been used in bulk suspensions of Active
Brownian Particles [70, 71] to quantify particles’ activity.
Differently from ABP, when dealing with swimmers (as in our
case) the rotational dynamics of the colloid arises from
interaction with the fluid and it is not prescribed (such as in
ABP). Therefore we introduce a Péclet number based on the
propulsion velocity, vp. In this way one should expect that, for a
given set of parameters, the reorientation time increases with the
propulsion velocity and thus with the Péclet. In other words, the
Péclet number is defined to describe the degree of activity in the
system as the ratio between the self-propulsion of the
microwimmer and a diffusion scale Pe = vp τr/σ. However,
different works have shown different definitions for this
number. We define the Péclet number for the colloid
following ref. [60] as,

Pecol � vpRcol

Dcol
(13)

here Dcol = kBT/6πηRcol is the estimated diffusion coefficient
of the colloid and Rcol is the colloid radius that is fixed to 2 for
all our simulations (with the exception of the flow fields shown
in Figure 3 in which Rcol = 3 was chosen for better visibility).
We have studied the following ranges Fp ∈ [0, 50], vp ∈ [0, 1.25],
Pe ∈ [0, 156] and Re ∈ [0, 12]. As mentioned earlier, for some
parameters we cannot assume that we are in Stokes flow
conditions, so we should not use the relation vp = Fp/6πηRc
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for computing the colloids propulsion velocity, this is why we
“measure” it as vp � 〈vcol · ê〉t. The values obtained are shown
in Figure 1 of the Supplementary Material. Note that it was
found that the propulsion velocity of the colloid, and thus the
Pe and Re, are not always linear with the propulsion force Fp.
Moreover, they change whether we are dealing with pusher,
neutral or puller squirmers. In Figure 1 of the Supplementary
Material we show the different propulsion velocities found
(and their corresponding Pe and Re) for each type of squirmer.
However, in all simulations presented, we remain in the range
Fp ∈ [0, 50] where the separation between the vp values for
different squirmer types is not so dramatic and the behaviour
does not depart too much from linearity.

For the polymer we follow the ref. [11] and define the Péclet
number as

Pepol � Fp rc
kBT

(14)

where rc = 1 represents the characteristic length of the monomers.
The polymer’s lengths, Nb, studied lay in a range between 40 and
100. For this particular cases we have explored values Pe = {0.01,
0.1, 1.0} that correspond with Reynolds numbers in the laminar
regimen, around Re≈ 0.3.

2.5 Analysis Tools
In order to characterise our systems, we compute both structural
and dynamical features. Concerning the active colloid, we first
establish the velocity field of the solvent surrounding the
swimmer to characterise the nature of each spherical squirmer
(whether pusher, puller or neutral). Next, we study its dynamics
by computing the mean square displacement, and estimate the
effective diffusion coefficient from its long time behaviour. When
dealing with the colloid in confinement we also analyze the
orientation autocorrelation function (OACF) that supplies
information about the reorientation time of the colloid.
Concerning the active polymer, we first characterise how
activity affects its structural features by computing the radius
of gyration. Next, we study its dynamics by computing the mean
square displacement of the center of mass and again estimate the
effective diffusion coefficient from its long time behaviour.

2.5.1 Velocity Fields
For computing the solvent velocity fields around the colloid we
run simulations of a fixed colloid in the center of the box pointing
to the positive x-axis. Then, we perform a binning of the
simulation box and average the velocities of the solvent
particles inside each bin, finally we also take ensemble and

FIGURE 3 | Sections of the velocity fields in the lab frame (bottom row) and moving with the colloid (top row), for the pusher (A,D), neutral (B,E) and puller (C,F)
squirmer. surrounded by ~ 104 fluid particles and swimming to the right. The colour of the background is the averaged density of fluid particles, the colour of the arrows
shows the fields magnitude. Here the colloid radius is Rc = 3 and Fp = 100 in order to obtain a clearer flow field. These values produce Pe ≈ {818, 655, 573} and Re ≈ {25,
20, 17} for the pusher, neutral and puller squirmers respectively.
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time averages in the stationary state. The velocity fields shown in
Figure 3 correspond to a slab that has the same height as the
colloid (Dcol). The arrows represent the xy-projection of the full
3D velocities.

2.5.2 MSD
Concerning dynamical features, we compute the mean square
displacement

MSD t( ) � 〈 rcm t( ) − rcm 0( )[ ]2 〉 (15)
Where rcm indicates the position of the center of mass of the
colloid/polymer. The average is taken over several colloids/
polymers. The long time behaviour of the MSD, corresponds
to the diffusion coefficient D, MSD(t) = 6Dt. It is worth noting
that when confinement takes place in a cylinder with a small
radius, it might be better to consider the system as one
dimensional, thus MSD(t) = 2Dt. However, this is not our
case since we consider that the agents have sufficient space to
diffuse in the transverse directions. This leads to a more
straightforward comparison between the different systems.

2.5.3 OACF
The orientation autocorrelation function is computed for the
colloid in confinement to asses the impact of the confinement in
the rotational diffusion (or equivalently, the reorientation time)
of the colloid.

OACF Δt( ) � 1
NΔt

∑NΔt

i�0
ê ti( ) · ê ti + Δt( ) (16)

Here Δt = n dt where dt is our base time step. The scalar
product of the orientation at a given time ê(ti) with itself at a
delayed time ê(ti + Δt) is averaged over the intervals of length Δt,
starting at all the possible ti’s, that fit into the total simulation time
Tsim = Ntotdt. So there would be NΔt = Ntot − n + 1 intervals of the
same length in the full simulation interval for a given n.

2.5.4 RoG
The radius of gyration Rg for the active polymer is computed
according to the relation,

R2
g � 1

N
∑N
k�1

rk − rcm( )2, (17)

where rcm is the position of the center of mass of the polymer, rk is
position of the k thruster particle and N is the number of bead of
the polymer.

3 RESULTS

In what follows we present the results obtained for both
microwimmers, either in bulk or in cylindrical confinement.
We start with the simplest object: the spherical squirmer
(Section 3.1) characterising its hydrodynamic features
(Section 3.1.1) and its dynamical properties (Section 3.1.2).
When confined in a cylindrical channel, we also compute its

orientation autocorrelation function (Section 3.1.3). Next, we
study the more complex-shape active polymer (Section 3.2),
characterizing its structural (Section 3.2.1) and dynamical
(Section 3.2.2) properties, compare our results with the
passive and Brownian counterpart.

3.1 Active Colloids
3.1.1 Flow Fields
To start with, we present our results for a spherical squirmer and
study the velocity fields for the pusher, the puller, and the neutral
swimmer.

Figure 3 displays the velocity flow fields for this three
squirmers computed as explained in the previous section:
pusher (a, d), neutral (b, e) and puller (c, f) squirmer.
Comparing our results with the typical flow fields expected for
squirmers (e.g. ref. [49]) the flow fields reported in Figure 3 are
not so symmetrical, in the case of the puller and pusher lab frames
(Figures 3D,F). The four characteristic vortices of the flow field
when periodic boundary conditions are present [48] seem to be
shifted to the negative x-direction, compressing the two at the
front and stretching the two at the back. In the same way, in the
relative frame, we can see smaller swirls than usual at the front of
the pusher (Figure 3A) and somewhat elongated ones at the back
of the puller (Figure 3C). In the case of the neutral swimmer, the
characteristic source dipole of the lab frame (Figure 3E) is
completely compressed against the swimmers surface, and
some turbulent flow is appreciated at the edges of the y-
dimension of the section. All these deviations from the usual
flow fields are ascribed to inertial effects of the fluid stemming
from the high Reynolds number present in our simulations [59].
In SupplementaryMaterialwe show the flow fields for a different
set of parameters (lower Reynolds number, at Re ≈ 0.1) for which
we find a more typical squirmer flow field [48, 49]. In ref. [48] the
authors also comment on an analytical solution and state that it is
indistinguishable from the one found in their simulations. An
analytical solution for the flow field without PBCs in terms of a
source dipole, a force dipole and a source quadrupole is also
provided in ref. [46] following a different approach but
compatible with the usual derivation by Blake followed by
[48]. Ref. [59] studies in detail how the Reynolds number
affects the flow fields around squirmers.

Confining the colloid inside a cylindrical channel has a drastic
impact in the solvent flow fields (Figure 4), since the channel
walls change the boundary conditions of the fluid.

For the pusher and the puller in the absolute frame (Figures
4A,D) we observe that the two vortices at the back and front
respectively have disappeared, while the other two (at the front of
the pusher and at the back of the puller) seem to have retracted to
a closer position directly in front of the pusher and behind the
puller. A similar damping of vorticity has already been reported
in ref. [72] and may be attributed to the suppression of the fluid’s
long-wavelength modes due to the confinement [73]. In the
relative frame of reference, the swirls have also contracted
further, and it is now difficult to distinguish them from just
turbulent flow. In the case of the neutral swimmer (Figures 4B,E)
the flow fields do not differ that much with respect to the ones
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encountered in bulk, with the exception that now there are no
turbulent regions at the edges of the flow field.

3.1.2 Diffusion
When dealing with a colloidal squirmer in bulk, we study its
dynamical features by estimating the long time diffusion
coefficient normalised by the diffusion of a passive colloid in
bulk via the center of mass mean square displacement, as
explained in Section 2.5., for the three types of squirmers
(Figures 5A–C).

The top row of panels in Figure 5 represent theMSD for a bulk
dilute suspension of pushers (a), neutrals (b) and pullers (c).
Their long time behaviour corresponds to the diffusion coefficient
reported in Figure 6A From the results presented, it is reasonable
to conclude that the three types of squirmer diffuse almost the
same for the ranges of Péclet numbers studied. As expected, the
diffusion of the three of them increases when increasing their
thrust force and thus their Péclet number.

In Figure 6A it is worth noting that as we increase the thrust
force and thus the Péclet and Reynolds numbers, the diffusion
behavior changes significantly. When we are in the range of Re≪
1 the diffusion increases significantly while we increase the Pe.
When we approach Re ≈ 1 the increase in diffusion is dampened
reaching what seems to be a saturation as Re ≫ 1.

The middle and bottom row of panels in Figure 5 represent
the MSD for a confined dilute suspension of pushers (a), neutrals
(b) and pullers (c). The middle panels study the dynamics of
swimmers in a channel with the smallest radius, while varying the
Peclet number for pushers (d), neutrals (e) and pullers (f). The
bottom panels study the dynamics of swimmers at the highest
Peclet in a channel with varying radius for pushers (g), neutrals
(h) and pullers (i). When we confine the active colloid inside a

cylindrical channel the symmetry between pushers and pullers is
lost. Pushers will tend to reorient parallel to the wall, while pullers
will do so perpendicularly. In this way, mobility of pushers should
be increased while pullers should be more prone of getting
“stuck” at the wall, which is reflected in the MSD curves in
Figures 5D–F. This is a well known behavior for the interaction
of squirmers with walls [45, 49], that has been used to explain the
accumulation of certain microorganisms at surfaces [50]. The
coupling between a microswimmer close to the wall and the
solvent is affected because a portion of its hydrodynamics region
(see Figure 2) lies outside the cylinder, where no solvent particles
are present. Although this effect can contribute an additional
torque, the volume of this excluded region is small compared with
the rest of the hydrodynamic region, and it is not seen to affect the
qualitative features of the hydrodynamic coupling between the
microswimmer and the confining wall. Moreover, when studying
the diffusion for different channel radii (Figure 6C), if this effect
had a relevant contribution, we would expect to see a clear
modulation of the diffusion varying radius for all types of
squirmers, since the greater the radius, the smaller the
excluded portion of the hydrodynamic region.

The same information can be recovered when plotting the
OACF for each system (as will be shown in Figures 7E–G)
curves).

As shown in the MSD curves (Figures 5D–F), for the
pusher we detect a slight increase at large times, while for
the puller the curves collapse showing a significant decrease in
its motility at large times for all studied Péclet numbers. This is
due to the wall-facing effect described previously, which is
consistent not only with the decrease of motility, but also with
the apparent independence of the diffusion with the Péclet
number. The shape of the MSDs curves for the neutral

FIGURE 4 | Solvent flow fields of the colloid confined in an cylindrical channel (Rcyl = 3.5) in the lab frame (bottom row) and moving with the colloid (top row), for the
pusher (A,D), neutral (B,E), and puller (C,F) squirmer. Here the colloid radius is Rc = 2 and Fp = 50. These values produce Pe ≈ {90, 76, 61} and Re ≈ {3.9, 3.3, 2.7} for the
pusher, neutral and puller squirmer respectively.
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swimmer (Figure 5E) also follow from this argument. The
neutral squirmer gains its thrust force symmetricaly between
its front and back. Therefore, it propels on its front more than
the pusher but less than the puller, and propels on its back

more than the puller but less than the pusher. The fact that this
system is between the two is confirmed by the MSDs curves.
The diffusion curves (Figures 6A–C) show more clearly what
we have just addressed.

FIGURE 5 | MSDs for the three squirmer types studied. Left column: pusher [panels (A, D, and G)]. Center column: neutral [panels (B, E, and H)]. Right column:
puller [panels (C, F, and I)]. Top row: bulk [panels (A, B, andC)]. Center row: in cylindrical confinement for different Pe’s for the smallest channel radius Rcyl = 3.5 [panels
(D, E, and F)]. Bottom row: for different channel radii for the highest Péclet numbers available corresponding to the highest thrust force Fp = 50 [panels (G, H, and I)].

FIGURE 6 |Measured diffusion as a function of the Péclet number for the active colloid in bulk (A), in confinement for the narrowest channel Rcyl = 3.5 (B) and as a
function of the cylinder radius for the highest Péclets (C) for the three squirmer types studied. We normalize by the diffusion of a passive colloid in bulk D0

b � 0.032179. In
the two first plots a secondary horizontal axis shows the corresponding Reynols number.
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In Figure 6C we report the normalized diffusion for the
highest Péclet number of the three types of squirmers in
confinement as a function of the channel radius. The major
effect of varying the channel radius occurs for the pusher, while
the puller and neutral squirmer’s diffusion seems to remain
unaffected by it (in the studied range). This is coherent with
the wall-facing argument previously described. The diffusion is a
long time property, while for the studied radii the colloid reaches
the channel wall at much shorter time scales. Therefore once the
colloid has reached the wall, it might get stuck due to the wall-
facing effect regardless of the channels radius.

3.1.3 Orientation Aturocorrelation Function
Finally, we compute the orientation auto-correlation function
(OACF) when active colloids are confined in a cylindrical
channel, as depicted in Figure 7. The OACF measures the
rotational diffusion (or equivalently, the reorientation time) of
a colloid, i.e., for how long the colloid retains its swimming
direction before it is randomized by fluctuations.

The top row of Figure 7 represents the OACF for the system
confined in the smallest cylinder, when varying the Péclet
number. Whereas the bottom row represents the OACF for an
active colloid propelling at the highest Péclet number and
confined in cylinders with different radii. In the case of a
pusher (Figure 7A) we detect a clear increase of the
reorientation time with increasing Pe. This is expected for any
non-chiral active particle which increases its Pe by increasing its
propulsion force [69]. Moreover, due to the wall-rebound
argument discussed previously, this effect could be amplified.
When dealing with the neutral (Figure 7B) and the puller
(Figure 7C) squirmers, the interpretation is less clear. It seems
that in both cases starting from the lowest Pe the reorientation
time increases until it reaches a point where the behaviours for

both squirmers is different. For the neutral squirmer, as we keep
increasing Pe the reorientation time decreases, reaching a
minimum for the highest Pe. Whereas for the puller, at Pe =
14.5 there is a sharp decrease and then, as we keep increasing Pe, a
slight recovery. Anyhow it is hard to draw solid conclusions in
both cases. One reason could also be due to not enough statistics.

Figures 7D–G offers a much clearer interpretation. In these
panels we show how the OACF changes as we vary the channel
radius keeping in all cases the maximum Pe available,
corresponding to the highest thrust force Fp = 50. As expected
for a passive colloid (Figure 7D) the OACF is the same regardless
of the channel radius. Moving now to the pusher (Figure 7E) we
notice an increase of the reorientation time as we decrease the
channel radius, consistent with the wall-rebound argument. For
the puller (Figure 7G) we encounter the opposite behaviour, the
reorientation time increases with increasing radius: this can be
explained with the wall-facing argument plus the fact that when
the puller is swimming against the wall it is in an unstable state,
similar to when a pencil is left standing at its tip, so it will change
its orientation. Some times this reorientation will lead him back to
the center of the channel, but the narrower the channel, the
sooner it will encounter again the wall and reorient again. For the
neutral squirmer (Figure 7F) we are again in between pushers
and pullers but since neutrals propel in their front side, as pullers,
the behaviour observed is more similar to pullers than to pushers.

3.2 Active Polymer
In this section we present our results on structural and dynamical
features of the active polymer in an explicit solvent. In particular,
we focus on the radius of gyration Rg, and on the diffusion
coefficient D, computed via the long-time behaviour of the mean
square displacement of the polymer’s center of mass. We consider
the active polymer first in bulk and then confined in a cylindrical

FIGURE 7 | Auto-correlation function for the colloids orientation vector. Top: for the smallest cylinder radius Rcyl = 3.5 and all the Péclet numbers studied for pusher
(A), neutral (B) and puller (C). Bottom: for all the studied cylinder radii for a passive colloid (D) for which Fp = 0, Pe = 0.1 ≈ 0 and the highest Péclet numbers available (all
corresponding to Fp = 50) for the three types of squirmers: pusher (E), puller (F), and neutral (G).
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channel, underlying the effect of the activity in comparison with
the passive polymer behaviour in the same conditions. When in
bulk, we unravel the effect of hydrodynamics comparing our
results to the results obtained in ref. [11] for Active Brownian
polymers (without hydrodynamics).

3.2.1 Radius of Gyration
Figures 8A,C shows the probability distribution function of the
radius of gyration for the polymer in bulk (panel A, continuous
lines) and confined in a channel (panel C, dashed lines),
comparing the passive (thick lines) to the active (thin lines)
case. We also sketch snapshots representing typical
conformations observed in each case, both for the passive case
(in blue) and for the active one (in magenta). Panel B represents
the average radious of gyration as a function of the Péclet number
for polymer length of N = 50 (blue), N = 100 (green) and N = 200
(red) in bulk (continous line) and in a channel (dashed line).

When studying a passive polymer in bulk (thick lines inFigure 8A),
ourmodel recovers the expected increase of the radius of gyration with
the polymer size. This behaviour is observed also in the presence of
active forces as shown by the thin lines in Figure 8A. In order to
underline the relevance of hydrodynamics it would be interesting to
compare the results obtained for the active polymer with those for the
Active Brownian Polymer reported in ref. [11]. However, a direct
comparison is not possible, due to the different features of the chosen
polymer’s model. In ref. [11] the authors used a bead-spring self-
avoiding polymer, whereas in our studywe have used an ideal polymer.

When studying the average of the radius of gyration as a
function of the Péclet number (Figure 8B) we detect a non-
monotonic behaviour.

For short polymers (N = 50), Rg remains constant at low
activities (until Pe = 5): the same behaviour has been detected in
ref. [11] for Active Brownian polymers, sign that hydrodynamics
is not relevant for low activities.For relatively short polymers (N =
50 and 100) the radius of gyrations is almost constant when
activity is low, and increases at high activity. This behaviour
corresponds to what one would expect if the polymer behaved like

a flexible polymer [17]. The collapse is a consequence of the time
scale separation of the thermal and active contributions. The
subsequent increase of the radius of gyration is due to the reduced
influence of hydrodynamic interactions for larger values of Peclet
number.However, when activity increases, the presence of
hydrodynamics affects the polymer conformation since Rg

increases. On the other side, without hydrodynamics, Rg
decreases. For larger polymers (N > 50) Rg reaches a
minimum value before increasing again. The same behaviour
has been already reported in ref. [17] for active fully flexible
Brownian self-avoiding polymer.

Larger polymers (N > 200) behave like a semi-flexible polymer
[17], characterised by an initial decrease of Rg (more compact
shape) for small values of the Péclet number, leading to an
increase of Rg with the activity (more open shape). This non-
monotonic behaviour resembles the behaviour observed for the
end-to-end distance of active polymers in the presence of
hydrodynamics [13, 14].

Even when an active polymer is confined in a cylindrical
channel (Figure 8C), activity plays the same role on the
probability distribution of the radius of gyration. The radius
of gyration increases with the number of monomers N when
hydrodynamics is taken into account. This is expected, as we
increase the mass of a polymer. Moreover, comparing the
active (thin) to the passive (thick) polymer, the increase is
more stretched in the active than in the passive case.
Interestingly, the confinement does not seem to affect Rg

since same size active polymers (50, ≤ ,N ≤ 200) are
characterised by the same radius of gyration when in bulk
or in a channel. Probably, the reason for this is that we have
chosen to study a channel whose diameter is relatively large,
thus not differing too much from the bulk system.

3.2.2 Diffusion
In order to understand the dynamical features of an active
polymer in bulk and in confinement, we compute the MSD of
the active polymer’s center of mass.

FIGURE 8 | Probability distribution of the radius of gyration for passive (Pe = 0, thick line) and active (Pe = 10, thin line) polymers of N = 50 (blue), N = 100 (green), N =
200 (red) monomers in bulk (A) and in confinement (C). The snapshots illustrate typical conformations for the passive (blue) or active (magenta) polymers. (B) Average
value of Rg as function of Pe for different polymer sizes. Continuous lines are for the polymer in bulk and dashed lines for the polymer under confinement.
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As in ref. [11] for the system without hydrodynamics and like
the squirmers studied in the previous section, the MSDs present
at short time a ballistic regime (MSD ∝ t2), a diffusive
dependence at long time (MSD ∝ t) and for intermediate
times there is a crossover typical of a super-diffusive regime
(MSD∝ t], with 1 < ] < 2). From theMSD long time dependence,
we estimate the diffusion coefficient. Figure 9 represents the
diffusion coefficient Deff of the polymer’s center of mass as a
function of the polymer size, when varying the Péclet number.
While in panel A we have normalised the diffusion coefficient by
the diffusion coefficient of the passive polymer (D0), in panel B we
have normalised the diffusion coefficient by the mean field
diffusion of a DPD solvent particle (Dsol in Eq. 22).

In Figure 9A. we show the results for the effective diffusion
normalized by the diffusion coefficient of the passive case (D0) as
a function of the polymer size. We study values of activity ranging
from the passive case (in red) to Pe = 1 (yellow case) and observe
that activity increases the effective polymer diffusion. Meanwhile,
if we compare the Brownian diffusion [11] (yellow square) for the
same activity Pe = 1.0 with our results (yellow triangles) we detect
the same dependence with N but approximately 10 times smaller.
The effect of hydrodynamics is to slow down the polymers’
motion, as expected. Finally, if we compare the results
obtained for the bulk system with the ones for the channel we
observe how confinement does not seem to affect the small
polymers (N < 50), but turns out to be relevant when the
length of the polymer is increased. For longer polymers (N >
70) the confinement affects the polymer’s motion and the
diffusion decreases when the polymer is too long.

On the other hand, in Figure 9B. the effective diffusion has
been normalized by the mean-field diffusion given by Eq. (11).
The idea to represent the data in this way was to be able to
establish a power law dependence of the diffusion coefficient with
the polymer size and compare it with the prediction expected for
the diffusion by the Rouse and Zimm [74] theory of Gaussian
chains. Within this theory, the chain center of mass diffusion
DRouse ∝ N−1 and DZimm ∝ N−1/2. As shown in Figure 9B, when

the polymer is passive (red line), the power law resembles that
predicted by the Zimm model, which takes into account the
hydrodynamic interactions between the beads of the polymer.
While when the activity is relatively high (yellow line) the
behavior is not similar to that expected in this model, since
other effects appear due to the activity of the system.

In order to understand this behaviour, we compute the
Schmidt number, defined as Sc = ]/Dsol, being ] = 1.25 the
kinematic viscosity of the DPD fluid and Dsol the diffusion of the
solvent particles. Estimating the kinematic viscosity via the mean
field model of Groot and Warren’s [33], and measuring Dsol, we
estimate Sc = 2.35 for the solvent in all simulations. Whenever the
Schmidt number is larger than one, the momentum diffusion
dominates and hydrodynamics is relevant. However, since in our
case the Schmidt number is around one, we conclude that the
hydrodynamic coupling is not too strong. Therefore, we observe
both scaling regimes, Rouse and Zimm.

4 DISCUSSION

In many paradigmatic examples of active matter such as
biological microswimmers or synthetic active colloids, these
are typically immersed in a solvent and the hydrodynamic
interactions produced by the movement of the particles are
relevant. Usually the introduction of these hydrodynamic
interactions in active systems has been carried out through
lattice models such as LB, that consider hydrodynamic effects
but neglect thermal fluctuations, or MPCD that allow for the
study of systems at low Reynolds number [75]. In this work we
develop a new framework for the introduction of
hydrodynamic interactions in mesoscopic molecular
dynamics simulations. To do so, we have used the well
known DPD model that has been showed to be a simple
and well behaved coarse-grain model (for a specific set of
parameters) for the implementation of hydrodynamics
interactions in passive systems.

FIGURE 9 |Diffusion coefficient of the polymer center of massDeff as a function of the polymer length for three different Pe values 0 (red), 0.1 (orange) and 1 (yellow).
(A) Normalised by the diffusion coefficient of the passive polymer (D0); (B) normalised by the mean field diffusion of a DPD solvent particle Eq. 11. Square dots are results
from ref. [11] triangles are results for the system in bulk and circles for system in confinement.
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One of the main advantages of this new implementation is the
possibility of easily taking into account thermal fluctuations for
swimmers of complex shapes. Moreover, our implementation has
been developed as an extension of the LAMMPSs open source
package and will be sent to the LAMMPS developers (constantly
maintaing the code), making our numerical approach readily
available to everyone.

In active systems there are a plethora of different mechanisms
that produce the propulsion of the microwimmers, such as
beating of flagella or chemical reactions. In our approach, we
focus on the fact that in all these cases, the agents exert a force on
the solvent in which they are immersed in order to achieve thrust.
Depending on the type of propulsion mechanism employed, the
exerted force has its own distinct features but it always respects
the conservation laws of the different physical quantities. The
model and its implementation is described in details, mainly
based on momentum conservation: this corresponds to the fact
that the force experienced by the microwimmer in its propulsion
must be compensated by the stresses induced in the solvent.

To verify the validity of our model, we study two particular
cases whose phenomenology has been well characterised by other
numerical methods. The first of these cases are spherical
squirmers, which represent the simplest model of a
microwimmer in which the hydrodynamics of the system is
taken into account. The second example studied is an active
polymer, which is nothing more than a first approximation to a
slightly more complex structure: a chain of swimmers. In this
case, our proposed method is applied in the same way for each of
the monomers (swimmers) that form the polymer. As shown in
the Results section, the proposed method leads to a
phenomenology, such as flow fields, dynamical and structural
features, consistent with the results obtained for the same systems
studied with different numerical models.

Concerning the active colloid, we have been able to reproduce
the solvent flow fields for the different types of swimmers
(Figure 3), observing a characteristic deformation of the
solvent flow fields due to the inertial effects present in the
fluid at moderate Reynolds numbers Re ~ 20. We have been
able to asses the impact of these inertial effects on the dynamics
and hydrodynamics of the swimmer and to conclude that pushers
are the most efficient swimmers (in the sense that they develop a
larger propulsion velocity for the same propulsion force, Figure 1
of the Supplementary Material), followed by neutrals and pullers
when the Reynolds number is increased enough. For the ranges
studied in the majority of our work, we showed that when
swimming in bulk, diffusion is hardly affected by the choice of
squirmer type (Figure 6A), and begins to saturate as we venture
into higher Reynolds numbers. When the swimmer is confined
inside a cylindrical channel, the flow fields changed dramatically
in order for the fluid to adapt to the new boundary conditions
(Figure 4). The confined geometry breaks this symmetry in the
diffusion between the squirmer types (Figure 6B), as the
behaviour of each swimmer near the channel wall is
completely different: while pushers tend to rebound, aligning
parallel to the wall and thus increasing their diffusion, pullers
tend to get stuck, aligning perpendicularly with the wall and thus
drastically decreasing their diffusion. Neutral squirmers lay in

between both behaviours, but closer to pullers, as they slightly rely
on the solvent ahead of them for achieving thrust. When varying
the radius of the confining channel, diffusion of neutrals and
pullers was hardly affected, while pushers enhanced their
diffusion with decreasing channel radius (Figure 6C). Finally,
we discussed the effect of the confinement in the reorientation
time of the swimmers (Figure 7). We showed that pushers have
slower reorientation dynamics the larger the Péclet number, but
could not conclude anything too clear for neutrals and pullers.
Although when the Péclet is the highest and we increase the
channel radius, the reorientation behaviour of pushers and
pullers is clearly opposite: pushers increase their reorientation
time while pullers decrease it. Again, neutrals lay in-between both
behaviours although a little closer to pullers than to pushers.

In the active polymer case, we have compared the radius of
gyration Rg and diffusion to the system without
hydrodynamics (Active Brownian Polymer). Concerning
the radius of gyration Rg, the behavior of the polymer has
been characterised as a function of both the polymer length
and the Péclet number. Even though the radius of gyration
monotonically increases with the polymer length (Figure 8),
the dependence with the activity is not so straightforward. For
short polymers Rg always increases with activity, whereas for
long polymers it reaches a minimum value. This behaviour has
been already detected in active fully flexible Brownian self-
avoiding polymers. On the other hand, confinement always
decreases Rg with respect to the system in bulk. When
studying the dynamics of the polymer, we have compared
our results with the analytical results for the Rouse and Zimm
models, and concluded that our model (for the set of
parameters used) is compatible with the prediction of the
Rouse model at low Peclet (when hydrodynamics does not
seem to play a relevant role), and is compatible to the Zimm
model at higher Peclet number, when the monomers of the
polymer chain can interact with each others due to
hydrodynamics.

As in Ref. 76, having characterised the behaviour of individual
swimmers in a solvent, we plan to use our numerical tool to study
more dense suspensions of active colloids or active polymers. This
will allow us to study their collective behaviour, their aggregation
(if present) and the interplay played by hydrodynamics and
activity, with the idea of comparing our numerical results to
experiments on active synthetic colloids or active living
swimmers (such as algae or bacteria), where hydrodynamics is
relevant.
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Boundaries control active
channel flows

Paarth Gulati1*, Suraj Shankar2 and M. Cristina Marchetti1

1Physics Department, University of California, Santa Barbara, Santa Barbara, CA, United States, 2Physics
Department, Harvard University, Cambridge, MA, United States

Boundary conditions dictate how fluids, including liquid crystals, flow when

pumped through a channel. Can boundary conditions also be used to control

internally driven active fluids that generate flows spontaneously? By using

numerical simulations and stability analysis we explore how parallel surface

anchoring of active agents at the boundaries and substrate drag can be used to

rectify coherent flow of an active polar fluid in a 2D channel. Upon increasing

activity, a succession of dynamical states is obtained, from laminar flow to

vortex arrays to eventual turbulence, that are controlled by the interplay

between the hydrodynamic screening length and the extrapolation length

quantifying the anchoring strength of the orientational order parameter. We

highlight the key role of symmetry in both flow and order and show that

coherent laminar flow with net throughput is only possible for weak anchoring

and intermediate activity. Our work demonstrates the possibility of controlling

the nature and properties of active flows in a channel simply by patterning the

confining boundaries.

KEYWORDS

active matter, polar fluid, confined channels, boundary anchoring, coherent flow

1 Introduction

Active fluids are composed of active entities, such as bacteria [1, 2], biofilaments

driven by motor proteins [3, 4] or self-propelled colloids [5, 6], that consume energy to

generate their own motion. Such active particles exert dipolar forces on their

surroundings, driving self-sustained active flows. The elongated nature of the active

units endows the fluid with liquid crystalline degrees of freedom, allowing for the onset of

orientational order, with either polar or nematic symmetry [7].

The orientationally ordered state of bulk active fluids is generically unstable at all

activities due to the feedback between deformations and flow [8], resulting in

spatiotemporal chaotic dynamics at zero Reynolds number that has been referred to

as bacterial or active turbulence [9]. Several strategies have been proposed to stabilize

laminar flows in active fluids such as the inclusion of substrate friction [10–13] or spatial

confinement [14–20], but a systematic treatment unifying these various results has

remained elusive.

The dynamics of confined two-dimensional (2D) active fluids also depends on the

symmetry of local order, though some features are common. Polar active fluids, such as

dense suspensions of swimming bacteria, transition from laminar to undulating and
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periodic travelling flows upon increasing the channel width,

eventually giving place to turbulent dynamics [21–24]. In active

nematics, both numerical studies [25–28] and experiments with

microtubule-kinesin suspensions [29] with strong anchoring to

the channel walls have revealed a transition from laminar to

oscillatory flows to a lattice of counter-rotating flow vortices

with associated order of disclinations in the nematic texture.

Similar flow states and transitions are also reported in other

geometries, such as in circular confinement [15, 19, 30]. Recent

work has also begun exploring the influence of varying and

conflicting anchoring boundary conditions in active nematics

in channels [24, 31]. In general the interplay of the geometry of

confinement and boundary conditions yields a rich variety of

flow states, but coherent flow with a finite throughput in the

channel is only achieved by finely tuning activity and other

system parameters. Hence, quantifying the conditions that yield

specific flow patterns, and especially identifying states of finite

throughput is important for controlling bacterial flow through

channels and for microfluidic applications of active flows

[32–36].

Motivated by the sensitivity of liquid crystals to surface

effects and anchoring on the boundary [37], in this paper, we

suggest a simple strategy to control channel flows of active

fluids by tuning boundary conditions. We consider an

incompressible polar active fluid confined to a two-

dimensional (2D) channel with friction, and examine the

role of parallel surface anchoring in selecting the

spontaneously flowing states of the fluid. The model may be

appropriate, for instance, to describe the spontaneous flow of a

bacterial suspension in a channel. We show that the selection of

the flow patterns is controlled by the interplay of two length

scales: 1) the hydrodynamic screening length ℓη �
���
η/Γ

√
that

quantifies the scale beyond which dissipation by substrate

friction (Γ) dominates over dissipation from internal shear

viscosity (η), and 2) the extrapolation length, ℓκ = K/Ea
governing the length scale over which elastic torques

controlled by the stiffness K of the polar fluid balance the

wall anchoring energy Ea of the orientational degrees of

freedom. The hydrodynamic length screens flows and

controls the penetration of the boundary conditions on the

flow field v into the bulk of the channel. The extrapolation

length controls the relative strength between nematic elasticity

and surface anchoring. Strong wall anchoring corresponds to a

short ℓκ, while weak anchoring corresponds to large ℓκ [37].

We find that coherent active flows with finite throughput

are only possible when the orientational order parameter is

weakly anchored to the channel walls, corresponding to large ℓκ
compared to the width W of the channel. In the opposite limit

of strong anchoring, the spontaneous flow transition leads

instead to a single file of flow vortices evenly spaced along

the length of the channel that we refer to as flow vortex lattice.

These vortices appear in counter-rotating pairs and their

number is determined by the aspect ratio of the channel and

the activity. The succession of flow states obtained when activity

is increased above the spontaneous flow instability on the way

to turbulence are summarized schematically in Figure 1 for both

weak and strong homogeneous anchoring. For weak anchoring,

the spontaneous flow transition leads to coherent laminar flow

and associated splay deformation of the polarization field. At

higher activity the system settles into a state of shear banded

flow, with bend deformations of the polarization field across the

channel. For strong anchoring, in contrast, the spontaneous

flow instability first results in a lattice of flow vortices lined up

along the channel, with longitudinal bend deformations of the

polarization. At higher activity this gives way to the shear

banded flow as for weak anchoring, albeit with stronger

amplitude of polarization deformations. For all anchoring

strengths, the flow eventually becomes chaotic at larger

activity (not shown). By considering variable boundary

conditions, we unify previous results in a comprehensive

phase diagram that crucially combines the well-known active

length scale ℓα �
������
K/|α0|

√
(α0 measuring the strength of the

active stress) [38, 39] controlling patterns in the bulk of the fluid

along with boundary related length scales in both flow (ℓη) and

order (ℓκ).

In the rest of the paper, we first introduce the hydrodynamic

model and the boundary conditions used in the channel

geometry. In section 3 we report results from numerical

solutions of the continuum equations and describe the

various spontaneous flow states observed with increasing

activity. We define and evaluate the mean normalized

throughput through the channel to distinguish between

coherent and non-coherent flows. In section 4 we present a

linear stability analysis of the hydrodynamic model for a

rectangular periodic box that qualitatively accounts for the

transitions between the various flow states. The results are

summarized in a comprehensive phase diagram in terms of

activity, hydrodynamic screening and anchoring strength. In

Section 5 we discuss the effect of a polar propulsive force in the

momentum equation which breaks flow symmetry and destroys

the non-flowing ordered state. Finally, we conclude with a

discussion of potential experimental realisations and possible

extensions of our work.

2 Hydrodynamic model

We consider a two-dimensional active polar fluid on a

frictional substrate, as appropriate, for instance, to describe a

thin film of a bacterial suspension [40]. At high bacterial

concentration, we assume both the suspension density and the

bacterial concentration to be constant and describe the dynamics

in terms of two fields, the bacterial polarization p that

characterizes the local direction of bacterial motility and the

flow velocity v of the fluid.

The dynamics of the polarization is governed by
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Dtp � λS · p + 1
γ
h, (1)

where Dtp = ztp + v ·p + Ω ·p is the material derivative that

embodies advection and rotation of polarization by flow, with

Ω � (∇v − ∇vT)/2 the vorticity tensor. The first term on the

right-hand side of Eq. 1 describes flow alignment, with S � (∇v +
∇vT)/2 the strain rate tensor and λ a microscopic parameter that

depends on the shape of the active entities (λ > 1 for elongated

swimmers). The second term is the molecular field that drives

relaxation with a rate set by the rotational viscosity γ. It is

determined by a Landau free energy as h = −δF/δp, with

F � 1
2
∫
r

K zipj( )2 − a
c

c0
− 1( )p2 + b

2
p4{ }, (2)

where a, b > 0 and the bacterial concentration c controls the

transition to polar order. Here, we have assumed that a single

elastic constant K controls the stiffness to both bend and splay

distortions. For simplicity we neglect in Eq. 1 flow alignment

terms proportional to v which arise through a lubrication

approximation [40]. We have verified that these terms do not

qualitatively change our results.

At low Reynolds number the flow is governed by force

balance through the Stokes equation,

Γv � −∇Π + η∇2v + ∇ · σa + σ lc( ), (3)

where the pressure Π is determined by the condition of

incompressibility,  ·v = 0. Here, Γ is the friction with the

substrate. Dissipation is controlled by the interplay of friction

and viscosity η, with ℓη �
���
η/Γ

√
the viscous screening length that

controls the penetration of the no-slip boundary conditions into

the channel. The passive liquid-crystalline stress, σlc, describes

the elastic stresses due to distortions of the polarization field and

is given by

σ lc � −λ + 1
2

ph − λ − 1
2

hp +K∇pi∇pi. (4)

Finally, the dipolar forces exerted by the swimmers on the fluid

yield an active stress σa [7],

σa � α0 pp − |p|2
2

I( ), (5)

FIGURE 1
Schematic showing the effect of wall anchoring of the
polarization on the steady flow states of a polar active fluid in a
channel of width W. The blue arrows depict the flow field, v, and
the red arrows represent the polarization, p. The extended
arrow on the left indicates the direction of increasing activity |α|.

FIGURE 2
The velocity correlation function along the channel, C‖, for
the vortex lattice state (ℓη = 0.30, α = −2.00) with strong anchoring
(ℓκ = 0.01). The flow profile v (bottom left) and polarization p
(bottom right) in the vortex lattice state are plotted at the
bottom.
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where the activity α0 provides a measure of the strength of active

forces, depending, for instance, on bacterial concentration and

swimming speed. Its sign depends on whether such forces are

extensile (α0 < 0 as for pushers) or contractile (α0 > 0 as for

pullers). Here we focus on extensile active forces which are

relevant to most bacteria. Note that, other sources of activity

such as self-advection are neglected here for simplicity, and their

effects are briefly discussed later in Section 5.

We assume that the fluid is confined to a channel of widthW

and length L, in the geometry shown in Figure 2, with periodic

boundary conditions along the y direction. Below we focus on the

dynamics of the ordered state with c > c0 and p � ���
a/b

√
ŷ. We

normalize the polarization so that |p| = 1 in the aligned state.

The hydrodynamic equations are solved with the boundary

conditions.

v|x�0,W � 0, (6)
Ea p − ŷ( ) + K n̂ · ∇p( )[ ]x�0,W � 0, (7)

Where n̂ is a unit normal pointing outward from the walls. The

boundary condition on the polarization expresses the balance

between a torque Eapx that penalizes misalignment with the

boundary, with Ea an anchoring energy per unit length, and the

nematic torque Kzxpx that penalizes deviations from the aligned

state. The ratio ℓκ = K/Ea defines the extrapolation length [37],

with the following limiting cases

ℓκ → 0: p[ ]x�0,W � ŷ strong anchoring
ℓκ → ∞ : zxp[ ]x�0,W � 0 weak anchoring

The hydrodynamic equations for our model have nematic

symmetry, as they are invariant for p → −p. The boundary

conditions, however, break the symmetry in polarization by

aligning p with the channel walls in ŷ direction. As we will

discuss later in Section 5, this still allows for symmetry in the flow

direction, which can by broken by introducing an active self

propulsion term in Eq. 3.

3 Numerical simulations

The hydrodynamic equations are solved numerically using

the finite element platform FEniCs [41, 42]. We use the width of

the channel, W, as unit of length, the nematic relaxation time,

τn = γ/a, as unit of time and the condensation energy a in the

polar free energy as a unit of stress. With this choice, the

dimensionless activity α � |α0|/a � (ℓα/ξ)2 is simply the square

of the ratio between the active length ℓα � ������
K/|α0|√

and the

nematic correlation length ξ � ����
K/a

√
. Unless specified

otherwise, the results are shown for channel dimensions with

L = 2W, flow alignment parameter λ = 2, and nematic correlation

length ξ = 0.1W. To carry out the finite element simulations, the

channel is triangulated into a rectangular mesh with grid size

dx ~ 0.01W. The time step used in most simulations is dt = τn/10

and we typically run simulations for a total time T = 1000τn or

longer.

In bulk, an extensile active fluid ordered along y, is

destabilized at any value of activity by the unbounded growth

of bend fluctuations δpx (y, t) of the order parameter [8, 14]. Both

substrate friction (Γ) and a finite system size (L along the y

direction) generate a finite activity threshold for the onset of

spontaneous flow given by [12, 43].

αb
c �

2KΓ
γ λ + 1( ) 1 + 2πℓη

L
( )2[ ]. (8)

For vanishing friction (Γ → 0), the screening length diverges

(ℓη → ∞) and we recover the viscous limit of the finite size

activity threshold αLc � (2Kη/γ(λ + 1))(2π/L)2 [14].

As shown below, wall anchoring geometrically frustrates this

bulk instability mode and alters the mechanisms and nature of

the instability which is now controlled by an interplay of three

length scales: the channel width W, the flow screening length ℓη

and the extrapolation length ℓκ.

Upon increasing activity, the quiescent state in a channel is

destabilized, driving the system through a succession of flowing

states. To classify such dynamical states, we examine the velocity

correlation function parallel to the channel, defined as

C‖ y( ) � 〈v r( ) · v r + yŷ( )〉r, (9)

where 〈·〉r denotes a spatial average over the entire channel domain.

Thenumber of oscillations in the correlation function is used to classify

the nature of the flow; see Figure 2 for an example of a flow state (the

vortex lattice) with the associated correlation function plotted.

While C‖ captures vorticity in flow patterns, states with finite

throughput are quantified by evaluating the normalized throughput

ϕ � 〈vy|v|〉r
∣∣∣∣∣∣∣

∣∣∣∣∣∣∣, (10)

where 〈|v|〉r is the mean velocity.

3.1 Strong anchoring, ℓκ ≪ W

The flow states obtained for strong anchoring (here ℓκ/W =

0.01) are summarized in the phase diagram of Figure 3B obtained

by varying the activity α and the screening length ℓη. Upon

increasing activity at fixed ℓη, we first observe a transition from a

quiescent ordered state (grey region of Figure 3B) to a flowing

state (blue region) with 〈|v|〉 ≠ 0. Strong anchoring suppresses

pure bend fluctuations. The instability is then controlled by a

growing mode that necessarily has both splay and bend

components, as discussed in Section 4. This is evident from

the polarization profiles displayed in Figure 4B. The resulting

flow is a lattice of counter-rotating flow vortices that span the

channel width, with zero net throughput. We refer to this state as

a “vortex lattice”.
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The number n of counter-rotating vortex pairs in the vortex

lattice is controlled by the aspect ratio L/W of the channel,

together with the topological constraint that the net vorticity

must be zero. This can be understood by comparing the energy

cost of bend and splay deformations transverse and parallel to the

long direction of the channel, with the number of pairs of vortices

n ~ (L/W) (As/Av), where As and Av are the amplitude of the

polarization angle in the vortex-lattice and the shear banded flow

states (Section 3.3). The minimum number of pairs of counter-

rotating vortices is equal to the integer part of the aspect ratio and

as we increase activity, additional vortices are added in pairs

(light and dark blue points in Figure 3B).

Upon further increasing the activity, we note a transition

(blue to orange in Figure 3B) from the ordered vortex lattice to a

shear banded flow, with increasing number of shear bands at

higher activities. This state is characterized by a bend about the

short channel direction, transverse to the original orientation of

the polarization field. Here, the flow and polarization are

invariant along the channel. Interestingly, the flow transitions

to a ‘more ordered state’ on increasing activity.

3.2 Weak anchoring, ℓκ ≫ W

For weak anchoring, and sufficiently large values of ℓη, the

steady state corresponds to coherent laminar flow with finite

throughput (green region in Figure 3A). But as we increase

activity, an ordered vortex lattice similar to that in the strong

anchoring limit forms transiently but then leads to a shear

banded flow as the long time steady state (Figure 4A).

Notably, the laminar flowing state has non-zero splay but

zero bend and can be seen only above a characteristic

screening length ℓη* (dependant on the extrapolation length

ℓκ). From Figure 3A, this value ℓη* ≈ 0.2W for ℓκ/W = 100. This

absence of coherent laminar flow at short screening length is

further discussed in Section 4.

Figure 5 shows a phase diagram as a function of activity and

extrapolation length, at a fixed screening ℓη � 0.35> ℓη*. As ℓκ
decreases the coherent flow region for the splay state vanishes

and the ordered flow vortices become stable for larger activities.

We find that the transition to the flow vortex lattice (transient

in the weak anchoring limit) is largely unaffected by the

anchoring strength. Also, we observe that the activity

threshold for the onset of unsteady chaotic flows is not

affected by the extrapolation length, generalizing previous

results [19, 30].

3.3 Lattice of flow vortices

Upon transition from the quiescent to the vortex state, the

flow organizes into a single pair of counter-rotating vortices

spanning the channel length L and of size of order L/2 (when

L = 2W), as illustrated in Figure 4B for α = −2. This is

observed in simulations for a large range of ℓη and ℓκ. Upon

increasing activity, the number of vortex pairs increases, until

eventually the system transitions to shear banded flow. The

maximum number n of vortex pairs that can be

accommodated in the channel depends of the channel’s

aspect ratio. To estimate this number, we examine the

elastic energy of channel-spanning bend deformations of

the polarization field, described by the angle θ, with

cos θ � p · x̂, given by

E ≈ K∫
Ω

dr ∇θ( )2. (11)

FIGURE 3
These phase diagrams show the various steady flow states in the channel as we change the screening length and the activity at a fixed anchoring
strength. The dashed lines are fits to the observed phase boundaries whereas the solid lines correspond to the curves calculated using linear stability
analysis in Section 4, with no fitting parameters. The solid blue line in both phase diagrams corresponds to themixed bend-splay instability αm and the
solid black line in (B) corresponds to the splay instability withweak anchoring, αs,w (Eq. 16). (A)Weak Anchoring, ℓκ/W=100. (B) Strong Anchoring,
ℓκ/W =0.01.
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In the shear banded state, the bend deformation is primarily

transverse to the channel direction (Figure 6A), corresponding to an

angle profile of the form θs ~ As sin (2πx/W). In the vortex lattice

state, away from thewalls, bend deformations are primarily along the

length of the channel (Figure 6B), corresponding to an angle profile

of the form θv ~ Av sin (2πny/L), where n is the number of counter-

rotating vortex pairs. Note that the amplitudes As and Av of the two

deformations depend on activity and on the strength of anchoring,

and are generally different.

The corresponding deformation energies Es and Ev for the

shear banded and flow states are then immediately obtained by

substituting the respective deformations into (11), with the result

Es � KA2
s L/W and Ev � Kn2A2

vW/L. By setting Es ~ Ev we can

estimate the number of vortex pairs in the channel as

n ~ L/W( ) As/Av( ). (12)

The scaling of the number of vortex pairs with the channel

aspect ratio for the lattice of flow vortices is confirmed by

numerical simulations in longer channels, as shown in

Figure 7, supporting the idea that the channel geometry

determines the number of flow vortices.

In the limit of weak anchoring, we observe transient

vortex lattices, but the stable state is always shear

banded. We can understand this because in this case the

system can easily accommodate bend deformations across the

channel, while bend deformations along the channel, which

would be required for a vortex state, are energetically more

costly.

FIGURE 4
Some of the steady states observed in the phase diagrams (ℓη = 0.35) are shown in terms of the flow v (left in each frame) and the polarization p
(right). The vorticity and the flow magnitude are colorized to show relative magnitudes and have been scaled by the corresponding maximum/
minimum. The arrows represent the vectors for v and p scaled by their magnitudes. ℓκ. (A) Steady States with weak anchoring, ℓκ W =100, and low
activity (bottom, α-1.75) and high activity (top, α=-4.00). (B) Steady States with strong anchoring, ℓκ W =0.01, and low activity (bottom, α-2.00)
and high activity (top, α =-3.00).
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4 Linear stability analysis

The steady state channel flows summarized in the previous

section can be understood using a linear stability analysis of an

initial uniformly aligned state with no flow.

First, let us consider the stability of an unconfined active fluid

on a frictional substrate. For small activity, the uniform quiescent

state with finite polarization p � ŷ and zero flow is stable. In the

absence of friction, this state is generically unstable for any

activity [8, 14]. The presence of friction yields a finite activity

FIGURE 5
Phase diagram as we change the extrapolation length ℓκ at a fixed screening length ℓη = 0.35.

FIGURE 6
Schematic (L = W) for the shear banded and the vortex lattice flows. The line plot shows the angle θ along the polarization p for the two flow
states from the numerical simulations (L = 2W) in the case of strong anchoring (ℓκ/W = 0.01, ℓη/W = 0.30). (A) Shear Banded Flow (angular profile is
shown for α =-3.80). (B) Flow Vortex Lattice (angular profile is shown for α =-2.00).
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threshold for the onset of spontaneous flow [12]. A linear

stability analysis of the uniformly polarized state shows that

fluctuations in the Fourier amplitude of wavevector q of the

transverse component of polarization δpx evolve as δpx (q, t) ~

e](q)t, with the growth rate

] q( ) � −K
γ
q2 + |α0| q2x − q2y( )

2Γ 1 + ℓ
2
ηq

2( ) λ q̂2x − q̂2y( ) − 1[ ] +O q4( ), (13)

where, q = |q|, q̂x,y � qx,y/q and ℓη �
���
η/Γ

√
is the viscous

screening length.

4.1 Bulk

For extensile systems (α0 < 0) of elongated active units (λ > 1),

the decay rate given in Eq. 13 can become positive, signalling the

instability of the uniformly polarized state. It is known that in a

bulk system, defined as one with periodic boundary conditions in

all directions, the most unstable modes are bend deformations of

the polarization field, corresponding to spatial variations along the

direction of order, i.e., qx = 0 and finite qy. The hydrodynamic

instability sets in at the longest wavelength, which in a periodic box

of size L is 2π/L, yielding an activity threshold αbc (Eq. 8). Note, here

the threshold is defined by its absolute value. The bend modes of

wavelength 2π/L become unstable as α0 < − αbc or |α0|> αbc .

Viscous dissipation enters through the screening length ℓη

and shifts the instability to higher values of activity whenever ℓη ~

L. In other words, viscous dissipation stabilizes the uniform

quiescent state. When ℓη ≪ L one recovers the infinite system

frictional threshold, α∞c � 2KΓ/[γ(λ + 1)]. The bulk result given
in Eq. 8 fits very well with finite element simulations in a periodic

box (not shown).

Upon further increasing activity, splay modes, corresponding

to qy = 0, also become unstable. This splay instability occurs

above a threshold

αs
c �

2KΓ
γ λ − 1( ) 1 + 2πℓη

W
( )2[ ]. (14)

Note the dependence on the width W of the channel rather

than the length L. In a periodic square box (L =W), for elongated

flow-aligning swimmers (λ > 1), αsc > αbc , i.e., the bend instability

always precedes the splay instability in an extensile system [7].

The situation can, however, be reversed for large values of ℓη and

suitable aspect ratios (W/L).

The angular dependence of the instability threshold is displayed

in the polar plots of Figure 8, where the shaded region corresponds

to unstablemodes (](q)> 0) in the qx − qy plane. It is evident that the

fastest growing modes are always along the qx = 0 direction and

become unstable for |α0|> αbc . Pure splay modes (corresponding to

qy = 0) are stable for |α0|< αsc (Figure 8A) and only become unstable

for |α0|> αsc, as evident by the emergence of the two additional lobes

elongated along the qx axis (Figure 8B).

4.2 Channel

In a channel geometry, boundary conditions can

differentially frustrate bend and splay distortions [31, 44],

FIGURE 7
Scaling of the number of vortices, nv, in the flow vortex lattice
state for strong anchoring as a function of the channel aspect ratio
L/W. The blue points correspond to nv observed in numerical
simulations (ℓκ = 0.01, ℓη = 0.35, α = −2.30) by increasing L/W
in steps of 0.25 from L/W = 2 to L/W = 9. The value of nv increases
in steps of 2, corresponding to the addition of a vortex/anti-vortex
pair so as to maintain zero net vorticity. The growth is linear, as
predicted by the simple scaling argument given in Section 3.3, but
with a slope 2.270 ± 0.005 (dashed red line).

FIGURE 8
The shaded region in the qx-qy plane corresponds to unstable
modes (] > 0) in an extensile active fluid. Beyond the critical activity
αbc only the bend modes (qx = 0) become unstable. Further
increasing the activity beyond αsc , pure splay modes (qy = 0)
also become unstable. (A) αcb < α0 < αsc. (B) α0 > αsc .

Frontiers in Physics frontiersin.org
08

Gulati et al. 10.3389/fphy.2022.948415

156

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.948415


allowing for distinct modes of spontaneous flow transitions to

emerge. As in Ref. [12], we first consider a quasi-1D model that

assumes only spatial variations along the direction x of the

channel width. This is consistent with the observation that in

the channel bend fluctuations (qy ≠ 0) are suppressed either by

strong anchoring requiring px = 0 at the boundaries [12, 14] and/

or by the condition of no-slip. The instability to spontaneous flow

is then controlled by splay fluctuations (qx ≠ 0) and the threshold

activity generally depends on the anchoring length, ℓκ. For

strong anchoring (ℓκ → 0) the no-slip requirement on the

velocity further excludes the possibility of a mode with

wavelength 2W. Hence the longest allowed wavelength

corresponds to qx = 2π/W and the splay (s) instability

threshold for the case of strong anchoring 1) can be

estimated as

αs,a
c � 2KΓ

γ λ − 1( ) 1 + 2πℓη
W

( )2[ ], ℓκ � 0. (15)

For weak anchoring (ℓκ → ∞) conversely zxpx = 0 at the

boundaries, allowing for a cosine wave of wavelength 2W instead

that also satisfies no-slip. Hence the splay (s) instability threshold

for the case of weak anchoring (w) is estimated as

αs,w
c � 2KΓ

γ λ − 1( ) 1 + πℓη
W

( )2[ ]; ℓκ → ∞ (16)

In the case of weak anchoring, this simple argument provides

a good estimate for the transition from the quiescent state to the

coherent laminar flow. This is shown in Figure 3A by comparing

the expression for αs,wc (Eq. 16, shown as a solid black line) to the

spontaneous flow transition observed in numerical simulations.

On the other hand, this one dimensional model fails to account

for the onset of the vortex lattice with strong anchoring.

The transition to the vortex lattice can be described as arising

from the instability of a mixed bend-splay mode where both qx, qy
≠ 0. To capture this instability, we fix the transverse wave number

as qx � qx* and then determine the critical activity above which

the eigenvalue ](qx � qx* , qy) becomes positive. Figure 5

indicates that the transition to the vortex lattice state depends

only weakly on the strength of anchoring. For this reason we

simply take qx* � π/W, as suggested by the fact that vortices

typically have the size of the channel width at onset. The resulting

critical activity for the transition to the vortex lattice state (which

we refer to as a mixed instability and denote by αmc ) is compared

in Figure 9 to the splay lines given by Eqs 15, 16 for the case of

strong and weak anchoring, respectively. The critical activity αmc
is computed numerically by using the dispersion relation (Eq.

13), and computing the smallest activity such that we have an

unstable mode with qx = π/W. For weak anchoring (Figure 3A),

the splay instability line αs,w (solid black line) falls below the

mixed instability αmc (solid blue line) signaling the onset of

banded flow, allowing for an intervening region of coherent

laminar flow shown in green. For strong anchoring (Figure 3B),

the splay instability line αs,w is always above the mixed instability

line αmc (solid blue line). The splay line is therefore not shown in

the figure and the systems transitions directly from the quiescent

state to the vortex lattice.

5 Role of self propulsion

Throughout the discussion we have described the bacterial

fluid using a polar order parameter, p but the model considered

has nematic symmetry. In this case the flow arises from

spontaneous symmetry breaking of the quiescent state and is

entirely determined by deformations of the polarization field.

FIGURE 9
Linear instability for splay and the vortex-lattice state in the limits of weak and strong anchoring. In the insets, the orange regions delineate the
values of wavector where the instability can occur, as discussed in Section 4.2. The yellow shaded region marks the range of parameters where
αs,wc < αmc , allowing for a region of coherent flow. For the strong anchoring limit, αmc is always smaller than αs,ac and no coherent flow is possible. (A)
Weak Anchoring (ℓκ → ∞). (B) Strong Anchoring (ℓκ =0).
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The direction of flow is equally likely to be up or down the

channel, with associated “splay-in” and “splay-out”

configurations of polarization. In the simulations with finite

anchoring this symmetry is broken externally by the boundary

conditions on the polarization. The presence of a frictional

substrate can, however, allow an additional propulsive force

linear in p to be present in force balance [40, 45, 46] which

takes the form

Γ v − v0p( ) � −∇Π + η∇2v + ∇ · σa + σ lc( ). (17)

This polar active force explicitly breaks the up-down

symmetry of the flow. The homogeneous state in bulk is now

a uniformly flowing state with v = v0p. As a result, any finite self-

propulsion v0 then breaks the flow symmetry and selects the

direction of the flowing state. A small self-propulsion provides

therefore the minimal forcing required for creating sustained

unidirectional channel flows. For small values of v0,

corresponding to v0 ≪|α0|/Γℓη, the dipolar active stress

dominates over the propulsive force and the structure of the

steady state flows is qualitatively unaffected. Above the critical

activity for spontaneous flow, we recover coherent laminar flows

arising from polarization splay for weak anchoring and flow

vortex lattices for strong anchoring, as in the absence of polar self

propulsion. The flow lattice, however, acquires a steady drift at

speed proportional to v0.

6 Discussion

Using a hydrodynamic model of extensile polar active

matter, we have examined the role of confinement and

boundary alignment in controlling the spatial and

temporal organizations of active flows in a channel. We

show that surface anchoring controls the flow structures by

selectively frustrating bend or splay distortions in the

polarization and that flows with finite throughput can only

be obtained with weak surface anchoring. Strong

surface anchoring leads to the formation of lattices of flow

vortices, with the number of vortices determined by the

aspect ratio of the channel, consistent with previous results

[25, 26].

Our hydrodynamic model is inherently polar as the

anchoring boundary conditions (Eq. 7) imposed at the

channel walls break nematic symmetry even in the absence

of any polar self propulsion (Section 5). As is evident, the

symmetry of the boundary conditions plays a profound role on

the selection of flow states. Strong polar anchoring, where the

polarization is forced to point in the same direction on both

sides of the channel, prevent splay deformation and facilitate

bend along the channel walls, resulting in a state of flow vortices

(Figure 10, left panel). Strong antipolar anchoring, where the

polarization is forced to point in opposite directions on the two

sides of the channel, allows bend deformation across the

channel, resulting in finite-throughput laminar flow

(Figure 10, right panel). We have also examined the case of

nematic anchoring where the polarization is forced to orient

with the channel wall, but with no preferred direction. This was

enforced by requiring

p · n̂( )n̂ + ℓκ n̂ · ∇p( )[ ]x�0,W � 0. (18)

In this case both flow states depicted in Figure 10 coexist in the

phase diagram. Finally, we note that the lattice of flow vortices

reported here is distinct from the state of dancing half-integer

disclinations found earlier in active nematics confined to

channels [47]. Here we consider a polar system, where defect in

the polarization texture are +1 and −1 vortices. Such defects are

indeed observed in the turbulent state at high activity. The lattice of

flow vortices reported here is, however, a defect-free steady state.

Our work quantifies the role surface anchoring in controlling

the spatio-temporal structure of confined active flows. This

FIGURE 10
The symmetry of the boundary conditions for the polarization controls the steady flow states. Left frame: strong polar anchoring where the
polarization is anchored in the same direction on both channel walls suppresses splay deformations and yields bend deformation along the wall with
associated flow vortices. Right frame: strong apolar anchoring where the polarization is anchored in opposite directions on the two walls explicitly
breaks the nematic symmetry even in the absence of polar self propulsion (v0 = 0) and leads to coherent flow. Both flow states can occur if the
boundary conditions are nematic, i.e., agnostic to the direction of the polarization vector.
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understanding can be useful for the design of active microfluidic

devices where channel dimensions and boundary preparation

can be independently tuned to control viscous screening and

anchoring, respectively.

Recent experiments on microtubule suspensions in 3D

and associated numerical studies have demonstrated that

coherent flow is only possible for finely tuned geometries

[17, 48–50]. Our work suggests that it would be interesting to

additionally explore the role of anchoring in these 3D systems

where antagonistic boundary conditions on the three walls

could result in as of yet unexplored states.

Finally, it would also be interesting to explore the role of

surface anchoring on temporal as well as spatial organization

of active flows. Recent experiments in dense bacterial

suspensions [51] have revealed that viscoelasticity of the

suspending medium can drive a circular droplet to self-

organize in time-periodic states of vortical flow, consisting

of a system-spanning vortex that switches its chirality at a rate

controlled by the solvent relaxation time. The vortex state of a

circular drops corresponds to unidirectional laminar flow in a

channel. As we have seen, the direction of the flow is directly

determined by the splay-in or splay-out configuration of the

polarization field, which in turn can be controlled with

suitable anchoring. This suggest that anchoring may play

an important role in controlling temporal as well as spatial

organization and that it may be possible to control

oscillations between flows of opposite chirality by tuning

the boundary conditions. These questions are left for future

studies.
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