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Editorial on the Research Topic

Sustainametrics—Envisioning a sustainable future with data science

What is sustainametrics?

Sustainability study provides a roadmap to a better future. The global community is seeking

a way to protect the people and the environment while supporting our economic prosperity,

embodied by the UN Sustainable Development Goals (SDGs). Regrettably, however, progress

toward the sustainable future has lagged through the pandemic; worse, there are some early signs

that governments are reducing financing toward reaching the SDGs in the post-COVID era.

Today, researchers have access to an unprecedented amount of data in the field of

sustainability, and data science may hold the key to changing this tide. We can urge immediate

actions for the global community by objectively analyzing the environmental, social, and

economic progress toward SDGs—to open a new way to a sustainable future.

It is time for us, researchers and practitioners, to reinvigorate global strides toward

a sustainable future through coordinated efforts to utilize data in analyzing every aspect

of sustainability. What is particularly needed today is the quantitative analysis of global

development based on the empirical development of sustainability theory and observation.With

this approach—which we named sustainametrics—academics may be able to present a viable

path to a sustainable future (Figure 1).

The sustainametrics approach

Pioneers have long strived to pursue sustainametrics over the past generations, even before

the advent of data science.We can trace the origin of sustainametrics to the Essay on the Principle

of Population by Thomas Robert Malthus (1798), where Malthus argued that exponential

population growth would eventually outpace linear agricultural production, leading to famine

or war. This argument had become the underlying proposition of the famous report The Limits

to Growth by the Club of Rome (1972), which showcased the groundbreaking application of the

system dynamics in the field of sustainability.
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FIGURE 1

Sustainametrics-envisioning a sustainable future with data science.

Recent developments in data science have provided academics

and practitioners the ability to analyze the progress of sustainable

development more holistically and swiftly than these pioneers—

a critical ability in a rapidly changing post-COVID landscape.

Artificial intelligence (AI) is already proving useful in assessing the

environmental impact from remote sensing data. Machine learning

algorithms are being deployed to track poverty in real-time from

alternative data including remittance. Further, existing quantitative

methodologies, such as life cycle assessment (LCA), input-output

analysis, material flow analysis, not to mention system dynamics, are

also benefiting greatly from enhanced access to data supported by

applied AI.

About this Research Topic

There are challenges to overcome toward establishing

sustanametrics as an academic field. Some practitioners are still

skeptical of the usefulness of data science in the actual world due to

the incompatibility, uncertainty, and gaps in real-life data; others

have suspicions about the capabilities of simple analytical models on

understanding the inherently indeterminate real-life consequences.

However, revealing new insights and gaining experience to bolster

confidence is not enough. As Okui and Takeda conclude, catalyzing

civic action through disclosure of what sustainametric professionals

see and understand that other do not is essential to making real

progress. Therefore, we see the need to bring together the wisdom on

how data science and other quantitative methodologies can push the

sustainability development forward now more than ever.

Our first collection on sustanametrics has gathered the 15 most

insightful and inspiring contributions from like-minded researchers

worldwide that is truly worthy of a start of a new academic field.

Keeley, Chapman et al. provides a closer look at the ESG

metrics, which plays a crucial role as an enabler of investment

strategies that consider ESG factors. The study confirms that ESG

investments can be expected to provide stable and high returns

especially over the long term. However, the study also identifies that

there is significant divergence among the different ESGmetrics in the

elements assessed, and the weak correlation of ESG ratings of widely

used ESG metrics.

Plugge proposes a new set of metrics that provides companies

with a tool to measure and report on progress toward a

circular economy. The proposed set of metrics is composed of

quantitative risk and hazard metric combining chemical exposure

and environmental health hazard within the supply chain. Similarly,

Betts et al. propose a new set of metrics to measure the circularity

and impact of reusable packages in supply chains, by connecting the

existing research on circular economy metrics with reuse strategies

in supply chains. The authors categorize these metrics as product-

level or system-level based on the level of detail they incorporate and

demonstrate their application with a case study from an omnichannel

retail company.
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Keeley, Li et al. calculates the cumulative ESG ownership based

on the ESG scores of invested companies, the total market price of

invested companies, and the investor history portfolio report. The

study identifies the major players in the field, differences in the

trend by type of investor and country and expands the study by

investigating the relation between calculated ESG ownership score

and investor’s ESG commitment and ESG performance.

Aboginije et al. measure the life-cycle sustainability performance

of a waste management system in South Africa and shows that

the South African construction industry is hitherto to fully adopt

and implement a sustainable waste management system for effective

waste minimization, although the overall performance shows that

the waste sectors are thriving and improving in their approach

to waste management. Rinawati et al. focuses on LCA studies of

hydrogen-based power generation and provide thorough review of

the technological and methodological choices made in hydrogen-

based power generation LCAs. The study points out that no

studies that addressed social impact were identified through the

systematic review and assert the importance of applying social

LCA methodology to the research and development process for

understanding the future impact of the hydrogen-based power

generation more holistically. Zulfhazli et al. shed light on techno-

economic aspect of hydrogen production from power generation

through comparatively investigating the energy sources, feedstocks,

and various methods of hydrogen production in detail.

Schubert et al. illustrates the complementary value of

multidisciplinary inferential models in informing large predictive

models by applying structural equation modeling to investigate the

relationships that delineate the underlying mechanisms for energy

consumption behaviors in the case of private transportation.

Kitsuki and Managi proposes a framework for weighting priority

for the multidimensional domains of slum development from the

viewpoint of residents and demonstrate this approach by accessing

residents’ needs for slum development focusing on India with

employing a large-scale questionnaire data. The study sheds light

on the importance of information on marginal utilities of each

domain, as well as satisfaction scores for designing sustainable path

for slum development.

Jin and Ialnazov also investigates the elements that are important

for sustainable rural development, focusing on house-hold level solar

energy projects in rural and remote areas. The study applies analytic

hierarchy process and fuzzy comprehensive evaluation method

to assess sustainability performance of the solar energy projects

conducted in Jinzhai County, China.

Sakaguchi and Fujii investigate the impact of renewable energy

on wholesale electricity prices. The result of the study implicates that

compared with solar power, wind power has stronger merit order

effect, which is the price reducing effect of renewable energy on

wholesale electricity prices. Hao et al. sheds light on the solar PV

locations’ hazard risks at a national scale employing satellite data.

The study investigates the risks stemming from landslides and floods

for the existing solar PV power plants and finds that the shares of

medium and large-scale solar PV power plants found in areas where

landslides and floods are likely to occur are about 8.5 and 9.1%

respectively in Japan.

Edwards et al. provides thorough review of satellite data

application in the study and practice of sustainable energy system

development and shows that satellite data are increasingly applied

to a wide range of energy issues with varying information needs,

from planning and operation of renewable energy projects, to

tracking changing patterns in energy access and use, to monitoring

environmental impacts and verifying the effectiveness of emissions

reduction efforts. Similarly, Kazawa et al. emphasizes the effectiveness

of using satellite data for assessing urban environment and urban

design and understanding industrial clusters. The study examines

whether nighttime light can be a proxy for building height and finds

a high correlation between night light and building height.

Finally, Okui and Takeda revisit the measure of development

and provide a critique of sustainametrics. Following Heidegger’s and

Arendt’s threads of thought, the authors stress that any measures

of development must be fundamentally grounded in disclosure

through speech and action in the public realm; thus if the discipline

of sustainametrics is to devise and propose measures for the

sustainability of the world, then it must be conscious of the limit and

prevent the reproduction of its thoughtless adoption by constantly

exposing its outcomes to the scrutiny of political debate in the

public realm.
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The Impact of Variable Renewable
Energy Penetration on Wholesale
Electricity Prices in Japan Between
FY 2016 and 2019
Makishi Sakaguchi and Hidemichi Fujii*

Faculty of Economics, Kyushu University, Fukuoka, Japan

The merit order effect (MOE), which renewable energy sources can decrease wholesale

electricity prices, plays an important role in establishing low-carbon societies. After the

liberalization of the electricity market, the trade volume of the Japan Electric Power

Exchange (JEPX) day-ahead spot market drastically increased between 2016 and 2019;

however, price spikes still occur often. Ordinary least squares and quantile regression

analyses were applied in this study to investigate how wind and solar photovoltaics

(PV) energy generation affect the JEPX day-ahead spot price by time, price range, and

area, and we concluded that the MOE of wind increased between 2016 and 2019 while

that of PV decreased during this time. In regard to the high price ranges, although wind

generation is not significant in terms of reducing price spikes, PV had this effect in 2016

and 2017 but not during the other years covered. The study area was divided into four

regions, and each area followed trends that were different from those of the national

analysis. Overall, the key finding of our study is that wind power has more potential to

reduce electricity prices than PV.

Keywords: merit order effect, wholesale electricity market, renewable energy, Japan, electricity price

INTRODUCTION

Man-made greenhouse gases (GHGs) from burning fossil fuels are causing climate crisis worldwide.
The Intergovernmental Panel on Climate Change (IPCC, 2018) said that global net anthropogenic
CO2 emissions must decline by ∼45% from 2010 levels by 2030 and reach net zero by ∼2050 to
limit global warming to 1.5 degrees Celsius. Since then, many countries have set a target of net zero
emissions by 2050, as Japan did in 2020 (Cabinet of Japan, 2020). Japan has a major responsibility
to cut emissions because it ranks fifth in terms of GHG emissions worldwide. Approximately 40%
of Japan’s GHG emissions in 2018 came from the electricity generation sector. Therefore, the 5th
Japanese strategic energy plan identifies renewable energy sources as the main power supplies that
will be used to achieve the net zero emissions goal (Ministry of Economy, 2018). The Japanese
Ministry of the Environment (Ministry of the Environment, 2020) reported that variable renewable
energy (VRE), such as wind and solar photovoltaics (PV), has greater future growth potential
than other renewable energy sources. However, wind and PV contribute a small part of electricity
generation (1 and 8%, respectively, in 2020). Since the implementation of the feed-in-tariff system
in 2012, the use of PV power has drastically increased; however, wind power is used less often.
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Sakaguchi and Fujii Merit Order Effect in Japan

In terms of the electricitymarket, in 1995, the first institutional
reform launched the wholesale electricity market, bringing
competition to the power generation sector; this was followed
by a partial liberalization of electricity retailing in 2000, and the
full liberalization of retailing began in April 2016. In addition,
the JEPX, which is the only wholesale power exchange in Japan,
was established in 2003, and trading began in 2005. Most trading
happens in the day-ahead spot market, although the JEPX
comprises several markets, such as intraday and forwardmarkets.
The day-ahead spot market has two types of prices: system
(national) prices and area prices. First, the supply and demand
curves are set to determine the system price by considering only
bids from all over Japan. The country is then divided into nine
areas, and the price for each area is determined after taking into
account the capacity of each interregional interconnection line.
If the system can operate without exceeding the capacity of the
interregional interconnection lines, the system price will equal
the respective area price, but if the capacity of an interconnection
line is exceeded, market divisions occur, and each area aggregates
bids and sets its own price. These market divides often occur; for

FIGURE 1 | Conceptional graph of the merit order effect (MOE). (Source: created by authors).

example, only 5% of the day-ahead spot prices of 2019 did not
divide a market price. During the research period, two policies
were applied to increase trade volume (see Appendix). The first
was gross bidding, which was launched on 1st April 2017. This
represents an initiative to buy and sell electricity on the JEPX,
including that of the former general electric utility’s own supply
(in-house trading), and engage in exchange trading (net bidding),
which was previously conducted mainly for surplus electricity.
Second, implicit auctions were introduced on 1st October 2018;
implicit auctions allocate power that passes through interregional
interconnection lines to inexpensive power sources through the
spot market, and they have enabled the efficient use of power
sources across wide areas. As a result of these policies, the
trade volume on the JEPX day-ahead spot market increased,
and in 2019, 30–40% of all Japan’s generated electricity was
sold through JEPX transactions. Additionally, price spikes,
namely, temporary and sudden increases in electricity prices
mainly due to demand increases or supply shortages, became a
problem, and this phenomenon can represent a major risk for
market customers.
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In the context of the effect of renewable energy penetration,
the merit order effect (MOE) has been researched around the
world, as shown in Figure 1. According to Marshall (1890), in a
perfectly competitive market, it is socially optimal whenmarginal
costs create supply curves, and prices are equal to the points
where supply curves and demand curves intersect. Incidentally,
the marginal cost of renewable energy is theoretically zero
because, unlike thermal plants, it does not require fuel. Therefore,
the more renewable electric energy is generated, the lower the
electricity price becomes because the supply curve (or marginal
cost of each power plant) shifts to the right, which lowers the
equilibrium price. The point is that the penetration of renewable
energies has a price reduction effect on wholesale electricity
market, and this effect is called MOE.

BACKGROUND AND LITERATURE REVIEW

To the best of the authors’ knowledge, there are few studies about
the MOE in Japan; Maekawa et al. (2018) found that the MOE
exists in Japan using ordinary least squares regression analysis.
However, their study has some issues, such as the use of climatic
data as a proxy variable, and the analysis was conducted when
the trade volume of the JEPX was still below 10% (30–40% in
2019). Yoshihara and Ohashi (2017) found that based on the
2030 scenario proposed by the government, further installations
of renewable energy sources lower kWh prices, reduce fuel costs,
and reduce the volume of CO2 emissions.

Zipp (2017) found time-series changes in the MOE of other
countries; for example, the MOE of wind power in Germany
increased between 2011 and 2013. According to Keeley et al.
(2021), electricity from wind and solar sources reduced the
German/Austrian spot market price by 9.64 e/MWh on average
between 2010 and 2017; these authors analyzed this phenomenon
using generalized least squares regression and amachine learning
approach. Csereklyei et al. (2019) analyzed the MOE of wind and
PV in Australia and found that with a 1 GW increase in 30-min
dispatched capacity, wind has a wholesale price reduction effect
of 11 AUD/kWhwhile solar has a wholesale price reduction effect
of 14 AUD/kWh. In addition, they measured the MOE of each of
the four subdivided areas of Australia, namely, NSW, QLD, VIC,
and SA, and found that there is significant variation across these
areas. In terms of different price ranges, using quantile regression
analysis, Hagfors et al. (2016) found that theMOE of PV is higher
at higher price ranges in Germany, reducing the effect of extreme
price spikes, while the MOE of wind is greater at lower price
points. Maciejowska (2020) used quantile regression analysis to
examine German electricity market prices and found that wind
has a greater price-reducing impact on the lower tail of the price
distribution while solar has a greater price-reducing impact on
the higher tail of the price distribution. As these studies show, the
MOE was investigated not only in terms of its overall effect but
also at the area, year and price levels.

In Japan, the use of solar power has dramatically increased
due to the feed-in-tariff policy while the utilization of wind
power has been low. In addition, capacity factors of VRE in
japan are relatively low compared to other countries, with the

average capacity factor in Japan being 23% for wind and 15.8%
for PV (Renewable Energy Institute, 2018, 2019). However, wind
and PV have different characteristics in terms of generating
electricity; to be more specific, PV only works during the daytime
when sunlight reaches the ground, but wind works regardless
of the time of day. They also have seasonal differences; wind
power generation increases during the winter and decreases
during the summer, while solar power generation increases
during the spring and summer and decreases during the winter.
Furthermore, regional differences in the implementation of VRE
influence the price in each area due to the area price system.

Thus, we choose three research objectives that have not been
investigated in Japan thus far. (1): We investigate how the MOE
has changed overtime, aiming to identify the changes that have
occurred each year as the amount of electricity generated and
the trade volume of the JEPX have changed. (2): We examine
how the MOE varies across price ranges, analyzing whether
VRE penetration reduces price spikes. (3): We consider how
the MOE differs across the four areas of Japan, identifying the
differences between these areas (Japan is classified into four areas
in this study based on price correlations listed on Appendix),
as each area tends to have its own spot price and power supply
composition (Figure 2).

METHODOLOGY AND DATA

In this study, two regression models are employed. First, an
ordinary least squares regression analysis is performed on the
mean value of the data set to analyze the impact of the examined
factor on overall energy prices. Second, quantile regression
analysis is used to analyze the effect within each price range by
performing a regression analysis for each quantile. Using these
two methods, we aim to analyze how wind and PV affect the
day-ahead spot price of the JEPX. The first step is to analyze
national data to identify the changes that occur over time, and
then differences in the impact across different areas are captured
using data subdivided according to the nine identified areas; the
Okinawa area is excluded from this analysis, as this area is not
included in the JEPX market. The overall research framework is
shown in Figure 3.

Models
We utilize the following models in both our national analysis and
our area analysis.

Ordinary Least Square Regression Model (OLS

Regression)
The independent variable is the JEPX day-ahead spot price.
Variables for wind and PV electricity generation and control
variables are included. Time autocorrelation effects must be
reduced due to the use of time-series data. Therefore, we include
the lagged price for the same hour of the day and for the previous
seven days and the average day-ahead spot price across the 24 h
of the previous day to eliminate autocorrelation in the data set.
Moreover, we add a spot price volatility variable for historic price
instability following Paraschiv et al. (2014) and Sirin and Yilmaz

Frontiers in Sustainability | www.frontiersin.org 3 November 2021 | Volume 2 | Article 77004510

https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org
https://www.frontiersin.org/journals/sustainability#articles


Sakaguchi and Fujii Merit Order Effect in Japan

FIGURE 2 | Classification of the four areas. (Source: created by authors).

(2020), which is the standard deviation of the day-ahead spot
prices of the same hour of the previous five days.

According to the above procedures, a linear regression model
is estimated as shown in Equation (1). In this model, Pricet is the
JEPX day-ahead spot price at time t (one h).

Pricet = αt + β1Windt + β2PVt + β3Demandt

+ β4Pricet−24 + β5Pricet−168 + β6AverageLagt + β7Volatilityt

+ β8Oilt + β9Summert + β10Wintert + β11Daytimet

+ β12Holidayt + β13Policyt + γt (1)

Quantile Regression Model
Using the same data as used for the OLS regression model, we
estimate the following quantile regression model.

Qq (Pricet) = α
q
t + β

q
1Windt + β

q
2PVt + β

q
3Demandt

+ β
q
4Pricet−24 + β

q
5Pricet−168 + β

q
6AverageLagt + β

q
7Volatilityt

+ β
q
8Oilt + β

q
9Summert + β

q
10Wintert + β

q
11Daytimet

+ β
q
12Holidayt + β

q
13Policyt + γt (2)

where q ∈ (0, 1) represents the 5, 10, 25..., and 95% quantiles.

Data
National Analysis
The system price data cover the period from 1st April 2016 to
31st March 2020 according to the Japanese fiscal year, which runs
from April to March of the following year. Each JEPX day-ahead
spot price is determined every 30min; however, in this study,
they are converted to hourly prices. The prices are weighted
averages of the JEPX day-ahead spot prices for each time period
according to trade volume. The amount of electricity generation
is calculated as the sum of the generation of each of the nine
areas per h, which is reported by the respective transmission
system operators. All the data used in this study are listed in
Table 1.

Area Analysis
The area price data cover the period from 8th April 2016 to 31st
March 2020 due to data limitations. Although we use weighted
average prices in our national analysis, a simple average of each
pair of 30-min price periods is employed in our area analysis
because the JEPX discloses trade volume only at the national
level. Demand, wind and PV variables for each area are used, and
these values are published by each transmission system operator.
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FIGURE 3 | Research framework of this study. (Source: created by authors).

Robustness Check
As a unit root may be present due to our use of time-series data,
we perform an augmented Dicky-fuller (ADF) test to determine
whether the variables are stationary according to Dickey and
Fuller (1979). We reject the null hypothesis of a unit root at the
significance level of 1%, which means that the JEPX spot price
data are stationary. Then, we apply Durbin-Watson statistics
and find that our data exhibit a positive autocorrelation. It
is reasonable to consider the use of lagged data for our OLS
and quantile regression models to eliminate the effect of this
autocorrelation; thus, these data are added to equations (1)
and (2).

RESULTS AND DISCUSSION

National Analysis
National Analysis (OLS Regression Analysis)
First, an MOE was indicated by negative coefficient values
within the regression analysis results. The larger a negative
coefficient was, the larger the corresponding MOE was. First,
five models with different combinations of control variables were
calculated (Table 2), and it was revealed that each coefficient
was significantly negative, i.e., the MOEs of wind and PV were
significant during the years covered.

In addition, the MOE of wind was a few times larger than
that of PV in all five models. Next, since the adjusted coefficient
of determination of model 5 was the highest, we split it into
four fiscal years and examined the time series changes. Different

chronological variations in the MOEs of wind and PV were
found. The MOE of PV decreased from 2016 to 2019; on the
other hand, the MOE of wind increased each year. In addition,
the adjusted coefficient of determination decreased over the
years examined, which implies that the impacts of other factors
that determine the JEPX prices became stronger. The Japanese
electricity market is still an oligopoly market because the former
general electric utilities used to monopolize each area market
before the liberalization of retail electricity market started in
March 2000. This can be a factor to determine the JEPX spot price
due to imperfect competitive market. Considering the effect of
the policy change dummies: gross biding and implicit auction,
the coefficient of implicit auction is positive while the one of
gross bidding is negative. The reason why the implicit auction
helps the electricity price to decrease would be the result of
market integration.

National Analysis (Quantile Regression Analysis)
Figure 4 shows the results of a quantile regression used to
capture the MOEs of each price range. The MOEs of wind were
not significant in most quantiles, but the number of significant
quantiles increased over time. The MOEs of PV, on the other
hand, were significant for all the quantiles over the four years
examined. Notably, the MOEs of the 95th quantile decreased
from 2016 to 2019, demonstrating the price-decreasing effect of
price spikes. Additionally, there were sharp drops between the
90th quantile and the 95th quantile in 2016 and 2017. These
results indicated that the price-reduction effect of PV electricity
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TABLE 1 | Data description.

Variable Unit Description Source

Price yen/kWh System Price: hourly weighted average of the JEPX day-ahead spot

price by trade volume. Area price: hourly simple average of the JEPX

day-ahead spot price.*

Japan Electric Power Exchange

Demand GWh Total hourly electricity generation

Wind GWh Hourly wind power electricity generation Website of nine electricity companies

PV GWh Hourly solar PV electricity generation

Lagged spot price yen/kWh Day-ahead spot price of the same h of the previous day

One-week lagged spot price yen/kWh Day-ahead spot price of the same h seven days before

Average lagged spot price yen/kWh Average day-ahead spot price across all 24 h of the previous day

Spot price volatility yen/kWh Standard deviation of the day-ahead spot prices of the same h of each

of the last five days

Fossil fuel price 1,000 yen/KL Monthly CIF (cost insurance and freight) price of crude oil Ministry of Finance, Trade Statistics of Japan

Summer Dummy 1 for months between July and September; otherwise, zero

Winter Dummy 1 for months between December and February; otherwise, zero

Gross bidding Dummy 1 for days between 2017/4/1 and 2020/3/31; otherwise, zero

Implicit auction Dummy 1 for days between 2018/10/1 and 2020/3/31; otherwise, zero

Daytime Dummy 1 for hours between 8AM and 10PM; otherwise, zero

Holiday Dummy 1 for Saturday, Sunday and Japanese national holidays; otherwise, zero

*Area price in East and West region is estimated using hourly weighted average of the JEPX day-ahead spot price by each generation area after a simple 30-min average of each price.

Nine electricity companies website are 1. Chubu electric power grid, demand data; 2. Chugoku electric power transmission and distribution company, demand data; 3. Hokkaido electric

power network, demand data; 4. Hokuriku electric power transmission and distribution company, demand data; 5. Kansai transmission and distribution, demand data; 6. Kyushu electric

power transmission and distribution, demand data; 7. Shikoku electric power transmission and distribution company, demand data; 8. TEPCO power grid, demand data; 9. Tohoku

electric power network, demand data.

generation is particularly strong during price spikes. However,
the trade volume on the JEPX was relatively quite small during
2016 and 2017, and it is possible that the price spike reduction
effect weakened as the transaction volume on the JEPX increased.

Discussion National Analysis
Certainly, the decline in the MOE of PV over time could be
due to the corresponding increase in PV energy generation:
solar PV accounted for 4.5% of the total energy generation
of Japan in 2016, and it increased to 7.4% in 2019; this is
because the impact of a single unit of PV generation decreases
as PV installations increase. Since an overall upward trend
in the MOE of wind was found, especially in 2018 and
2019, which had relatively significant quantiles, we considered
those two years separately for daytime and night-time hours
(Figure 5); we found that the magnitude of the MOE of
wind did not change much during night-time hours, but
it was dramatically larger during daytime hours. However,
we were not able to infer the reason for this from our
study; thus, we would like to leave this as an issue for
future research.

Area Analysis
Area Analysis (OLS Regression)
Second, the study area was broken down into four regions, and
the same calculation used in the national analysis was run. The
results of this OLS regression are given in Table 3. Regarding
wind, MOEs were not observed for the areas of West and Kyushu
in 2016 and 2017, but they were significant for the other areas.

Additionally, the MOEs of PV were significant in all the areas
and years. In contrast to the national analysis, consistent time-
series variation was not found in the area analysis. That is, the
changes observed in the national analysis were not caused by the
characteristics of a certain area; rather, they represent an overall
trend. Notably, the wind and PV MOEs of Hokkaido were much
higher than those of the other areas.

Area Analysis (Quantile Regression)
Figure 6 shows the results of the quantile regression analyses
for each of the four areas. The MOE of wind became larger
for the highest quantiles only in Hokkaido which means wind
power can reduce price spikes. Similar to the national analysis,
considering the overall trends of the PV MOEs, the lower the
price range is, the larger the MOE is. Looking at the lowest
quantile, a sudden increase for PV in Kyushu is seen. This might
be because the JEPX Kyushu area price often set 0.01 yen/kWh
which is the lowest price determined, and further PV curtailment
also often occurs then. The fact that Kyushu is the area where the
penetration of PV generation is the most advanced is the most
conducive to this phenomenon.

Discussion Area Analysis
It should be noted that the area analysis did not take into account
the effect of electricity passing through interconnection lines,
which are used to trade electricity with other areas. For instance,
Kyushu has only one interconnection line with another area, and
Kyushu exports electricity throughout the year because it has the
highest percentage of PV generation. That is, in the context of
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TABLE 2 | The results of the OLS regression analysis of system prices.

Variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 5

2016 2017 2018 2019

Wind −0.464*** −0.314*** −0.383*** −0.316*** −0.345*** −0.061 −0.194*** −0.325*** −0.322***

PV −0.113*** −0.127*** −0.128*** −0.074*** −0.085*** −0.106*** −0.087*** −0.085*** −0.077***

Demand 0.147*** 0.174*** 0.168*** 0.070*** 0.092*** 0.12*** 0.11*** 0.099*** 0.078***

One-day Lagged Price 0.383*** 0.352*** 0.133*** 0.253*** 0.409*** 0.497***

One-week Lagged Price 0.158*** 0.121*** 0.147*** 0.171*** 0.0287*** 0.0574***

Average Lag Price 0.0393*** −0.0118* −0.179*** −0.0712*** −0.0737*** 0.0154

Price Volatility 0.273*** 0.337*** 0.475*** 0.524*** 0.280*** 0.175***

Oil 5.21e-09*** 2.59e-09*** 0.0521*** −0.0241*** 0.108*** 0.0733***

Summer −1.066*** −1.098*** −0.827*** −1.052*** −1.022*** −0.843*** −0.459***

Winter −1.340*** −1.565*** −0.943*** −0.574*** −0.303*** −0.413*** −1.257***

Daytime −0.312*** −0.179*** −0.354*** −0.314*** −0.707*** −0.459*** −0.276***

Holiday 0.634*** 0.572*** −0.0482** −0.0868** −0.0637 0.142*** 0.0308

Implicit Auction −1.111*** −1.302*** −0.541*** −0.674***

Gross Bidding 1.547*** 0.864*** 0.472***

Constant −4.994*** −7.887*** −9.906*** −2.996*** −5.285*** −5.525*** −3.652*** −7.982*** −6.526***

Observations 35,064 35,064 35,064 35,064 35,064 8,760 8,760 8,760 8,784

R-squared 0.538 0.598 0.619 0.736 0.758 0.807 0.813 0.723 0.706

Adj R-squared 0.538 0.598 0.619 0.736 0.758 0.807 0.812 0.723 0.706

***, **, * indicate significance at the 1, 5, and 10% levels, respectively.

FIGURE 4 | The results of the quantile regression analysis of system prices. (Source: Created by author). The dots in the graph indicate significance at the 1% level.

this study, these lines are likely to cause the actual consumption
of an area to be unequal to the electricity that is generated in the
area, so errors exist due to this phenomenon. As with the results
of the analyses of the four areas, the MOE trends of the various
areas were not very consistent. There may be other factors in
each area that determine the JEPX spot price. Additionally, the
electricity mix, average prices, and the percentage of the market

in each area within the high price range vary greatly, as shown
in Table 4. This study revealed that a certain amount of VRE
electricity generation is necessary to receive MOE benefits. Since
Hokkaido has the largest share of electricity generation from
wind in the four areas, the MOE for wind power was significant
in all quantiles analyzed. On the other hand, the MOE of wind
power was not significant in some quantiles in West and Kyushu

Frontiers in Sustainability | www.frontiersin.org 7 November 2021 | Volume 2 | Article 77004514

https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org
https://www.frontiersin.org/journals/sustainability#articles


Sakaguchi and Fujii Merit Order Effect in Japan

FIGURE 5 | MOE differences between daytime and night-time hours by price range. (Source: created by authors). The dots in the graph indicate significance at the

1% level.

TABLE 3 | Wind and PV MOE changes by year and area.

All years 2016 2017 2018 2019

Wind Hokkaido −4.825*** −4.269*** −3.109*** −3.598*** −7.019***

East −0.760*** −0.529*** −0.324*** −0.699*** −0.677***

West −0.337*** −0.00623 0.0549 −0.586*** −0.672***

Kyushu 0.270* 2.022*** 1.558*** −1.707*** −0.651**

PV Hokkaido −1.846*** −1.810*** −1.231*** −2.338*** −1.710***

East −0.212*** −0.296*** −0.139*** −0.220*** −0.225***

West −0.211*** −0.238*** −0.260*** −0.187*** −0.201***

Kyushu −0.498*** −0.414*** −0.537*** −0.433*** −0.589***

***, **, * indicate significance at the 1, 5, and 10% levels, respectively.

regions. Less electricity is generated by wind power in these
regions than in other regions.

Comparison With Previous Research
In terms of comparing our overall MOE to those of other
studies, although some previous research estimated the MOE by

multiplying a calculated coefficient by a load-weighted average to
quantify the actual amount of decrement due to RE penetration,
we compared how much the price of electricity was reduced
for each 1 GWh of additional VRE (wind and PV) generation
per hour. The total number of VRE installations differs greatly
by country. The results of a comparison of our MOE to
those of other studies is given in Table 5, considering currency
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FIGURE 6 | The results of the quantile regression analyses of the price of each area. (Source: created by authors). The dots in the graph indicate significance at the

1% level.

TABLE 4 | Descriptive statistics of the electricity prices and generation sources in each area during 2019.

Mean price (yen/kWh) Ratio of price above 15 yen/kWh Share of wind generation Share of PV generation

Hokkaido 10.7 9.7% 3.7% 6.5%

East 9.1 2.9% 1.1% 6.5%

West 7.2 0.9% 0.5% 7.3%

Kyushu 6.8 0.9% 0.8% 12.4%

exchange rates into euros. The MOE of VRE generation in
Japan is quite similar to that in other countries. However,
Japan is unique in that wind power has a much larger MOE
than PV, while both wind and PV have almost the same
magnitude effect in Germany. The reason could be the differences
of both VRE penetration percentage of the total generation.
According to IEA (2021), electricity generation from wind and
solar power in 2019 is about 20.7 and 7.6% in Germany while

0.7 and 6.6% in Japan. An examination of the MOE in the
context of price spikes shows another difference. Although
Hagfors et al. (2016) revealed that PV reduces the chance
of extreme spikes, this effect weakened over time in Japan
as trade volumes increased. Since this is the first study to
the authors’ knowledge to investigate the MOE of VRE in
Japan considering price ranges, more research in this field
is needed.
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TABLE 5 | The MOE for each GWh of additional VRE generation.

Research Country Period MOE for Wind MOE for PV

Cludius et al. (2014) Germany 2008–2012 0.94 to 2.27 e/MWh 0.84 to 1.14 e/MWh

Clò et al. (2015) Italy 2005–2013 4.2 e/MWh 2.3 e/MWh

Zipp (2017) Germany 2011–2013 1.08 to 1.54 e/MWh 1.03 to 1.45 e/MWh

Quint and Dahlke

(2019)

US 2008–2016 1.07 to 2.61 e/MWh

Keeley et al. (2021) Germany 2010–2017 0.88 e/MWh 0.93 e/MWh

This Study Japan FY 2016–FY 2019 2.77 e/MWh 0.68 e/MWh

Exchanged to euros from other currencies by using the average exchange rate during the research period.

CONCLUSIONS AND POLICY
IMPLICATIONS

The results of this study confirmed the MOE of both wind and
PV electricity generation through the use of actual generation
data, showing that the overall MOE of wind is greater than
that of PV and that the former has been increasing over time
while the latter has not. Japan can benefit from a greater price
reduction by prioritizing the introduction of wind power. It was
also evident that MOEs vary significantly across price ranges. In
addition, price spike suppression was observed in 2016 and 2017
in the case of PV. Other factors may have started to affect the
MOE during the price spike, as JEPX traded less in this period
and solar PV generated less electricity than in 2019. For wind,
the MOE was not significant at high price ranges in all year
covered. It is also interesting that the MOE of wind is a few
times higher than the one of PV, unlike previous research for
other countries. In terms of price spikes, JEPX has experienced
the long- continued high market price from December 2020 to
January 2021 with unprecedented level. During the term, it is not
appropriate to use these high price data unconditionally with the
data we used in this study because a lot of externalities could be
concerned. However, investigating the factors that caused these
extreme high prices and the MOE of VRE during the period is
important to the improvement of JEPX. And we leave this to
future research.

In Japan, “Act on Promoting the Utilization of Sea Areas for
theDevelopment ofMarine Renewable Energy Power Generation
Facilities” came into effect in April 2019, aiming to further
promote offshore wind power. Although the global weighted-
average levelised cost of electricity (LCOE) for offshore wind is
higher than PV according to IRENA (2020), the MOE for wind
revealed in this study makes its implement easier.

The fact that MOEs vary across areas is also an important
finding; indeed, the characteristics of a given area are taken into
account in terms of the impact of this effect on electricity market

prices when the government tries to promote renewable energy.
As our results simply implied that electricity prices decrease
and nearly reach zero as more renewable energy facilities are
installed, recouping the initial investments of these facilities is
important. The value of zero emission electricity generation
should be prioritized to attract renewable energy investors. Even
though the Japanese feed-in-tariff scheme is almost finished, the
government should apply other options to eliminate the risks
involved in developing renewable energy.

We found that renewable energy has a significant price-
reducing effect in the wholesale electricity market of Japan.
However, the variables used in this study did not fully explain
the price changes observed. Thus, identifying other factors that
determine electricity prices is a future research topic.
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APPENDIX

FIGURE A1 | Share of JEPX trade volume by total electricity generation. (Data source: JEPX day ahead spot price).

TABLE A1 | Results of correlation analysis for each area price.

Hokkaido Tohoku Tokyo Chubu Hokuriku Kansai Chugoku Shikoku Kyushu

Hokkaido 1.000

Tohoku 0.801 1.000

Tokyo 0.791 0.989 1.000

Chubu 0.556 0.657 0.644 1.000

Hokuriku 0.557 0.657 0.644 0.997 1.000

Kansai 0.557 0.657 0.644 0.997 1.000 1.000

Chugoku 0.557 0.657 0.644 0.997 1.000 1.000 1.000

Shikoku 0.549 0.651 0.639 0.988 0.991 0.991 0.991 1.000

Kyushu 0.521 0.619 0.604 0.942 0.944 0.944 0.944 0.940 1.000
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GIS Analysis of Solar PV Locations
and Disaster Risk Areas in Japan
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Following the global trend of climate changemitigation, Japan has been rapidly increasing

its share of renewable energy, in particular, its share of solar energy. However, Japan

has limited flat land area that is suitable for solar photovoltaic (PV) power generation

and a high risk of natural disasters. There is a possibility that some of its newly built

solar power plants are located in areas where landslides and floods are likely to occur.

Therefore, it is important to study the locations for solar PV from the perspective of

disaster risk management. Previous studies have reported a number of incidents where

solar PV installations were damaged as a result of natural disasters. One study utilized

geographical analysis technology to reveal the overlapping of solar PV powerplant

locations and disaster-prone areas in Fukuoka prefecture in Japan. However, to our best

knowledge, no previous research about the solar PV locations’ hazard risks has been

done on a national scale. This paper investigates the risks stemming from landslides and

floods for the existing solar PV power plants in Japan. We compare the geographical data

of disaster risks in Japan with the location data of solar PV power plants to investigate

the number of solar PV power plants located in disaster risk areas. Our results show

that the shares of medium and large-scale solar PV power plants located in areas where

landslides and floods are likely to occur are about 8.5 and 9.1% respectively.

Keywords: solar PV, location of solar PV power plants, hazard map, disaster risks, GIS

INTRODUCTION

The number of solar photovoltaic (PV) power plants in Japan has been increasing in recent years.
Since the introduction of the Feed-in Tariff system in 2012 to promote renewable energy, solar PV
power generation, which has a relatively short set-up process, in particular has played a central
role (Figure 1).

Although the maximum power generation potential is limited now due to the grid connection
capacity, the government plans to significantly increase renewable energy, including solar PV power
generation by 2030, toward its target to achieve carbon neutrality by 2050. The 6th Strategic Energy
Plan, which was approved by the Japanese government on October 22, 2021, included a goal of
doubling the share of renewable energy sources in the country’s energy mix from 2019 to 2030.
According to that plan, the share of renewable energy in total power generation will increase from
18% in 2019 to 36–38% in 2030. Solar power generation will increase from 6.7% in 2019 to 14–16%
in 2030, and wind power generation will increase from 0.7% in 2019 to 5% in 2030 (Agency for
Natural Resources Energy, 2021b).

20

https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org/journals/sustainability#editorial-board
https://www.frontiersin.org/journals/sustainability#editorial-board
https://www.frontiersin.org/journals/sustainability#editorial-board
https://www.frontiersin.org/journals/sustainability#editorial-board
https://doi.org/10.3389/frsus.2021.815986
http://crossmark.crossref.org/dialog/?doi=10.3389/frsus.2021.815986&domain=pdf&date_stamp=2021-12-21
https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org
https://www.frontiersin.org/journals/sustainability#articles
https://creativecommons.org/licenses/by/4.0/
mailto:hao.kazuki.75w@st.kyoto-u.ac.jp
https://doi.org/10.3389/frsus.2021.815986
https://www.frontiersin.org/articles/10.3389/frsus.2021.815986/full


Hao et al. GIS Analysis of Solar PV Locations

FIGURE 1 | Solar and wind power generation under the Feed-in Tariff system in Japan in 2012–2020. Source: Data from the Agency for Natural Resources Energy

(2021a) (https://www.fit-portal.go.jp/PublicInfoSummary). Created by the authors.

Solar power generation accounts for a large part of the
renewable energy introduced since the start of the Feed-in Tariff
system in 2012, while the amount of wind power generation is
not as large. This is thought to be due to the relatively long
lead time required for the environmental impact assessments of
wind power generation sites, including offshore plants (Li and
Xu, 2019; Li et al., 2019; Obane et al., 2020). If the current
trend continues, it is expected that the expansion of renewable
energy in the near future will continue to be centered on solar PV
power generation.

A major issue regarding the expansion of solar power
generation is where to install the solar panels. The locations of
the solar PV power plants that have been introduced so far are
places where it’s relatively easy to acquire land and install the solar
panels, but the land areas in Japan that have potential to be used
for solar PV are limited (Esteban et al., 2012; Sahu et al., 2016).

Therefore, when looking into future solar panel installation
locations, the use of agricultural land, water surfaces such as
lakes, and mountainous areas could all be possible candidates.1

Regarding mountainous areas, solar PVs are being installed after
deforestation and land reclamation (Ministry of Environment
of Japan., 2019; Itaka, 2021). For those cases, the risk of
disasters caused by heavy rains or landslides needs to be
considered carefully.

However, only a few studies have so far examined the
overlapping of the location of solar power plants and disaster risk
areas. Solar power plants of 50 kW or higher are obliged to report
accidents under the Electricity Business Act, and according to

1Since this paper targets medium-scale (between 500 KW and 10 MW) and

large-scale (above 10 MW) solar power generation, it does not cover small

installation locations such as the rooftops of houses or factories.

the Ministry of Economy, Trade and Industry (METI), there
were a total of 57 accidents in the solar PV power plants
in 2018 (Table 1). Ohgami (2019) from METI introduces the
accidents reported under the Electricity Business Act. According
to Ohgami (2019), for example, because of the heavy rains which
hit vast areas of western Japan in July 2018, eight solar PV
power plants were damaged by flooding and 11 by landslides. In
addition, damages caused by strong winds and storm surges of
the same year were also reported. The paper also reported the
breakdown of damages by the size of the solar PV capacity. As a
result of the heavy rains mentioned above, 7 out of 8 submerged
solar power plants were <500 kW. Of the 11 solar PV power
generation facilities affected by the landslides, 10 were 500 kW
or more.

Tabata (2019) identified the damage caused by natural
disasters to solar PV power generation from information
available online and estimated the amount of damage to solar PV
power plants in those cases. Tabata’s paper called to the attention
of solar power plant operators that a considerable amount of solar
panels might be damaged by natural disasters. Kwon et al. (2020)
used the geological information system (GIS) to identify solar
power plants installed in areas which have risks of inundation and

sediment-related disasters in Nogata City, Fukuoka Prefecture.
From an environmental point of view, the installation of solar

power plants has caused a great loss of natural habitats and semi-
natural habitats (Kim et al., 2021). The study of Kim et al. (2021)

also found, by using simulation methods, that if the solar PV

power plants are installed closer to a city, less habitats would be
lost. Although all previous studies mentioned above discuss the
risk of disasters related to solar PV power generation, they focus
on case study analysis, or are confined to one region or to the
effects on natural habitats.
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TABLE 1 | Accidents of solar PV powerplants due to natural disasters in Japan in 2018.

Heavy rain in

July 2018

21st typhoon in the

season

Hokkaido Eastern Iburi

earthquake

24th typhoon of the

season

Number of powerplants 19 23 3 12

Causes* Submergence 8 – – –

Landslide 11 – – –

Wind – 20 – 12

Storm surge – 3 – –

Damaged parts* Panel 10 21 2 12

Power conductor 9 5 1 4

Cubicle 4 1 – –

Others 9 7 2 9

*There are duplications.

Source: Ohgami (2019) and Ministry of Economy (2019).

In our paper, we estimate the significance of two types of
disaster risks for the location of solar PV power plants in Japan.
In particular, we examine the risk of sediment-related disasters
and the risk of floods. We focus on these two types of disaster
risks because they are the main causes of the damage on solar
PV facilities as reported in Ohgami (2019). Although solar power
plants can be also damaged by strong winds caused by typhoons,
we did not calculate risk values based on past average wind speeds
because the course of typhoons is wide and difficult to estimate.

Below, we first explain the data that we have used and then our
research methods. Finally, we discuss our findings.

DATA

We used three types of datasets. The first is the area information
of the solar PV power plants used in the research by Kim et al.
(2021). This information is based on the location information of
the power plants published in Electrical Japan (Electrical Japan,
2021).2 The data from Electrical Japan is point data, which shows
only one point in the area of the solar PV power plant. For
our analysis, it was necessary to use polygon data, which is the
location information showing the entire solar PV area where the
solar panels are located.

The data of Kim et al. (2020) is a plot of the area based on
the data from Electrical Japan. The data is also available online3

(Figure 2). According to that dataset, the location information of
Electrical Japan is updated periodically, while Kim et al. (2021)
uses information from December 30, 2020. In addition, their
study targeted both Japan and South Korea, while our study
focuses only on Japan.

In Japan, there is no official GIS database showing where solar
power plants are currently located. The Ministry of Economy,
Trade and Industry has the information on the operators and
date of approval that licenses solar power plant operators, but it
is not disclosed in association with the GIS location information.

2http://agora.ex.nii.ac.jp/earthquake/201103-eastjapan/energy/electrical-japan/

type/8.html.ja.
3Available online: https://doi.org/10.5281/zenodo.4644036.

FIGURE 2 | Data of solar PV power plant locations (displayed on the

OpenStreetMap with QGIS). Source: Kim et al. (2020).

Therefore, wemade the judgement that the data used in Kim et al.
(2021) was optimal for our analysis.

The data includes only medium-sized and larger solar PVs.
The capacity of medium-scale solar PVs are larger than 500 kW
and <10 MW, and that of large-scale solar PVs are >10 MW. As
this study targets the disaster risks of medium- and large-scale
solar PVs, small-scale solar PVs, including those on the rooftops
of houses and factories are omitted.

The second data set used in this paper is the information
about sediment-related disaster-prone areas of the Digital
National Land Information provided by the Ministry of Land,
Infrastructure, Transportation and Tourism of Japan4 (MLIT)
(National Land Information Division, 2021b) (Figure 3). The

4Available online: https://nlftp.mlit.go.jp/ksj/gml/datalist/KsjTmplt-A33-v1_4.

html (in Japanese).
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FIGURE 3 | Data of sediment disaster hazard areas (displayed on the

OpenStreetMap with QGIS). Source: Sedimental disaster prone areas by

National Land Information Division, MLIT (2021).

information is in polygon style and is provided in the format of a
shapefile. There are two types of areas covered, sediment disaster
hazard areas and special hazard areas. According to the Act on
Sediment Disaster Countermeasures for Sediment Disaster Prone
Areas, sediment disaster hazard areas are areas where sediment
disasters are likely to occur, with incidents of slope failures,
landslides, and debris flows. The dataset includes all these three
types of areas in a single dataset, and as such, there are some
overlapping areas among them. Sediment disaster special hazard
zones are areas with the risk of buildings being destroyed, which
may cause severe injuries or fatalities to the residents (Disaster
Management Bureau Cabinet Office of Japan., 2018). Sediment
disaster hazard zones include all the areas of special hazard zones,
so in this paper, we utilized the data of sediment disaster hazard
zones. Data is provided by prefecture, and we used data from all
47 prefectures of Japan. The dataset we used was the latest dataset
available, which was of August 2020.

The third data set is the floods and inundation hazardous area
information of the Digital National Land Information from the
MLIT (National Land Information Division, 2021a), in which the
flood warning area in polygon data is included as a shapefile5

(Figure 4).

RESEARCH METHODS

As explained in the previous section, we used two polygon data, a
sediment disaster hazard areas and flood and inundation hazard
areas, as indicators related to disaster risks. We also used the
location data of the solar power plants on GIS to find the number
of points where the polygons overlap.

5Available online: https://nlftp.mlit.go.jp/ksj/gml/datalist/KsjTmplt-A31-v2_2.

html (in Japanese).

FIGURE 4 | Data of floods and inundation hazard areas (displayed on the

OpenStreetMap with QGIS). Source: Floods and inundation hazard areas by

National Land Information Division, MLIT (2021).

FIGURE 5 | An example of overlapping solar PV area (black lines) with

sedimental disaster prone area (purple) on Google Maps. Source: Created by

the authors.

FIGURE 6 | Basic structure of the function used. Source: Created by the

authors.

For the calculation, we used the overlap function in
the GeoPandas library (https://geopandas.org/) of Python, a
programming language often used for data analysis (Zhou et al.,
2021). The function takes two parameters of polygon data and
returns true when the two polygon data are combined and
overlapped (Figure 5). We accumulated the number in which
the function returned true, as seen in the basic function shown
below (Figure 6). The two disaster datasets of each prefecture
and the location data of the solar power plants were input as two
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TABLE 2 | Number of solar power plant locations overlapping with high landslide risk areas.

Prefecture code Prefecture name Results Prefecture code Prefecture name Results

01 Hokkaido 9 25 Shiga 16

02 Aomori 6 26 Kyoto 15

03 Iwate 3 27 Osaka 15

04 Miyagi 13 28 Hyogo 69

05 Akita 2 29 Nara 18

06 Yamagata 3 30 Wakayama 22

07 Fukushima 3 31 Tottori 1

08 Ibaraki 19 32 Shimane 12

09 Tochigi 17 33 Okayama 15

10 Gunma 25 34 Hiroshima 71

11 Saitama 7 35 Yamaguchi 19

12 Chiba 10 36 Tokushima 8

13 Tokyo 1 37 Kagawa 21

14 Kanagawa 10 38 Ehime 10

15 Niigata 3 39 Kochi 14

16 Toyama 1 40 Fukuoka 35

17 Ishikawa 2 41 Saga 17

18 Fukui 7 42 Nagasaki 27

19 Yamanashi 9 43 Kumamoto 21

20 Nagano 19 44 Oita 9

21 Gifu 42 45 Miyazaki 18

22 Shizuoka 33 46 Kagoshima 38

23 Aichi 9 47 Okinawa 1

24 Mie 37 Total 782

Source: Authors’ own calculations.

variables. We also calculated the number of solar PV power plant
areas overlapping with both the sediment disaster hazard areas
and the flood and inundation hazard areas.

As explained above, the disaster data is separated for each
prefecture, thus when formulating the program, we used the
prefecture code starting from Hokkaido and ending with
Okinawa to compare the disaster areas and the location of the
solar power plants in order.

For data processing, both disaster-related data and solar power
plant-related data used the shapefile format. For geocoding,
EPSG: 4326, one of the standard geocoding systems, was used.

RESULTS

As a result, we found the number of points where the sediment
disaster hazard areas and the flood and inundation hazard
areas in each prefecture overlap with the solar PV power plant
locations. Our results are shown inTables 2–4 for each prefecture
with the total number calculated at the bottom.

In the dataset, the total number of the solar power plants in
Japan was counted as 9,250 points. Among them, 782 points were
found to overlap with the sediment disaster hazard areas in Japan
as a whole, which is ∼8.5% of the total (Table 2). Also, among
all the solar PV power plant locations in Japan, the number of
points overlapping with the flood and inundation hazard areas

was 846. This represents about 9.1% of the total solar PV power
plant locations in Japan (Table 3).

Also, there are 30 solar PV locations which overlap with both
the landslides hazard areas and the floods and inundation hazard
risk areas (Table 4). This means that about 0.3% of the total solar
PV power plants are facing both the landslides risk and the floods
and inundation risk.

DISCUSSION

Where to construct solar power plants is an important issue
because the Japanese government policies aim to significantly
increase the capacity of the solar power plants in the future.
However, due to prevalence of mountainous areas in Japan, the
flat land that could be used as a location for the solar PV power
plants is limited. If the flat land where solar power plants can be
easily built is exhausted, the next potential candidates will include
mountainous or steep zones. In that case, before we start to select
the sites for the future solar PV power plants, it is necessary to
take into consideration not only the expected deforestation and
other damages to the natural environment, but also the risks of
sediment-related and of flood-related disasters.

In our study, we have shown that a number of the solar power
plants in Japan are located in the sediment-related disaster and
flood inundation hazard areas. Although it has been pointed
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TABLE 3 | Number of solar power plant locations overlapping with high flooding and inundation risk areas.

Prefecture code Prefecture name Results Prefecture code Prefecture name Results

01 Hokkaido 111 25 Shiga 31

02 Aomori 1 26 Kyoto 11

03 Iwate 3 27 Osaka 19

04 Miyagi 31 28 Hyogo 33

05 Akita 3 29 Nara 4

06 Yamagata 14 30 Wakayama 1

07 Fukushima 13 31 Tottori 4

08 Ibaraki 45 32 Shimane 4

09 Tochigi 37 33 Okayama 12

10 Gunma 21 34 Hiroshima 6

11 Saitama 65 35 Yamaguchi 2

12 Chiba 56 36 Tokushima 7

13 Tokyo 2 37 Kagawa 4

14 Kanagawa 9 38 Ehime 4

15 Niigata 10 39 Kochi 7

16 Toyama 9 40 Fukuoka 20

17 Ishikawa 8 41 Saga 8

18 Fukui 7 42 Nagasaki 0

19 Yamanashi 8 43 Kumamoto 19

20 Nagano 11 44 Oita 11

21 Gifu 29 45 Miyazaki 22

22 Shizuoka 33 46 Kagoshima 4

23 Aichi 28 47 Okinawa 0

24 Mie 59 Total 846

Source: Authors’ own calculations.

out that site planning in consideration of disasters is important
(Rediske et al., 2019), there have been few studies based on
concrete calculations. If we look at the entire country of Japan,
there has been no study done on the number of overlapping
points between the location of solar power plants and the disaster
risk areas. The findings of our research results show that the
locations of a number of power plants overlap with the areas
where sediment-related disasters and floods are highly likely
to occur.

In relation to sediment-related disasters, it is necessary to
consider the above risks when the demand for electricity derived
from renewable energy sources increases in the future. In relation
to flood disasters, the classification of solar PV power generation,
i.e., whether it is classified as a rooftop solar PV or as an utility-
scale solar PV, becomes an important issue. In areas with flood
disaster risks, solar PV panels that are located on the rooftops
of buildings are less likely to be damaged. On the other hand,
for large-scale solar power plants located in flat areas, the flood
disaster risks should be considered as an important factor to
prevent future potential damage.

In our research, we focused on the solar PV power plants that
have already been constructed. We have shown that a certain
number of power plants that have already been constructed are

located at points that are susceptible to sediment-related disasters
or to flood hazards. We believe that our results are useful in
suggesting that disaster risks should be taken into consideration

when planning the locations of future solar power PV plants. As
extreme weather events are likely to occur more frequently in the
future, it will become even more important to consider disaster
risk factors when selecting a power plant’s location.

What could be some possible solutions regarding the location
of solar power plants in Japan in the future? One possible solution
is to build all new power plants in areas where there is no risk of
disaster. However, that is not a realistic answer for future solar PV
plant installations, as the future demand for renewable sourced
energy is expected to rapidly increase. Another solution is to
keep building solar power plants in disaster-risk areas but add
some form of insurance against potential disasters. Based on the
data about which areas could be highly impacted by disasters,
we propose an insurance scheme for solar power plants in these
high-risk areas. Our result potentially supports the development
of insurance system for the solar PV power plant operators, as
our study revealed that some solar PV power plants already locate
in the disaster risk areas, and that the system can potentially
be used the evaluation of the risk type and magnitude for solar
PV upon conducting relevant improvement. The insurance could
be provided by the government (central or local) or the private
sector. The insurance scheme could promote a swift recovery
from the damage caused by disasters and thus reduce the risks
faced by solar power operators. We support the argument by
Fraser (2019) that local governments can play an important role
for an equitable and locally engaged energy transition.
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TABLE 4 | Number of solar power plant locations overlapping with both high landslides risk areas and high flooding and inundation risk areas.

Prefecture code Prefecture name Results Prefecture code Prefecture name Results

01 Hokkaido 0 25 Shiga 0

02 Aomori 0 26 Kyoto 0

03 Iwate 0 27 Osaka 0

04 Miyagi 0 28 Hyogo 5

05 Akita 0 29 Nara 0

06 Yamagata 0 30 Wakayama 1

07 Fukushima 0 31 Tottori 0

08 Ibaraki 4 32 Shimane 0

09 Tochigi 1 33 Okayama 1

10 Gunma 1 34 Hiroshima 2

11 Saitama 0 35 Yamaguchi 0

12 Chiba 3 36 Tokushima 1

13 Tokyo 0 37 Kagawa 0

14 Kanagawa 0 38 Ehime 1

15 Niigata 0 39 Kochi 1

16 Toyama 0 40 Fukuoka 1

17 Ishikawa 0 41 Saga 0

18 Fukui 0 42 Nagasaki 0

19 Yamanashi 0 43 Kumamoto 2

20 Nagano 1 44 Oita 0

21 Gifu 2 45 Miyazaki 0

22 Shizuoka 0 46 Kagoshima 2

23 Aichi 0 47 Okinawa 0

24 Mie 1 Total 30

Source: Authors’ own calculations.

In addition, as our results in Tables 2–4 show, the number
of solar PV power plants located in high-risk areas displays a
wide range of differences among prefectures. The prefectures
have a variety of characteristics in their size, terrain, and amount
of investment into solar PV. The local governments as well
as private companies should properly identify these differences
and consider expanding solar PV where suitable by taking into
consideration the perspective of disaster prevention.

The risk of typhoons and strong winds was not included
in our study. The reason is that, due to the wide range of
typhoon potential paths, it is difficult to show the overlap between
the typhoon risk and the location of the installed solar panels.
However, as Ohgami (2019) shows, typhoons and strong winds
can also lead to solar power plant accidents. Studies have also
been conducted on the location and wind strength of solar power
plants to conflict with potential wind farm locations (Obane et al.,
2020). In future research, we believe that the risk of typhoons or
strong winds for the location of the solar PV power plants should
be studied as well.

The Law Concerning the Promotion of the Measures to Cope
with Global Warming, which was revised in May 2021, has a
provision saying that local prefectural governments should set
goals and specify areas to promote renewable energy (Ministry
of Environment of Japan, 2021a). It has been decided by an
Ordinance of the Ministry of the Environment what locations
should become the promotion areas for renewables. However, the
Ministry of the Environment Ordinance does not exclude areas

with high risk of disasters. At the time of writing (Nov. 2021),
the Ministry of the Environment is planning to discuss with
experts and decide a policy to exclude disaster risk areas from
the promotion area of renewables (Ministry of Environment of
Japan, 2021b). Therefore, our analysis of the overlap between the
locations of the solar PV power plants and the disaster risk areas,
could be also relevant for those forthcoming policy discussions.

Japan is a country where many natural disasters occur and
where it is absolutely necessary to study the impact of disasters.
However, we believe that research on the impact of natural
disasters in Japan will be also relevant for countries where there
have been few disasters so far due to the expected changes in the
climate in the future. It will also serve as an important reference
when promoting the solar PV power generation in developing
countries where natural disasters due to climate change are
expected to increase.

CONCLUSION

In this study, we performed a geographically-integrated analyses
seeking for evaluating risks stemming from landslides and floods
for the existing solar PV power plants in Japan. We compared
the geographical data of disaster risks in Japan with the location
data of solar PV power plants to investigate the number of solar
PV power plants located in disaster risk areas by GIS-based
integrated survey developed by authors. We focused on how
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many points overlap in the locations of the solar PV power plants
constructed so far in Japan with the areas where there is a high
risk of sediment-related disasters and of floods or inundation.

As a result, we counted the total number of the solar power
plants in Japan as 9,250 points. Among them, 782 points were
found to overlap with the sediment-related disaster hazard areas
as a whole, which is ∼8.5% of the total solar PV locations in
Japan. Also, among all the solar PV locations, the number of
points overlapping the flood and inundation hazard areas was
846. This is about 9.1% of the total number. Our results not only
show that a significant number of solar power plants are located
in the disaster risk areas, but also contribute to the discussion on
future potential sites for solar PV installations.

A limitation of our study is that not all disaster risks were
included in the analysis. We did not include the risks of typhoons
and strong winds although typhoons and strong winds cause a
large number of accidents at solar power plants. In addition,
it could be said that areas with strong winds are also areas
suitable for wind power generation. Further research on those
issues is needed. For example, if we assume that the areas where
maximumwind speed in the past exceeded a certain speed, which
might damage solar PV power generation, are risky areas, the
method used in this paper can be utilized to identify the risks
from strong winds for the solar PV power plants.

Another possible direction for future research is to create
framework that evaluates the degree of risk if the solar PV power
plant is located in the landslides and floods hazard areas. In this
research, we didn’t evaluate the various degrees of risks. Future
studies are needed, for example, to quantify the risks or calculate
the potential costs of constructing solar PV in hazardous areas.

In addition, when applying this research to other regions or
countries, it is necessary to have information on the locations

of solar PV power plants and disaster risk information in those

regions or countries. The information on the locations of solar
power plants was limited even in the case of Japan. We believe
that further data construction on solar power generation and
disasters will be useful for future research, not only in Japan but
around the world.
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The availability of big data allows a wide range of predictive analyses that could inform

policies for promoting sustainable behaviors. While providing great predictive power,

adopted models fall short in explaining the underlying mechanisms of behavior. However,

predictive analyses can be enhanced by complementary theory-based inferential

analyses, guiding tailored policy design to focus on relevant response mechanisms.

This paper illustrates the complementary value of multidisciplinary inferential models

in informing large predictive models. We focus on Structural Equation Modeling, an

approach suitable for a holistic examination of different pathways and hypotheses from

multiple disciplines. Drawing on an interdisciplinary theoretical framework we develop an

empirically tractable model and apply it to a sample of household data from Switzerland.

The model focuses on the relationships that delineate the underlying mechanisms

for energy consumption behaviors in the case of private transportation. The results

are discussed in light of possible contributions to policies aiming at the promotion of

sustainable travel behavior as well as data requirements for analyses relying on big data.

Keywords: Structural Equation Modeling (SEM), interdisciplinary models, big data, intervention pathways,

sustainable transport choices

INTRODUCTION

Widespread digitisation in various sectors of advanced economies brings about a fundamental
change in the availability of consumption data. Smart meters, connected appliances and electric
vehicles, to mention a few, allow unprecedented access to individual- and household-level data.
Such data is increasingly used to predict various consumption behaviors and to tailor marketing
messages to specific segments of the population. However, so far, the potential arising from big
data is not often harnessed for promoting sustainable consumption and/or pro-social behavior.
This lag can be partly explained by the distinctive methodologies used by experts in separate fields.
On the one hand, focusing on predictive analyses, marketing experts rely on models with a great
number of variables in order to identify patterns of behavior across different groups. On the other
hand, focusing on inferential analyses, social scientists usually rely on parsimonious models to
identify underlying mechanisms and to explain behavior. While the latter use theoretical premises
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to provide a relatively rigid structure to meet their empirical
models, the former use models with less theoretical structure,
allowing predictions to be mainly data-driven. Both types
of analyses are essential and complementary. We need
to understand behavioral mechanisms, in particular for
promoting sustainable consumption, while at the same time
utilizing the predictive power of the emerging big data. There
is, however, a methodological tension hindering mutual
feedback, as revealed by some large-scale studies (e.g., O-Power
study, Allcott and Rogers, 2014) where reductions in energy
consumption were achieved, but underlying mechanisms for
change remained unclear, hence impeding widespread usage
beyond a specific context.

In order to tap into the emerging data potentials for
promoting sustainability, we need to identify adoption
tendencies. In addition, we need to understand the barriers
and drivers for different groups in the population. While
predictive models are sufficient for the former objective, the
latter requires testing specific hypotheses derived from theories.
However, theories usually originate from different disciplines,
and fail to provide a holistic picture of the consumption behavior
of interest. Moreover, by focusing on a single aspect of behavior,
usually dictated by a rigorous causality analysis, the analyst
inevitably leaves out many variables that might be relevant for a
comprehensive analysis.

Inference and prediction can complement each other.
Inferential analysis, using statistical models, provides a basis
for a sound and theory-driven interpretation whereas predictive
models, based for example on machine learning, are less
interpretable but provide a powerful framework for data-driven
predictions. Recognizing the complementarity of predictive and
inferential analyses in large data sets, we put forward the notion
that comprehensive structural models can be used to bridge the
chasm between the two types of analyses. Instead of zooming
into a single aspect of behavior, comprehensive models include a
multitude of variables integrated into a relatively rigid structure.
The adopted structure can be based on a comprehensive
framework rooted in several disciplinary theories. Such an
empirical analysis can be conducted by structural equation
models (SEM) which offer several advantages. First, compared
to other statistical models such as linear regression, SEM have
a greater flexibility to accommodate a multitude of pathways
for a given outcome. Regression models could also be used for
causality analysis, but their focus on a specific aspect restricts
their ability for considering multiple hypotheses from various
disciplines. Second, SEMs not only provide a holistic picture
with a relatively large number of variables, they can also be used
to assess the relative importance of various causal pathways.
Finally, as opposed to predictive models based on data mining
and machine learning methods, SEMs can provide an overall
picture of behavior, used for generating relevant hypotheses to
be tested with further regression models. Therefore, SEM can be
used as a “prime language for causal analysis”, as put by Pearl
(2012), to provide a conceptual structure to predictions purely
driven from data.

Our empirical analysis is based on a broad dataset that
contains “distance driven by each household (HH)”, but also

additional information on HH decisions, like socioeconomic and
demographic characteristics, norms and values. The objective
is primarily to show how SEMs, including multiple pathways,
can play a complementary role to predictive models and
disciplinary theory-based analyses. Our empirical illustration
in the field of private transportation further provides insights
into the challenges in translating a comprehensive framework
into empirically applicable models and thus also highlights data
requirements. The insights gained into behavioral mechanisms
driving HH transportation decisions do not constitute the main
focus of this paper. They are used to exemplify the added
value of applying SEM for modeling different pathways. Our
contribution is to highlight the interplay of determinants behind
consumer decisions, and the extent to which SEMs based
on an interdisciplinary framework can play a complementary
role to predictive and inferential models. As such, it is
primarily directed to inform a sustainametrics conversation—
i.e., a discussion on how increasingly available data can
support transitions to sustainable societies and limitations
to such a role—rather than a transportation behavior and
policy discussion.

This paper is structured as follows. In Section Background
we provide rationales for choosing yearly distance traveled
by private car as a relevant issue, and SEM as our method.
A brief description of the integrated framework proposed by
Burger et al. (2015) is presented in Section The Integrated
HH Energy Consumption Framework. It is followed by a
mapping of the underlying relationships between the factors
listed in the framework (Sections Implementation of the IHECF,
Relationships of Social Opportunity Space and Individual
Opportunity Space Factors, and Relationships of Decision-
Making Factors and Choices/Routines). The paper then proceeds
to lay out the data used for the empirical analysis (Section
Method), followed by a presentation of the results (Section
Results), discussion (Section Discussion) and conclusions
(Section Conclusion).

BACKGROUND

Achieving low-carbon energy goals heavily depends on shifting
demand (over time) to match supply (Shove, 2021). Many
studies have pointed out behavioral barriers hampering policy
interventions in reducing HH energy consumption. These
obstacles range from undesirable consequences of public policies
(e.g., Alberini et al., 2018) to a number of barriers operating
at an individual and HH level (Cattaneo, 2019; del Mar Solà
et al., 2021), such as rebound effects (De Borger et al., 2016;
Stapleton et al., 2016), missing price incentives or imperfect
knowledge (Allcott and Greenstone, 2012; Pothitou et al.,
2016), overestimated technical promises (Fowlie et al., 2018)
as well as fixed routines or habits determining daily life
(Kurz et al., 2015; Kent, 2021). Most of these barriers operate
through behavioral mechanisms, for example driven by cognitive
heuristics (Kahneman, 2003), emotions (Brosch and Sander,
2014), values and norms (Ababio-Donkor et al., 2020; Bouman
et al., 2021).
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In this context, the availability of large amounts of information
on HH behavior—energy consumption, in particular—could
provide a window into the functioning of existing interventions
and the potential of unexplored solutions. For instance, taking
advantage of availability of hourly data on Swedish residential
electricity usage, Brännlund and Vesterberg (2021) have explored
whether there is a potential for shifting load between peak and
off-peak hours. If possible, this load shifting would be a game
changer as it would allow the covering of expected increases
in demand without substantial infrastructure adjustments. Their
analysis, while indicating a limited potential, does not, however,
provide much insight about how such a shift could be achieved
through interventions or policies. Indeed, many empirical
analyses of rich datasets are unable to shed light into behavioral
mechanisms needed to design policy interventions (e.g., Karimu
et al., 2022). These studies often focus on tangible factors, and
miss out modeling potentially important characteristics such as
attitudes, emotions, and values. A structural model could be
helpful to investigate the behavioral links between consumption-
shifting with policy-relevant characteristics such as individual
preferences and attitudes.

Notably, knowledge about mechanisms and barriers to
behavior change is rooted in disciplinary frameworks which
do not commonly consider the interplay of multiple factors
determining energy demand. While interdisciplinary work is on
the rise (e.g., De Witte et al., 2013; Van Acker et al., 2014;
Stephenson et al., 2015; Stephenson, 2018; Koszowski et al.,
2019), disciplinary divides, such as those between economics,
psychology, sociology and geography, often prevent integrated
analyses of determinants and the formulation of comprehensive
and tailored intervention strategies (Burger et al., 2015; Hess
et al., 2018).

In most empirical studies, the focus is either on data-
driven predictive models or theory-driven single-equation
regressions. However, neither of the two approaches is able
to model multiple pathways of energy consumption behaviors.
In this paper, we develop a comprehensive model of HH
energy consumption and show how such models can be
implemented with a SEM to provide structural framing of
predictive analyses such as Moro and Holzer (2020). To this
end, we build on Burger et al. (2015) who put forward an
interdisciplinary model of HH energy consumption based on
major empirical and disciplinary findings of research from the
fields of psychology, sociology, geography, consumer behavior
science, and economics. Reasons for choosing the Integrated
HH Energy Consumption Framework (IHECF) by Burger et al.
(2015) is precisely the fact that it is an interdisciplinary multi-
theory-based [e.g., Rational Choice Theory (RCT), Theory of
Planned Behavior (TPB), Value Belief Norm Theory (VBN),
Norm Activation Model (NAM), Consumer Theory (CT),
Behavioral Decision Theory (BDT), Social Practice Theory
(SPT)] framework synthesizing the established main drivers
of HH energy consumption. Although there are other multi-
disciplinary frameworks (e.g., De Witte et al., 2013; Giulio
et al., 2014; Götschi et al., 2017; Koszowski et al., 2019) and
theories to the best of our knowledge there is none which is as
comprehensive as the IHECF.

In the empirical analysis, we build a SEM explaining a major
domain of HH energy consumption. Specifically, we focus on
(self-reported) yearly distance traveled by Swiss HHs using
their private car, a behavior that public policies can target to
yield potentially large energy savings. In fact, the transport
sector accounts for a third of total energy consumption in the
European Union (Eurostat, 2021) and in Switzerland (SFOE,
2020). We develop the model in an illustrative manner, with
the intention of highlighting challenges in translating such
comprehensive models into empirically applicable models and
outline data requirements.

The Integrated HH Energy Consumption
Framework
The IHECF (Figure 1), proposed by Burger et al. (2015),
distinguishes two types of energy consumption behaviors (ECBs):
material-specific behaviors (e.g., buying a car), and action-
specific behaviors (e.g., driving the car). These behaviors are
influenced by a multitude of individual and socio-economic
factors, embedding individuals with their choices and routines in
a broad environment.

This broad environment is characterized by factors related
to social opportunity spaces (SOS) and individual opportunity
spaces (IOS). IOS factors provide individual boundaries framed
by SOS factors, that is, the external societal circumstances
in which the individual is embedded. SOS factors include
characteristics of available technology and facilities, economic
factors (including prices), institutional norms and policies,
geographic and climatic factors as well as demographic and
cultural differences. IOS factors include aspects describing the
individuals’ social environment (i.e., social context, milieu and
lifestyle), their socio-economic setup (i.e., personal appliances
and facilities, place of dwelling, HH size) and their socio-
demographics, such as income, age, gender and knowledge.

Individuals base their decisions on a complex interplay of
internal decision-making factors and IOS/SOS factors. Internal
decision-making factors are attitudes, control, norms, values,
heuristics and biases, as well as emotions, which influence choices
and routines, and ultimately ECB. Choices can either be habitual,
i.e., embedded in routines (e.g., always driving to shops instead
of taking other transport modes), or deliberate (e.g., purchasing
an electric vehicle).

In addition to describing different types of ECB and
their determinants, the IHECF makes suggestions regarding
governance factors (i.e., instruments, institutions and actors) that
could be activated for (re-)shaping ECBs. It is therefore designed
to guide interdisciplinary research on energy consumption
and offers a way of organizing findings and viewpoints from
different disciplines. Due to its interdisciplinary nature and
comprehensiveness, the IHECF is not based on a single
theory, thus, causal claims must be established through
empirical research.

Implementation of the IHECF
Utilizing the IHECF as foundation, we develop an empirically
estimable model by linking the factors in the framework and
drawing the relationships that delineate the underlying ECB
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FIGURE 1 | The integrated HH energy consumption framework (IHECF, reproduced from Burger et al., 2015).

mechanisms. A complete overview of the relationships can be
seen in Figure 2. Aiming at an empirically tractable model,
we focus on forward flows, that is, relationships going from
the broad end of the triangle (SOS) to the tip (choices and
routines). The model does not, however, specify relationships in
a purely sequential manner. Instead, while some factors influence
other factors from an adjacent level, certain factors from all
categories (SOS, IOS, decision-making and choices/routines) are
modeled as direct predictors of behavior, as can be found in
the literature on ECB. To this end, we draw upon empirical
research and theories (e.g., TPB, VBN, CT, RCT, and BDT)1 from
psychology, sociology, geography, consumer-behavior science,
and economics, focusing on themost robust findings. The generic
model specified in Figure 2 represents a tractable option of
the IHECF. Without repeating the discussion in Burger et al.
(2015), we present some major findings in the ECB literature in

1Because this is not a theoretical paper but the application of a validated

interdisciplinary multi-theory framework, we refrain from diving deeper into the

set of theoretical approaches which form its basis.

the following subsections to underpin the relevance of the four
dimensions in our generic model.

Relationships of Social Opportunity Space
and Individual Opportunity Space Factors
Starting with the SOS and IOS factors located at the base
of the IHECF triangle, we outline the relationships of several
determinants traditionally considered in economics. From an
economic point of view, utility-maximizing individuals decide on
their level of energy consumption while considering unit price of
energy and available income (e.g., Borenstein, 2015). This has led
to abundant literature on price- and income-elasticities of energy
demand (e.g., Havranek andKokes, 2015; Labandeira et al., 2017).
As, however, energy is not consumed per se, but used as an input
in the HH production function, the effect of energy prices should
be mediated by the characteristics of appliances (e.g., vehicles
or electronic devices), which in turn depend on the available
technology and the facilities available to the HH.

Technology must be included in the model, as technological
progress results in greater efficiency, hence lowering the price
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FIGURE 2 | Generic interdisciplinary model of ECB developed from the IHECF (Burger et al., 2015).

of energy service and stimulating demand (cf. also Fowlie et al.,
2018 on relevance of available technology). For instance, when
a HH purchases a more efficient car, driving becomes cheaper,
possibly resulting in a greater usage. This “rebound” effect
could offset part of the expected energy consumption reductions.
While the existence of rebound effect is widely accepted, its
magnitude remains contentious, with empirical estimates for
private car travel ranging from negligible to almost 100% (e.g.,
Azevedo, 2014).

Other SOS factors include geography and climate, taken in a
generic way to refer to weather-related factors (e.g., temperature
and precipitation), topographic characteristics of the HH’s
location (e.g., elevation and slope), and atmospheric conditions
such as greenhouse gas concentration. All these conditions are
also structural determinants of energy usage usually labeled as
“demand shifters” (e.g., Kavousian et al., 2013; Winkler et al.,
2014).

Demographic factors at the societal level, such as population
size, age structure, urbanization, and population density, as well
as at the HH level, such as HH size, gender, and age, have
been found to significantly impact energy consumption and
travel (Brounen et al., 2012; Liddle, 2014; Karatasou et al., 2018;
Buylova, 2020). HH size is a structural determinant as, for
instance, a 5-person HH naturally consumes more energy than
a 2-person HH. However, economies of scale result in a less
than proportional increase in energy usage for every additional
member. Moreover, the composition of the HH (e.g., size,
presence of children) and the type of accommodation increases

the availability and use of appliances (e.g., number of cars and
intensity of usage, cf. De Witte et al., 2013). Also, ECB appears
to be associated with occupants’ age, gender, education and
ethnicity partly because of differences in activities (e.g., Brounen
et al., 2012; McLoughlin et al., 2012; Tweed et al., 2015; Karatasou
et al., 2018; Buylova, 2020).

In addition, and given existing evidence, socio-cultural
characteristics and how they relate to potentially mediating
factors such as values or norms should be integrated in the
model. Culture has been defined as “the integrated pattern of
meanings, beliefs, norms, symbols and values that individuals
hold within a society, with values representing perhaps the
most central cultural feature” (Oreg and Katz-Gerro, 2006, p.
466). Accordingly, culture provides the broader social context
through which individuals learn what is valued and acceptable
in their society. Moreover, institutions provide a broader
context in which social norms are perceived (Allcott, 2011;
Ostrom, 2014), leading to social norms as mediator between
institutions and ECB. For example, Stephenson et al. (2015) and
Stephenson (2018) developed a cultures framework to investigate
energy cultures, whereas Stoppok et al. (2018) compared
daily energy consumption practices of Kenyan, German, and
Spanish households.

Between the broad socio-cultural context and the narrower
context of social groups, lifestyle- and milieu-groups also play a
role and have been observed to behave differently in terms of ECB
(Spaargaren, 2003; Sütterlin et al., 2011; Schubert et al., 2020).
Some groups, for example, perceive more social pressure through
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their social context to engage in ECB than others (Sütterlin et al.,
2011; Schubert et al., 2021). A social milieu encompasses people,
the physical and social conditions underlying traditions and
values, which are relatively stable and resistant to societal changes
(Mochmann and El-Menouar, 2005). Lifestyles, on the other
hand, express a person’s social position through their behavior
and consumption patterns (Van Acker et al., 2014; Schubert et al.,
2020). Whereas, social context mediates the influence of cultural
and lifestyle/milieu on values and social norms, lifestyle and
milieu, in turn, mediate other IOS factors such as the place of
dwelling. Finally, environmental and energy-related knowledge
can affect ECB via attitudes (e.g., Nayum and Klöckner, 2014;
Pothitou et al., 2016).

Relationships of Decision-Making Factors
and Choices/Routines
Psychological theories [e.g., TPB, NAM, VBN, and Social
Cognitive Theory (SCT)] and empirical research (cf. meta-
analysis by Klöckner, 2013, themselves based on main
psychological theories) have identified intention, control,
habits/routines, heuristics/biases, attitudes, norms, values, as well
as emotions, as important predictors of environmental behavior,
including ECB.

Intentions, habits/routines, and control are direct predictors
of ECB. Even though intentions are not explicitly listed as
a decision-making factor in the original IHECF (Figure 1), it
constitutes a major predictor of ECB and is seen as a gauge of
people’s willingness to adopt environmentally friendly ECBs (e.g.,
Tan et al., 2017; Sun et al., 2018). We therefore include intention
in our model (Figure 2), mediating the relationship between
ECB and attitudes, norms, emotions, and control (Klöckner, 2013;
Hiratsuka et al., 2018; Brosch, 2021).

Control constitutes a further major predictor of ECB, known
as perceived behavioral control (PBC) in the TPB (Ajzen, 1991,
2006) and self-efficacy in the SCT (Bandura, 2001). Control
explains how able—based on the circumstances and skills—a
person feels to perform certain behaviors and is influenced by
social norms (e.g., Klöckner, 2013; Fu, 2021).

A large amount of our daily behavior is deemed habitual
with very little deliberation (Marien et al., 2018), also referred
to as routines. Similar to habitual choices (i.e., using a car for
commuting), one-off decisions (e.g., what car to buy) could have
habitual aspects such as brand loyalty (Nayum and Klöckner,
2014). Habits are also related to heuristics and biases (Verplanken
and Aarts, 1999; Klöckner, 2013) and can be considered as
mechanisms for focusing on certain aspects of a complex decision
while ignoring others (Tversky and Kahneman, 1974).

For simplicity, we assume that heuristics and biases are
included in habits and do not consider separate relationships.
Indeed, to indicate the overlap with routines and to highlight
the habitual element in choices, we place habits in-between
decision-making factors, choices, and routines. Habits have, in
fact, been found to be a main predictor of behavior, mediating
the relationship of ECB with intentions, personal norms and
control (e.g., Nayum andKlöckner, 2014). Naturally, the available
facilities and appliances, for instance access to a specific car,

have an impact on the formation and persistence of habits
(Klöckner and Matthies, 2009; Klöckner and Blöbaum, 2010;
Hess and Schubert, 2019; Punzo et al., 2021). In addition, personal
norms, people’s personal and moral considerations, mediate the
relationship of control, social norms and values with intentions
and habits (Stern, 2000; Klöckner, 2013).

METHODS

To empirically illustrate our framework-based approach we
carried out a SEM analysis. SEMs are a collection of different
integrated analytical techniques. These include for example,
path analysis (regression analysis) and factor analysis. Factor
analysis can be utilized to estimate latent factors from observed
variables. Path analysis, on the other hand, offers the opportunity
to estimate the effect of one or more variables on others and
hence allows the investigation of various hypotheses in a single
model. SEM can fit data from experimental, non-experimental
and observational studies. SEMs are able to simultaneously
estimate multiple interrelated relationships of endogenous
and exogenous variables, and account for measurement
errors. In addition, SEMs provide fit statistics to evaluate
the implications of theoretical assumptions or relationships
(Bollen and Pearl, 2013).

The SEM developed in this paper is specified as displayed in
Figure 3. The SEM is estimated using Stata 16, with all variables
demeaned (i.e., the variable’s mean is subtracted from all values
so that the resulting variable is centered at zero), and covariations
were only allowed between exogenous variables and not between
measurement errors. All structural paths are grounded in theory
as mentioned above and successfully tested in previous empirical
studies (cf. Sections Relationships of Social Opportunity Space
and Individual Opportunity Space Factors and Relationships of
Decision-Making Factors and Choices/Routines).

For the estimation, we rely on Full Information Maximum
Likelihood (FIML), which implies using all available data, even
observations with missing values. For robustness check, we also
applied the (standard) Maximum Likelihood (ML) approach on
the subsample composed only of observations without missing
values. We conclude that there are no systematic disparities
between the FIML and ML sample2.

For the estimated model we report both unstandardized
and standardized coefficients (Appendix Tables). The two sets
of coefficients are complementary: unstandardized coefficients
provide quantitative impacts of the covariates on the endogenous
variables, thus these path coefficients are in the same unit as the
endogenous variable of that path. Standardized coefficients reveal
the relative importance of each covariate, thus these coefficients
are unit-free and therefore make it possible to compare variables
of different magnitudes.

Data
Data analyzed in this paper was collected in April and May
2017, as part of the second wave of the Swiss Household

2For space reasons we only report FIML findings but ML findings are available

upon request.
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FIGURE 3 | Empirical implementation of the model.

Energy Demand Survey (SHEDS)3. SHEDS respondents are
representative of the Swiss population4 according to age,
gender, region and home ownership. Respondents self-report
their equipment and usage in several energy consumption
domains (heating, electricity, and mobility), socio-demographic,
psychological (e.g., environmental attitudes, values, etc.) and
sociological characteristics (e.g., life events, etc.). Our illustrative
empirical analysis (using FIML)5 focuses on 3,362 car owners—
a subsample of the entire SHEDS sample (see Table A1). This
includes respondents who own a car running on gasoline or
diesel, that is, about 73% of the entire sample of 5,015 HHs6.

Table 1 provides an overview of all variables considered in our
IHECF framework-informed model. Annual mileage is obtained
as the answer to the question “On average, how many kilometers
do you drive per year?” and is only asked to car owners.
Further details of the psychological constructs are provided in the
Table A2). In order to adapt to the available data, we exclude a

3Weber et al. (2017) provide a detailed description of SHEDS, which was based on

information of the IHECF.
4SHEDS collects data from all parts of Switzerland except Ticino, the Italian-

speaking canton representing less than 5% of the Swiss population.
5The ML analysis includes 922 observations. Despite their important size

difference, the two samples do not show statistical differences in main variables.

An exception is the respondent age, which is on average lower in the ML sample.
6The focus is on cars running on gasoline or diesel. We excluded 152 observations

corresponding to cars with other engine types (e.g., electric or hybrid cars) and 151

outlier observations with evident reporting errors in particular, suspiciously large

reported values for fuel consumption.

number of variables from the final empirical SEM, as depicted in
Figure 37.

Model Fit
Basing our decisions on Hu and Bentler’s (1999) criteria, we
find that our model8 satisfies the suggested RMSEA9 fit statistic
(.04, cut off < 0.06). Other fit statistics are slightly outside
recommended ranges, such as CFI (0.83, cut off 0.90 or higher)
and χ²/DF ratio (χ²= 7,394.15, DF= 993, χ²/DF= 7.45, cut off
< 2–5, p < 0.001), however research has shown that the optimal
threshold depends on numerous features of the model, including
estimation method, sample size, number of degrees of freedom,
and the extent to which assumptions of multivariate normality
are met (Hu and Bentler, 1999; Marsh et al., 2004; Tomarken and
Waller, 2005)10. Noting that other large SEMs in the literature

7More precisely, the reasons for excluding a variable are as follows: (1) Data

availability (i.e., attitudes, social context, institutional norms or policies) for

2017; (ii) Mediating factor missing (e.g., for knowledge); (iii) Multicollinearity

and heavily unbalanced distribution of respondents across categories (for

lifestyle categories).
8The final measurement model (of the latent psychological variables) shows

appropriate fit statistics (FIML: χ2= 1,005.251, DF= 202, p< 0.001, CFI= 0.969,

RMSEA = 0.034). Drawing on modification indices, confirmatory factor analysis,

composite reliability, discriminant and convergent validity as well as model fit

statistics, we exclude five items showing low loadings on the latent constructs

(details in Tables A3, A4).
9Often presented together with SRMR fit statistics, which were only available for

the ML model and also acceptable [=0.053 (ML only), cut off < 0.08].
10As robustness checks, we estimated reduced versions of our model (available

upon request), which show improved fit statistics.
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TABLE 1 | Overview of the IHECF factors in the SEM.

Model factors Variables included in SEM

Behavior Kilometers driven per year by private car, scale: “up to 5,000

km”—“more than 50,000 km”, steps of 5,000 km, with an “I

don’t know” option

SOS variables

Geography/

climate

HH living in rural environment vs. city HH living in suburbs

vs. city German-speaking parts of Switzerland vs.

French-speaking part of Switzerland (Romandy) Commuting

distance from home to work (km)

SOS factors

excluded from

SEM

Technology/facilities, Economy (e.g., market price, market

variability), Institutions (norms, policy), Culture

IOS variables

Gender Gender

Age Age categories: 18–34, 35–54, 55+

Income HH income (log of mid-points)

Household (HH)

composition

Number of HH members HH members younger than 6 years

of age HH members older than 65 years of age

Appliances,

Facilities

Number of general transport passes per HH member Number

of regional transport passes per HH member New car

(≤1 year) Fuel consumption in gasoline-equivalent (L/100 km)

Car fuel type: diesel (vs. gasoline) Transmission type:

automatic (vs. manual) More than one car in HH

Place of dwelling Location index: Index for the distance from home to various

places [Range 0–32: 8 places located from < 0.5 km (=1) to

more than 2 km away (=4). Respondents who never go to a

place are assigned 0.] Owned flat (vs. rented flat, combination

of tenure and dwelling type) Rented house (vs. rented flat,

combination of tenure and dwelling type) Owned house (vs.

rented flat, combination of tenure and dwelling type) Away

from home in second holiday residence (share of weeks

per year)

IOS factors

excluded from

SEM

Social context, Lifestyle/Milieu, Knowledge

Decision-making (DM)

Social norms Combined descriptive norm (Perceptions of how others

behave in relation to ECB) and injunctive norm (Perceptions of

how others expect me to behave in relation to ECB)

Personal norms Feelings of obligation to perform “sustainable” energy related

behaviors

Values Hedonic values: concerning personal pleasure and comfort

Egoistic values: concerning personal gains Altruistic values:

concerning the welfare of other people Biospheric values:

concerning the quality of the natural environment

Control Perceptions of control and ability to behave environmentally

friendly

Emotions Positive emotions toward own environmentally friendly

behavior

Intention Intention to reduce car usage within the next 12 months

Habits Preferred modes of transport for commuting and leisure travel

DM factors

excluded from

SEM

Attitudes

The decision-making variables are further described in the Table A2.

show similar goodness-of-fit statistics (Bouscasse and Bonnel,
2016) we deem the fit statistics for our model acceptable. Overall,
the model reports an explained variance (R2) of 17% for the main

endogenous variable (km driven/year) and the R2 for the fifteen
further endogenous variables range from 1 to 82% (seeTable A5).

RESULTS

Our full SEM results are provided in the Tables A5, A6. Each
factor in the model may directly or indirectly affect distance
traveled (the final outcome in our model). Direct predictors
(for instance gender and age) are connected to distance traveled
without mediating factors, whereas indirect predictors (for
instance social and personal norms) affect distance only through
a mediating factor (habits in the case of social and personal
norms). There can be several mediating factors between an
indirect predictor and the final dependent variable. Predictors
may also affect distance traveled both directly and indirectly, in
which case the total effect is given by the sum of both. Thus,
overall, there are a number of different possible pathways which
can explain a given behavior that our analysis depicts. Table A6
reports all direct, indirect and total effects.

To facilitate the interpretation of results, here we provide
different figures summarizing the standardized coefficients of
different investigated pathways.

Direct Pathways Explaining
Km-Driven/Year
Figure 4 depicts the direct relationships or pathways between
the main endogenous variable, annual km driven by private
car, and different decision-making/routine, IOS and SOS factors.
Findings show that among the direct decision-making/routine
factors, only choices related to habitual transportation mode
are significant. Unsurprisingly, people that routinely use public
transport and soft modes (walking, cycling etc.) for commuting
or leisure travel drive less km/year by car. Compared to the
reference group (i.e., people using their private car as main travel
modes), individuals that habitually use public transport or soft
modes for commuting drive about 3,000 km less on average, and
those using these modes of transport for leisure purposes drive
about 2,000 km less per year on average (Table A6, total effects).

Several direct IOS-factors are significant. For instance,
subscriptions to a general or a regional transport pass is
associated with a lower usage of private car, about 5,000 and
3,000 km/year less, on average. On the other hand, people who
own a diesel or automatic car drive about 3,000 and 700 km/year
more on average, respectively, than those with gasoline engines
or manual transmissions. Additionally, owners of new cars
(defined as cars registered up to 1 year before implementation
of our survey) drive around 800 km/year more on average than
those with older cars. Looking at demographics we find that
higher income is associated with greater car usage with 130
km/year increase for 10% increase in income on average; female
respondents drive about 1,200 km/year less on average; and
younger people (18–34 years of age) drive more with an average
difference of 900 km/year with the middle-age (35–54 years) and
1,700 km/year with the old (55 years or more) respondents.

Several SOS factors, in particular geographical aspects, also
explain annual mileage by private car. People living in the
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FIGURE 4 | Direct pathways explaining km-driven/year. The arrow colors depict the four different components of the empirical model. Reported are standardized

coefficients of direct effects with p < 5% (complete results are provided in Table A5), ns = not significant at 5%; PT = public transport; soft = soft mobility; fuel

consum. = fuel consumption.

French-speaking region of Switzerland (Romandy) drive about
700 km/year more on average, than those in the German-
speaking region. In line with commuting transport habits,
distance from home to work is also related to annual mileage:
each increase by 1 km in the commuting distance is associated
with a 40 km increase of the annual distance driven.

Some direct relationships of decision-making, IOS and
SOS predictors of behavior are non-significant. These are
relationships of behavior with control (DM), intention (DM), HH
size and owning more than 1 car in the HH (IOS), rural and
suburban dwelling (vs. city; SOS).

Overall, the strongest predictors are commuting habits,
structural factors related to the type of engine (diesel vs. gasoline)
and public transport passes (general and regional) (see Table A6,
standardized total effects).

Indirect Pathways Explaining
Km-Driven/Year via Habitual Transport
Choices
In addition to distinguishing between direct and total effects
for the main dependent variable (km driven/year), one strength
of SEMs is that they can help identify different pathways of
underlying mechanism for developing interventions. In Figure 5

we display a number of such pathways focusing on the habitual

transport choice for commuting and leisure, and their own
explanatory variables.

People with a general or regional travel pass are more likely to
use public transport for commuting and leisure. Likewise, higher
personal norms, control and intentions to reduce car use/carbon
footprint explain public transport choice for leisure.

Habitual use of soft modes (walking/cycling) for commuting
and leisure transport are explained by a similar group of direct
predictors, namely intentions, control and partly personal norms
(only for commuting). Interestingly, we observe that intentions
to reduce car use/carbon footprint are negatively related to
habitual use of soft modes, whereas it is positively related to
habitual use of public transport.

Exploring significant explanatory factors of habitual
commuting and leisure transport choices further we find
that higher intentions are related to higher control and positive
emotions but lower social and personal norms.

Control, the feeling of being able to change one’s behavior
toward more environmentally friendly alternatives, is positively
related to social norms (normative information from friends
and family who behave and expect others to behave in a pro-
environmental way), time spent at 2nd home and property
ownership (vs. renting). There is a negative relationship between
control and having a diesel car, fuel consumption and having
more than one car in the HH. There is no significant relationship
between control and having a new car or driving an automatic
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FIGURE 5 | Indirect pathways explaining km-driven/year via habits for commuting and leisure by public transport (PT) and soft mobility (e.g., bike, walking). Reported

are standardized direct coefficients with p < 5% (complete results are provided in Tables A5, A6). Numbers 1–4 refer to the different types of habitual behavior: 1:

habitual use of public transport (PT) for commuting, 2: habitual use of soft transport measures for commuting, 3: habitual use of PT for leisure purposes, 4: habitual

use of soft mobility measures for leisure purposes. na = not applicable, meaning this path was not tested; ns = not significant at 5%.

car, ownership of general and regional transport passes, distance
to amenities, or renting a house (vs. renting a flat).

High personal norms—moral personal standards to behave
pro-environmentally—are related to a perception of control,
positive social norms and positive biospheric (nature-focused)
values. Personal norms are negatively related to egoistic (self-
focused) and altruistic (other-focused) values. There is no
significant relationship between personal norms and hedonic
(pleasure-focused) values.

Indirect Pathways Explaining
Km-Driven/Year via Relevant IOS and SOS
Factors
Investigating the underlying mechanisms of IOS and SOS factors
allows us to further understand possible pathways for behavior
change (Figure 6). For example, we observe a higher incidence
of diesel (vs. gasoline) engines in rural areas and in German-
speaking regions. Larger commuting distances are also related
to having diesel cars or newer cars, hence higher fuel efficiency.
On the other hand, individuals with higher incomes are more
likely to have cars with lower fuel efficiency. Living in rural

and suburban areas is related to lower numbers of general and
regional transport passes. Finally, having a higher commuting
distance and living in the French-speaking region is related to
larger numbers of general transport passes in the HH.

There are a number of non-significant relationships between
the IOS and SOS variables, such as income and dwelling location
(rural and suburb vs. city dwelling; German vs. French-speaking
Swiss regions) that do not appear to be related to owning a new
car. Furthermore, having a new car, the commuting distance or
dwelling location do not seem to be related to fuel consumption.

DISCUSSION

In this paper, we illustrate how a SEM informed by a
multidisciplinary framework can bridge the divide between
predictive big data models and single-equation disciplinary
models. Specifically, we estimate an interdisciplinary model of
energy consumption behavior using data on annual mileage
by private vehicle. The bridge can be seen to be established
if we can reveal different underlying mechanisms and identify
their relative importance, here to reduce private vehicle usage,
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FIGURE 6 | Direct pathways explaining IOS and SOS factors. Reported are standardized direct coefficients with p < 5% (complete results are provided in Table A5),

ns = not significant at 5%; bold variables = explained variable.

thus informing the specification of big data analyses on the
one hand, and of disciplinary theory-based models on the
other. We indeed demonstrate that framework-informed SEMs
can draw out different suitable pathways to behavior change,
and thus we illustrate a complementary way to direct the
analysis of big data. In the following we discuss the empirical
findings on annual mileage by private vehicles to point out the
related achievements.

Understanding Different Direct and Indirect
Pathways to Change Driving Behavior
A strength of using SEMs is that several possible intervention
pathways can be simultaneously investigated. Our results show
that lower annual mileage by private car is to a large extent
explained by habitual use of alternative mode choices for
commuting and leisure, such as taking public transport and
walking/cycling. Additionally, higher annual mileage by car
is related to owning a diesel, automatic or new car, and
reduced annual mileage with transport passes. Our results

point to a strong influence of habit and structural aspects
on mode choices supporting previous empirical findings (e.g.,
Klöckner and Matthies, 2009; Hess and Schubert, 2019; Punzo
et al., 2021). These findings suggest that interventions, focusing
solely and separately on, for instance, taxes or information
campaigns should focus on different mechanisms and be
designed complementing each other, as suggested by others
(Bornemann et al., 2018; Urbanek, 2021). For instance, the
findings point to a promising hypothesis that could be
tested regarding a combined intervention consisting of: (i)
breaking unsustainable habits and forming new sustainable
transport habits, (ii) measures to discourage car usage, and
(iii) structural changes to facilitate commuting with other
travel modes.

Furthermore, we find that habitual use of public transport
is largely explained by subscription to the right travel means
or “equipment”, general or regional passes as well as positive
intentions to change behavior. Facilitating the purchase of
alternative travel means or free public transport may therefore
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be a necessary step to increase usage of public transport (Dai
et al., 2021). Possible interventions could look at factors related
to differences between urban and suburban, rural living and
possible region-specific cultural differences (Punzo et al., 2021).
Cultural differences between French-speaking and German-
speaking parts of Switzerland identified in our analysis are in
line with previous findings and show that drivers in the French-
speaking region drive longer distances and have a stronger
preference for fuel efficient cars (Filippini and Wekhof, 2021).
The uptake of regional passes is less well explained by the
model but structural factors indicating a link to rural and
suburban access are significant predictors. Regional differences
are also observed regarding public transport passes, with lower
subscription rates in the French-speaking region, in line with
results from the Swiss Mobility and Transport Microcensus,
which show that HHs in the French-speaking region own more
cars, but fewer bikes and much fewer public transport passes
than their German-speaking counterparts (SFSO, 2012, 2017).
It therefore appears that HHs in the different linguistic regions
behave differently regarding their transportation means and their
mobility in general.

Factors related to structural preferences, such as owning
a diesel car, should simultaneously be addressed in policy
interventions. Diesel car ownership is related to structural factors
(rural living) and regional differences (i.e., German- vs. French-
speaking). However, the proposed model fell short in explaining
the underlying determinants of diesel cars and further work is
needed here.

Our results also indicate that some of the main disciplinary
determinants of driving behavior, previously suggested as
intervention or trigger points to change behavior, are either not
significant or only indirectly related to private car usage. This
finding suggests that some studies may overstate the relevance
of the factors conventionally studied within each discipline.
This could be the case for some psychological determinants
of ECB such as intentions and control (e.g., Klöckner, 2013),
albeit the later findings are in line with Fu’s (2021) differentiated
findings regarding control. Furthermore, this may also be the
case for economic determinants such as fuel consumption (Linn,
2013), and HH size, previously documented as important in the
transport literature (De Witte et al., 2013). Various reasons could
explain the non-significance of a direct relationship between
these factors and annual mileage by car. The non-significance
of intentions to behave environmentally friendly may be due to
a well-documented phenomenon referred to as the intention-
behavior gap (e.g., Hassan et al., 2016; Zhang et al., 2019). Similar
non-significance has been found in interdisciplinary research
modeling car use (Klöckner and Friedrichsmeier, 2011). Ideally,
intentions should be collected prior to the behavior, because if
intentions (e.g., about reducing car usage) are collected at the
same time as the behavior (car usage), as is done in SHEDS, the
intentions may not have been implemented yet, unless they were
formulated some time prior to the data collection. Longitudinal
analysis could help overcome this limitation, and future research
should investigate whether the intention-behavior gap remains,
when estimating models on panel data.

While the positive effect of fuel efficiency on annual mileage
by car (the so-called rebound effect) is a much-debated topic

in the economics literature, our estimates yield no statistically
significant evidence of such an effect. This can be explained
by the strong heterogeneity of individuals in their rebound
responses (as outlined in another context by Hediger et al., 2018)
but also the theoretical structure imposed by the model. While
recommending caution against interpreting this result as non-
existence of rebound, we consider that the results point to the
importance of moderating effects (here, psychological factors)
in understanding rebound behavior. In fact, while many factors
might influence both efficiency and the driven distance in a
positive manner, factors such as social norms and personal values
might lead to higher efficiency and lower usage at the same time.

While recognizing the data limitation on the respondent’s
knowledge/information, we observe that the model strongly
favors policies targeting habit-formation mechanism through
setting intentions, increasing control as well as social and
personal norms. Furthermore, we find effects from IOS and SOS
factors that differ from those previously reported in the transport
literature. For example, unlike De Witte et al. (2013), we do not
observe a relationship between HH size and distance traveled.
Reasons for the non-significance of HH size may be due to
the relative magnitude of the effect, meaning that the impact
of this factor is relatively small, especially when compared to
other factors.

We can summarize ourmain finding regarding different direct
and indirect pathways in four points:

1) The habits/routine pathway shows themost significant impact
and stands out as the main mechanism for almost all
statistically significant IOS factors.

2) Diesel cars, a main IOS factor, also significantly relates to
driving behavior.

3) The SOS factors mainly represent the lowest direct effects,
apart from commuting distance, suggesting that mediating
factors are important and could change (even reverse) the
expected effects.

4) The intention pathway does not represent a significant
importance, as shown by the lack of a direct effect of intention
on behavior.

Overall, our findings highlight the usefulness of applying SEM
to understand complex phenomena and to draw out which
pathways would be most suitable for interventions. Our findings
also show the importance of interdisciplinary models to provide
a solid structure to analyse the complexity of factors (here in
shaping driving behavior) and to shed light on the explanatory
strengths of the factors and their interplay.

Data Limitations
The results from our illustrative case indicate that the application
of SEM may help understand complex phenomena and bridge
the gap between predictive big data models and less flexible
regression models. While consistent with its theoretical model
counterpart, the proposed empirical model is reduced, hence
more tractable in certain dimensions. This has proved inevitable
for models applied to survey data, mainly because of data
availability that does not always match the model’s requirements.
We concede that the gap between the theoretical model
and its empirical counterpart expresses the tension between
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an ideal model with maximum explanatory power and its
empirical applicability.

Developing an idealmodel, even if datasets can be expected to
be suboptimal in most cases, is a relevant task, as it can also set
data requirements for future research. In our context, the ideal
dataset would include all factors on all levels (SOS, IOS, decision-
making and routines/choices). Our current dataset misses some
individual level factors, such as attitudes and social context,
which could be collected through HH surveys. Importantly SOS
data were also missing, such as higher order data on institutional
policies and norms, weather and geographical information,
technology and economy. Collecting SOS data could be time-
consuming and the difficulty would lie in abstracting from the
individual HH level. In order to merge individual factors (at
the HH level) with social factors (available from various other
sources), it is extremely important to collect information about
the location of HHs and their work places. Finally, although
theoretically possible, it might be practically impossible to gather
an ideal dataset via surveys due to financial and time limitations,
let alone participants’ willingness to fill in very long and detailed
surveys which might also lead to an increase in errors and answer
biases. Thus, we suggest that a fruitful avenue of research is
the exploration of strategies that rely on new communication
technologies (i.e., apps, sensors, etc.) and can be linked to
revealed preferences data.

CONCLUSION

Our empirical exercise highlights the usefulness of applying SEM
to understand complex phenomena such as energy consumption
behavior (or, more precisely, annual mileage by private vehicle
in this case) and to identify suitable pathways to change
behavior. It also further highlights the importance of conducting
interdisciplinary research with models considering a broad range
of potential predictors as opposed to models rooted in a single
discipline. In our estimation, a number of otherwise significant
factors have become non-significant, sometimes transgressing
disciplinary context matters. The exercise of fitting data to such
an interdisciplinary model focuses attention onto what the ideal
data would look like, and on potential issues with collecting large
sets of survey data. Nevertheless, despite data shortcomings and
deviations from the ideal interdisciplinary model, our empirical
model delivers relevant insights on determinants of annual
mileage by Swiss HHs using private cars.

Our estimated model points to a number of mechanisms that
can be targeted for reducing private car usage and increasing use
of alternativemodes of transport. Our policy relevant conclusions
point to the importance of:

1. Promoting “habitual” alternative mode choice use for
commuting and leisure.

2. Supporting suitable personal infrastructure changes such as
public transport passes.

3. Discouraging the purchase of diesel cars.

Depending on the relative importance of each pathway, we can
identify which mechanism should be prioritized for the greatest
impact. This is an empirical question that can be addressed by
holistic models such as this IHECF framework-informed SEM.

The illustration presented in the paper shows that SEM can
be used to effectively assess the relative importance of different
direct and indirect pathways.

Findings in this study illustrate how SEM studies can
be brought into a sustainametrics conversation. While this
conversation tends to focus on how increasingly available
data can support transitions to sustainable societies, our study
directs attention to limitations inherent to predictive models
based on big data and their role in supporting sustainability
transitions. Furthermore, our study illustrates how big data
analysis can be complemented by SEM analysis on available
data—not ideal data but available ones. In particular, we argue
that SEM analyses can support fine-tuning of policy interventions
informed by predictive analysis relying on big data. While
predictive methods relying on big data can be used to estimate
the impact of interventions and identify the most reactive
segments of population—“low-hanging fruits”—, SEM analysis
can inform the design of intervention policies by focusing on
specific and multiple mechanisms. For instance, certain machine
learning frameworks can be used to predict sustainability-
relevant individual behaviors based on readily available HH
characteristics thus identifying relevant target groups for policy
interventions. However, they cannot help defining a mechanism
to prioritize various alternatives. A SEM analysis such as the one
proposed in this paper can provide information about the relative
importance of specific pathways based on multidisciplinary
models. These pathways can be used to identify the mechanisms
that should be targeted by policy interventions and to design
targeted policy interventions on specific responses in relevant
segments of population. In a certain sense, SEM stand in between
regression and predictive analyses and could hence be used to
bridge the gap between the two types of analyses.
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As part of the ESG (Environmental, Social, and Governance) dynamics, chemical

environmental sustainability, i.e., the impact from chemicals and how to measure it

across hundreds of products, is a daunting, but necessary task. Although methods are

available to measure the effects and impacts of a single chemical, most enterprises do

not focus on a single chemical, let alone produce “pure” chemicals for sale. Nearly all

chemicals in commerce are chemical products, i.e., mixtures, while assessment methods

for mixtures are few and far between. What is needed is a metric that tracks the potential

risk of an enterprise’s total product inventory while monitoring its improvements as it

greens in coming years. The Chemical Environmental Sustainability Index (ChemESI)

metric measures both risk (as the product of exposure and hazard) and hazard across

numerous chemicals as a single metric/KPI. The ChemESI’s for chemicals, products and

facilities are expressed such that they can be summed across facilities to wrap up into

a single corporate ChemESI KPI for either hazard or risk. But what about growth—if

growth occurs using greener chemical inventory, a company can both grow and improves

its ChemESI KPI. Given the lead-time for developing more, true green alternatives to

existing chemicals, intermediate substitution of less hazardous “analogs” may drive initial

ChemESI reduction. To achieve a representative risk estimate, a primary data need is

chemical characterization data for products. SDS’s (Safety Data Sheets) unfortunately

make poor substitutes for true constituent analyses. A definite need exists for better, more

detailed chemical characterization data for both mixtures and individual chemicals, as the

latter most often are not 100 % “pure.” However, these SDS’s are available universally,

across the globe, and provide GHS (UN Globally Harmonized System) classifications for

single endpoint chemical hazard assessment. GHS classifications are near universal and

here used to derive chemical hazard scores over multiple endpoints for each chemical.

A ChemESI Risk metric can be derived by multiplying the hazard score by the exposure,

here using inventory as a surrogate. The ChemESI Hazard metric is then derived as an

inventory weighted hazard score.

Keywords: chemical sustainability, sustainability metrics, sustainability index, chemical products, KPI, GHS,

chemical inventory, SDS
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INTRODUCTION

Environmental sustainability of chemical inventory is an often-
overlooked aspect of ESG, where environmental impacts often
reference greenhouse gases or decarbonization (Investopedia,
2021). Enterprise chemical sustainability gets short thrift in
nearly all assessments systems, except perhaps TRACI (Tool
for Reduction and Assessment of Chemicals and Other
Environmental Impacts, e.g., Bare, 2002). Recently systems
have been developed to assess sustainability in procurement
of health products (UNDP, 2020; SHiPP, 2021). Given that
most companies maintain an inventory of chemicals whether
it be in large or small quantities, often in an astounding
variety, environmental sustainability metrics are needed. Here
we propose one ESG metric, the Chemical Environmental
Sustainability Index or ChemESI for short. ChemESI aims
to measure the inherent risk of chemical inventory across
all locations within an enterprise, allowing for identification
of locations with increased hazard and risk within the
enterprise. Note that it produces both hazard and risk
estimates, the latter incorporating the exposure to allow one
to distinguish between a test tube and a tanker trailer of
a chemical.

Environmental and health effects of chemicals within
a value chain are managed through Product Stewardship
(Hart, 2018). Product stewardship of location inventory often
focuses on the inherent hazard of chemicals classified using
the eighth or ninth edition of GHS (Globally Harmonized
System) information within SDS’s (Safety Data Sheets) (UN,
2021). GHS thus perpetuates the focus on hazard only.
Several chemical regulations, including REACH (Registration,
Evaluation, Authorization and Restriction of Chemicals, ECHA,
2017), have tried to address this via individual exposure limits
based on acceptable risk. The definition of acceptable risk there
is fuzzied once again by the use of ballpark uncertainty factors
(USEPA, 1993; ECHA, 2017) as compared to data analytics-
based factors. These so-called safety/uncertainty factors (better
referred to as assessment factors), often of multiple orders of
magnitude, are used to account for perceived uncertainties in
regulatory risk assessments. Such factors have been shown to be
overestimations in those cases where they have been calculated
from data analytics (Escher et al., 2020) rather than taken off
the proverbial back of an envelope. Health and environmental
hazard data also have their own inherent uncertainties based
on a comparison of tests for the same chemical (Pham et al.,
2019; Kostal et al., 2020; Plugge et al., 2021), often again in
the (multiple) order of magnitude range. In-depth, regulatory
chemical-specific risk assessments are thus inherently uncertain
and available for only a limited number of chemicals. They are
also costly: regulatory, single chemical risk assessments without
data acquisition often exceed $1,000,000 (Maertens and Plugge,
2018).

While GHS provides a good classification method for
chemicals and their associated hazard, it does not account for
exposure, especially from a corporate risk inventory/insurance
point of view (Chemsec, 2021). Risk is what determines an
enterprise’s liability/insurance “exposure” from its chemical

inventory, hazard is just one of the factors. Risk and exposure
are used here as commonly used within the environmental
health community, which is incongruent with definitions in
other communities. In the insurance community; Risk =

Uncertainty arising from the possible occurrence of given
events or the actual property/insured (IRMI, 2022a). Similarly:
Exposure = The state of being subject to loss because of
some hazard or contingency, also used as a measure of
the rating units or the premium base of a risk (IRMI,
2022b). The environmental health definition of Risk= hazard
∗ exposure is thus not congruent with insurance usage.
Similarly for the financial definition of risk (Investopedia,
2022).

Hazard assessment now nearly universally starts with the

(ninth edition of the) GHS (UN, 2021). REACH (Registration,
Evaluation, Authorization and Restriction of Chemicals)
regulations (ECHA, 2017) offer a similar but not quite congruent

system of classification. Not always acknowledged, GHS is also
neither completely global nor harmonized. Although negotiated
at the UN level, most countries provide their own (small) spin

on, or lag in adoption of the latest edition. Nonetheless, these
GHS hazard classes are more universal than any other system

and chemical specific, single endpoint classifications are widely
available commercially (Scivera, 2021; Toxnot, 2021; Verisk 3E,
2021). GHS assessments however still have drawbacks most of

which were designed into the system:

• GHS classification is always based on the most sensitive,
i.e., hazardous datapoint available, with, in practice, little
consideration of data quality and variability; REACH (ECHA,
2017) being a partial exception

• GHS classification bins into rather broad categories, especially

for acute toxicity, e.g., a datapoint of 49 vs. 51 can result in
classification in different toxicity categories (Kostal et al., 2020)

• GHS only notes absence of data and does not penalize for

missing toxicity data
• Classification use/interpolation of data from and/or

incorporation of NAMs (New Approach Methodologies,
USEPA, 2021) often lags

• GHS compliant SDS’s (Safety Data Sheet) often lack a full

chemical characterization, i.e., the ingredient percentages do
not add up to (or exceed) 100%, resulting in a less detailed GHS

classification of a product.

GHS-based SDS’s were developed for the purpose of occupational

hazard communication for transport of hazardous chemicals,
which accounts for some of these limitations. Notwithstanding
these weaknesses, GHS is accepted in nearly all countries

around the world as “the” hazard assessment/classification
system allowing the preparation of globally accepted SDS’s with
mostly universal classifications, as evidenced by its proliferation
in EHS (Environmental Health and Safety) systems (e.g., Verisk
3E, 2021). GHS provides single endpoint scores which are not
summable into one score for a chemical, let alone products,
e.g., one cannot compare or weight highly acutely toxic via
oral route with skin sensitization. ChemESI transforms the
GHS classification scores into an all endpoints combined total
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Chemical Hazard Score (CHS) for each chemical. The hazard
portion of the ChemESI is thus based on GHS classifications,
while noting its drawbacks, i.e., generally resulting in an
overestimation of hazard, although in a non-quantifiablemanner.

Risk, as described above, is a more accurate measure of
chemical sustainability: after all it accounts for the exposure
in addition to the inherent hazard of chemicals. Risk can then
be quantified, as always [in (environmental) toxicology/risk
assessment], as the product of exposure and hazard: risk =

exposure ∗ hazard. GHS classifications act as surrogate hazard
quantifiers via the CHS. Here exposure estimates for a facility
are approximated as quantities held within a facility, i.e., using
inventory as a surrogate for exposure. A similar approach was
used to prioritize chemical risk for reproductive effects within
the EU: quantity produced times REACH based DNEL (Derived
No-Effect Level) estimates, prioritized chemicals for assessment
(Risk Policy Analysts, 2019). ChemESI Risk is then calculated as
the product of the two, i.e., risk = exposure ∗ hazard summed
over all chemicals or products. ChemESI Hazard is calculated as
total risk divided by total exposure, i.e., a weighted Hazard Score
across a facility, while maintaining individual chemical/product
hazard and risk scores.

Exposure models exist for all kinds of media and exposure
types. Often chemicals exert effects through a variety of routes,
i.e., air, skin, oral, and for biota effects through environmental
effects mostly in water. Persistence also plays a large role. Note
that all of these routes require their own modeling “software”
with specific data requirements and calculations to produce
quantitative estimates with some certainty. Although feasible
for a few chemicals, this process becomes unmanageable for a
large variety of chemicals as well as products. High throughput
modeling can overcome this singular exception but also adds
high variability (Li et al., 2021). One can model single chemical
concentrations reasonably well, but model outputs suffer from
fairly high uncertainty intervals which, when modeled in detail
for multichemical assessments, exceed 4 orders of magnitude (Li
et al., 2021). Mixture interactions are rarely described and then
generally only for pair-wise comparisons.

The ChemESI Risk model used here assesses impacts from
multiple chemicals in multiple media. As mentioned above
exposure modeling for such a scenario would be a nightmare.
Other risk assessment methodologies have tried doing this:
predict environmental concentrations and calculate risk (e.g.,
Arnot and Mackay, 2008; Arnot et al., 2012). These are
not traditional exposure/risk assessments—they employ high-
throughput exposure scenarios to derive risks. Such schemes
employ numerous assumptions of toxicity and persistence to
derive environmental concentrations coupled with risk estimates.
Initially performed for environmental pollutants, risk was used a
function of quantity, toxicity, bioaccumulation, and persistence
in a model to look at a continuous distribution to prioritize
chemicals for regulation instead of the rigid yes/no cutoff model.
Exposure estimates include an estimated emission rate based on
quantity produced. Here risk needed to be calibrated by actual
(rather than estimated) toxicity values and calibrated by actual
exposure measurements. Further modeling of environmental
risk resulted in a more than 4 orders of magnitude 95%

confidence interval, leaving the authors to conclude that quantity
may need to be the regulatory driver at this time (Li et al.,
2021). Correlating known emission rates with environmental
monitoring data demonstrated that existing exposure models
could be off by an order of magnitude even when calibrated
with actual release factors (Spaniol et al., 2021). Review of
risk assessment applications used simplified exposure models
in a risk assessment of transformation products in an aquatic
environment (Escher and Fenner, 2011). Risk assessment of all
transformation products was found to be out of reach. Tiered
approaches were recommended based off parent compounds’ risk
assessments using advanced simulation methods which are now
(2022) becoming more available. Specific modes of action would
need to be identified for such risk assessments to proceed.

Exposure modeling always starts off with total quantity
followed by a mathematical approach using various
surrogate/estimated parameters. Given the observed
uncertainties in the final exposure estimate, it was acknowledged
that in a regulatory approach, quantity may be the best
approximation for effect concentration (Li et al., 2021).
Regulation of chemicals will thus remain focused on the total
quantity, until the modeling becomes more available for multiple
chemicals and routes, with a narrower range of uncertainty.
Hence, total quantity present can be used as a surrogate for
exposure measures.

Some might feel apprehensive at the coarseness of the
estimates used in risk estimation here. To put this into
perspective: regulatory risk assessment methodology often
imputes high levels of data uncertainty (e.g., uncertainty
factors), as high as 1-4 orders of magnitude range (e.g.,
ECHA, 2017; Kostal et al., 2020). GHS ranking is definitively
conservative in nature, both by its broad use of binning and
more importantly the use of the lowest effect or result, often
regardless of data quality and variability, although such data
restrictions are sometimes incorporated into REACH based risk
estimates and classifications (ECHA, 2017). Risk estimates such
as DNEL/PNECs (Derived No-Effect Level/Predicted No-Effect
Concentration) often incorporate assessment factors ranging
between 100 and 10,000 (ECHA, 2017). Modeled exposure
estimates (Li et al., 2021) can give uncertainties in excess of four
orders of magnitude for a 95% confidence interval.

ChemESI uses discrete judgment (i.e., classification
categories) and transforms them into semicontinuous functions.
As our goal is to provide a simple metric allowing for broad
chemical coverage, we do not need the same granularity as a
regulatory (single-chemical) decision tool which indeed would
require much more and detailed data. ChemESI as a metric
using hazard derived from GHS classifications and exposure
as inventory is indeed coarse but most likely with no worse
uncertainty than existing exposure/risk models. ChemESI has
also another, great advantage: both hazard and exposure datasets
are easily obtainable and most likely are already available within
an enterprise.

Most of the chemicals in commerce do not exists as 100% pure
chemicals, but as products. Products are defined as mixtures of
various chemicals, although the actual composition can be hard
to define based on SDS’s. As with most other assessment systems,
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GHS classifications for mixtures are hazard based and classified
based on weighted contribution from individual chemicals. No
consideration of effect interaction between chemicals, be it
negative or positive, is currently incorporated in GHS, nor is
the collection of endpoints within GHS comprehensive, e.g.,
the lack of Endocrine Disruptor considerations. It should be
noted here that even most individual chemicals are not 100%
pure but, depending on quality grade, can contain up to 5–10%
“impurities/contaminants” for, e.g., technical grade chemicals.
Risk assessment needs to account for these impurities, which is
often problematic due to lack of chemical characterization as
well as hazard/effect data. Another, more granular, endpoint-
specific, hazard screening program, GreenScreenTM, requires
(confidential) disclosure of impurities above 100 ppm (Clean
Production Action, 2021).

The major advantage of GHS has always been its simplicity—
the ease of communication across languages and cultures. A GHS
compliant SDS looks the same the world over and has a rather
narrow range of possible classifications for the various endpoints
(UN, 2021). Product Stewards within the chemical community
are very familiar with SDS’s and associated data. The ChemESI
aims to further condense the amount of available information
into a facility/enterprise wide KPI (Key Performance Indicator)
metric, easily transmittable to the C-suite. As the concept of
ChemESI is developed below, the influence of the robustness of
the GHS based Hazard Score as well as the influence of inventory
fluctuation, organic growth and introduction of new products on
the ChemESI scores will be described.

METHODS

Scores were assigned to each of the classification categories
for a particular chemical based on classifications following the
ninth edition of the GHS (UN, 2021). These scores were then
agglomerated for each chemical into a chemical specific score, the
actual Chemical Hazard Score, CHS. These scores or weighting
factors were derived based on the perception of endpoints:
chronic endpoints such as carcinogenicity, reproductive and
mutagenic effects are generally given more weight than acute
toxicity (e.g., Swanson et al., 1997). These weighting factors
are somewhat arbitrary, and users may want to assign their
own weighting factors. If done consistently, the rank order of
chemical hazards would not be affected, just the magnitude
of the hazard score.1 Table 1 describes all the GHS categories
for environmental health classifications and their corresponding
score. The maximum hazard score for a chemical would be
capped at 100 but is unlikely to be achieved by many chemicals.
Benzene, for instance, would be scored as a carcinogen but does
not have a high acute toxicity, which results, as described in
Table 2, in a weighted derivation of the CHS for benzene of 78,
based on a publicly available SDS (Airgas, 2020). For very toxic
compounds, e.g., chlorinated dioxins such as TCDD, CHS would

1For Benzene for instance, assigning maximum weighting factors of 10 for each

endpoint would result in a hazard score of 58 rather than 78 with amaximum score

still capped at 100. Themaximum score of 10 would only effect chronic effects such

as carcinogenicity and mutagenicity, for which data are only available for select

chemicals.

be capped at 100 but such compounds are unlikely to be present
at high concentrations, i.e., more than 0.1 or 1%.

The lowest score would be 1, e.g., water which is also the
default score in the presence of all negative data, i.e., no effects
found with supporting data. Missing data are treated differently;
unlike in the GHS based SDS, missing data automatically
contribute an additional score of 1 for each endpoint with
missing data. Most chemicals for instance are missing actual
genotoxicity or carcinogenicity information. A score of 1 would
thus be hard to achieve without full effect characterization,
which may be obtained in future using in silico or in vitro
data aka NAMs (New Approach Methodologies, USEPA, 2021).
Missing and/or incomplete data are a continuous problem
within GHS classifications and especially those reported on
SDS’s (ECHA, 2019). Classifications may thus need to be
checkedwith “complete” classification databases such as provided
commercially (see below).

As shown in Tables 1, 2, individual-endpoint GHS
classifications are easily converted into combined Chemical
Hazard Scores for each individual chemical. Such conversions
are even easier when using some type of online database, e.g.,
the publicly available CAt databases (CAt, 2021) or commercial
equivalents (e.g., Scivera, 2021; Toxnot, 2021; Verisk 3E, 2021).
As always classifications are supposed to be “universal,” but
small differences based on the regulatory approaches followed,
e.g., GHS vs. REACH/CLP may result in different classifications
and hence scores. Following the GHS approach, the lowest
classification, i.e., highest Hazard Score would be the one
used here.

Note the difference between Chemical Hazard Scores (CHS)
and GHS: GHS provides classifications for 17 different endpoints,
all of which can be blank or have data, with no way of “summing”
these effects for each individual chemical. Although theoretically
it is possible to calculate weighted GHS scores for each facility,
this would still result in 17 parameters that are not comparable.
Chemical Hazard Scores on the other hand allow for unified
expression of hazard in a single number which is comparable
between chemicals. In addition, Chemical Hazard Scores also
account to a limited extent for missing data—rare would be the
chemical where 3–5 parameters were not identified as no data.
Even a major industrial chemical such as benzene (Table 2) only
has data for 8 out of 15 classification categories. One thus expects
a “minimum” CHS to be in the 4–6 range, except for water which
is assigned a hazard score of 1. These minimum scores could
drop in the future as more economical and ethical NAMs for,
e.g., carcinogenic effects, become available: only then canwe, with
data demonstrating the absence of effects, truly assign an overall
CHS of 1 to a given chemical.

ChemESI Risk and Hazard calculations’ workflow is
shown in Figure 1. An inventory database provides an
inventory of products for which SDS’s are obtained.
Based on the SDS’s and their composition information
both a list of products’ compositions and an inventory
of individual chemicals are derived. The SDS (or external
data) provides the GHS classification information for
each individual endpoint for each chemical. Using the
scoring system from Table 1, a Chemical Hazard Score
is derived for each chemical, which can also inform the
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TABLE 1 | Hazard Scores for individual GHS endpoints and categories.

Hazard scores by endpoints

Endpoint Classification Unknown Not classifiablea

Category 1 Category 2 Category 3 Category 4 Category 5

Acute toxicity-oral 10 7 5 3 1 1 0

Acute toxicity-dermal 10 7 5 3 1 1 0

Acute toxicity-inhalation 10 7 5 3 1 1 0

STOTb-acute 10 7 5 1 0

STOTb-repeated 10 7 1 0

Category 1 Category 1A Category 1B Category 1C Category 2 Category 3

Skin corrosion/irritation 10 12 10 7 4 1 1 0

Category 1 Category 2 Category 2A Category 2B

Eye corrosion/irritation 10 6 6 3 1 0

Category 1 Category 1A Category 1B

Sensitizers—respiratory 15 10 5 1 0

Sensitizers—skin 15 10 5 1 0

Category 1 Category 1A Category 1B Category 2

Mutagen-germ cell 20 25 15 10 1 0

Carcinogen 20 25 15 10 1 0

Reproductive toxicant 20 25 15 10 1 0

Effects on/via lactation 10 1 0

Category 1 Category 2 Category 3

Aquatic hazard-acute 10 6 3 1 0

Aquatic hazard chronic non-degradablec 10 6 0

Aquatic hazard chronic degradabled 10 6 3 0

Aquatic hazard chronic no datae 10 6 3 1 0

aData available but no classification warranted.
bSpecific Target Organ Toxicity.
cNon-rapidly biodegradable substances.
dRapidly biodegradable substances.
eNo chronic toxicity data available.

product hazard score (based on product composition). Using
inventory quantities, Risk Scores can then be derived for
each chemical and product which when summed result
in a ChemESI Risk Score. Using the total weight (kkg) of
inventory data, a ChemESI Hazard Score can be derived
(risk/exposure= hazard).

Note that Chemical Hazard Scores are for one individual
chemical which can then be converted into Chemical Hazard
product scores based on composition weighting factors.
Conversely one can split each product up into individual
chemicals and calculate the total amount of chemical X within
an enterprise. There are advantages to both approaches;
the product version lets one assess whether products have
exceeded a hazard cutoff beyond which they are no longer
“acceptable” in this enterprises’ value chain. The splitting
approach identifies how much a particular chemical is present

across all products and, coupled with quantity data, how much
these chemicals contribute to the overall risk level within
an enterprise. The facility-wide ChemESI Hazard score then
provides an indication of how “green” the overall enterprise is.
As shown above, a facility-wide ChemESI Risk score identifies
the total risk inherent to a facility/enterprise. Thus, ChemESI
informs enterprise sustainability through both hazard and
risk estimates.

The methodology as described here has the advantage of
being relatively easy to implement, at the expense of losing
detailed information. Drill-down into the data by experts is
a definite possibility, but the ChemESI is meant as a KPI, a
management (and investor) metric. Uncertainties vary: product
quantities can be rather precise, but chemical characterization
data for most products are limited and/or plain sloppy, e.g.,
the SDS component characterization data exceed 110%. The
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TABLE 2 | Chemical Hazard Score for benzene based on sample SDS (Airgas, 2020) and Table 1.

Benzene example

Endpoint Classification Unknown Not classifiablea

Category 1 Category 2 Category 3 Category 4 Category 5

Acute toxicity-oral 3 3

Acute toxicity-dermal 1 1

Acute toxicity-inhalation 3 3

STOTb-acute 0 0

STOTb-repeated 10 10

Category 1 Category 1A Category 1B Category 1C Category 2 Category 3

Skin corrosion/irritation 4 4

Category 1 Category 2 Category 2A Category 2B

Eye corrosion/irritation 6 6

Category 1 Category 1A Category 1B

Sensitizers-respiratory 1 1

Sensitizers-skin 1 1

Category 1 Category 1A Category 1B Category 2

Mutagen-germ cell 20 20

Carcinogen 20 20

Reproductive toxicant 1 1

Effects on/via lactation 1 1

Category 1 Category 2 Category 3

Aquatic hazard-acute 6 6

Aquatic hazard chronic non-degradablec 0 0

Aquatic hazard chronic degradabled 0 0

Aquatic hazard chronic no datae 1 1

Chemical

Hazard 78

Score

aData available but no classification warranted.
bSpecific Target Organ Toxicity.
cNon-rapidly biodegradable substances.
dRapidly biodegradable substances.
eNo chronic toxicity data available.

methodology generally trends conservative, i.e., will produce
a higher risk estimate due to GHS rules and the scoring
of so-called data gaps. The latter can be diminished by the
use of less expensive, more ethical non-animal NAMs (New
Approach Methodologies) (USEPA, 2021) to fill in some of
the data gaps. Unfortunately, GHS assessment of hazardous
chemicals at this time only considers a circumscribed number
of endpoints; consideration of, e.g., Endocrine Disruptors is
still lacking.

Exposure is defined here as the amount of chemical or product
in inventory with chemical characterization defined initially by
the SDS, hopefully improved by further (confidential) input
data from within the supply chain. Ideally such characterization
should occur at 100 ppm for each constituent but given the
current data quality, that will not be achieved rapidly. A
resolution of 1% would seem to be in reach. Exposure estimates
are used expressed here in kkg (metric ton) of inventory. For
cross value chain comparisons, we recommend that an inventory
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FIGURE 1 | ChemESI workflow.

unit of kkg (metric ton) be adopted, in order to maintain
consistent ChemESI Risk Scores. No units need to be assigned
or considered as part of the ChemESI Hazard score.

RESULTS

The scoring system in ChemESI was applied to a fictional
facility/enterprise that uses and stores a limited array of three
products with known composition of 7 constituent chemicals
at various concentrations/percentages (Table 3). Both ChemESI
Risk and Hazard scores were calculated for this enterprise.
Results are reported without the use of decimals since the
original input data do not employ decimals, i.e., a consistent
number of significant digits. Sample Chemical Hazard Scores
were ascribed to seven constituent chemicals. Here Chemical
Hazard Scores were calculated for each mixture/product with
low composition granularity (as is common in SDS’s), which
unfortunately ignores or minimizes the effect of minor, possibly
more toxic constituents. Chemical Risk scores were then derived
as the product of exposure (i.e., quantity in inventory) and
Chemical Hazard Scores. Note that the product B with the
highest product Hazard Score is the least risky and vice versa for
product A, quantity and hence exposure matters. Summing of
the individual product Risk Scores then produces an enterprise
ChemESI Risk Score of 2114 which divided by the total inventory
results in an inventory weighted enterprise ChemESI Hazard
Score of 14.

In Table 4we use the chemical composition data from Table 3

to derive a facility wide inventory of chemicals 1–7. A chemical-
specific risk was then derived using individual chemical inventory
estimates (across all products) and the same individual Chemical
Hazard Scores as in Table 3. Note that here the highest risk
contribution comes from chemical 3 which has an average

TABLE 3 | Product-based ChemESI calculation.

Product Product

Quantity

% Chemical

hazard

Product

hazard

Risk

Score Score

A 100 Chemical 1 20 4

Chemical 2 25 6

Chemical 3 40 14

Chemical 4 15 20 11 1,090

B 10 Chemical 1 35 4

Chemical 4 25 20

Chemical 5 20 30

Chemical 6 20 50 22 224

C 40 Chemical 1 45 4

Chemical 3 30 14

Chemical 6 20 50

Chemical 7 5 80 20 800

150

ChemESI 14 2,114

Chemical Hazard Score. Not surprisingly, the facility ChemESI
Hazard and Risk scores are identical between Tables 3, 4—just
two different approaches, chemical or product based. For both
of these approaches one can make a policy decision to weed out
all chemicals/products with a Hazard Score of above, e.g., 50
or focus on the most “risky” chemicals/products. Obviously, a
hybrid approach for chemicals/products, e.g., Chemical Hazard
Scores over 50 up for elimination followed by a focus on the most
risky chemical/product, would work even better. A restricted
chemicals list should already be in use within an enterprise,

Frontiers in Sustainability | www.frontiersin.org 7 March 2022 | Volume 3 | Article 83484951

https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org
https://www.frontiersin.org/journals/sustainability#articles


Plugge ChemESI Chemical Environmental Sustainability Index

TABLE 4 | Chemical-based calculation of ChemESI.

Product Hazard Risk

Quantity Score

Chemical 1 42 4 166

Chemical 2 25 6 150

Chemical 3 52 14 728

Chemical 4 18 20 350

Chemical 5 2 30 60

Chemical 6 10 50 500

Chemical 7 2 80 160

150

ChemESI 14 2,114

thereby peremptorily eliminating the chemicals with very high
hazard scores (e.g., ECHA, 2021).

In the following tables, we focused our assessment on
individual chemicals. Given the proliferation of products
containing multiple ingredients, an ingredient, i.e., individual
chemical-based approach to greening inventory would appear to
bemore logical as replacement of a single ingredient should result
in a greener ingredient and hence multiple greener products.
The following analyses thus focus on individual chemical-based
ChemESI calculations.

Introduction of a new chemical 8 at the enterprise resulted
in a ChemESI Hazard Score of 18 (and ChemESI Risk Score of
3394) as shown inTable 5. Although Product Stewardship should
have been involved in new product development throughout
the entire process (Hart, 2018), there appears to have been a
disconnect. Marketing/R&D introduced a single chemical 8 with
a high hazard score of 32 and a 25+% increase in overall Product
Quantity, resulting in an undesirable increase in ChemESI Risk
by more than 50% to 3,394 and a corresponding increase in
ChemESI Hazard to 18 (from 14). This metric was flagged in a
C-suite meeting resulting in a directive to green the new product,
while maintaining functionality (Principle 4 of Green Chemistry
in Anastas and Wagner, 1998). The product was revised in two
stages: a temporary direct drop-in replacement with chemical
X and a final replacement of chemical 8 with chemical 9 as
shown in Table 6. The result is a 25+% increase in product
sales while dropping the ChemESI Hazard Score from 14 to 13,
with only a 15% increase in ChemESI Risk Score. Note that we
have a decrease in ChemESI Hazard Score with a 25% growth
in inventory.

Here, two pathways appear for further reduction of ChemESI
Risk and Hazard. One approach would be to replace chemicals
with a hazard score of 50 and above, here chemicals 6 and
7. The other approach would be to reduce and/or substitute
for chemical with a high risk, here chemicals 3 and 6. Since
chemical 6 ends up in both categories, it appears to be a good
place to start. Introduction of greener chemical substitutes,
e.g., replacing chemical 6 with a less hazardous chemical
would result in further reduction of both the ChemESI Hazard
and Risk, while simultaneously providing greener products.
Continuous improvement should obviously be a part of chemical

TABLE 5 | Chemical-based ChemESI following introduction of chemical 8.

Product Hazard Risk

Quantity Score

Chemical 1 42 4 166

Chemical 2 25 6 150

Chemical 3 52 14 728

Chemical 4 18 20 350

Chemical 5 2 30 60

Chemical 6 10 50 500

Chemical 7 2 80 160

Chemical 8 40 32 1280

190

ChemESI 18 3,394

TABLE 6 | Chemical-based ChemESI following substitution of chemical 8 with

chemical 9.

Product Hazard Risk

Quantity Score

Chemical 1 41.5 4 166

Chemical 2 25 6 150

Chemical 3 52 14 728

Chemical 4 17.5 20 350

Chemical 5 2 30 60

Chemical 6 10 50 500

Chemical 7 2 80 160

Chemical 8 0 32 0

Chemical 9 40 8 320

190

ChemESI 13 2,434

manufacturing/product formulation going forward—this will
result in a continual drop in ChemESI Hazard (and often Risk)
as greener products are slated to be developed (Golden et al.,
2021). The lag from R&D to commercialization of new greener
alternative chemicals however approaches a decade, taking into
account all processes including market penetration. Intermediate
substitution with slightly greener alternatives may thus be
important while working toward the ultimate green substitute.

As described here most chemical enterprises use multiple
chemicals in a variety of recipes to produce their formulated
products aka mixtures. In addition, depending on the (technical)
grade used for formulation, more or less hazardous, often ill
described, impurities may enter the supply chain. These are
often not accounted for due to the lack of detailed composition
information on the SDS and/or lack of hazard data. This is
an information gap that has many implications and, especially
for larger quantities of chemicals (missing information data
for 1% of a 100 kkg chemical results in 1 kkg of undefined
chemicals), could significantly affect hazard/risk assessment.
As mentioned above other, more granular systems require
characterization down to 100 ppm (Clean Production Action,
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2021). Similarly, one assumes that all chemicals listed on an
SDS have a unique identifier as well as at least some hazard
information. This assumption is often refuted: chemicals end up
being described as complex mixtures without a clear component
characterization (think hydrocarbon fractions), and hazard data
and information are often lacking, resulting in a non-uniform
assignment of GHS classification. These data gaps need to be
addressed through expert or automated evaluation via NAMs
which adds complexity. Often, however, GHS classifications for
these “exceptions” can be found on SDS’s, but with varying
classifications between manufacturers.

The ideal ChemESI would of course be 1. It is unlikely that
any enterprise will get an ChemESI of 1 in the foreseeable future,
primarily as the result of a lack of chemical characterization and
full hazard data. As mentioned above, even for a commercially
important chemical such as benzene only 8 out of 15 classification
categories are available (Airgas, 2020). Another incentive here
lies in full characterization of effects from each chemical, using
for instance New Approach Methodologies, so-called NAMs
(USEPA, 2021), without which a ChemESI hazard score of 1 is
not attainable.

The ChemESI Hazard/Risk within the supply chain on a
facility basis, can be combined into a division/enterprise level
ChemESI. Even though Product Stewardship should already be
limiting very hazardous chemicals from entering a supply chain,
the ChemESI process will also identify remaining very hazardous
chemicals with a Hazard Score beyond “acceptable.” Acceptable
of course has to be defined on an enterprise-wide basis and
may be accompanied by an exposure limit, e.g., no more than X
kkg of Y can be within the facility at all times. Such exceptions
may prove especially useful when technical grade (i.e., impure)
chemicals are in the supply chain; such chemicals often contain
more hazardous, contaminant constituents.

Exposure can also vary depending on the amount of inventory,
e.g., running up inventory in anticipation of supply chain
disruptions or taking advantage of discounted pricing on
chemicals in bulk. Such inventory changes will most likely
increase the ChemESI Risk. Riskminimization, i.e., fast inventory
turnover will limit the risk incurred during daily operations, and
in optimized cases even reduce ChemESI Risk while maintaining
ChemESI Hazard. One should still perform an annual product
inventory quantity survey to determine the total amount of
“risk” incurred within the enterprise from an ESG point of
view, although a running average would provide a better
immediate KPI.

The ChemESI KPI indicates a general level of chemical
environmental sustainability, i.e., the progress made in providing
greener alternatives to society within the existing supply
chain. Such sustainability indices become increasingly important
as greenness become a major economic driver within (the
chemical) industry. Much progress has been made—a lot of
effort (Zimmerman et al., 2020) remains to be expended to
truly bring Green Chemistry to the forefront as evidenced
by the eventual possibility of an ChemESI near 1. In the
meantime, growing industrial output with greener chemicals
will slowly reduce the ChemESI KPI, while allowing for
substantial growth.

DISCUSSION

ChemESI Risk and Hazard are important KPIs especially for
the chemical industry including formulators. These KPIs use
exposure and hazard information readily available from multiple
sources: in-house, or from free and commercially available
databases. Inventory data here is used as a surrogate for
exposure. The Chemical Hazard Score system described here
in Table 1 is based on the widely accepted and adopted GHS
classification approach—one can always dispute the weighting
and prioritization of certain endpoints, but such changes would
only have a slight impact on the overall ChemESI. Better to adopt
a universal metric than to customize each enterprise.

Given the inherent uncertainties and biases built into the GHS
classifications [e.g., a direct result of the derivation methodology
for hazard classes using lowest effect concentration (ECHA, 2017;
UN, 2021)], the ChemESI will tend toward overestimating hazard
and hence risk. One of the inherent drawbacks in the GHS is that
lack of data simply results in no classification—addressed here by
adding additional scores for each hazard endpoint for which no
data are available—one would hope that, especially for the higher
volume chemicals, such full information would become available,
most likely based on NAMs. Another major drawback is the
GHS’s dependency on the lowest available hazard information,
i.e., themost toxic number is always used with little consideration
of data quality and variability. Given that where there are repeat
data, values often range across more than an order of magnitude
(e.g., Plugge et al., 2021), this also adds a severe bias toward a
more hazardous classification, especially in the absence of data
quality considerations.

The lack of information data for risk assessment from GHS
classifications and in SDS’s is to some extent not surprising. SDS’s
were developed as hazard communication tools in occupational
health and hazardous material transport. The lack of granularity,
i.e., very few components characterized at concentrations below
1%, however is not inherent to the design of SDS’s and probably
remains the least reliable aspect of an SDS.

Some might question the coarseness of the approach. As
addressed above the simplifying assumptions here allow for an
uncertainty in the same order(s) of magnitude as the original
data. Hazard estimates can have uncertainty/variability well in
excess of an order(s) of magnitude. Similarly, modeled exposure
often has orders of magnitude of uncertainty/variability. Use of
the GHS data does allow for a simpler format, inherently familiar
to the Product Steward, thereby enhancing the understanding
and hence communication of the ChemESI to the C-suite
and investors. Single number KPI’s are always attractive while
simultaneously allowing drill down into the data to assess
which chemicals are contributing most to the overall risk and
hazard. Often the chemicals with medium hazard are the biggest
drivers of ChemESI risk parameters, simply because they often
account for the largest tonnage. The ChemESI data informs
both hazard and risk metrics that can be used to address the
overall hazard and risk inherent to the inventory. Growth will
decrease the ChemESI Hazard Score where growth is derived
from greener products. If the Chemical Hazard Scores are low
enough even ChemESI Risk Score would drop, coupled with
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substantial growth in greener products. Supply chain effects on
retention/storage of both raw and finished products will most
likely increase the ChemESI Risk Score, but have a lesser effect
on the ChemESI Hazard Score. Dilution of more hazardous
chemicals would decrease the ChemESI Hazard score but not
the Chem ESI Risk score. Incorporation of LCA (Life Cycle
Analysis) components and additional non-GHS endpoints could
be the next logical set of enhancements to the ChemESI,
although obtaining (semi-)curated data for all chemicals may
prove problematic.

ESG (Environmental, Social, and Governance) discussions
often lack (quantitative) data on the environmental impact of
the chemicals within an enterprise, beyond greenhouse gases and
decarbonization (Investopedia, 2021). The ChemESI described
here is a quantitative risk and hazard metric combining chemical
exposure and environmental health hazard within the supply
chain. It is based on a scoring of readily available GHS
hazard/classification data, coupled with proprietary inventory
data. The ChemESI will provide a facility/enterprise based KPI
metric of risk and hazard, easily communicable to the C-suite,
investors, and others within the ESG sphere.

Although achievement of an ChemESI Hazard of 1 is
theoretically achievable, it will be most likely a decade before

green chemistry-based alternatives will be able to achieve
such scores, although penetration of green chemistry derived
products is rapidly increasing (Golden et al., 2021). An
ChemESI Hazard of 20 or below should be achievable now,
with of course continuous improvement expected. Organic
growth will not affect a ChemESI per se: most likely a
combination of a reduction in ChemESI Hazard Score and
increased growth will occur through continued introduction
of greener products, especially with the phasing out of less
greener products. Adoption of ChemESI will go a long way
toward quantifying the environmental sustainability metric
in ESG.
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The coronavirus (COVID-19) pandemic has affected society in immeasurable ways,

including investment. As the pandemic has impacted society’s values, it has proven to be

a major turning point for environmental, social, and governance (ESG) investment. This

investment approach, which evaluates a company’s ESG ratings alongside traditional

financial metrics, was already “coming off a banner year,” and its reach continues to

expand. Although numerous studies have investigated the impact of ESG scores on

financial returns and the trend in ESG investment strategies, only a limited number

of studies have attempted to capture the key players in ESG investment. Therefore,

to determine the most influential investors in the ESG investment field, the cumulative

impacts are calculated based on the ESG scores of invested companies, the total market

price of invested companies, and the investor history portfolio report. We perform an

iteration of calculation to convey the impacts that the invested companies have on the

ultimate investors, and we identify the major players in the field and differences in the

trend by type of investor and country.

Keywords: environmental, social, governance, ultimate ownership structure, network analysis, socially

responsible investing, sustainable investment

INTRODUCTION

Through more than 20-years history of sustainable finance, there has been significant surge in ESG
investment, ESG metrics, and related studies in the last few years. The 2020 Global Sustainable
Investment Review (GSIR) published by the Global Sustainable Investment Alliance (GSIA) reports
that sustainable investments across five markets, including the United States (the US) and the
European Union, have reached US Dollar (USD) 35.3 trillion in assets under management, which
is equivalent to 36% of all professionally managed assets in these markets. The US market alone
grew 42% from 2018 to 2020, reaching USD 17.1 trillion (Global Sustainable Investment Alliance,
2021). Furthermore, the GSIA concluded that the most common sustainable investment strategy is
“ESG integration, followed by negative screening, corporate engagement and shareholder action,
norms-based screening and sustainability-themed investment” (Global Sustainable Investment
Alliance, 2021). The coronavirus (COVID-19) pandemic has severely affected companies in the
global supply chain, and studies have found that firms’ governance and supply chain management
ability are important in responding to adverse events (Khan et al., 2021a,b). Moreover, the ESG
performances of firms have been considered a key to the resiliency of firms’ financial performance
(Yoo et al., 2021). As the pandemic has impacted society’s values, it has proven to be a major
turning point for ESG investment. In June 2020, the Morningstar report found that there were
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approximately 3,432 sustainable funds on the market,
comprising a mix of newly formed and revamped or
rebranded funds (MorningStar, 2022). This represents an
increase of 50% in the total number of sustainable funds
over the past three years (Bryan et al., 2020). Furthermore,
studies assessing ESG ratings are increasing. For instance,
if the term “ESG ratings” is searched on Google Scholar,
it produces 1,500 results from 2021. The increased interest

TABLE 1 | Summary of the ESG score multiplied with the total market price value.

Country/region Count Mean ESG·price Country/region Count Mean ESG·price

United States 2,616 17,290,890,769 Colombia 22 2,576,361,779

China 885 9,259,978,013 Poland 21 1,632,832,335

United Kingdom 560 5,545,439,379 Qatar 18 3,096,385,653

Canada 507 10,210,697,484 United Arab Emirates 17 6,765,372,320

Japan 426 9,284,369,449 Philippines 16 4,771,530,768

Australia 298 3,878,531,833 Cyprus 10 1,149,318,279

Sweden 288 3,760,015,807 Jersey 10 938,270,975

Germany 242 8,922,779,941 Portugal 10 3,164,730,769

Switzerland 176 15,585,900,319 Cayman Islands 9 1,177,230,585

Brazil 173 5,052,692,113 Egypt 7 704,923,782

France 166 17,116,931,160 Iceland 7 945,416,432

India 153 9,839,711,767 Kuwait 6 1,654,790,323

South Korea 152 10,134,724,108 Oman 6 523,785,241

Taiwan 138 15,178,094,606 Monaco 5 202,451,681

Hong Kong 116 7,792,178,910 Puerto Rico 5 1,171,903,482

Italy 102 4,506,868,253 Czech Republic 4 5,002,480,431

Thailand 100 3,292,839,345 Isle of Man 4 2,514,196,007

South Africa 95 2,531,222,955 Macau 4 9,158,967,375

Netherlands 73 21,126,002,256 Malta 4 551,009,988

Russia 67 12,756,897,908 Pakistan 4 392,707,082

Singapore 67 4,596,479,516 Panama 4 302,139,638

Argentina 66 1,813,294,133 Bahrain 3 709,414,006

Finland 66 4,413,335,979 Kazakhstan 3 7,381,260,564

Spain 66 10,778,734,679 Romania 3 2,825,694,139

Denmark 63 12,341,266,284 Vietnam 3 3,887,567,877

Norway 63 12,561,551,031 Hungary 2 6,428,356,124

Malaysia 62 2,723,950,440 Jordan 2 1,675,108,638

Mexico 56 6,275,043,837 Liechtenstein 2 639,502,060

Bermuda 53 2,223,524,645 Ukraine 2 564,153,156

Turkey 53 1,108,180,405 Uruguay 2 634,325,149

Chile 51 2,405,046,793 Bahamas 1 317,208,058

Ireland 47 14,277,302,284 British Virgin Islands 1 13,259,754

New Zealand 45 1,290,262,405 Cambodia 1 2,699,443,454

Belgium 44 6,344,100,616 Costa Rica 1 760,185,572

Luxembourg 40 3,680,306,579 Faroe Islands 1 2,516,543,634

Indonesia 36 5,527,856,129 Gibraltar 1 776,433,042

Israel 29 3,443,914,513 Kenya 1 6,111,597,436

Peru 29 914,026,365 Morocco 1 6,346,036,210

Greece 25 915,702,038 Papua New Guinea 1 3,808,978,938

Guernsey 25 738,509,213 Slovenia 1 2,559,272,403

Saudi Arabia 25 8,298,867,053 Missing 70 2,215,114,276

Austria 23 2,020,398,644

in ESG has also resulted in an increased influence on
financial decisions, asset prices, and corporate policies, with
potentially far-reaching effects on political and economic
events, such as the Russia–Ukraine war (Funk and Hento,
2022).

Over the past decade, numerous studies have focused on the
relation between ESG investment and financial performance,
demonstrating that ESG portfolio tilting and integration of ESG
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factors can impact portfolio and corporate financial performance
in various ways (OECD, 2021). Whereas, some studies have
demonstrated that integrating ESG criteria has no significant
impact on portfolio return (Bauer et al., 2007; Cortez et al., 2009);
many studies have found that it has a positive effect on returns
by comparing equity portfolios with high and low ESG scores
(Widyawati, 2020). Widyawati (2020) conducted a systematic
review on socially responsive investment (SRI) and ESG metrics

and asserted that ESG metrics play a role of an enabler in the
SRI market.

In addition, there has been growing interest in the study
of the relation between the ESG strategy and actual ESG
portfolio allocation. Brandon et al. (2021) calculated the
direct ESG ownership scores of institutional investors and
investigated whether institutional investors’ public commitments
to responsible investing and higher reported levels of ESG

FIGURE 1 | Example to illustrate the calculation process.

FIGURE 2 | ESG ownership country-level network map.
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incorporation result in more sustainable portfolio allocations.
The findings revealed that the Principles for Responsible
Investment (PRI) signatory institutions have better ESG scores
in general but not in the US. To examine the ownership
and control structure of large shareholders, relevant studies
have examined the ultimate ownership of companies by mostly
tracking portfolio and total market price data. For example,

La Porta et al. (1999) investigated the control chains of a sample
of 30 firms in 27 countries and identified the ultimate controlling
owners. Similarly, Claessens et al. (2000) examined 2,980 listed
companies in nine East Asian countries, revealing that a large
percentage of stock market capitalization in the investigated
countries is owned by a small number of investors. Faccio and
Lang (2002) analyzed the ownership structure using the ultimate

TABLE 2 | Total ultimate ESG ownership score by country.

Country Total ultimate

ESG ownership

score

Number of

investor

Country Total ultimate

ESG ownership

score

Number of

investor

Switzerland 8.27014E + 13 175 Cyprus 25,675,250,559 20

Germany 5.72266E + 13 231 Ireland 17,977,734,143 20

United States 4.65301E + 13 2,606 Colombia 16,937,905,030 23

China (Mainland) 2.27566E + 13 573 Liechtenstein 14,871,610,630 28

Japan 2.00865E + 13 1,379 Bermuda 12,970,382,575 9

South Korea 2.00643E + 13 85 Kuwait 12,541,070,793 3

United Kingdom 1.03016E +13 458 Kazakhstan 10,920,018,272 1

France 7.94945E + 12 97 Cayman Islands 7,924,821,736 13

Canada 6.95242E + 12 186 Poland 5,921,687,310 21

Spain 5.64705E + 12 84 Turkey 4,611,654,837 2

Italy 4.9574E + 12 82 Peru 3,942,964,465 11

Brazil 2.86728E + 12 236 Morocco 3,493,924,925 9

India 2.18313E + 12 57 Monaco 3,319,268,299 2

Portugal 1.60532E + 12 4 New Zealand 2,561,005,844 16

Mexico 1.49459E + 12 29 Jersey 1,734,744,467 14

Russia 1.42537E + 12 17 Bahamas 1,539,192,807 8

Taiwan 1.02775E + 12 124 Guernsey 1,409,583,433 9

Sweden 9.38617E + 11 137 Czech Republic 1,277,659,891 5

Finland 4.36005E + 11 63 Argentina 1,054,893,765 20

Philippines 3.84733E + 11 26 Bahrain 913,981,720 1

Austria 3.33984E + 11 30 Tunisia 545,118,593 2

Netherlands 3.28674E + 11 67 Malta 534,298,615 7

South Africa 2.8943E + 11 80 Isle of Man 327,054,416 11

Singapore 2.60384E + 11 98 NA 296,935,231 1

Thailand 1.89867E + 11 18 Greece 262,443,065 1

Australia 1.71408E + 11 181 Kyrgyzstan 261,321,470 1

Hong Kong 1.2845E + 11 79 Oman 228,403,657 3

Denmark 1.20054E + 11 39 Mauritius 182,277,069 6

Indonesia 1.03904E + 11 45 Iceland 175,605,083 1

Luxembourg 96618161373 86 Panama 163,443,293 1

Norway 86334851352 65 Liberia 147,353,870 2

Qatar 70311100528 7 Libya 139,581,027 1

Saudi Arabia 64429600766 14 Egypt 122,983,423 2

Chile 55231057120 52 Gibraltar 16,330,931 3

United Arab Emirates 55085170802 21 Latvia 16,259,175 1

Malaysia 48030188239 58 Uruguay 10,020,831 1

Israel 38441061679 23 Slovakia 8,139,424 1

British Virgin Islands 32456747890 38 Lithuania 3,969,290 1

Belgium 31782228767 21 Namibia 1,592,377 1

Puerto Rico 30891546768 2 Estonia 1,374,334 1

Cyprus 25675250559 20 Slovenia 65,803 1

Frontiers in Sustainability | www.frontiersin.org 4 July 2022 | Volume 3 | Article 90923959

https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org
https://www.frontiersin.org/journals/sustainability#articles


Keeley et al. Ultimate Owner of ESG Investment

ownership data of 5,232 listed Western European corporations.
Their research found that financial and large firms were more
likely to be widely held, whereas nonfinancial and small firms
were more likely to be privately owned. These aforementioned
studies on ultimate ownership provide insight into patterns by
the type of investor and nation–state political boundaries in
the context of direct and indirect ownership chains. In the case
of ESG ownership, previous studies have mostly used direct
ownership scores of ESG at the portfolio level using the ESG
portfolio data, total market price data, and ESG scores provided
by leading ESG rating agencies. To capture the ownership
structure of ESG investment, it is crucial to consider both
direct and indirect ownership. Notably, while most studies on
ESG ownership emphasize institutional investor, intercorporate
investment also plays a critical role in the ESG investment field
as investments in financial assets and associates and business
combinations (Silver et al., 2021). Intercorporate investment
can occur when a company invests in another company.
These types of investments can be considered in different
ways depending on the investment. In general, the archetypes
of ownership stake by percentage fall into three categories—
minority passive (<20% ownership), minority active (20–50%
ownership), and controlling interest (over 50% ownership)
(Kenton et al., 2021).

This study addresses these research gaps and investigates
the ultimate ESG ownership, considering both direct and

indirect ownership of investors, including institutional investors
and corporations, following the ultimate ownership analysis
framework employed by Faccio and Lang (2002). We identify
the major players in the field in terms of the ultimate ESG
ownership score and provide insight into patterns by the type
of investor and nation–state political boundaries in the context
of direct and indirect ownership chains. By expanding the study
by Brandon et al. (2021), we also re-examine whether the PRI
signatory institutions and corporations demonstrate better ESG
ownership scores and confirm that the PRI signatory investors
have better ESG ownership score in general. Furthermore,
our study contributes to extant literature examining fund flow
reactions to ESG ratings (Hartzmark and Sussman, 2019) by
providing the evidence that it is difficult to target the actual
flow and ownership structure of ESG investment through ESG
ratings of the investors themselves. In addition, this study reports
that the top 10% investors own approximately 98% of the total
ultimate ESG ownership score, showing that ESG investment is
led by relatively small number of investors. Furthermore, the
results of the study confirm the important role of corporations
in ESG investment, which owns the most global shares (85.77%)
measured by the ESG ownership score considering both direct
and indirect ownership chains.

The remainder of this paper is structured as follows. Section
Data and Methods outlines the data and analytical methods
employed in this study. Section Results discusses the results of

FIGURE 3 | Total ultimate ESG ownership by country.
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the ultimate ESG ownership analysis, and Section Discussion and
Conclusion presents the discussion and conclusion.

DATA AND METHODS

Data
ESG Score
To obtain the ESG scores of important companies across the
world, we use the data management system of Refinitiv Eikon
to download the records of 30,857 companies. As Refintiv Eikon
does not gather all the data of these companies, we acquire the
ESG combined scores of 8,662 companies. Companies that can be
used in the analysis have to provide their ESG combined scores
and the total market price. In this study, we employ the latest
ESG combined scores in 2020. The ESG combined scores range
from 0 to 1. Additionally, although the ESG combined scores
of several companies are not listed on the summary page, they
present their ESG reports, comprising the rankings of their ESG
combined scores. The rankings are from “A+” to “D-,” that is, 12
levels. According to the official statements from Refintiv, the raw
ESG scores are converted into a numeric format, from 1 (12/12)
to 0.0833 (1/12). The companies with ESG scores are from 83
countries or regions. Most companies in our dataset are based
in the US, China (Mainland), and the UK, having 2,616, 885, and
560 companies, respectively (detailed information is presented in
Appendix Table A).

Investor History Portfolio Reports
The investors’ data, which are the investor history portfolio
reports of each investor company, are also from Refinitiv Eikon.
These reports capture the shares of the investors in the invested
company. We assume that the shares represent the voice of the
ESG strategies of the investors in the invested companies. The
most recent data, generally for the first quarter of 2021, are
employed in this study. To cover the invested companies with
ESG scores, 43,482 investors, including investment companies
and individual investors, are investigated and 12,258 investor
history portfolio reports are downloaded. The investment share
of a specific investor is recorded in the investor history portfolio.
For example, the investor history portfolio of the investor
company Storebrand Kapitalforvaltning AS is 0.04% of Apple
Inc., 0.04% of Microsoft Corp., 0.03% of Amazon.com Inc., and
others. In this case, 0.04% of the ESG investment results of Apple
Inc. should be attributed to Storebrand Kapitalforvaltning AS.
The investor history portfolios are the critical data set to link the
invested and investing companies.

Total Market Price of Companies With ESG Reports
Furthermore, the total market prices of the aforementioned
invested companies are from Refinitiv Eikon. The total market
price varies in real time. We secured all the available data
within a week—the last week in December 2021. After several
downloading waves, we retrieved the total market prices of 8,662

FIGURE 4 | Number of investors in the top 10% by country.
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companies with the ESG combined scores. The currency unit
of the total market price is the USD, which is converted by the
Refinitiv Eikon system directly. The total market price represents
the value of the invested company. A summary of the total market
values of the companies is reported in Table 1.

METHODS

To detect the most influential investors in the ESG investment
field, the cumulative impacts are calculated based on the ESG
scores of invested companies, total market prices of invested
companies, and investor history portfolio reports. The basic
logic of calculating the cumulative impacts is to accumulate the
products of the ESG scores and total market prices of the invested

companies. However, in the real world, some large investors also
invest in small investors. Therefore, we iterate the calculation
to convey the impacts of invested companies on the ultimate
investors. The cumulative impacts are calculated as follows:

CIi =

m
∑

j=1

(

SCIj × ESGCOj × TPCOj

)

+

n
∑

k=1

{

p
∑

l=1

[min (SCIk, SCIl) × (ESGCOl × TPCOl)]}

(1)

where CIi denotes the cumulative impacts of investor i; SCIj
indicates the shares of investor i in invested company j; ESGCOj

FIGURE 5 | Share of the ultimate ESG ownership by the investor type.
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FIGURE 6 | ESG ownership network map by the investor type.

FIGURE 7 | Density ridgeline plots by the investor type.
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represents the ESG scores of invested company j; TPCOj denotes
the total market price of invested company j; m indicates the
number of companies investor i has invested in; SCIk is the shares
of investor i (a large investor) in small investor k; SCIl is the shares
of small investor k in invested company l; ESGCOl denotes the
ESG scores of invested company l; TPCOl represents the total
market price of invested company l; n denotes the number of
small investors that investor i has; and p indicates the number
of companies that small investor k has invested in. We provide a
simple example of the calculation process in Figure 1.

RESULTS

Based on the evaluations of the ultimate ESG ownership scores
of investors, including institutional investors and corporations,
this section presents the results by first revealing the patterns of
the ESG ownership structure by the type of investor and nation–
state political boundaries, followed by the results of the relation
between the calculated ESG ownership scores and investors’
ESG performances (e.g., PRI signatory status and investors’
ESG ratings).

Ultimate ESG Owner: Trend by Country
Level
Based on the cumulative ESG ownership calculated using
the methods discussed in Section Data and Methods, Table 2

reports the results of the total ultimate ESG ownership
score of 7,957 investors at the country level (the investors’
country distribution map is illustrated in Figure A of the
Appendix). The investors’ country-level ESG ownership

network map is presented in Figure 2. Figure 2 presents the

share of the internal ESG investment and international ESG

investment volumes in bubbles and denotes outflow investments
through lines colored by the continent level. The size of the

bubble represents the volume of the cumulative ultimate ESG
ownership score.

As illustrated in Figure 2, the international ESG investment
volume is much larger than the internal ESG investment volume
in most North American countries, whereas the internal ESG
investment volume has the largest share in Asia. The network
figure demonstrates that the link between North American and
Asian countries is especially strong. The strong link between
European and Asian countries, with a stronger link from
European to Asian countries, is noteworthy. The links fromAsian
to European countries are stronger than the links from Asian to
other countries.

Figure 3 presents the total ultimate ESG ownership by
country, with the size of the box representing the volume of the
share of the total ultimate ESG ownership score. According to
the results, Switzerland, Germany, and the US are the leading
countries in terms of the volume of the share of the total ultimate
ESG ownership score. In addition, the results reveal that the

FIGURE 8 | Total ESG ownership by the industry group.
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top 10% investors own approximately 98% of the total ultimate
ESG ownership score. The number of investors in the top 10%
by country is another important perspective to interpret the

result, which is presented in Figure 4. Regarding the number of
investors in the top 10%, the US, Japan, and China are the leading
countries. Among the leading countries, there are differences
in the types of investors leading (non-financial firms, such as
corporations, and financial firms, including investment advisors,
insurance companies, as well as banks and trusts). In the US,
financial firms are the major players, whereas non-financial firms
are the major players in Japan and China. Switzerland is not
among the top countries in terms of the number of investors in

the top 10% as the two leading investors in Switzerland (Novartis
AG and Nestle SA) have a 27.3% share of the total ultimate ESG
ownership score.

Ultimate ESG Owner: Trend by Investor
Type and Industry
Based on the Refinitiv Business Classification, investors are
classified into one of the following: corporation (CO), holding
company (HC), insurance company, investment advisor (IA),
bank and trust (BT), endowment fund, government agency (GA),
foundation (FO), hedge fund, sovereign wealth fund (SWF),
investment advisor/hedge fund (IAHF), venture capital (VC),

FIGURE 9 | Relation between investors’ total market price and ESG ownership (n = 1,716).
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research firm (RF), pension fund (PF), and private equity.
Figure 5 reports the share of the total ultimate ESG ownership by
investor type. CO,HC, and IA are the three top investor types, but
as depicted in the figure, CO has the most global shares (85.77%).

We observe different trends among the continents in terms
of the cross-continent and internal ESG investment volumes,
as presented in Figure 6. In Asian countries, the internal
ESG investment comprises the most ESG investment volume,
especially for CO, GA, and VC. However, in North America,
the cross-continent ESG investment volume is larger than
the internal volume for CO; in Europe, GA and PF actively
conduct cross-continent investment, whereas CO has more
internal ESG investment volume. Similar to the country-level

network map presented in Figure 2, we observe strong links
from North American investors to Asian companies, whereas
between Europe and Asia, the links are more bidirectional. The
links from European investors are relatively more diversified
than those from other regions, with slightly stronger links
to Asia.

Figure 7 illustrates the density ridgeline plots by the
investor type, revealing that, on average, SWF and RF are
performing better.

We provide a closer look of the leading industries in
Figure 8. Each investor is classified into an industry group based
on the Global Industry Classification Standard. As Figure 8

demonstrates, consumer staples, financials, and industrials are

FIGURE 10 | Average ESG tendency by country.
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the leading industry groups in terms of the volume of the share
of total ultimate ESG ownership.

ESG Tendency: Total Market Price
Adjusted ESG Ownership
As an investor with a larger total market price can make more
investments than smaller investors, its ultimate ESG ownership
score can be affected by investors’ total market prices. However,
as shown in Figure 9, the total market prices of the investors
and their ultimate ESG ownership scores have a very weak
correlation. The Pearson correlation is performed to analyze
the relationship, and the correlation strength is defined as a
correlation coefficient (R-value) of 0.27 (p ≤ 0.001).

Although the correlation between the total market prices of
investors and their ultimate ESG ownership scores is very weak,
to reduce the potential bias owing to the size of the investor, we
calculate the ESG tendency score by dividing the ultimate ESG
ownership score by the total market price of each investor.

Figures 10, 11 report the results of the ESG tendency by
country and investor type based on 1,716 investors. Here,
two outliers (Aditya Birla Sun Life AMC Limited [2048]
and Schweizerische Nationalbank [588]) are removed. By
country, Portugal, Switzerland, and Brazil are the top countries,
whereas in terms of the accumulated total ultimate ESG
ownership score of the 7,957 investors, several leading countries,
such as the US, Japan, and China, have low average ESG
tendency. Figure 11 demonstrates an interesting trend among
the investor type—the average ESG tendency is high in VC,
IAHF, and BT, whereas it is low in CO, which owns the most
global shares.

Using the calculated ESG tendency score, Figure 12 illustrates
the relation between investors’ ESG tendency and their own ESG
score rated by Refinitiv. The Pearson correlation is performed

to analyze the relation between investors’ ESG tendency and
their own ESG score, and the correlation strength is defined
as a correlation coefficient (R-value) of −0.05 (p ≤ 0.155).
Figure 12 shows that some investors, such as Siemens AG,
Deutsche Telecom AG, Novartis AG, and Volkswagen AG, have
relatively high ESG scores and a high ESG tendency. However,
overall, the figure and results reveal that investors with high
ESG ratings do not necessarily have higher incorporation of ESG
investment strategies.

ESG Ownership and PRI Signatory
To examine the relation between the PRI signatory status and
ESG ownership, we classify the investors into PRI and non-
PRI signatory investors based on the PRI (2022). Figure 13
reveals that the PRI signatories have higher ESG ownership with
higher mean value, and Figure 14 reveals that, on average, the
PRI signatories’ average ESG tendency, that is, the total market
price adjusted ESG ownership, is higher than that of the non-
PRI signatories.

In addition, we perform the Welch two-sample t-tests to
determine if the PRI signatory investors’ ultimate ESG ownership
scores differ significantly from those of the non-PRI signatory
investors. The results of the two-sample t-test reveal statistically
significant difference in the mean ultimate ESG ownership
score of the PRI and non-PRI signatory investors, with t(df
= 7609) = −3.23, p = 0.0012, 95% CI as the difference in
means [−5.24e10, −1.28e10]. The figures and result imply that
investors who commit to invest responsibly certainly do so
in practice. This result is mostly consistent with the recent
study of Brandon et al. (2021), which revealed that, overall,
signatory investors have better portfolio-level ESG scores, barring
the US.

FIGURE 11 | Average ESG tendency by the investor type.
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FIGURE 12 | Relation between investors’ ESG scores and ESG tendency.

DISCUSSION AND CONCLUSION

Businesses are increasingly expected to understand and manage

their exposure to ESG risks associated with their investments
in financial assets, strategic partners, and business portfolio

interests. Although numerous studies have investigated the

impact of the ESG scores of companies on their financial returns
and the trend in the ESG investment strategies, studies that
identify the major players and regional trend in ESG investment
by considering the direct and indirect ownership structure
are scarce. Faccio and Lang’s (2002) framework considers
the cumulative impacts of ownership using the total market
price of invested companies and investor history portfolio

report by iterating the calculation to convey the impacts of
invested companies to ultimate investors. The study expands
this comprehensive approach to the field of ESG investment to
address the research gap and detects themost influential investors
in the ESG investment field and the ownership structure by
considering the direct and indirect ESG ownership.

Based on the results, the patterns by the type of investor and
nation–state political boundaries in the context of direct and
indirect ownership chains are examined. We identify strong links
between several countries, such as a strong link between North
America and Asian countries, and differences in the pattern of
ESG investment in terms of regional inflow and outflow (i.e.,
the international ESG investment volume is much larger than
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FIGURE 13 | Density ridgeline plots of ESG ownership score by the PRI signatory status.

FIGURE 14 | Average ESG tendency by the PRI signatory status.

the internal ESG investment volume in most North American
countries, whereas the internal ESG investment volume has
the largest share in Asia). Through the analysis, we find that
the top 10% investors own approximately 98% of the total
ultimate ESG ownership score and the key players differ among
the leading countries. In the US, financial firms are the major
players, whereas non-financial firms are the major players in
Japan and China. Furthermore, the results of the study confirm
the important role of corporations in ESG investment, which
owns the most global shares (85.77%) measured by the ESG
ownership score, considering the direct and indirect ownership
chains. Even minority shareholders may be directly linked to
adverse environmental and social impacts directly or indirectly
caused by investee companies in their portfolios (PRI, 2017).
Therefore, it is important for investors to undertake ESG risk-
based due diligence and consider ESG risks in their investment
processes. Moreover, investors can manage and influence the
responsible business conduct of the investee companies through
direct and indirect ownership (OECD, 2017). The results of this
study highlight the need of wider implementation of investments
considering ESG risks.

Using the results of the ultimate ESG ownership analysis,
this study also investigated the relation between the calculated

ESG ownership score and Investor’s ESG commitment and
ESG performance (i.e., the PRI signatory status, investors’ ESG
ratings). The study by Brandon et al. (2021) showed that the
PRI signatory institutional investors have better ESG ownership
score (calculated based on the direct ownership data) in general,
barring the US. Our analysis includes institutional investors
and other financial and non-financial corporations, and the
results demonstrating that the PRI signatory investors have
better ESG ownership score than non-signatory investors are
consistent with Brandon et al. (2021). The analysis of the relation
between the calculated ESG ownership scores and investors’
ESG performances (ESG ratings provided by Refinitiv) reveals
that investors with high ESG ratings do not necessarily have
higher incorporation of the ESG investment strategies. This result
supports the findings of previous studies examining fund flow
reactions to ESG ratings (Hartzmark and Sussman, 2019) by
providing the evidence that it is difficult to target the actual flow
and ownership structure of ESG investment through ESG ratings
of the investors themselves.

Although evaluating the ESG ownership score by considering
the direct and indirect ESG ownership structure and covering
both institutional investors and other corporations expand the
literature on ESG investment and ownership structure in various
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ways, our study only evaluates the score of the latest year owing
to difficulties in data collection and the time required to calculate
the scores for multiple years. Future studies can address this issue
by constructing the ESG ownership score as time-series data,
which would help in investigating the causal relationship between
the ESG ownership score and investors’ ESG performances,
such as the PRI signatory status and investors’ ESG ratings,
more accurately.
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Interest in reducing the greenhouse gas emissions from conventional power

generation has increased the focus on the potential use of hydrogen

to produce electricity. Numerous life-cycle assessment (LCA) studies of

hydrogen-based power generation have been published. This study reviews

the technological and methodological choices made in hydrogen-based

power generation LCAs. A systematic review was chosen as the research

method to achieve a comprehensive and minimally biased overview of

hydrogen-based power generation LCAs. Relevant articles published between

2004 and 2021 were identified by searching the Scopus and Web of

Science databases. Electrolysis from renewable energy resources was the

most widely considered type of hydrogen production in the LCAs analyzed.

Fuel cell technology was the most common conversion equipment used in

hydrogen-based electricity LCAs. A significant number of scenarios examine

the use of hydrogen for energy storage and co-generation purposes. Based

on qualitative analysis, the methodological choices of LCAs vary between

studies in terms of the functional units, allocations, system boundaries, and

life-cycle impact assessmentmethods chosen. These discrepancies were likely

to influence the value of the environmental impact results. The findings of

the reviewed LCAs could provide an environmental profile of hydrogen-based

electricity systems, identify hotspots, drive future research, define performance

goals, and establish a baseline for their large-scale deployment.
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Introduction

Carbon dioxide (CO2) emissions from fossil fuels have been increasing since the

beginning of the Industrial Era. They became the main contributor of anthropogenic

emissions to the air from around 1950 and their relative share has kept rising until the

present (Friedlingstein et al., 2022). Global CO2 emission reached a historical record of
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33.1 gigatons (Gt) in 2018 (IEA, 2021a), at which time,

coal-fired power generation alone emitted 10 Gt of CO2

(IEA, 2019a). Renewable energy adoption has been accelerating

and is expected to contribute to approximately 30% of all

CO2 emissions reduction that occurs between 2017 and 2060

(IEA, 2017). Renewable energy technologies are employed

most intensively in the power sector, where it is intended to

accelerate the transition to low carbon with applications in

the transportation, building, and industry sectors (IEA, 2017).

However, power generation with renewable energy sources like

solar photovoltaic (PV) and wind power depends on the weather

conditions and the time of day (i.e., day or night) and thus the

same amount of electricity cannot be distributed constantly. As

a consequence, flexible and reliable power generation relying on

various energy sources is required to provide electricity when

using renewable sources directly is not feasible (Peppas et al.,

2021). Since hydrogen is a chemical energy carrier, it may be

used as a storage option to balance seasonal fluctuations in

providing electrical energy (IEA, 2019b; Peppas et al., 2021).

Numerous strategies have been prepared worldwide to

encourage the deployment of hydrogen technologies, involving

all stakeholders—government, business developers, investors,

and citizens. As of March 2022, 21 governments have released

hydrogen strategies, 27 countries have national hydrogen

strategies in preparation, and 34 discuss their initial policies

and pilot projects (Work Energy Council, 2022). In the IEA’s

Net Zero by 2050: A Roadmap for the Global Energy Sector,

sectoral and technology milestones to guide the global journey

to net-zero have been provided, where power is the primarily

targeted sector, and hydrogen is one of the critical pillars of

decarbonizing the global energy system (IEA, 2021b,c). Recently,

Clean Hydrogen Joint Undertaking (JU) – a program intends

to encourage research and innovation (R&I) initiatives in the

European Union in clean hydrogen solutions and technologies,

presents a set of prioritized actions divided into three pillars.

The Clean Hydrogen JU Pillar 3, ‘Hydrogen End Uses: Clean

heat and Power’, aims to support European supply chain actors

in developing a portfolio of clean, renewable and flexible heat

and power generation solutions for all end user’s needs (Clean

Hydrogen JU, 2022). This program will aid in developing

several hydrogen technologies, which are currently undergone

on R&I phase but are projected to contribute to making climate

neutrality achievable by 2050.

The use of life cycle assessment (LCA) in R&I stages

has gained attention in recent years (Cucurachi et al.,

2018) due to its capability to assess environmental impact

throughout a product’s life cycle. The advantage of LCA is

that it evaluates an entire product comprehensively, which

prevents any suboptimization that may arise from focusing

on only a few processes. LCA enables the comparison of

potential environmental impacts from various alternatives

(Varun et al., 2009). The European Union even requires LCA

as an essential part of the R&I projects for funding proposals

(Clean Hydrogen JU, 2022). Regarding emerging hydrogen

technology, the FC-HyGuide document, a guideline for

conducting LCA of hydrogen technologies, has been provided

and recommended by European Union (Lozanovski et al.,

2011; Masoni and Zamagni, 2011). Other than FC-HyGuide

guidelines, there is a new ongoing EU project developing SH2E

LCSA (Life Cycle Sustainability Assessment) guidelines for fuel

cell and hydrogen (FCH) systems, including guidelines for LCA

(SH2E, 2022).

With the growing number of the hydrogen LCA studies,

numerous review paper of hydrogen LCAs have been published.

Bhandari et al. (2014) reviewed 21 studies that addressed

LCA hydrogen production technologies in which an aggregate

comparison from an ecological perspective was discussed.

Valente et al. (2016) reviewed more LCA studies on hydrogen

energy systems. Koj et al. (2019) performed a review of 32 LCA

studies on Power-to-X, where fuels and final use for transport

applications were discussed most frequently instead of hydrogen

for power generation purposes. Rinawati et al. (2022) placed a

stronger emphasis on hydrogen for mobility use LCAs. These

studies succeeded in identifying the relevant methodological

trends. However, there is a lack of detailed overview about

technical aspects on hydrogen for power generation application.

The objective of this review is to synthesize hydrogen for

electricity generation LCAs. Our primary goal is to provide an

overview of the technological aspects of addressed hydrogen

uses for power generation LCAs. Our secondary goal is to

analyze the methodological choices in preparing qualitative

analyses of hydrogen-based power generation LCAs. Our third

goal is to present a quantitative analysis of the environmental

impacts of hydrogen-based power generation LCAs.

Materials and methods

This systematic review follows general systematic review

principles (Tranfield et al., 2003) and “the STARR-LCA”

methodology, which is a standardized technique for assessing

and reporting LCA studies (Zumsteg et al., 2012). This

methodology is discussed in this section.

Some delimitation criteria were applied in the selection

of potential articles. The first delimitation is the origin of

publications; only articles published in peer-reviewed journals

were considered. The second criterion is year of publication;

only articles published in 2000 or later were considered for

the review since the first set of International Organization for

Standardization (ISO) standards on LCAwas completed in 2000.

The third criterion is the language of publication; only articles in

the English language were considered in this systematic review.

The procedure for selecting potential articles started with a

search of the Scopus andWeb of Science (WOS) databases using

specific keywords and Boolean operators. The combination

of keywords and operators was “Life-Cycle Assessment OR
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Life-Cycle Analysis AND hydrogen AND Power Generation

OR electricity Generation.” The initial search generated 400

articles, which included 179 articles from Scopus and 221

publications from theWOS. The selection of articles comprising

the systematic review followed several stages, which were

conducted according to the method used by Rinawati et al.

(2022), as shown in Figure 1. Firstly, the raw data were filtered,

considering only papers published in journals (four publications

of non-peer-reviewed journal articles were excluded). Then,

a series of duplication checks were performed using Excel,

which were manually rechecked; 101 duplications were removed

using Excel, and seven repeated articles were recognized and

eliminated using manual inspection.

Following Becheikh et al. (2006), a two-step practical

screening was carried out with a set of inclusion and exclusion

criteria adopted from Valente et al. (2016). All papers that

reported the environmental implications of hydrogen for power

generation applications based on the LCAmethodwere included

in this systematic review. We included only process-based

LCA studies since they provide a precise and complete basis

for analysis. Any variation in the technical features (e.g.,

feedstock, primary energy source, hydrogen productionmethod,

hydrogen storage, and hydrogen-based electricity conversion

technology) or methodological choices (e.g., functional units,

system boundaries, geographical scope, and impact assessment

method) identified a unique case in this systematic review. The

exclusion criteria of the articles included articles that (i) did not

cover the hydrogen production phase, (ii) had a large number

of case studies (more than 30), (iii) performed an environmental

evaluation that did not employ the LCA method, (iv) involved

hydrogen as a by-product from a background process, and (v)

in which the conversion system configuration was combined

with another energy storage system like batteries. The inclusion

and exclusion criteria were applied in the title and abstract

analysis for the first practical screening as well as during the

analysis of the full text for the second screening. Based on this

process, 228 articles were excluded from the first screening.

Subsequently, four relevant articles were found in the literature

during the second screening, so a total of 68 potential articles

were identified. After the second screening, 47 articles were

excluded. This left a total of 21 studies that met all the criteria

for inclusion.

The most important information about the methodological

choices and technical aspects of the selected hydrogen-based

power generation LCA studies was extracted using a modified

coding scheme (Muench and Guenther, 2013; Rinawati et al.,

2022), as shown in the Supplementary material. We identified a

case study or scenario for each variation in technological aspects

such as hydrogen productionmethod, feedstock, primary energy

source, hydrogen storage, power conversion technology, and

geographical scope. The predictive scenarios for sensitivity

analysis were not recognized as unique case studies. Based

on the data extracted from the 21 LCA studies that met the

FIGURE 1

Illustration of the procedure for selecting articles for a

systematic review.

inclusion criteria, 71 case studies were identified (see Table 1).

Furthermore, qualitative analysis of technological aspects

in hydrogen-based power generation LCAs were performed

based on the number of case studies described in Sections

Hydrogen production methods, Hydrogen feedstock and energy

sources, Hydrogen storage, Hydrogen-based power generation

conversion technologies and applications, and Geographical

context. Qualitative analysis of methodological choices were

referred to the number of articles due to their homogeneity

in a single article. These results provided in Sections System

boundary, Functional unit, Allocation, Life-cycle inventory, and

Life-cycle impact assessment method.

Results

Scope of the reviewed studies

This section explains the scope of the reviewed hydrogen-

based power generation LCAs, and provides an overview of

the hydrogen production methods examined, the hydrogen

feedstocks and energy sources considered, the hydrogen-

based electricity conversion technologies addressed, and the

geographical contexts analyzed.

Hydrogen production methods

Hydrogen can be produced by numerous techniques

such as thermochemical, electrochemical, photochemical,
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TABLE 1 The list of hydrogen-based electricity LCAs under reviewed (2004–2021).

Study Year Number

of cases

Geographical

scope

Hydrogen pathway Hydrogen

storage

Application Power

conversion

technology

Lunghi et al. (2004) 2004 2 Italy SR (landfill gas and natural

gas)

Not specified Power grid MCFC

Khan et al. (2005) 2005 1 Canada Electrolysis (wind power) Not specified Power grid PEMFC

Spitzley et al. (2007) 2007 2 USA Electrolysis (hydropower);

SR (natural gas)

Liquid Microgrid PEMFC

Melamu and von

Blottnitz (2009)

2009 2 South Africa APR (maize) with and

without heat integration

Compressed gas CHP Gas turbine

Strazza et al. (2010) 2010 3 Italy Cracking; electrolysis;

reforming

Not specified Auxiliary power

systems on-board

ships

SOFC

Sevencan and

Çiftcioglu (2013)

2013 6 Turkey Electrolysis (solar PV, wind

power, solar PV and wind

power)

Compressed gas;

metal hydride

Backup system in

mobile home

Fuel cell

Mori et al. (2014) 2014 1 Slovenia Electrolysis (renewable

electrolysis)

Compressed gas Backup power

(UPS)

PEMFC

Oliveira et al. (2015) 2015 4 Belgium Electrolysis (electricity mix

UCTE 2004, Belgium 2011,

PV mix, wind power)

Not specified Power grid PEMFC

Valente et al. (2015) 2015 1 Italy Electrolysis (hydropower) Metal hydride Power grid PEMFC

Walker et al. (2017) 2017 4 Canada Electrolysis (electricity mix) Not specified Power grid Gas turbine;

combined cycle

Di Marcoberardino

et al. (2018)

2018 12 Italia; Germany SR and ATR (natural gas) Compressed gas CHP PEMFC

Stropnik et al. (2018) 2018 2 Norway; Morocco Electricity (electricity mix) Compressed gas Backup power

(UPS)

PEMFC

Suwanmanee et al.

(2018)

2018 4 Thailand Gasification (biomass) Compressed gas Decentralized

power generation

PEMFC

Ozawa et al. (2019) 2019 8 Japan Electrolysis (renewable

electricity)

Liquid;

methylcyclo-hexane

Power grid Combined cycle

Bicer and Khalid

(2020)

2020 2 Europe Electrolysis (wind power);

SR (natural gas)

Not included CHP SOFC

Mori et al. (2021) 2020 1 Spain Electrolysis (Hydropower) Compressed gas Microgrid PEMFC

(Rossi et al., 2020) 2020 4 Italy PEM electrolysis (solar PV) Compressed gas Nano-grid PEMFC

Shimizu et al. (2020) 2020 8 Japan Electrolysis (solar PV); SR

(Fuel gas)

Compressed gas Co-generation for

household use

Fuel cell

Peppas et al. (2021) 2021 1 Greece Electrolysis (combination of

solar, wind power, and

electricity mix)

Compressed gas Micro CHP

(tri-generation)

Hydrogen burner

and fuel cell

Di Florio et al. (2021) 2021 1 Italia Electrolysis (solar PV

combined with national

grid)

Compressed gas Single-family house

nano-grid

reverse SOFC

Zhang et al. (2021) 2021 2 China SR (natural gas) Compressed gas Power grid Combined cycle;

PAFC

Total 71
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biochemical, photocatalytic, electrical-thermochemical,

photonic-biochemical or photo-electrochemical processes

(Balat, 2008; Dincer and Acar, 2014). The hydrogen

production methods investigated in the selected hydrogen-

based power generation LCAs comprised electrochemical

and thermochemical technologies (Figure 2). Other possible

hydrogen production technologies—such as photochemical,

biochemical, electrical-thermochemical, photonic-biochemical,

and electrical-photonic conversion—were not represented

among the studies. Forty-one of 71 hydrogen-based power

generation LCA case studies evaluated electrochemical

conversion, all of which employed the electrolysis technique.

In contrast, thermochemical technology was found in the

remaining cases (30 of 71 case studies). Steam reforming (SR)

was the most common technique among the thermochemical

category (17 of 30). In addition to SR, there are other

thermochemical technologies such as autothermal reforming

(ATR) (6 of 30), gasification (4 of 30), aqueous phase reforming

(APR) (2 of 30), and cracking (1 of 30). Electrochemical LCA

studies place a major emphasis on energy sources, whereas

thermochemical LCA studies focus on feedstocks.

Hydrogen feedstock and energy sources

Among the electrochemical LCA studies, 73% of them

used renewable energy sources (30 of 41 cases), including

wind power (5/41), solar photovoltaic (11/41), hydropower

(3/41), a combination of solar PV and wind power (2/41),

and an unspecified renewable energy source (9/41), as shown

in Figure 3. The grid mix, which was generated from non-

renewable sources, was considered the energy source for

hydrogen extraction in eight cases. In addition, the combination

of renewable electricity with the grid mix was investigated in

two cases. There was only one case that did not clearly explain

its energy source. Among the thermochemical LCA studies,

natural gas was the most common hydrogen feedstock (17/30)

used in SR (11/17) and ATR (6/17). In addition, there are

four cases in which LPG is used as the feedstock for the SR

production process. Biomass was used for hydrogen production

via gasification (4/30) and aqueous phase reforming (2/30). Only

one case considered landfill gas as a hydrogen feedstock in the

SR pathway, and two cases did not specify the feedstock that was

used in SR and cracking processes.

Hydrogen storage

Hydrogen contains 143 megajoules (MJ) of energy per

kilogram, up to three times greater than liquid hydrocarbon-

based fuels (Mazloomi and Gomes, 2012). However, storing

the same amount of hydrogen requires a greater volume due

to its low volumetric energy density. Conventional techniques

for storing hydrogen include compressing it as gas in tanks,

as cryogenic liquid, and storing it underground. Recently,

material-based or solid-state hydrogen storage—which includes

metal hydrides, complex hydrides, chemical hydrides, and

adsorbents—has been rapidly developing (Yue et al., 2021).

Hydrogen can be stored in gaseous form at higher pressure

levels than 700 bar to increase the volumetric energy density,

for example at hydrogen refueling stations the hydrogen is

compressed to 900 bar to enable fast refueling (Reuß et al., 2017).

Liquid hydrogen, which is achieved by cooling its temperature

to −253◦C, is another option for storing hydrogen. Despite

significant improvements to volumetric density, the liquefaction

process requires at least 35% of the fuel’s energy content

(Durbin and Malardier-Jugroot, 2013). Aside from compressing

hydrogen in gas and liquid, hydrogen underground storage

alternatives such as aquifers, depleted natural gas and oil

reserves, and salt caverns are the main options for large-scale

medium and long-term hydrogen storage (Yue et al., 2021).

Storing hydrogen in a solid state is achieved by combining

hydrogen with materials through absorption and adsorption.

In adsorption, hydrogen attaches to the surface of material

either as hydrogen atoms or hydrogen molecules. In absorption,

hydrogen is split into H-atoms, and the H-atoms are then

incorporated into chemical compounds (Durbin and Malardier-

Jugroot, 2013; Tashie-Lewis and Nnabuife, 2021; Yue et al.,

2021).

Our review identified 64 of 71 case studies that considered

the storage stage (see Figure 2). The most common form

of hydrogen storage was compressed gas (51/64). Liquid

hydrogen was considered in six of 64 cases; apart from the

two storage alternatives, numerous studies considered material-

based hydrogen storage, including methylcyclohexane (MCH)

(Ozawa et al., 2019) and metal hydrides for storing hydrogen

(Hwang and Chang, 2010).

Hydrogen-based power generation conversion
technologies and applications

The selection of hydrogen-based power generation

conversion technology is mainly determined by the application

for which the electricity is required. Hydrogen can directly react

with oxygen in a fuel cell to supply electrical energy to a system

or it can be burned in a combustion engine, such as a piston

engine or a gas turbine (Tashie-Lewis and Nnabuife, 2021).

A fuel cell is an electrochemical cell that converts the

stored chemical energy of hydrogen and oxygen directly into

electricity. A fuel cell has four major components: this includes

the anode, the cathode, the electrolyte, and the external

circuit. At the anode, hydrogen is oxidized into protons and

electrons, while at the cathode, oxygen is reduced to oxide ions,

which subsequently react to produce water. Depending on the

electrolyte, either protons or oxide ions are transmitted through

an ion-conducting but electronically insulating electrolyte, while

electrons flow around an external circuit delivering electrical

energy. Based on the characteristics of the electrolyte, fuel
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FIGURE 2

Overview of hydrogen-based power generation LCAs. The number in brackets indicates the number of cases in each particular area.

cells can be classified into several types. However, they all

run according to the same basic principles (Ormerod, 2003;

Mekhilef et al., 2012). The five types of fuel cells considered

for application in hydrogen-based power generation systems are

alkaline fuel cells (AFC), phosphoric acid fuel cells (PAFC), solid

oxide fuel cells (SOFC), molten carbonate fuel cells (MCFC), and

proton exchange membrane fuel cells (PEMFC). AFC uses an

aqueous solution of either sodium or potassium hydroxide as

the electrolyte, and the electrodes are made from carbon with

a platinum electrocatalyst. AFC has an operating temperature of

around 70◦C. PAFC use carbon paper electrodes and phosphoric

acid electrolyte and has an operating temperature of up to

200◦C. SOFC uses a solid ceramic inorganic as the electrolyte,

which operates at high temperatures, typically between 750◦C

and 1,000◦C. MCFC uses a molten potassium lithium carbonate

electrolyte and has an operating temperature of around 650◦C.

PEMFC uses a proton-conducting polymer electrolyte and

operates at low temperatures between 60◦C and 100◦C. Fuel

cells generate a range of power from 1 to 10 MW, making them

suitable for practically any application that requires electricity

(Ormerod, 2003; Mekhilef et al., 2012). Fuel cell can be used

in household appliances, transportation, portable power and

stationary power generation (such as combined heat and power

(CHP), auxiliary power, and backup power) (Cottrell et al.,

2011).

The technologies for hydrogen gas turbine power

generation are designed for large-scale power generation.

These technologies are classified into natural gas–hydrogen

co-combustion and hydrogen-fired power generation. A gas

turbine generates rotary motion by harnessing the energy

contained in a gas—either the kinetic energy of the movement

of a flowing gas stream or the potential energy of a gas under

pressure. A modern gas turbine has three principal components:

this includes a compressor, a combustion chamber, and a
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FIGURE 3

(A) Power sources of electrochemical cases and (B) hydrogen feedstock of thermochemical cases.

turbine stage. The turbine stage is the main energy-producing

component, as it drives the compressor while also providing

the energy to power the generator and produce electricity. The

most important adaptation of the gas turbine cycle, however, is

the combined cycle power plant. The efficiency of a gas turbine

for power generation is always restricted by the fact that exhaust

gases exit the turbine at a high temperature and therefore still

contain a significant amount of energy that is not recovered. In

a combined cycle power plant, the exhaust from the gas turbine

is fed into a heat recovery steam generator, which converts the

hot air into steam. Then, the steam is used to power a steam

turbine generator, which generates an additional amount of

electricity (Breeze, 2019).

The conversion technologies investigated in the hydrogen-

based power generation LCAs examined in this study include gas

turbines, gas and steam turbines (combined cycle power), and

fuel cells, as shown in Figure 2. The fuel cell, which was assessed

in 56 case studies, was themost common conversion technology.

Among the application of fuel cells to converting hydrogen into

electricity, thirty-two case studies assessed the application of

PEMFC (Khan et al., 2005; Spitzley et al., 2007; Mori et al., 2014;

Oliveira et al., 2015; Valente et al., 2015; Di Marcoberardino

et al., 2018; Stropnik et al., 2018; Suwanmanee et al., 2018; Rossi

et al., 2020). Of these, Six case studies assessed SOFC (Strazza

et al., 2010; Bicer and Khalid, 2020; Di Florio et al., 2021), and

two cases assessed MCFC (Lunghi et al., 2004). Only one case

investigated PAFC (Zhang et al., 2021). Still, sixteen case studies

do not specify the type of fuel cells in their evaluation (Sevencan

and Çiftcioglu, 2013; Shimizu et al., 2020; Peppas et al., 2021).

This review found fewer cases of hydrogen mono-combustion

and co-combustion LCAs addressing either combined cycle or

gas turbine conversion. Within the hydrogen mono-combustion

category, combined cycle turbines were investigated in nine

case studies, and only two case studies discussed gas turbine

conversion technologies. Four cases focused on hydrogen-

enriched natural gas co-combustion conversion (Walker et al.,

2017). Two cases considered gas turbines, and two cases

examined gas combined cycle turbines.

As hydrogen plays an important role in a variety of

applications for storing and transferring energy, in this review

three typical applications of using hydrogen in power generation

systems are addressed with the LCA approach—energy storage,

co-generation, and tri-generation (Figure 2). Hydrogen-based

energy storage has recently attracted increased attention as it can

satisfy a wide range of energy storage needs, from controlling

short-term system frequencies to balancing the medium and

long-term (seasonal) energy supply and demand (Parra et al.,

2019). Compared to existing energy storage alternatives such as

pumped hydro energy storage and batteries, hydrogen has the

advantages of providing a high-capacitymeans of storing energy,

the ability to store energy for a long time, as well as general

flexibility (Bocklisch, 2016). To improve efficiency and lower

costs, fuel cells and gas turbines can be used as the prime movers

for CHP systems known as “co-generation systems,” or it can be

used for combined cold heat and power systems, known as “tri-

generation systems.” In a co-generation system, the primemover

produces both electricity and heat, with the energy being used

for electrical needs and the released heat being used for heating.
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Tri-generation is an application of co-generation that combines

a primary mover with thermally driven equipment to generate

cooling (Yue et al., 2021). In this review, some LCAs considered

hydrogen as energy storage, including backup power (Sevencan

and Çiftcioglu, 2013; Mori et al., 2014; Stropnik et al., 2018),

power generation for the electrical grid (Lunghi et al., 2004;

Khan et al., 2005; Oliveira et al., 2015; Valente et al., 2015;Walker

et al., 2017; Ozawa et al., 2019; Zhang et al., 2021), decentralized

power generation (Suwanmanee et al., 2018), power generation

for a microgrid (Spitzley et al., 2007; Mori et al., 2021), power

generation for nano-grid (Rossi et al., 2020; Di Florio et al.,

2021), and auxiliary power (Strazza et al., 2010). Four studies

provided LCAs of hydrogen for co-generation (Melamu and von

Blottnitz, 2009; DiMarcoberardino et al., 2018; Bicer and Khalid,

2020; Shimizu et al., 2020), but only one study addressed the

application of tri-generation systems (Peppas et al., 2021).

Geographical context

The geographical distribution of the LCAs is illustrated in

Figure 4, along with their scope. The distribution is calculated

based on the number of case studies rather than articles because

one study considered cases from various regions (Stropnik

et al., 2018) and provided LCAs in both the Norwegian

and Moroccan contexts. More than half of the hydrogen-

based power generation LCA case studies were examined in

a European context (33 of 71). In this category, the countries

that are most frequently represented include Italy (17 of 33),

Germany (6 of 33), Belgium (4 of 33), Greece (1 of 33), Norway

(1 of 33), Spain (1 of 33), and Slovenia (1 of 33). Yet, two case

studies in the European context did not specify the country.

Thirty-two of the 33 LCA cases on the European context focused

on fuel cell applications, and only one case examined a gas

turbine in mono-combustion conversion. Twenty-eight of the

LCA case studies undertaken in the Asian context, including

Japan (16/28), Turkey (6/28), Thailand (4/28), and China (2/28),

considered fuel cell utilization and combined cycle turbines for

mono-combustion conversion. By contrast, a limited number of

case studies can be observed in the North American (7/71) and

African (3/71) contexts.

Methodological choices

This qualitative analysis investigated the influencing

methodological choices and was based on 21 hydrogen-based

power generation LCAs.

System boundary

The system boundary specifies the specific system processes

that are evaluated in a study. A one-dimensional definition of

FIGURE 4

Geographical context of under-reviewed LCAs.

the system boundary is as either a “cradle-to-gate” or “cradle-

to-grave” study; this classification is therefore insufficient for

hydrogen-based power generation LCAs. Furthermore, the

definition of the system boundary in hydrogen-based power

systems is characterized by two paths. The first path is the

hydrogen life cycle, which includes hydrogen production,

storage, distribution, and use. In this case, a study is classified

as cradle-to-grave if the scope includes hydrogen production

and its use for power generation. The second path comprises

the conversion system’s manufacturing, operation, maintenance,

and disposal. A study is labeled as a cradle-to-grave study if

its scope covers all phases from manufacturing to disposal;

otherwise, it is classified as a cradle-to-gate study.

Regarding the hydrogen life cycle of reviewed studies,

hydrogen production and utilization are included in all

LCAs (Figure 5). Hydrogen storage is generally included in

LCAs, whereas only two of the studies excluded storage.

Transportation was only included in eight studies. In terms

of the conversion life-cycle equipment, all LCAs incorporated

equipment operation. Therefore, equipment manufacturing is

generally included in the scope of an LCA, whereas only three

studies excluded this phase. Equipment maintenance and the

end-of-life phase were only included in six and seven studies,

respectively. Due to a lack of data on conversion system disposal

and the fact that the studies are comparative LCAs, which

would have a similar “end-of-life” phase for the various systems,

excluding the end-of-life phase may be deemed an acceptable

approximation of the goal of the studies (Di Florio et al., 2021).

Functional unit

The functional unit is an essential element of LCAs. It is

a referencing unit for all environmentally relevant flows and

impact assessment results. This review found that the functional

units defined in LCAs of hydrogen for power generation
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FIGURE 5

System boundaries of the reviewed studies.

are not uniform (Table 2). Figure 6 shows the number of

times a functional unit was chosen in the reviewed studies.

The amount of produced electricity in kilowatt hours (kWh)

or megawatt hours (MWh) is the most extensively selected

functional unit. Certain LCAs used case-specific of energy

output-related functional units, such as the annual energy

provided for one, two, or 10 dwellings (Di Marcoberardino

et al., 2018), the use of hydrogen technologies in a specific

region or area for 1 year (Shimizu et al., 2020), total power

generation for 1 year (Sevencan and Çiftcioglu, 2013), and

full coverage of energy demands for 20 years (Peppas et al.,

2021). Only one study used exergy (in J) as a functional unit.

Lastly, only one study used energy (in MJ) as a functional

unit. Even though all functional units are energy output-

related, a high discrepancy of functional units is seen. The

purpose of hydrogen-based electricity technology application

is responsible for the differences of functional units selected

by reviewed studies. The main product of hydrogen-based

power is electricity or electricity and useful heat, depending

on their purposes. FC-HyGuide recommends using exergy

as functional unit when both electricity and useful heat

are generated and utilized (Lozanovski et al., 2011; Masoni

and Zamagni, 2011). The exergy is defined as the sum of

electricity (in MJ) plus the useful thermal energy (in MJ)

times a Carnot coefficient. Adopting exergy could help avoid

high discrepancies in selected functional units among the

reviewed studies.

Allocation

Allocation rules were considered in LCA studies with

multifunctional systems in which multiple outputs were

produced. Despite the significance of allocation, many

hydrogen-based power LCAs did not provide transparency

regarding the allocation method applied. The information

provided by the reviewed studies is scarce, since only two

studies explicitly mentioned their allocation method. Energy

efficiency allocation was selected to calculate the specific

energy output in a combined heat and power plant (Bicer and

Khalid, 2020). Physical allocation was used to examine the

environmental impact of each reference flow of the system,

which considers the hydrogen produced at the end of the

equipment’s life cycle as a by-product (Rossi et al., 2020).

Additionally, an expansion system considered a multifunctional

system was chosen in which conventional methods of producing

electricity and transport fuel were applied, so that all scenarios

were compared based on the same set of functions (Melamu and

von Blottnitz, 2009).

Life-cycle inventory

The source of data for the life-cycle inventory step and their

quality strongly affected the reliability of the assessment. Inputs

and outputs for both foreground and background elements were

used as representatives for the entire system. A definition of

the foreground and background systems must be performed
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TABLE 2 Methodological choices of the reviewed LCAs.

Study Life-cycle boundary LCIA method Functional unit Impact category

Hydrogen Conversion

equipment

Midpoint Endpoint

Lunghi et al. (2004) Cradle to grave Cradle to grave Eco-indicator 99 1 kWh of electricity GWP, AP EQ, HH, R

Khan et al. (2005) Cradle to grave Cradle to grave Theoretical

calculation

1 kWh of electricity GWP -

Spitzley et al. (2007) Cradle to grave Cradle to gate Theoretical

calculation

1 kWh of electricity GWP -

Melamu and von Blottnitz

(2009)

Cradle to grave Cradle to gate Not specified 1 MJ of energy GWP, AP, EP, HTP

Strazza et al. (2010) Cradle to grave Cradle to gate Not specified 1 kWh of electricity GWP, AP, EP, POCP, ODP -

Sevencan and Çiftcioglu

(2013)

Cradle to grave Cradle to grave Eco-indicator 99 Total power generation for

one year

- EQ, HH, R

Mori et al. (2014) Cradle to grave Cradle to gate CML 2001 1 kWh of electricity GWP, AP, EP, ADP

Oliveira et al. (2015) Cradle to grave Cradle to grave ReCiPe 2018 1 kWh of electricity GWP, HTP, PMF, FD SS

Valente et al. (2015) Cradle to grave Cradle to gate CML, CED (VDI),

IPCC

1 MWh of electricity GWP, AP, EP, ADP, POCP,

ODP, HTP, CED, LU

-

Walker et al. (2017) Cradle to grave Cradle to gate GREET 1 MJ of energy GWP -

Di Marcoberardino et al.

(2018)

Cradle to grave Cradle to grave IMPACT 2002+ v2.2 Heat and electricity for 1, 2,

and 10 dwellings over one

year

GWP, WD EQ, HH, R

Stropnik et al. (2018) Cradle to grave Cradle to grave CML 2001 1 kWh of electricity GWP, AP, EP, ADP, POCP,

ODP, HTP, FETP, METP,

TETP

-

Suwanmanee et al. (2018) Cradle to grave Cradle to gate CML 2000;

Eco-indicator 99

200 kWh of electricity GWP EQ, HH, R

Ozawa et al. (2019) Cradle to grave Cradle to gate Theoretical

calculation

1 kWh of electricity GWP -

Bicer and Khalid (2020) Cradle to grave Cradle to gate ReCiPe 2018 1 kWh of electricity GWP, POCP, HTP, PMF,

WD, FD

-

Mori et al. (2021) Cradle to grave Cradle to gate EF Amount of energy provided

in the form of heat and

electricity during 1 year of

operation

GWP, HTP, FETP, FEP,

MEP, TEP, IR, LU, ODP,

POCP, RUec, RUmm, RI,

WS

Rossi et al. (2020) Cradle to grave Cradle to grave ReCiPe 1.11 1 MWh of electricity - SS

Shimizu et al. (2020) Cradle to grave Cradle to gate LIME One-year use of alternative

technologies with10%

replacement for the

conventional technologies

GWP, AP, POCP, UAAP HH, SA, PP,

SS (LIME

index)

Di Florio et al. (2021) Cradle to grave Cradle to gate ReCiPe 2016; CED;

IPCC

1 MJ of exergy GWP, ODP, HTP, MA ETP,

TETP, TEP, TAP, MEP, CED,

PMF, LU, FR, MR, IR, WC

-

Peppas et al. (2021) Cradle to grave Cradle to gate CML, ReCiPe Full coverage of energy

demands for 20 years

GWP, AP, POCP

Zhang et al. (2021) Cradle to grave Cradle to gate IPCC 1 MJ of energy GWP -

GWP, global warming potential; HTTP, human toxicity; POCP, photochemical ozone creation; AP, acidification potential; EP, eutrophication potential; PMF, particulate matter formation;

ODP, ozone depletion potential; WD, water depletion; ADP, abiotic depletion potential; FD, fossil depletion; METP, marine ecotoxicity; FETP, freshwater ecotoxicity; TETP, terrestrial

ecotoxicity; TAP, terrestrial acidification; FEP, freshwater eutrophication; MEP, marine eutrophication (MEP); IR, ionizing radiation; FR, fossil resources scarcity; MR, mineral resource

scarcity; WS, water consumption; UAAP, urban area air pollution; LU, Land use; and EU, energy use. RUec, Resource us; energy carrier; RUmm, Resource use; mineral and metals; RI,

Respiratory inorganics; WC, water consumption; WS, Water scarcity; HH, human health; EQ, Ecosystem quality; R, resource; SA, Social asset damage; PP, Primary production damage;

SS, single score.
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FIGURE 6

Prevalence of functional units in the reviewed studies.

prior to the selection of data sources in LCI stage. The

foreground system, according to FC-HyGuide, consist of the

main process phases and the related infrastructure processes

such as manufacturing. The foreground system is supported by

the background systemwhich ismade up of processes such as the

infrastructure for the supply of energy including power plants

and power lines.

In general, there are two types of data used in a LCA study:

primary and secondary data. Primary data is recommended to

be used for the main processes (foreground system). Primary

data is provided from on-site measurement, project partners,

manufacturer and/or operator of the system. However, the

owner, project partner, manufacturer or operator of the system

may not have all of the data required to perform LCA. In that

case, secondary data is needed to fill data gaps. Secondary data

is also used for the background system. Different data sources

can be used for secondary data, such as LCA databases, scientific

literature, non-scientific literature, simulations, calculations,

assumptions, etc.

The data source distribution for both foreground and

background processes is shown in Figure 7. Due to the

homogeneity of the data source used in the study, this

figure was set according to the source of a single article.

“On-site measurement” refers to gathering data from actual

measurements either in the field or lab scale. Data from

the manufacturer was referred to as “manufacturer,” while

“scientific literature” implies published articles. Data from

the project partner was classified as “project documentation.”

Expert estimation and assumptions were classified in the

“other” category. Scientific literature and LCA databases, such

as ecoinvent, GaBi, IDEA, BUWAL, and The Argonne’s The

Greenhouse Gases, Regulated Emissions, and Energy Use in

Transportation (GREET) databases were widely used for the

foreground process. For the background process, data were

generally obtained from the LCA database. The database choice

was based on various criteria, such as the geographical context

and the LCA software.

Life-cycle impact assessment method

There are two distinct impact categories—the midpoint

(problem-oriented) approach and the endpoint (damage-

oriented) approach. The midpoint approach evaluates the

environmental impact in the middle of the environmental

cause-and-effect chain. In contrast, the endpoint approach

concentrates on the damage that occurs at the end of the

chain (i.e., human health, ecosystem quality, and resources)

(Guinée, 2002). The midpoint approach provides a more

detailed and scientific decision-making foundation, while the

endpoint approach is easier to interpret and communicate to

decision-makers (Bare et al., 2000; Dong and Ng, 2014). Several

of the studies reviewed either applied a midpoint approach (14

of 21) or an endpoint approach (3 of 21), whereas four of the
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FIGURE 7

Data source distribution for foreground and background processes of the energy systems used in LCAs.

studies utilized both the midpoint and endpoint approaches

(Table 2).

The commonly selected impact categories for midpoint

and endpoint approaches and the life-cycle impact assessment

(LCIA) methods used are illustrated in Figures 8, 9, respectively.

These methodological families were recognized without regard

for version discrepancies. When a study employed its formula

or model in the quantification process, the LCIA method was

classified as “other.” Due to the homogeneity of the impact

indicators and LCIA methods employed in a study, both figures

were set according to the choices of a single article. The

secondary axis of the figure indicates the total number of studies

considering each impact category. Numerous LCIA methods

were applied in the reviewed studies, including Centrum

voor Milieukunde Leiden (CML), ReCiPe, IMPACT2002+,

Environmental Footprint (EF), LIME2, Intergovernmental

Panel on Climate Change (IPCC), GREET, cumulative energy

demand (CED), and Eco-indicator 99.

Figure 8 presents commonly selected impact categories for

the midpoint approach, including global warming potential

(GWP), human toxicity potential (HTP), photochemical

ozone creation potential (POCP), acidification potential (AP),

eutrophication potential (EP), particulate matter formation

(PMF), ozone depletion potential (ODP), water depletion

(WD), abiotic depletion potential (ADP), and fossil depletion

(FD). Based on the impact category choices in the LCIA

phase, GWP was the most often examined impact indicator

in hydrogen LCAs, followed by HTP and POCP. Regarding

the LCIA methods for the midpoint approach, CML was the

most widely used method for evaluating GHG emissions. IPCC

was used to quantify GWP in three of the studies; CML also

played a significant role in quantifying the other midpoint

categories, including HTP, POCP, AP, EP, PM, ODP, WD, and

ADP. ReCiPe was employed to characterize GWP, HTP, POCP,

PM, ODP, WD, and FD. GREET was only used to quantify

GHG emissions, whereas LIME2 was utilized to evaluate GWP,

POCP, and AP. The EF method was applied to assess GWP, HTP,

POCP, ODP, WD, and FD. Other than these impact categories,

other midpoints were investigated in several of the reviewed

studies, including marine ecotoxicity (METP), freshwater

ecotoxicity (FETP), terrestrial ecotoxicity (TETP), terrestrial

acidification (TAP), freshwater eutrophication (FEP), marine

eutrophication (MEP) (Stropnik et al., 2018; Di Florio et al.,

2021; Mori et al., 2021), ionizing radiation (Di Florio et al., 2021;

Mori et al., 2021), fossil resources scarcity, mineral resource

scarcity, water consumption (Di Florio et al., 2021, urban air

pollution (Shimizu et al., 2020), land use (Valente et al., 2015;

Di Florio et al., 2021), and energy use (Strazza et al., 2010;

Valente et al., 2015; Di Florio et al., 2021). Two authors applied

the CED method to evaluate energy use over the life cycle of

the system under study (Valente et al., 2015; Di Florio et al.,

2021). A few studies addressed endpoint categories, including

human health, ecosystem quality, resource damage, and single

scores (see Figure 9). Eco-indicator 99 was employed in all the

indicators of the endpoint approach. Conversely, ReCiPe was

only used to evaluate single-score indicators. IMPACT2002+

was applied to assess human health, ecosystem quality, and

resources. In addition, LIME2 was utilized to evaluate human
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FIGURE 8

Choice of midpoint impact approach and their respective LCIA methods. i1: global warming potential (GWP), i2: human toxicity potential (HTP),

i3: photochemical ozone creation potential (POCP), i4: acidification potential (AP), i5: eutrophication potential (EP), i6: particulate matter

formation (PMF), i7: ozone depletion potential (ODP), i8: water depletion (WD), i9: abiotic depletion potential (ADP), and i10: fossil depletion (FD).

health and single-score indicators. Generally, the selection of

the LCIA method for both midpoint and endpoint approaches

in the reviewed studies depended on their environmental goals

and ecosystem characteristics.

The distribution of the LCA software or tools used during

the LCIA phase is shown in Figure 10. Because of homogeneity

of the LCA software or tools employed in a study, a pie

chart was created according to the choices of a single article.

SimaPro and GaBi were widely used in the reviewed LCAs.

Open LCA, GREET, and in-house software was utilized at

similar frequencies. Many studies explicitly mentioned the

software used.

Environmental impact of
hydrogen-based power generation lcas

This section presents a quantitative assessment of the

LCA results. Studies that did not provide comparable data

were excluded from the quantitative analysis for the following

reasons: (i) certain LCAs reported impact categories exclusively

in graphical data, (ii) certain LCAs reported hydrogen-enriched

natural gas power generation, and (iii) several LCAs used case-

specific functional units, such as the annual demand for a

specific system. The quantitative analysis concentrated on the

FIGURE 9

Choice of endpoint impact categories and their respective LCIA

methods. e1: human health (HH), e2: ecosystem quality (EQ),

e3: resources (R), e4: single score (SS).

commonly used midpoint impact categories of hydrogen-based

power, including GWP, POCP, AP, and EP. The LCA results are
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FIGURE 10

Types of LCA software.

presented according to homogeneous functional units and have

been recalculated in the respective equivalency units.

Global warming potential

The analysis of GWP (Figure 11) was based on 19 case

studies from eight studies. The GWP of a hydrogen-based power

generation system has a median of 289 g/CO2 eq. per kWh

of produced electricity and ranges from 17.29 grams of carbon

dioxide equivalent (g CO2 eq.) per kWh to 4,040 g CO2 eq.

per kWh.

Other impact categories

The other impact results discussed in the LCAs include

POCP, AP, EP, and ODP. However, the few case studies that did

so prevented a comprehensive quantitative analysis. The results

are presented in Table 3.

Discussion

Technical aspects of conversion
technology

In this section, the description about the construction of

fuel cells is discussed. We do not discuss the construction of

gas turbine and combined cycle turbine due to absence of

detailed description in the reviewed studies. The amount of

electricity generated by a fuel cell is determined by various

parameters, including the type of fuel cell, its size, operating

temperature, and gas supply pressure. To boost the voltage,

FIGURE 11

Global warming potential (in gCO2 eq per kWh).

individual fuel cells are connected in series to form a stack. A

fuel cell stack might comprise a few or hundreds of individual

cells, depending on the purpose. The stack construction consists

of electrodes, matrixes, and bipolar plates production and their

relative assembly (Lunghi and Bove, 2003).

In the case of fuel cells stack/system, FC-HyGuide requests

a brief description of the FC system or stack. Information about

themajor properties needs to be given by stating the FC standard

being met, such as: IEC/TS 62282-1 and IEC 62282-2. If no

standard applies, FC-HyGuide asks that the following properties

be reported: trade name, type of electrolyte used, primary

functions, electrical power (rated output), thermal power,
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TABLE 3 The results of other impact categories.

Impact category Functional Unit Number of LCAs Number of case studies Max Mean Median Min Range

POCP (g C2H4 eq) 1 kWh electricity 5 9 4.60E-01 1.81E-01 1.03E-01 3.63E-03 4.56E-01

AP (g SO2 eq) 1 kWh electricity 4 8 1.51E+00 7.20E-01 4.05E-01 7.28E-02 1.44E+00

EP (g PO4 eq) 1 kWh electricity 4 7 1.30E+00 2.94E-01 1.43E-01 1.83E-02 1.28E+00

ODP (g CFC-11 eq) 1 kWh electricity 2 4 1.58E-06 1.30E-06 1.21E-06 1.21E-06 3.70E-07

efficiency, rated voltage, rated current, range of temperatures

and operating temperature, weight, dimensions, duel used and

its technical specifications, expected service life, and description

of the intended use. Within the reviewed studies, highly detailed

description about the construction and operation of selected fuel

cells or gas turbine are scarce.

Within the reviewed publications, fuel cells can be used for

a wide variety of application, PEMFC for power grid purposes

(250 kW, 500 kW), SOFC for auxiliary power system (20 kW),

PEMFC for backup power (3 kW), SOFC for CHP (250 kW) and

PAFC for power grid (50 MW).

Level of accordance with fc-hyGuide

The result of the evaluation on methodological choices

of reviewed studies regarding the level of agreement with a

selected set of recommendations from the FC-HyGuide are

summarized in Table 4. In this table, the level of accordance is

classified as “very high” if more than 90% of studies followed

the corresponding FC-HyGuide recommendation, “high” (60–

90%), “intermediate” (40–60%), “low” (10–40%) and “very low”

(<10%). According to the time of publication of the reviewed

studies, the level of agreement is provided in the columns “before

FC-HyGuide” and “after FC-HyGuide”. Regarding product

system information, it can be seen that the level agreement

before and after the publish of the FC-HyGuide is quite

similar. Furthermore, a highly satisfying level of agreement is

generally obtained both before and after FC-HyGuide in terms

of goal and scope definition, despite a contrary tendency in

accordance with the use of an attributional modeling approach

(from “high” to “intermediate”). On the other hand, dealing

with using ISO hierarchy for solving multifunctional process,

unsatisfactory level of agreement has found before the release

of FC-HyGuide. In regard with LCI, the lack of information

about data quality requirement and definition of foreground

and background processes are found both before and after

the release of FC-HyGuide. While the use of primary data

was assessed as intermediate before and after FC-HyGuide. In

contrast, a satisfactory level of agreement regarding filling data

gaps with secondary data is found both before and after FC-

HyGuide. Concerning LCIA, a downward trend is generally

observed when comparing the studies before and after FC-

HyGuide, despite an increase level of agreement for selecting

the LCIA method and reporting non-normalized and non-

weighted LCA results. In terms of impact categories, FC-

HyGuide recommends the use of midpoint impact categories

instead of endpoint categories, the use of GWP, AP, EP, ADP,

primary energy demands (renewable and non-renewable), and

other categories such as ODP, HTP, LU etc. (Lozanovski et al.,

2011; Masoni and Zamagni, 2011). Regarding the LCIAmethod,

FC-HyGuide suggests selecting recommended methods by JRC

(European Commission - Joint Research Centre., 2011) or

the midpoint CML method. JRC recommends LCIA methods

for relevant environmental impact categories, for instance, the

IPCC method is endorsed for evaluating GWP. Using the CML

method or JRC recommendation reaches an intermediate level

of agreement in the reviewed paper published after FC-HyGuide

was announced. Despite the intermediate level of agreement in

LCIA method with FC-HyGuide, the use of AP, EP and ADP

impact categories are “low” since some studies only focused on

GWP impact category.

LCA result

This section discusses the LCA results for the various studies

included in this systematic review. We only included GWP to

ensure that there were enough cases for an in-depth discussion.

This measure does not imply that the other impact categories are

less important. A wide range of reported results (Figure 11) can

be attributed to an outlier above the upper fence. This outlier

was derived from a case study reporting a system in which

hydrogen was produced through electrolysis from a grid mix

and converted into electricity in a PEMFC for UPS application

(Stropnik et al., 2018). Moreover, the system boundary of the

outlier case study was both cradle-to-grave for the hydrogen life

cycle and conversion equipment life cycle, in contrast to other

studies that conducted cradle-to-gate LCA analysis excluding

the end-of-life phase. Furthermore, different LCA studies of

similar hydrogen-based electricity pathways frequently provide

divergent results, emphasizing the need to harmonize the LCA

methodology in hydrogen-based electricity studies.

These discrepancies between the environmental impact

results were likely caused by variations in technical and
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TABLE 4 Accordance of observed trends with FC-HyGuide.

Topic Corresponding recommendations from FC-HyGuide Level of accordancea

Before FC-HyGuideb After FC-HyGuidec

Product system information State system configuration or description Very high Very high

State the significant properties or technical characteristics of technology High High

Goal and scope definition Clear define the goal of the study High High

Show the chosen system boundary in a flow chart High High

Use “the amount of energy or exergy defined” as the functional unit Very high Very high

Use an attributional modeling approach in LCA studies High Intermediate

Use the ISO hierarchy for solving multifunctional processes Low High

The system boundary is consistent with the goal of the study High Very high

In comparative studies, use the same rules for system boundary definition Very high Very high

In comparative studies, methodological and data assumptions shall be analogous Very high Very high

In comparative studies, harmonizing functional unit Very high Very high

In comparative studies, harmonizing LCIA Very high Very high

Life cycle inventory analysis Define the data quality requirement according to the goal and scope Very low Very low

Define foreground and background processes taken into account Low Low

Use primary data for the foreground system Intermediate Intermediate

Fill data gaps with secondary data Very high Very high

Life cycle impact assessment Use midpoint categories Very high High

Show non-normalized and non-weighted results Intermediate High

Use the Global Warming Potential impact category Very high High

Use the Acidification Potential impact category High Low

Use the Eutrophication Potential impact category Intermediate Low

Use the Abiotic Depletion Potential impact category Very low Low

Use renewable/non-renewable Primary Energy Demands categories Very low Low

Use the midpoint CML methods or recommended methods by JRC Low Intermediate

a Level of agreement: very low,≤ 10% of the case studies; low, 10–40 %; intermediate, 40–60 %; high, 60–90 %; very high, ≥ 90%.
b Based on five publications between 2004 and 2011.
c Based on sixteen publications between 2011 and 2021.

methodological choices in preparing the LCA such as functional

units, allocation, system boundaries, and LCIA methods. These

include options regarding hydrogen pathways and conversion

equipment for technical decisions. Furthermore, a robust

comparison of the environmental results from various studies

with different methodologies cannot be conducted without a

harmonization procedure.

Finally, it is essential to note that LCA merely provides

an environmental profile of hydrogen-based power generation

technologies, but other aspects are equally important, such

as socioeconomic factors. Integrating LCA research with

economic analysis, such as life cycle costing or techno-economic

assessments, is highly recommended. Numerous reviewed

studies have addressed economic analysis (Di Marcoberardino

et al., 2018; Mori et al., 2021; Zhang et al., 2021). Integrating

public acceptance and social effect assessments into the research

and development process could be critical for the future

deployment of hydrogen-based power generation. Several LCIA

approaches for quantifying products’ social and sociological

impact have been developed in recent years. This LCIA method

is known as the social LCA (S-LCA) method. Its typical

impact categories represent the five main stakeholder groups

of the product supply chain—workers, consumers, the local

community, society, and value chain actors (United Nations

Environment, 2020). However, no studies that addressed social

LCA were encountered during this systematic review.

Conclusion and outlook

Hydrogen-based electricity generation LCAs were

synthesized in this systematic review. Although the number

of LCA studies has grown over the last 4 years, an inherent

limitation of this systematic review is the small number of

available studies and scenarios. The findings of the reviewed

LCAs could help us evaluate the life-cycle environmental impact

of hydrogen-based electricity systems, identify hotspots, direct
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future research, set performance goals, and provide a baseline

for large-scale applications.

To address the first objective of this review, a qualitative

analysis of the technological aspects of hydrogen-based

electricity was performed. Electrolysis from renewable energy

resources was the most widely considered hydrogen production

method in the LCAs. In addition, storing hydrogen in

compressed gaseous form was the most often used storage

option. Fuel cell technology was the most common conversion

equipment used in hydrogen-based electricity LCAs. Only a few

studies have reported gas turbine and combined cycle with pure

hydrogen fuel or hydrogen mixed with natural gas fuel. Many

scenarios also focused on using hydrogen for energy storage

and co-generation purposes. We identify some significant

knowledge gaps and technology difficulties. Performing a LCA

studies requires sufficient data and information about material

and energy inputs and outputs, as well as the cause-effect

relationships throughout the entire supply-chain of a technology

which is generally obtainable in mature technology. The lack of

data availability as well as uncertainty in the data and findings

of LCA studies are common, especially for low Technology

Readiness Level (TRL) technologies. Such is the case for many

hydrogen-based power systems. On the other hand, early

technology assessment offers a great chance to improve design

and environmental profile. Hence, considering both level of

technology maturity and the level of maturity of the market

into which the technology will be implemented, are significant

elements in emerging technology evaluations.

To address the secondary objective of this systematic

review, a qualitative analysis of the methodological choices

made in the hydrogen-based electricity LCAs was conducted.

Based on the results, the methodological choices differed

between studies, including functional units, allocation, system

boundaries, and LCIA methods. Based on the observed

methodological trends of reviewed studies and its accordance

with FC-HyGuide, the quality of data and limitation of

data availability should be reported. The selection of impact

categories and impact assessment method should be done in

accordance with FC-HyGuide. When conducting LCA with

multi-functional concerns, ISO recommends using the multi-

functionality hierarchy with system expansion or allocation

(ISO, 2006). In the case of allocation of hydrogen-based power

should be avoided, there is a possible way either by adopting

exergy as functional unit or applying system expansion.

Due to uncertainty of endpoint indicators and single

scores, FC-HyGuide suggest using midpoint indicators in the

assessment. Therefore, the following ISO recommendations

would be the appropriate approach: providing results with

midpoint indicators (mandatory) and using endpoint indicators

and particularly, single scores (optionally) only when comparing

declaration are not to be disclosed to the public. LCA should

not be restricted to climate change impacts only. Instead, a

wide range of environmental impacts should be examined to

prevent shifting the burden to other impact categories, such

as reducing climate change impact yet raising human toxicity.

These tradeoffs should be thoroughly examined.

To address the third aim, a quantitative analysis of

environmental impact results was conducted. Based on GWP,

the most extensively discussed impact indicator, hydrogen-

based power generation systems, had a median of 289 g

CO2 eq. per kWh of electricity produced and ranged

from 17.29 g CO2 eq. per kWh to 4,040 g CO2 eq. per

kWh. These extreme values were likely caused by various

technical and methodological choices in the preparation of

the LCA. For this reason, a reliable comparison of the LCA

results of multiple studies with varying methodological and

technical options is not possible without first creating a

harmonization procedure.

A lack of full traceability of results was noted from

the reviewed studies. Only a few studies which identify

the critical issues by quantifying which process/ flows

are major contributors to the total impact. For future

LCA studies, along with FC-HyGuide we recommend

showing the contribution of significant processes to

the total impact in stacked columns or pie-charts for

identifying hotpots.

Lastly, it is essential to note that LCA only presents

the environmental profile of a prospective product.

However, other aspects, such as socioeconomic issues,

are just as important. Economic considerations have

been examined in a few of the reviewed studies.

However, no studies that addressed social impact were

encountered during this systematic review. Applying the

social LCA (S-LCA) methodology to the research and

development process may be beneficial in understanding

the future impact of the hydrogen-based power generation

more holistically.
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This paper proposes a framework for weighting priority for the

multidimensional domains of slum development from the viewpoint of

residents. The weights estimated by our framework can be interpreted

as marginal utility, and multiplying satisfaction scores in each domain of

development by these weights yields residents’ utility from slum development.

The proposed approach is carried out by accessing residents’ needs for slum

development in Mumbai, India, where more than 5.2 million residents live in

slum areas. Using the dataset obtained from a questionnaire survey that we

conducted with slum residents in March 2019, we estimate marginal utilities

for 23 domains of slum development. The results show that (1) slum residents

most wish to improve development projects about human capital (health

and education), electricity, and drinking water, even if they have already

been highly satisfied, (2) they feel the least satisfaction with public toilets

and place high priority on projects involving public toilets, (3) the sewage

system has low priority with low satisfaction, but this priority increases as

slum residents become better o�, (4) the projects on social development and

protection are highly satisfied and generally ranked low in terms of marginal

utilities, and (5) air pollution and working conditions are also concerns of

slum residents, especially as these residents become better o�. It is expected

that the framework used in this paper can be used to extract the problems of

urban development and to track the progress of development plans from the

viewpoint of residents.

KEYWORDS

multidimensional index of development, resident-oriented approach, subjective

wellbeing, slum, India

Introduction

The improvement of slum conditions toward urban sustainable development is

a global challenge. The number of slum dwellers is increasing in most developing

countries, and in 2018, more than one billion people were living in slum areas

(UN-Habitat, 2020), characterized by a lack of the minimum quality of life. Sustainable

Development Goal (SDG) 11 seeks to ensure access for all to adequate, safe and affordable
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housing and basic services and to upgrade slum areas by 2030

(United Nations, 2015). To achieve this goal, appropriate

indicators are required to trace the development progress.

Objective measures, such as per capita net domestic product,

literacy rate, and infant mortality rate, are commonly used as

indicators. However, the importance of subjective evaluations

that are directly associated with people’s wellbeing has also

received attention (e.g., Stiglitz et al., 2018). Incorporating

subjective measures into the development indicator and

reflecting these findings in the policy goals are thus

urgently needed.

This paper aims to propose resident-oriented satisfaction

measures of slum development. The important aspect of such

an indicator is the multidimensionality of the domains of which

it is comprised. For example, access to improved water sources,

access to improved sanitation facilities, and security tenure all

must be evaluated, and each evaluated indicator should be used

to grasp the progress of each domain of slum development.

However, to understand how much the improvement of one

domain of slum development improves slum residents’ overall

satisfaction and to prioritize each domain, it is also necessary to

understand the relative importance of each domain. We provide

a theoretical framework through which to estimate weights to

aggregate residents’ satisfaction with the individual domain of

slum development and apply it to the 2019 survey carried out

with slum residents in Mumbai, India, where the total number

of slum dwellers is 5,206,473, which is approximately 41.84% of

the total population of Mumbai (Census, 2011).

One previous study on weights in multidimensional indices

is that of Decancq and Lugo (2013), which used an extensive

survey to broadly classify weighting approaches into three

categories: data-based weighting, normative weighting, and

a hybrid of the two. The first category is a data-based

weighting approach such as principal component analysis

(Noorbakhsh, 1998; Klasen, 2000), factor analysis and structural

equation modeling (Krishnakumar and Nadar, 2008). The

second category, normative weighting, is premised on a specific

kind of value judgment and is based on expert opinions

(Chowdhury and Squire, 2006; Mascherini and Hoskins, 2008)

or on arbitrary external weight values (Diener and Suh, 1997;

Lugo, 2007; Nilsson, 2010). This type of weighting also includes

simple averages, such as the Human Development Index, which

are most often used in practice. Data-based weighting has the

problem of there being a possible mismatch between actual

achievement and residents’ value judgments, while normative

weighting has the problem that it depends on who makes the

value judgments. The third method presented to solve these

problems is a hybrid of the two, which uses data including

value judgment for weighting (hereafter referred to as “hybrid

type”). This method can be broadly divided into two types. One

is the hedonic type (Welsch, 2006; Schokkaert, 2007; Ferreira

and Moro, 2010; Levinson, 2012), which regresses self-reported

indicators of wellbeing such as happiness and life satisfaction

on variables that capture its various domains and weights them

through coefficients. The other is a stated preference method

that directly asks residents about their priorities and importance

for different domains (De Kruijk and Rutten, 2007; Bossert

et al., 2013). We do not adopt the hedonic method because, as

pointed out by Decancq and Lugo (2013), it would yield unstable

weights due to the multicollinearity problem, as the number

of domains that constitute wellbeing increases. In this study,

we propose a hybrid-type weighting method with the stated

preference method.

One problem faced by the previous research that has used

the stated preference method (e.g., De Kruijk and Rutten, 2007;

Bossert et al., 2013) is that the derivation of weights has been

ad hoc and that the theoretical significance of the numbers

themselves has not been established for a long time. Benjamin

et al. (2014) conducted a pioneering study that provided

a theoretical foundation for the weighting of these stated

preferences. Based on the utility theory of microeconomics,

the above authors regarded utility as a set of fundamental

aspects of wellbeing and constructed a theoretical framework

that connects the indicators whose value can be assessed through

research with the welfare level. The present study is the first

attempt at applying the theoretical framework presented by

Benjamin et al. (2014) to weight the multidimensional domains

of slum development.

The rest of the paper is organized as follows. Section

Weighting approach for the multidimensional indicator

discusses the weighting approach, Section Data collection

describes the data, and Section Results provides the results.

Finally, Section Conclusions concludes the paper.

Weighting approach for the
multidimensional indicator

Theoretical background

This subsection provides the theoretical background

concerning weighting on the multidimensional domains of

slum development from the viewpoint of residents. Analogous

to Benjamin et al. (2014), in which fundamental aspects

of wellbeing were considered components of utility, this

paper considers an agent’s utility function obtained from

multidimensional domains of slum development, U (w), where

w = (w1,w2, · · · ,wJ) represents the agent’s satisfaction with

J individual domains of slum development. Considering an

arbitrary vector, w̄ (assumed to be satisfaction at the status

quo), and the deviation 1w= (w1−w̄1, w2−w̄2, · · · ,wJ−w̄J)

from it, a Taylor expansion around w̄ results in the following

first-order approximation:

U (w) = U (w̄+ 1w) ≈ U (w̄) +

J
∑

j=1

∂U (w̄)

∂wj
(wj − w̄j) (1)
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Note that since utility level U (w) in Equation (1) is a first-

order approximation of the Taylor expansion, the resulting

approximation value becomes less accurate if evaluation vector

w deviates largely from w̄. Since U (w̄) and
∑J

j=1
∂U(w̄)
∂wj

w̄j

are constants,
∑J

j=1
∂U(w̄)
∂wj

wj, that is, the weighted average

of the agent’s satisfaction with J individual domains of slum

development (w) using weights as the marginal utility at the

status quo, can be seen as the agent’s index that tracks small

changes in utility from slum development. Thus, once marginal

utilities ∂U(w̄)
∂wj

at a base period are derived from the survey, we

can track residents’ changes in utility from slum development

if the survey that collects the data on individual satisfaction

(w) is regularly conducted. Thus, this paper focuses mainly on

the derivation of marginal utilities. The following subsection

discusses the procedures through which to estimate marginal

utility from the survey.

Estimate of marginal utility

To estimate marginal utility, the following random utility is

assumed for each domain of slum development j (j = 1, · · · , J):

Uij = βjxj + νi + ǫij (2)

Here, subscript “i” represents an individual, subscript “j”

represents a domain of slum development, and Uij represents

the utility that individual i obtains from domain j. xj is a dummy

variable that takes the value of 1 when the standards of slum

development in domain j improve and 0 otherwise, νi represents

the utility from slum development in domain j at the status

quo, and ǫij represents the error terms. The coefficient βj can

be interpreted as marginal utility, which represents a change in

utility when the level of utility obtained from slum development

in domain j improves. To estimate the coefficient βj, we take

any two domains, s and t, out from the J domains of slum

development and define U
∗

i as

U
∗

i ≡ β1x1 + β2x2 + · · · + βJxJ + (ǫis − ǫit) (3)

where xj (j = 1, · · · , J) takes the value of 1 if j is equal to s, −1

if j is equal to t, and 0 otherwise. Then, individual i prefers to

improve domain s ifU
∗

i = Uis−Uit > 0 and prefers to improve

domain t if U
∗

i = U
is
− Uit < 0. As explained in detail in the

following section, in our questionnaire survey, we present two

randomly chosen projects from the list of all domains and ask

respondents to respond with which project they prefer in terms

of improving their welfare from the status quo. The response

choices are on a 4-point Likert-type scale: (1) definitely prefer

project s, (2) slightly prefer project s, (3) slightly prefer project

t, and (4) definitely prefer project t. Using Equation (4), this

selection problem can be formulated as

U
∗

i = β1x1 + β2x2 + · · · + βJxJ + ǫi (4)

yi = 4 if U
∗

i > α1 (5)

yi = 3 if α1 ≥ U
∗

i ≥ α2 (6)

yi = 2 if α2 ≥ U
∗

i ≥ α3 (7)

yi = 1 if α3 > U
∗

i (8)

where U
∗

i is the latent variable, yi corresponds to the

4-point Likert-type response choice, and ǫi is ǫis − ǫit .

Thus, the coefficient βj can be estimated by ordered probit

estimation with the common assumption that ǫij follows the

Gumbel distribution.

Data collection

This study relies on a face-to-face questionnaire survey

conducted in Mumbai, India, in March 2019 through a third-

party company (INTAGE INDIA). The stratified sampling

methodwas adopted to collect the data. First, we obtained the list

of all slums from the Slum Rehabilitation Authority, Mumbai,

which included information on the location and size of each

slum. Regarding the definition of a slum, the list follows that

used in the Census of India (Census of India, 2001):

“For the purpose of Census of India (2001); the slum

areas broadly constitute: (i) All specified areas in a town or

city notified as ‘slum’ by State/Local Government and Union

Territories (UT) Administration under any Act including a

‘Slum Act’; (ii) All areas recognized as ‘Slum’ by State/Local

Government and UT Administration, Housing and Slum

Boards, which may have not been formally notified as

slum under any act; and (iii) A compact area of at least

300 population or about 60e70 households of poorly built

congested tenements, in unhygienic environment usually with

inadequate infrastructure and lacking in proper sanitary and

drinking water facilities.”

Slum size was classified into three categories: a slum was

classified as large if its area was larger than 10,000 m2, as

medium-sized if its area was between 2,500 m2 and 9,999 m2,

and as small if its area was smaller than 2500 m2. Then, the

slum was stratified by tehsil (a local unit of administrative

division in Mumbai, which consists of 18 tehsils), slum size

was proportional to the number of slums in the list, and a

total of 102 slums were selected. From each slum, 10 samples

for small slums, 30 samples for medium-sized slums, and 50

samples for large slums were randomly selected. To control

quality of interviewers, brief session on survey procedures are

hold before the survey, and qualification test interviews are

conducted to check their understanding. A tablet-based digital
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TABLE 1 List of development projects.

Project Examples

A. Basic infrastructure

1 Drinking water (piped water) Expanding the coverage of a water work system (access to piped water), improving the quality of

piped water

2 Sewage system (closed drainage) Expanding the coverage of a sewage system (access to closed drainage), improving the quality

(cleanliness) of closed drainage

3 Public toilets Increasing the number of public toilets, improving the cleanliness of existing public toilets

4 Road improvement Mitigating traffic jams on the main road, maintenance of narrow road width (e.g., nothing larger than

a motorcycle can pass on the road outside)

5 Electricity Expanding the coverage of the electricity power system, stabilizing the electricity power system

(solving the problem of blackouts), lowering the prices of electric service, increasing the number of

streetlights

6 Property rights for housing (possibility of your eviction) Securing the right of residence (the government will not destroy your house)

B. Environmental management

7 Garbage disposal Increasing the number of garbage disposal spots, decreasing the amount of garbage on the street

8 Air pollution Increasing air quality

9 Parks and greenery Increasing the number of parks, increasing the number of roadside trees

C. Human capital

10 Education (school) Improving the quality of teaching, decreasing the costs for public school, improving school

equipment

11 Health (hospital) Improving the quality of doctors, improving the medical facilities in the clinic, decreasing the costs

for the clinic, mitigating hospital congestion

D. Transfer for basic needs

12 Financial support for elderly, widowed, and disabled people Improving financial support policies for elderly, widowed, and disabled people

13 Support in emergencies (flood, fires, and so on) Mitigating damage due to emergencies

14 Ration Improving the ration system

E. Private sector management

15 Job opportunities Increasing the number of job opportunities

16 Working conditions (wages and working environment) Improving physical working conditions (health and safety at work)

17 Access to microfinance Being able to borrow money when you wish (with a moderate interest rate)

F. Law and order

18 Safeness in the neighborhood Improving neighborhood safety

19 Domestic violence/abuse Improving policies to help the victims of domestic violence

20 Corruption, injustice, and abuse of power Mitigating the corruption, injustice, and abuse of power of elected officials, Pradhan, policies, or the

judicial system

G. Social development and protection

21 Opportunities to participate in community meetings Improving social connections

22 Freedom of religion and beliefs Freedom of religion and beliefs

23 Freedom of speech Freedom of speech

questionnaire is used in this study, and unrealistic answers

and inconsistent responses are detected by the program and

marked accordingly with a short alert message. The wording

used in the questionnaire was carefully tested in the pre-survey

so that all the slum residents could easily understand. A total

of 3,111 respondents participated in this survey. The survey

language was either Hindi, Marathi, or English. Among those

3,111 respondents, 2,323 respondents (74.67%) used Hindi,

786 (25.27%) used Marathi, and 2 (0.06%) used English. In

addition to respondents’ demographic information, the data

about respondent preferences for development projects were

collected as described below.
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TABLE 2 Satisfaction with public projects.

1. Completely

dissatisfied

2. Somewhat

dissatisfied

3. Neither

satisfied nor

dissatisfied

4. Somewhat

satisfied

5. Completely

satisfied

Average

1 Electricity 4.5% 5.4% 12.5% 33.2% 44.4% 4.08

2 Freedom of speech 4.1% 6.6% 14.9% 33.7% 40.7% 4.00

3 Education (school) 4.1% 6.8% 13.1% 38.0% 38.0% 3.99

4 Drinking water 5.9% 7.9% 11.6% 32.4% 42.2% 3.97

5 Health (hospital) 4.5% 7.2% 15.3% 37.8% 35.2% 3.92

6 Safeness in the neighborhood 5.0% 7.3% 14.2% 39.0% 34.6% 3.91

7 Freedom of religion and beliefs 5.4% 8.1% 15.5% 39.4% 31.7% 3.84

8 Opportunities to participate in

community meetings

4.7% 8.6% 17.6% 37.5% 31.6% 3.83

9 Domestic violence/abuse 4.9% 9.7% 17.4% 36.2% 31.9% 3.80

10 Garbage disposal 8.2% 8.5% 16.8% 31.5% 35.1% 3.77

11 Job opportunities 7.9% 8.4% 19.4% 29.3% 34.9% 3.75

12 Support in emergencies (flood, fires, and

so on)

6.0% 9.5% 18.5% 37.3% 28.6% 3.73

13 Air pollution 7.0% 8.9% 19.2% 35.9% 29.0% 3.71

14 Parks and greenery 8.3% 8.6% 17.6% 34.9% 30.6% 3.71

15 Access to microfinance 6.8% 9.5% 19.1% 35.1% 29.5% 3.71

16 Property rights for housing 7.0% 9.3% 18.0% 38.0% 27.8% 3.70

17 Working conditions (wages and

working environment)

6.8% 10.2% 17.9% 37.7% 27.4% 3.69

18 Road improvement 7.5% 8.2% 18.1% 40.7% 25.5% 3.68

19 Ration 9.4% 10.9% 14.3% 36.4% 29.1% 3.65

20 Financial support for elderly, widowed,

and disabled people

7.0% 11.1% 19.4% 36.4% 26.2% 3.64

21 Corruption, injustice, and abuse of

power

7.4% 11.9% 17.6% 35.2% 27.9% 3.64

22 Sewage system 7.9% 10.3% 20.3% 35.9% 25.5% 3.61

23 Public toilets 11.8% 9.1% 17.7% 31.5% 29.9% 3.58

To estimate marginal utilities ∂U(w̄)
∂wj

(j = 1, · · · , J), we first

identified 23 development projects that are relevant to slum

residents in Mumbai to compile the list of the domains of

slum development. 1One problem faced by the ordered probit

estimation for Equations (4)–(8) was that only the differences

from one base marginal utility could be identified due to

the rank condition. To identify marginal utilities for all 23

domains of the slum project, a hypothetical project that plays

1 To identify these 23 development projects, we first prepared

the comprehensive list of 129 development projects based on the

taxonomy that the World Bank has identified in July 2016 (https://

projects.worldbank.org/en/projects-operations/project-theme?lang=

en&page=). Among this list of the projects, we select development

projects that are relevant to the slum dwellers in Mumbai through the

discussion with several local field experts who were born in slums in

Mumbai.

no role was added to the list as a base domain (that is, J

= 24), and its marginal utility was assumed to be zero for

normalization. In the main survey, respondents were asked to

compare two different development projects. First, two projects

were randomly chosen from the list of 24 projects and presented

to respondents with a brief example of the projects. Table 1

shows the list of development projects with brief examples

described by the enumerators in the survey. Then, respondents

were asked to respond as to which projects they preferred in

terms of improving their welfare from the status quo. Response

choices were on a 4-point Likert-type scale: (1) definitely prefer

the first project, (2) slightly prefer the first project, (3) slightly

prefer the second project, and (4) definitely prefer the second

project. Questions were repeated 20 times for each respondent.

As a variable for individual satisfaction (w), for all 23

development projects, respondents were asked to rate how

satisfied they were with them. Response choices were on
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TABLE 3 Descriptive statistics (demographics).

Full sample By asset quantile Regression analysis

1 2 3 4 5

Caste

General 49.7% 35.0% 53.2% 50.6% 42.1% 69.8% (Base)

Schedule caste (SC) 24.3% 35.1% 22.5% 23.2% 28.3% 10.9% −0.331***

(0.040)

Other backward caste (OBC) 20.7% 22.2% 19.8% 21.3% 24.8% 15.4% −0.117***

(0.041)

Schedule tribe (ST) 2.9% 5.5% 2.7% 1.8% 2.4% 1.9% −0.270***

(0.093)

Others 2.3% 2.3% 1.8% 3.2% 2.4% 1.9% 0.103

(0.140)

Place of birth

Same area living at present 32.9% 17.4% 27.8% 33.0% 28.3% 59.2% (Base)

Other area within Mumbai 25.6% 9.5% 20.9% 27.1% 44.1% 28.0% −0.120***

(0.042)

Outside Mumbai but within Maharashtra 15.2% 13.5% 19.6% 15.5% 19.3% 8.8% −0.355***

(0.050)

Outside Maharashtra but within India 26.1% 59.1% 31.6% 24.5% 8.2% 3.9% −0.860***

(0.044)

Outside India 0.2% 0.4% 0.2% 0.0% 0.2% 0.2% −0.608*

(0.343)

Demographics of HH head

Years in Mumbai 24.83 17.10 24.07 26.37 26.89 30.56 0.015***

(0.001)

Years of education 10.40 8.70 10.05 10.48 10.44 12.55 0.062***

(0.005)

Both can read and write 87.1% 78.2% 88.0% 87.2% 86.1% 97.1% 0.114***

(0.031)

Constant −0.733***

(0.097)

Observations 2,894

R-squared 0.335

Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1.

a 5-point Likert-type scale: (1) completely dissatisfied, (2)

somewhat dissatisfied, (3) neither satisfied nor dissatisfied, (4)

somewhat satisfied, and (5) completely satisfied.

Results

Satisfaction with development projects

Table 2 shows the distribution of responses regarding

satisfaction and its average score on each development. The

projects were sorted by their average scores in descending

order. The highest average score for satisfaction was for

electricity (4.08), followed by freedom of speech (4.00)

and education (3.99). Overall, the basic infrastructure of

electricity and drinking water, infrastructure of human

capital (school and hospital), and social development and

protection (freedom of speech, freedom of religion and beliefs,

and participation in community meetings) were rated as

being highly satisfying, while the basic infrastructure of the

sewage system and public toilets were the least satisfying

for respondents.
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TABLE 4 Descriptive statistics (housing).

Full sample By asset quantile

1 2 3 4 5

Housing structure

Pucca house 45.5% 2.6% 8.3% 30.1% 89.1% 98.2%

Semipucca house 49.0% 85.2% 81.5% 65.2% 10.8% 1.8%

Kutcha house 5.5% 12.2% 10.2% 4.7% 0.2% 0.0%

Roofing material

Tiles 19.6% 0.1% 0.4% 2.3% 23.0% 72.2%

Burnt brick, stone, slate, concrete 25.9% 2.4% 8.0% 27.9% 66.1% 26.0%

Grass, thatch, bamboo, wood, mud, plastic and polythene 5.9% 10.9% 11.8% 5.6% 0.8% 0.5%

Asbestos, tin sheets 48.5% 86.5% 79.9% 64.1% 10.1% 1.3%

Wall material

Stone (packed with mortar) 15.0% 0.9% 2.9% 3.2% 8.2% 60.0%

Stone (not packed with mortar) 0.2% 0.3% 0.4% 0.3% 0.0% 0.0%

Burnt brick with cement plaster covered by tile, marble 10.6% 0.1% 1.1% 6.0% 22.8% 23.2%

Burnt brick with cement plaster 44.0% 28.5% 56.3% 68.9% 56.1% 13.5%

Burnt brick without cement plaster 24.9% 58.3% 29.6% 17.2% 12.7% 3.4%

Wood, asbestos sheets, tin sheets 2.6% 4.9% 5.1% 2.9% 0.0% 0.0%

Grass, thatch, bamboo, wood, mud, plastic and polythene 1.4% 3.7% 2.2% 0.6% 0.0% 0.0%

Mud unburnt brick 1.4% 3.3% 2.5% 0.8% 0.2% 0.0%

House ownership

Owned with official documents 34.1% 6.0% 19.2% 34.0% 40.8% 71.9%

Asset ownership

To see the differences in the living conditions among slum

residents, we measured asset index and created asset quantiles.

An asset index was calculated using principal component

analysis to assign indicator weights. For this analysis, household

possessions [radio, black and white TV, color TV, refrigerator,

washing machine, bicycle, motorcycle, car, landline phone,

mobile phone, ceiling fan, liquefied petroleum gas (LPG) stove,

laptop, air conditioner, mattress, pressure cooker, chair, cot

or bed, sewing machine, or clock], house ownership, house

structure, room material, wall material, access to electricity,

access to drinking water, latrine facility, and drainage system

were all considered. The average value of the constructed asset

index was zero with a standard deviation of one. The poorest

quantile of the asset index ranged from −2.428 to −0.819,

the second- poorest quantile ranged from −0.818 to −0.368,

the third-poorest quantile ranged from −0.368 to 0.216, the

fourth-poorest quantile ranged from 0.218 to 0.848, and the

fifth-poorest, that is, richest, quantile ranged from 0.851 to 2.450.

Table 3 represents the relation between slum residents’

demographics and asset index. The first column reports the

descriptive statistics of the full sample, and the second to

sixth columns report those by asset quantile. While all the

demographics are present throughout the within-slum asset

distribution, those individuals whose history of residence in

Mumbai was shorter, especially those from outside Mumbai,

those whose education level was lower, and those who belonged

to schedule caste (SC), other backward caste (OBC), or schedule

tribe (ST) were disproportionately represented among the

poorer asset quantiles. In particular, this tendency was strong

for the poorest quantile of slum residents. To see how the

asset index relates to these slum dwellers’ demographics, we

conducted ordinary least squares (OLS) regression analysis in

which the dependent variable was the asset index, and the

regressors were demographic variables. The results showed that

all these variables significantly affect the asset index.

In India, there are three general housing classes: pucca

houses, kutcha houses, and semipucca houses. A pucca house

refers to a house that is designated to be solid and permanent, a

kutcha house refers to a house that is designated to be temporary

and less solid, and a semipucca house is a combination of the

two. Usually, these classifications are based on house materials.

Table 4 reports the information of the condition of respondents’

houses. Most of the richest quantile of respondents lives in pucca

houses with tile roofing and with walls made of stone backed

with mortar or by burnt bricks with cement plaster covered

by tile or marble. The second-richest quantile of respondents

also lives in pucca houses, but with the roof made of burnt

brick, stone, slate or concrete and with walls made of burnt
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TABLE 5 Descriptive statistics (household asset possessions).

Full sample By asset quantile

1 2 3 4 5

Household electric appliances

LPG stove 86.3% 69.8% 90.0% 89.7% 89.2% 95.2%

Color TV 79.3% 47.2% 83.1% 85.8% 89.9% 94.7%

Pressure cooker 76.1% 65.0% 87.8% 89.4% 90.7% 50.2%

Refrigerator 40.0% 2.3% 14.7% 42.7% 61.9% 79.9%

Sewing machine 15.8% 6.9% 10.9% 13.7% 13.0% 35.0%

Washing machine 15.0% 1.3% 4.7% 13.5% 13.3% 42.4%

Radio 5.7% 9.9% 6.9% 6.9% 2.9% 1.3%

Air conditioner 4.3% 1.6% 3.6% 3.9% 3.4% 9.3%

Black and white TV 2.4% 2.9% 4.4% 3.4% 1.4% 0.3%

Telecommunications device

Mobile phone 93.3% 92.2% 92.9% 92.6% 93.4% 95.7%

Laptop 9.5% 2.2% 4.4% 6.1% 8.5% 26.4%

Landline phone 3.1% 3.5% 2.9% 3.1% 3.2% 2.7%

Vehicles

Motorcycle 8.5% 1.3% 3.4% 7.2% 9.3% 21.4%

Bicycle 5.6% 2.9% 8.2% 6.8% 3.7% 6.9%

Car 1.3% 0.4% 1.8% 1.3% 1.6% 1.4%

House furnishings

Ceiling fan 95.2% 87.2% 94.9% 96.5% 98.4% 99.8%

Watch or clock 69.8% 45.3% 75.9% 81.8% 76.8% 72.5%

Chair 55.1% 20.0% 51.4% 67.0% 66.7% 74.1%

Mattress 54.2% 38.4% 59.0% 68.8% 62.2% 45.2%

Cot or bed 48.0% 33.7% 35.9% 52.7% 51.6% 66.6%

brick. Moreover, most of the first- to third-poorest-quantile

respondents live in houses with roofing covered by asbestos or

tin sheets and with walls made of burnt brick without marble.

The walls of the houses of more than half of the respondents in

the poorest quantile are made of burnt brick that is not covered

by cement plaster. Regarding housing ownership status, less than

10% of respondents in the poorest quantile own their own house,

that is, have official documents verifying their ownership status,

while more than 70% of respondents in the richest quantile own

their own house.

Table 5 reports the percentage of respondents that possess

each household asset. For household electric appliances,

although, on average, more than 75% of all the respondents own

LPG stoves, color TVs, and pressure cookers, less than 70% of

respondents in the poorest quantile own them. Such disparities

in asset possession rates are even worse for refrigerators,

sewing machines, and washing machines. For all quantiles,

only a few households possess radios and air conditioners, as

well as black and white TVs. Regarding telecommunications

devices, most respondents own mobile phones. Less than 10%

of respondents in the first- to -fourth-poorest quantile own

laptops or motorcycles, while 26.4 and 21.4% of those in the

richest quantile possess them, respectively. Regarding house

furnishings, approximately 50% of respondents on average do

not own a mattress, cot or bed, which implies that they sleep

directly on the floor. The situation is worse for the poorest

quantile of respondents.

Table 6 reports slum residents’ access to basic infrastructure.

On average, more than 90% of respondents have access to

electricity with a meter. However, if we look at the poorest

quantile of respondents, only 65.5% have access to electricity

with a meter. This unequal situation is also true for sources of

drinking water. On average, 82.3% of respondents have access

to tap water from treated sources, while only 49.6% of those in

the poorest quantile have such access. In this poorest quantile,

42.6% of them drink tap water from untreated source, and 4.6%

from hand pump and tube well. Looking at the location of

drinking water, only 3.7% of respondents in this quantile have

access to drinking water within their premise. In terms of access

to a drainage system, we observe uneven access across asset

quantiles. The percentage of those who have access to closed

drainage, which consists of covered channels and prevents
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TABLE 6 Descriptive statistics (access to public goods).

Full sample By asset quantile

1 2 3 4 5

Access to electricity

Have electricity with a meter 90.1% 65.6% 92.4% 96.9% 99.2% 99.5%

Have electricity without a meter 9.5% 32.8% 7.4% 2.7% 0.8% 0.5%

No electricity 0.5% 1.6% 0.2% 0.3% 0.0% 0.0%

Source of drinking water

Tap water from treated source/BMC pipeline 82.3% 49.6% 89.8% 94.5% 90.5% 91.8%

Tap water from untreated source 15.8% 42.6% 9.4% 5.2% 9.5% 8.2%

Hand pump and tube well/borehole 1.1% 4.6% 0.2% 0.0% 0.0% 0.0%

Water tanker 0.8% 3.2% 0.5% 0.0% 0.0% 0.0%

Covered/uncovered well 0.0% 0.0% 0.0% 0.4% 0.0% 0.0%

Location of drinking water

Within the premise 50.4% 3.7% 29.2% 56.8% 71.9% 93.2%

Near the premise (less than 100m, approx. 1 minute by walk) 32.1% 65.2% 50.5% 21.4% 17.8% 3.9%

More than a 1-minute walk 17.5% 31.1% 20.3% 21.7% 10.3% 2.9%

Type of drainage system

Closed drainage 60.8% 39.1% 45.4% 53.3% 72.0% 94.7%

Open drainage 37.3% 59.6% 51.5% 43.6% 25.9% 4.7%

No specific drainage facility available 2.0% 1.3% 3.1% 3.1% 2.1% 0.6%

Location of latrine/toilet

Having a latrine/toilet facility within the premises 18.7% 0.4% 1.3% 6.1% 12.5% 73.5%

Use public latrine/toilet 77.9% 91.9% 93.8% 91.8% 86.7% 25.4%

Use public latrine/toilet during day time and open defecation at night 1.8% 3.6% 2.7% 1.3% 0.5% 0.8%

No latrine/toilet facility available, use open defecation 1.6% 4.0% 2.2% 0.8% 0.3% 0.3%

human exposure to harmful waste flows, is only 39.1% among

those in the poorest quantile, but this rate increases, up to 94.7%,

as the quantile of the asset index increases for those in the

richest quantile. Regarding access to toilets, except for those in

the richest quantile, most respondents rely on public toilets.

Estimates of marginal utility

Based on the current situation of slum residents discussed

above, we address the needs for slum development by estimating

marginal utility, the estimated results of which are reported

in Table 7. The first column of Table 7 illustrates the marginal

utilities of all the samples, and the projects in the table are ranked

by these marginal utilities. The coefficients can be negative

if respondents give a lukewarm answer, because they are the

differences betweenmarginal utility of each development project

and that of hypothetical project that plays no role. However, the

results show that all the coefficients are positive.

The estimated marginal utilities of each projects and its

corresponding average satisfaction score reported in the last

column of Table 2 are summarized in Figure 1. X-axis represents

the average score of satisfaction, y-axis represents the marginal

utilities, the horizontal dotted line represents the median value

of marginal utilities, and the vertical dotted line represents the

median value of average satisfaction score. First, the projects on

drinking water as well as health and education are shown on

the upper right part of Figure 1. Among the projects on basic

infrastructure, clean drinking water is essential for people’s life

and health condition. These results imply that the projects that

directly relate to human capital are most wished to be improved

even if they have already been highly satisfied. Note that,

according to Yesudhas (2021), the percentage of respondents of

the survey of slum area in Mumbai that can use water less than

4 h per days reached up to 72 and 45% among those who use

public taps and private taps, respectively. As a result, only 25%

of their respondents have access to 20 or more liters of water

per person per day, which is a minimum amount of requirement

for water. Regarding the access to water, not only the expanding

the coverage of a water work system, available time for water

use should also be an important issue. Second, the projects

on basic infrastructure are generally highly ranked in terms of

marginal utilities. Among them, the project on public toilet is

one of the projects that should be paid attention, because it
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TABLE 7 Marginal utility estimates.

Whole sample Gender

Male Female

Variable Rank Coef. SE Rank Coef. SE Rank Coef. SE

Health 1 0.064 0.004 1 0.065 0.006 3 0.064 0.005

Education 2 0.062 0.004 2 0.062 0.006 5 0.063 0.005

Drinking water 3 0.060 0.004 5 0.054 0.006 2 0.066 0.005

Public toilet 3 0.060 0.004 6 0.053 0.005 1 0.067 0.005

Ration 5 0.057 0.004 10 0.050 0.005 3 0.064 0.005

Garbage disposal 6 0.056 0.004 4 0.055 0.006 6 0.056 0.005

Job opportunities 7 0.055 0.004 3 0.057 0.005 7 0.053 0.005

Road improvement 8 0.049 0.004 7 0.052 0.005 11 0.046 0.005

Air pollution 8 0.049 0.004 9 0.051 0.006 9 0.048 0.005

Electricity 10 0.046 0.004 13 0.044 0.006 9 0.048 0.005

Working conditions 11 0.043 0.004 7 0.052 0.006 18 0.033 0.005

Safeness in the neighborhood 11 0.043 0.004 17 0.036 0.006 8 0.050 0.005

Parks and greenery 11 0.043 0.004 12 0.045 0.006 12 0.041 0.005

Financial support for elderly, widowed, and disabled people 14 0.042 0.004 14 0.043 0.006 12 0.041 0.005

Freedom of speech 14 0.042 0.004 10 0.050 0.006 17 0.034 0.005

Domestic violence/abuse 16 0.036 0.004 15 0.037 0.005 16 0.035 0.005

Property rights for housing 16 0.036 0.004 18 0.032 0.005 14 0.040 0.005

Corruption, injustice, and abuse of power 18 0.035 0.004 15 0.037 0.006 18 0.033 0.005

Sewage system 19 0.033 0.004 20 0.028 0.006 15 0.038 0.005

Support in emergencies (flood, fires, and so on) 20 0.028 0.004 19 0.030 0.005 20 0.025 0.005

Access to microfinance 21 0.024 0.004 21 0.025 0.005 21 0.023 0.005

Opportunities to participate in community meetings 22 0.022 0.004 22 0.024 0.005 22 0.020 0.005

Freedom of religion and beliefs 23 0.016 0.004 23 0.019 0.005 23 0.014 0.005

Observations 61,740 33,660 28,080

All the coefficients are statistically significant at the 1% level.

is ranked as the third-highest marginal utilities, but with the

worst satisfaction scores among all types of projects, shown in

the upper left part of Figure 1. Overcrowded public toilets due

to their limited number and the poor toilet conditions mainly

caused by lack of public participation in their management are

reported in the slum area of Mumbai (e.g., Biswas et al., 2020;

Yesudhas, 2021). Since 77.9% of respondents rely on public

toilets (Table 6), improving the public toilet should be an acute

problem of slums in Mumbai. Another project that should be

noted is that involving the sewage system. Among all the basic

infrastructure projects, it ranks lowest in terms of marginal

utilities. According to Subbaraman et al. (2013), although all

bacterial contamination of drinking water occurred due to post-

source contamination during storage in the household, point-

of-source water contamination occurs in the monsoon season.

In the slum area of Mumbai, only a few toilets are connected to a

main sewer line and this situation could cause a contamination

of groundwater (Biswas et al., 2020). Thus, the improvement

of sanitation, as well as public education on household water

treatment, would reduce water born disease caused by the

contamination. In this sense, the importance of sewerage system

might be under-evaluated by slum residents. Third, the projects

on environmental management are also highly ranked in terms

of marginal utilities with garbage disposal ranking 6th and air

pollution ranking 8th, which are as high as the project on

Job opportunities (7th rank) on road improvement (8th rank).

Slum residents are found to care about environmental issues

as greatly as some of the important projects which directly

relate to their economic condition. Lastly, the projects on

social development and protection are generally ranked low in

terms of marginal utilities with opportunities to participate in

community meetings ranking 22th, and freedom of religion and

beliefs ranking the worst. These two projects are shown in the

lower right part of Figure 1, indicating that slum residents are

already satisfied with these projects.

To see whether these rankings are heterogeneous among

respondents, we estimated marginal utilities separately for male

respondents and for female respondents, with the second and
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FIGURE 1

Marginal utilities and satisfaction with public projects.

third columns of Table 7 reporting these results, respectively.

Although the rankings are generally similar for most domain,

there are some variations among them. First, although the

projects on health, education, drinking water, and public toilet,

are highly ranked for both male and female respondents, female

respondents put relatively higher weights on drinking water and

public toilet. Moreover, a project on sewage system ranks higher

among female respondents than male. These projects are closely

related with a hygiene situation, implying that the projects

about hygiene could be more appealing to female than male.

Second, as for the project that directly influence their household

budget, male respondents care more about job opportunities

and working condition, and female respondents care more

about ration, reflecting that men are the main wage earners.

Lastly, other than these points, male respondents place more

importance on freedom of speech and that female respondents

place more importance on safeness in the neighborhood.

To see whether these rankings differ depending on slum

residents’ living conditions, we estimated marginal utilities by

asset quantile, the results of which are reported in Table 8.

Overall, the ranking results show a similar tendency across

asset quantiles, but there are differences in some domains

of development. For those projects on human capital, both

health and education are the top-ranking problems for all

asset quantiles, but the ranking of education is slightly lower

among those in the poorest quantile (8th) and in the richest

quantile (10th), despite the lowest average years of school and

literacy rate of those in the poorest quantile and despite the

highest average years of school and literacy rate of those in the

richest quantile (Table 3). One possible explanation for this is

that the importance of education may not be well recognized

for the poorest residents and that the richest residents can

send their children to private school instead of public school.

Regarding basic infrastructure, as the asset quantile increases,

the ranking of drinking water increases, while that of public

toilets decreases. Another remarkable result is that although

the ranking of the sewage system is low (19th) for the whole

sample, the ranking climbs up from 22nd to 13th as the asset

quantile increases. For environmental management projects,

garbage disposal ranks 1st among those respondents in the

poorest quantile. Conversely, the improvement of air pollution

is ranked high among those respondents in the richer asset

quantile. For private sector management, the improvement

of job opportunities is anticipated to be ranked high among

those in poorer quantiles, but the ranking is low (15th) among

those in the richest quantile, as they wish to improve their

working conditions (3rd). Overall, expectations for the role

of quality of life increase as the asset quantile increases,

although the needs for development projects are similar across

asset quantile.
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TABLE 8 Marginal utility estimates by asset quantile.

By asset quantile

1 2 3 4 5

Variable Rank Coef. Rank Coef. Rank Coef. Rank Coef. Rank Coef.

1 Health 4 0.057 1 0.065 2 0.070 3 0.062 2 0.071

2 Education 8 0.051 5 0.051 1 0.076 1 0.069 10 0.054

3 Drinking water 7 0.052 9 0.047 3 0.066 4 0.061 1 0.079

4 Public toilet 2 0.060 2 0.061 5 0.061 5 0.059 8 0.056

5 Ration 9 0.050 7 0.050 8 0.051 2 0.068 5 0.063

6 Garbage disposal 1 0.064 3 0.052 6 0.054 8 0.053 6 0.060

7 Job opportunities 3 0.058 3 0.052 4 0.062 6 0.056 15 0.033

8 Road improvement 4 0.057 15 0.042 11 0.044 9 0.050 7 0.057

9 Air pollution 13 0.043 5 0.051 13 0.039 7 0.054 4 0.065

10 Electricity 6 0.055 16 0.038 10 0.045 12 0.042 9 0.055

11 Parks and greenery 13 0.043 12 0.043 6 0.054 13 0.040 18 (0.023)

12 Working conditions 12 0.046 8 0.048 15 0.037 18 0.034 3 0.066

13 Safeness in the neighborhood 15 0.039 12 0.043 12 0.043 10 0.046 12 0.041

14 Financial support for elderly, widowed, and disabled people 9 0.050 10 0.045 13 0.039 13 0.040 17 0.030

15 Freedom of speech 17 0.036 10 0.045 9 0.046 17 0.035 10 0.054

16 Property rights for housing 16 0.038 18 0.035 16 0.036 15 0.037 16 0.032

17 Domestic violence/abuse 9 0.050 17 0.037 17 0.034 20 0.029 14 0.034

18 Corruption, injustice, and abuse of power 17 0.036 12 0.043 18 0.033 15 0.037 19 (0.022)

19 Sewage system 22 0.020 21 0.028 19 0.031 11 0.044 13 0.040

20 Support in emergencies (flood, fires, and so on) 20 0.026 19 0.034 21 0.025 19 0.030 22 (0.019)

21 Access to microfinance 19 0.027 20 0.032 20 0.029 22 0.015 21 (0.021)

22 Opportunities to participate in community meetings 20 0.026 21 0.028 22 0.021 23 0.015 20 (0.022)

23 Freedom of religion and beliefs 23 0.017 23 0.027 23 (0.005) 21 0.024 23 (0.001)

Observations 13,740 10,960 12,320 12,360 12,360

The coefficients in parentheses are not significant at the 10% level.

Conclusions

This paper proposes a framework for weighting priority

on multidimensional domains of slum development from the

viewpoint of residents by extending the approach presented by

Benjamin et al. (2014). We then demonstrate this approach by

accessing residents’ needs for slum development in Mumbai,

India. We identify 23 domains of slum development that

are relevant to the slum dwellers in Mumbai and estimate

residents’ marginal utilities obtained from the improvement of

each domain of slum development. We show that (1) slum

residents most wish to improve development projects about

human capital (health and education), electricity, and drinking

water, even if they have already been highly satisfied, (2) they

feel the least satisfaction with public toilets and place high

priority on projects involving public toilets, (3) the sewage

system has low priority with low satisfaction, but this priority

increases as slum residents become better off, (4) the projects

on social development and protection are highly satisfied and

generally ranked low in terms of marginal utilities, and (5)

air pollution and working conditions are also concerns of

slum residents, especially as these residents become better off.

Based on these results on priorities across different area of

development projects, administration and NGO’s need to put

forward individual projects in each area. Especially, projects

to reduce the disease burden caused by poor sanitation and

unsafe drinking water are found to be urgent issues. Longer

and stable water supply, distribution of chlorine tablets to

residents to disinfect drinking water, providing information on

the importance of washing hands after using toilets, and people’s

participation in the management of public toilets, for example,

are all to move into action immediately.

Using marginal utilities derived from this approach as

weights, the weighted average of satisfaction scores in each

domain of development can be interpreted as residents’

utility from slum development. Once the marginal utilities

are estimated, this composite index of weighted averages can

be used to trace the progress of overall development plans.
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Our results suggest two implications in the measurement of

development progress. First, in many cases, simple averages

are used as a composite index of development (e.g., Decancq

and Lugo, 2013). However, we find some discrepancy of the

evaluation between marginal utilities and satisfaction scores.

This implies that only the satisfaction scores are insufficient for

the understanding of overall subjective wellbeing of residents’

welfare. The information onmarginal utilities of each domain, as

well as satisfaction scores, should be collected. Second, this paper

suggests to conduct regular surveys that ask about satisfaction

with each domain of slum developments in order to trace

the progress of overall development plans. In addition to this

regular survey, this paper recommends to conduct a periodic

reassessment of marginal utilities, because our results suggest

that, although the needs for development projects are similar

across asset quantile to some extent, expectations for the role of

quality of life increase as the asset quantile increases.

Of course, like other approaches, this approach has several

weaknesses that should be noted. First, as discussed in Section

Weighting approach for the multidimensional indicator, the

composite index represents a first-order approximation of

utility derived from the Taylor expansion and thus becomes

less accurate if residents’ perceived satisfaction from slum

development deviates largely from the status quo. Therefore, the

use of this index should be limited to when evaluating small

changes in slum development. Second, although the proposed

approach has a strong advantage in evaluating the relative

importance across different domains of slum development, it

does not provide any information on each individual domain.

Thus, once the domain to be prioritized is identified, a deeper

assessment of each individual domain should be conducted.

Nevertheless, we believe that these weaknesses are

outweighed by the merit of the resident-oriented nature of this

approach. As Naess (2001) argues, planning for a sustainable

development should make use of both expert and layman

knowledge. Experimental knowledge of local residents about

local environmental quality could compensate for expert

knowledge, and on the other hand, residents’ value priorities

on development projects might be required to change for

sustainable development. However, in many cases, slum

residents are not legally notified by the government, and

even if they are notified, their needs hardly ever reach the

government. Different from other data-driven approaches

or from normative approaches that judge priorities by the

analyst or other third parties, such as community leaders or

politicians, this approach directly asks slum residents about

their preferences in the domains of slum development. In

this sense, this approach gives them a voice with which to

disclose their actual needs for slum development, and is

expected to promote dialogue between urban planners and

slum residents.
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This study examinedwhether nighttime light can be a proxy for building height.

It is important for estimating an urban environment and urban design and

understanding industrial clusters. However, it is necessary to purchase height

data for a wide range of buildings, and it is di�cult to obtain data in a time

series. In this study, we examined whether it is possible to estimate the height

of buildings using nighttime light data. This research focuses on the fact that

as the number of windows increases, the amount of light leaking from the

windows during the night increases for the entire building. This increases the

amount of light emitted by the building. We conducted the first Japanese

correlation analysis using a three-dimensional dataset with a resolution of 1

meter thatwas released byHyogo Prefecture on 10 January 2020.We also used

nighttime light data from the Suomi NPP satellite, which has been in operation

since 2011 and is jointly managed by National Oceanic and Atmospheric

Administration and NASA. The percentage of land occupied by buildings within

a 450-meter square of a nighttime light resolution was varied to obtain a higher

correlation between buildings and nighttime light. The correlation between

the average height of buildings and the luminous intensity of nighttime light

within that pixel was calculated. The coe�cient of determination was 0.425,

which was the best value when the percentage of land occupied by buildings

in a pixel was between 70 and 80%. This study found a high correlation

between night light and building height. We believe that if a building has a

certain size, the night light can be used as a proxy. The results of our research

will contribute to understanding the changes and characteristics of urban

development and population distribution as urbanization progresses in various

regions. Rapid public transportation services, education, and environmental

improvement will contribute to urban development and changes in population

distribution, whichwill greatly relieve urban poverty and improve urban security

and the environment.
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night light data, building height, satellite image analyses, GIS, urban environment
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Introduction

Research background

Estimating economic activities or Gross Domestic Products

(GDPs) is one of the critical challenges to promote the research

of economics and other fields of social sciences (James, 2020).

However, we face various obstacles such as lack of data or data

accessibilities and improving statistical methods (Henderson

and Adam, 2012). In line with the research trends, the authors

aimed to examine the relationship between the nighttime light

and building height to understand the amounts of economic

activities in urban areas by using the case of Japan.

In Japanese urban planning, floor area ratios are set for

each building site in order to control industrial concentration

and population density. The floor area ratio is the total floor

area ratio to the site area. In Japan, floor area ratios are set

by local governments according to the characteristics of each

region. Local governments set floor area ratios according to the

characteristics of each region. In central areas, where people

and businesses tend to congregate, floor area ratio regulations

are more relaxed, making it easier to construct relatively large

buildings [see the website of the Ministry of Internal Affairs

Communications (2021)]. In this way, the development of a city

is controlled by its floor area ratio, which is closely related to its

industrial concentration and population density.

When planning urban facilities, such as transportation,

parks and green spaces, and educational and cultural facilities,

it is important to understand the changes and characteristics

of urban development and population distribution changes

and characteristics. If public transportation services, education,

and environmental development lag behind urban development

and changes in population distribution, there may be serious

problems in terms of poverty, security, and the environment.

We believe it is important to understand the differences

and characteristics of urban development and population

distribution to reduce these risks.

The total floor area of buildings and the building height

are critical factors in understanding the characteristics of a city.

However, the data on gross floor area and building height needed

to determine floor area ratios are not available every year. The

only way to obtain accurate data over a wide area is to purchase

it. The data collection method is another reason for the high

cost of data. Building height data is measured by aerial laser

surveying. The measurements were taken by airplane over a

large area over about two years, so it took a lot of time andmoney

to collect the data, which increased the cost of the data.

On the other hand, the amount of satellite data downloaded

free of charge has increased significantly over the past decade.

The accuracy of earth observation using satellites has been

improving in recent years, and the scope of open data has been

expanding. In addition, geographic information systems (GIS) is

a technology that enables advanced analysis and quick decisions

on information indicating the location of specific points or areas

in space (positional information). Information on various events

associated with the location-based on computer processing

has been dramatically developed. The combination of these

technologies has made it possible to understand and predict

the spatial structure of various regions [see the website of the

Geospatial Information Authority of Japan (2021)].

This study examined the relationship between nighttime

light and building height. Suppose nighttime light data can

be applied as a proxy variable for building height. Building

height data—which is difficult to obtain in a time series—can be

referred to free of charge. The characteristics of urban industrial

clusters and population distribution can be grasped on a finer

timescale, contributing to urban design and planning.

Review of previous studies

Henderson and Adam (2012) used the World Bank’s global

GDP growth data for 1992–1993 and 2004–2005 and found a

correlation between changes in nighttime light intensity and

GDP growth. The coefficient of determination is 0.288, which

is a scatter plot of 170 countries worldwide with the difference

in GDP without processing on the Y-axis and the logarithm

of the difference in night light on the X-axis. This research

approaches the three main problems that have been identified in

developing countries: the existence of unofficial transactions that

are not reflected in GDP, the lack of infrastructure for collecting

statistics, and the existence of countries whose GDP is not

published. Research is still being actively conducted. Since the

publication of this paper as a working paper in 2009, the value

of using nocturnal satellite imagery has been fully recognized

by the economist community, and its use has expanded rapidly

since then (Mellander et al., 2015).

On the other hand, it is difficult to estimate GDP in

developing countries where the main industry is rural because

nighttime light cannot be measured (Nordhaus and Chen,

2012). Previous studies have proven that nighttime light has

a certain effect on improving economic production statistics

at the national level in certain countries, but little research

has been conducted at the local level within a country (Keola

and Andersson, 2015). In particular, it has been challenging to

estimate the economic activity of people living in or near the

international poverty line ($1.90 per person per day). Since the

level of luminous intensity in these areas was very low and varied

very little, the night light was not effective in estimating the

economic activity in these areas. At the time, a method of using

cell phone data to infer poverty was used to solve this problem

by Blumenstock et al. (2015).

Blumenstock et al. (2015) shows that they used an

anonymous database containing records of billions of

interactions on Rwanda’s largest cell phone network to

infer and map the socioeconomic status of individuals based on

Frontiers in Sustainability 02 frontiersin.org

105

https://doi.org/10.3389/frsus.2022.908822
https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org


Kazawa et al. 10.3389/frsus.2022.908822

their past cell phone usage history. They also randomly selected

856 people from the database and conducted a telephone

questionnaire about their assets and housing characteristics.

Using cell phone metadata, they were able to reconstruct the

distribution of wealth for the entire country accurately and infer

the distribution of assets in micro-regions consisting of only a

few households (Blumenstock et al., 2015). This approach was

a very effective way to visualize the distribution of wealth in

countries with limited information resources, where census and

household surveys are rarely conducted.

On the other hand, extending this research beyond a country

is very difficult because it relies on a unique data set, with

data bias depending on the cell phone company that provides

the data.

Therefore, recent studies have used deep learning techniques

to infer economic activity in rural districts and other districts

where it is challenging to extract production at night light.

Jean et al. (2016) used survey data from five African countries

(Nigeria, Tanzania, Uganda, Malawi, and Rwanda) and satellite

data were used to train convolutional neural networks to explain

up to 75% of the economic variation at the regional level.

Jean et al. (2016) obtained characteristics of poor areas and

made economic forecasts by overlaying daylight and nightlight

satellite images of areas that appear almost black with no light

when viewed in nightlight. We extracted objects such as houses

and rivers from the daytime satellite images using deep learning.

We found that these features, such as the material of the

roof and the distance to the urban area, were proportional to

the expenditure of the village and inferred economic activity

from them.

In general, deep learning models such as convolutional

neural networks can, in principle, be trained to estimate

economic outcomes from satellite images directly. Still, when

it comes to poor regions in Africa, the lack of these training

data makes it difficult to apply this method (Christian, 2019).

However, Jean et al. (2016) used a method called transfer

learning, which is capable of inferring even on a small training

data set, allowing for the extraction of village objects.

Thus, research has been conducted on the use of night

light to infer GDP from night light (Chen and Nordhaus,

2019). However, previous studies have shown that it is difficult

to estimate GDP from nightlight data alone since GDP

is estimated based on primary statistics covering as many

economic transactions as possible. Therefore, in developing

countries with many data gaps in the primary statistics, GDP as

a teacher data, has low credibility and needs to be substituted

with other figures (Nordhaus and Chen, 2012). There are many

regions where no data exists when it comes to GDP. Gaps in

teacher data can be an obstacle to numerical estimation. On the

other hand, for height data, the accuracy of the teacher data is

high, and the sample size is large.

Barr et al. (2015) is the first paper to examine how skyscraper

height and output co-move rigorously. Here he explains that

building height can be a leading indicator of GDP, while at the

same time explaining that height does not cause production

(Barr et al., 2015). Therefore, instead of using nighttime lighting

directly to estimate GDP, understanding industrial structure

from building height could contribute to closing the GDP data

gap. Therefore, this study proposes a proxy variable for building

height as a new use value for nighttime lighting.

Research purpose

This study aims to conduct a correlation analysis with night

light data using building height data based on prefecture-wide

3D data with 1-m mesh accuracy, which Hyogo Prefecture in

Japan released for the first time in Japan on January 10, 2020.

Hyogo Prefecture is located in the center of Japan. It has more

than five million populations, including Kobe city (about 1.5

million people), one of the largest cities in Japan according to the

statistics1. Therefore, the data of Hyogo prefecture is suitable for

our research purpose to examine the urban area.

The hypothesis of this study is that night light can be used

as a proxy for building height as a new use night light. This is

inspired by the fact that the number of windows in a building

increases in proportion to the height of the building. As the

number of windows increases, the amount of light that leaks

out of the windows at night increases for the establishment, and

the amount of light emitted increases. This research is focused

on this point. In this study, we will examine whether a positive

correlation can be found between nighttime light and the height

of a building.

Data

e-Stat (https://www.e-stat.go.jp/)

The General Contact Point for Government Statistics

(e-Stat) is a portal site for government statistics in Japan. It has

been in operation since 2008 and was created by the Liaison

Conference of Chief Information Officers of Ministries and

Agencies. It aims to provide a one-stop service for information

on government statistics in Japan [see the websites of e-Stat

(2021) “About this Site”].

This site consolidates statistics-related information that

has been scattered across independent websites operated by

ministries and agencies. The site provides various statistics

registered by each ministry and agency, such as statistical table

files, statistical data, publication schedules, new information,

survey item information, and statistical classifications [see

the websites of e-Stat (2021) “About this Site”]. Its purpose

1 See the website of Hyogo Prefecture, http://web.pref.hyogo.lg.jp/

kk11/jinkou-tochitoukei/jinnkounouno.html (access 30 march 2022).
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is to provide statistical results, which are the information

infrastructure of society, in a form that is easily accessible to all.

In this study, we used the boundary data of Hyogo Prefecture

from e-Stat. The boundary data is used to cut the satellite data

and GIS data such as Night-Time Light Data and building

information by coordinate mesh. The boundary data is the data

for the whole Hyogo Prefecture in the 2014 national census

and subregions (town, district, character, etc.). The data format

is a shapefile in the world geodetic system rectangular plane

coordinate system.

It is used in large scale maps, such as “1/2,500 National Land

Map,” “1/5,000 National Land Map,” and “1/10,000 Topographic

Map” published by the Geographical Survey Institute. The

projection method is the Gauss-Kruger method (also called

“horizontal Mercator projection”). In order to reduce the

distortion caused by projecting an ellipsoid surface onto a plane,

the whole country of Japan is divided into 19 regions, each of

which has its coordinate origin.

In order to reduce the distortion caused by projecting an

ellipsoid surface onto a plane, the whole country is divided into

19 regions, each of which has its own coordinate origin. One-

hundred-thirty km east and west from the coordinate origin is

the applicable range of each coordinate system [see the website

of esri Japan., 2021, “Coordinate Systems Used in Japan”].

National land data information (https://
nlftp.mlit.go.jp/ksj/)

The Ministry of Land, Infrastructure, Transport and

Tourism (MLIT) of Japan has developed numerical

national land information to support the formulation

and implementation of national land planning. The

ministry provides a variety of information on national

land, including administrative areas, railroads, roads,

rivers, official land price announcements, land use mesh,

and public facilities [see the website of MLIT Ministry

of Land Infrastructure Transport Tourism (2021a), GIS

Home Page].

This study used the 2014 Hyogo Prefecture data. To

investigate the light intensity of building sites in Hyogo

Prefecture, we overlaid the building site data on top of the

nighttime lighting data.

Fundamental geospatial information
(https://www.gsi.go.jp/kiban/)

Fundamental Geospatial Information has been developed

by the Geospatial Information Authority of Japan since the

enactment of the Basic Act on the Utilization of Geospatial

Information in 20072. At present, the initial development of base

map information is almost complete, with about 100,000 square

kilometers of urban planning areas at a scale level of 2,500 and

other areas at a scale level of 25,000.

Basic items of fundamental geospatial
data

In order to extract the area of buildings and location

information by coordinates, all the data of Hyogo Prefecture was

downloaded and used. The downloaded file format was JPGIS

(GML) format.

The JPGIS format, officially called the “Japan Profile for

Geographic Information Standards,” is a set of data formats

developed in accordance with international and national

standards. The main purpose is to ensure the compatibility of

the GIS spatial data for mutual use among different systems. It is

a practical standard that specifies rules for data design, quality,

description methods, and specification writing methods. These

are international and national standards.

Therefore, by promoting the use of JPGIS, an environment

that facilitates the mutual use of data can be established. The

effects of sharing data maintained by different maintenance

entities, reducing system dependency, and eliminating

duplication of investment can be expected. This will enable

cost reduction and business efficiency and will contribute to

the formation of a more efficient information society and the

realization of a safe and secure society (see the website of GSI 2

(2021), “What can be done with the practical use of geospatial

information (JPGIS)”).

The basic items of Fundamental Geospatial Information are

10 items taken from the 13 items of Fundamental Geospatial

Information. They are survey reference points, coastlines,

boundaries and representative points of administrative

divisions, road edges, track centerlines, elevation points,

water lines, perimeter lines of buildings, boundaries and

representative points of towns and cities, and boundaries and

representative points of city blocks (Fundamental Geospatial

Data Fundamental Geospatial Data Basic Items., 2021).

Building data

The extent of the buildings was determined from the

building perimeter data published by theGeospatial Information

Authority of Japan. The data was downloaded for the entire area

of Hyogo Prefecture and was used to identify the actual locations

of buildings. The data items are defined by the acquisition

2 See website, https://www.gsi.go.jp/common/000002047.pdf (access

30 march 2022).
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standard used in the large scale topographic map format, and

the buildings are indicated by the following categories.

Futsu-Tatemono

Buildings with less than three floors and buildings with three

or more floors constructed of wood or other materials.

Kenrou-Tatemono

Buildings constructed of reinforced concrete, etc., more than

three stories above ground or with a height equivalent of more

than three stories.

Futsu-Muhekisha

Buildings without side walls, greenhouses, and similar

buildings in factories with less than three floors; for example,

plastic greenhouses.

Kenrou-Muhekisha

Buildings without side walls constructed of reinforced

concrete or similar materials and having a height of more than

three stories above ground or more than the equivalent of three

stories (for example, self-propelledmultistorey parking lots, etc.)

(Ministry of Land Infrastructure Transport Tourism, 2021b).

G-space information center (https://www.
geospatial.jp/gp_front/)

The G-Spatial Information Center is a platform built by

the National Institute of Information and Communications

Technology. the University of Tokyo and Hitachi, Ltd. have

built a platform to freely combine and obtain G-Spatial

information held by the public and private sectors in a one-

stop service. It was established based on the Basic Plan for the

Promotion of Geospatial Information Utilization approved by

the government in March 20123. The Council for Promotion

of Social Infrastructure Information Distribution has been

conducted since 2016.

The merits of the G-Spatial Information Center are abilities

to register and centrally search for G-Spatial information held

by industries, governments, and academia; the ability to convert

registered G-Spatial information into a form that is easy for users

to use and obtain; and the ability to obtain G-Spatial information

by both downloading and API. Making the registered G-

Spatial information available via API, may mean that G-Spatial

information will be utilized in a wide range of fields [see the

3 See website, https://www.gsi.go.jp/common/000195830.pdf (Last

view on 30 March 2022).

website of Japan Council for Promotion of Information Sharing

on Infrastructures Operation of the “G.-Geospatial Information

Center. (2021)].

Hyogo prefecturewide digital surface
model

On January 10, 2020, Hyogo Prefecture released the first

prefecture-wide 3D dataset with 1-m mesh accuracy in Japan.

The Digital Surface Model (DSM) is also known as a numerical

surface model, which is the numerical surface layer of aerial laser

survey results that include the ground surface, buildings, and

vegetation. It is the original aerial survey data.

The data is in the form of a grid with 1-m intervals, and

it is text data with XYZ coordinate values. It was created

using aerial laser survey data of a 1-m mesh produced by

Hyogo Prefecture and the Rokko Erosion Control Office, Kinki

Regional Development Bureau, and the Ministry of Land,

Infrastructure, and Transport of Japan. The coordinate system

is the Japan Geodetic System 2000.

Hyogo-wide digital height model

This is the height data of the ground above the ground

surface, which is created by the difference between the DSM and

the Digital Elevation Model (DEM). This includes everything

above the ground surface, including buildings and trees and

other plants. The observation period was from 2012 to 2013.

National oceanic and atmospheric
administration (NOAA)/NASA Suomi NPP
satellite day/night band (https://eogdata.
mines.edu/download_dnb_composites.html)

NASA and the NOAA launched the Suomi NPP Earth

observation satellite in November 2011, equipped with the

Visible and Infrared Imager and Radiometer (VIIRS). Most

satellites have a daytime light source, and most satellites

observe only during the daytime, but Suomi NPP also performs

observations at night, and the data used in this study is

nighttime data.

The monthly data has not been filtered to remove auroras,

fires, boats, and other transient lights. Also, the resolution is

a 15-arcsecond grid (about 450m) ranging from −180 to 180

degrees, covering latitudes 65S to 75N, and is available in geotiff

format [Version 1 VIIRS Day/Night Band Nighttime Lights].

This paper uses annual data for the year 2016. In this study,

we used the data from the vcm-orm-ntl file, where the nighttime

light outliers are removed and the non-light portion is set to
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zero. The values in this data are proportional to the actual

luminous intensity.

Research methods

Creating a correlation between building
height and nighttime light in hyogo
prefecture

Using the VIIRS annual composite, DSM, and DEM data,

we calculated the height (DSM–DEM) in each night light (NL)

pixel. The coordinates are standardized to ESPG 2447 (JGD2000,

Japan Plane Rectangular CS V). The mean, standard deviation,

maximum, minimum, and number of samples for the height of

each building per NL pixel were calculated using Fundamental

Geospatial Data. Additionally, building heights were derived for

Futsu-Tatemono and Kenrou-Tatemono.

Then, the NL pixels overlapped the land use meshes that

occupied more than 50%, more than 60%, more than 70%,

more than 80%, and more than 90% of the total building

land area and were analyzed, respectively and compared with

Google map to investigate the characteristics of the land. Then,

we accepted the best-fit building land ratio as the result of

this study.

Spatial merging and feature extraction
using geopandas 0.8.0

GeoPandas is an open-source project that enables geospatial

data manipulation in Python. GeoPandas extends the data

types used to enable geospatial manipulation with Pandas. In

this paper, we used the Digital Height Model for the entire

Hyogo area (2010–2018), masked with the building perimeter

frame obtained from the base map information, to extract the

nighttime light allocated to it. The data from the SUOMI NPP

was used to extract the NL allocated to each of the 23 wards of

Tokyo and to extract how much nighttime light was allocated to

each building in these 23 wards.

The data in the SUOMI NPP is “created in a 15-second

geographic grid [Version 1 VIIRS Day/Night Band Nighttime

Lights “README” file].” Note that 1 second angle= 1◦/3,600.0.

Therefore, the distance between the axes of the longitude and

latitude lines is expressed as ddeg = 15.0/3,600.0. Using this,

prepare longitude lines at intervals of 15.0/3,600.0 for 60◦ to

180◦, which is the range of the NL data, and latitude lines at

intervals of 15.0/3,600.0 for 0◦ to 75◦. Cut the NL data at the

pixel that you want to study.

Analysis results

The elevation data of the ground surface and the overlying

land surface were obtained with a spatial resolution of 1m

by subtracting the DSM and DEM data published by Hyogo

Prefecture during the observation period 2012–2013. Data

with either DSM or DEM missing were not used. The data

were spatially combined with the perimeter frame data of

ordinary and solid buildings in Hyogo Prefecture in 2014. It was

extracted from the base map information to obtain the data for

buildings only.

Because the spatial resolution of the NL data is 460× 460m,

we used this unit as 1 pixel. By spatially combining the building

data, we derived the number of buildings contained in each

pixel and extracted the amount of light from each building in

each pixel. Subsequently, when we checked the data on the

map, we found that forests and gardens were included in the

building data.

Therefore, the building site information was extracted from

the land use information, and by spatially combining this

information, only the buildings were extracted from the part

where the site was selected. After that, the average height of

the buildings in the pixel was derived and became the Y-axis

measurements. The annual composite value of the number

of observations for each month weighted by the number of

observations for each pixel in NL VIIRS 2013 was used as

the X-axis.

In order to remove data where forests and fields occupied

most of the pixel, we restricted the data by the percentage of land

used for buildings in the pixel so that we could more accurately

analyze the correlation between building height and NL. To

find the best correlation between NL and building heights, the

percentage of building sites in the pixel was changed to 50% or

more, 60% or more, 70% or more, 80% or more, and 90% or

more, respectively, and the correlation analysis was conducted.

The average height of the buildings in the pixel was derived

and placed on the Y-axis, and the annual composite value was

placed on the X-axis, weighted by the number of observations

in each month for each pixel in NL VIIRS 2013. Figure 2 shows

the plots of the pixels with more than 50% of building sites. The

data have a linear distribution, but there are some outliers where

the average height of the buildings is more than 25m. It is also

clear that the data is mainly concentrated in the area where the

average height is <15 meters.

Figure 1 shows 1,769 observations; the slope is 0.126, the

intercept is 5.3500, and R-squared is 0.335. The F-stat is

sufficiently large, and the prob (F-stat) is close to 0, indicating

that the coefficient of the explanatory variable is unlikely to be 0,

and the regression equation is meaningful. Both t-statistics are

more significant than 2, which means that both coefficients are

significant.

Next, we looked at the plots with more than 60% of

the building sites in the pixel (Figure 2). They were scattered
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FIGURE 1

Scatter plot of the night light and building height for land use

ratio of more than 50%.

FIGURE 2

Scatter plot of the night light and building height for land use

ratio of 60% and above.

linearly, but there were some outliers where the average height

of the buildings was more than 25 meters. We also found that

the data was mainly concentrated in the area where the average

height was below 15 meters. There were 1,470 observations;

the slope was 0.1225, the intercept was 5.3791, and R-squared

was 0.331. The F-statistic was sufficiently large, and the prob

(F-statistic) was close to 0, so it was very unlikely that the

coefficient of the explanatory variable was 0, indicating that the

regression equation was meaningful. Both t-statistics are >2,

which means that both coefficients are significant.

The number of observations decreased, and R-squared also

decreased slightly when compared with more than 50% of

building sites in the pixel. There is not much difference in the

data between the case where the land within the pixel is more

FIGURE 3

Scatter plot of the night light and building height for land use

ratio of more than 70%.

than 50% and the case where the land within the pixel is more

than 60%.

Here is a plot with more than 70% of the building sites in

pixels (Figure 3). Similarly, the data is linearly distributed. We

also found that the data is mainly concentrated in areas where

the average height is <15 meters. The number of observations

was 1,028, the slope was 0.1161, the intercept was 5.3668, and

the R-square was 0.392.

The F statistic was sufficiently large, and the prob (F statistic)

was close to zero, indicating that the coefficients of the

explanatory variables were very unlikely to be zero and that

the regression equation was meaningful. Both t-statistics were

more outstanding than two, and the coefficients were significant.

Buildings with >50 or 60% land use had the highest Pixel

R-squared values, although the number of data was reduced.

We plot pixels with >80% of building sites (Figure 4).

Overall, the distribution is linear. We also see that the data is

mainly concentrated in areas with an average height of 15m

or less. The number of observations was 595, the slope was

0.0920, the intercept was 5.5951, and the R-square was 0.290.

The F statistic is sufficiently large, and the prob (F statistic) is

close to 0, indicating that the coefficient of the explanatory

variable is very unlikely to be 0 and the regression equation

is meaningful. The t statistics are all above two, and both

coefficients are significant.

Comparing the number of building lots in pixels with more

than 50%, 60%, and 70% building lots, the observed values

decrease, and the R-square decreases significantly; when data

with more than 80% of buildings in a pixel is superimposed

on a Google map, the data for Kobe City Hall disappears due

to the increase in the percentage of residential lots. Data with

high building height is critical to see the relationship with NL,
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FIGURE 4

Scatter plot of the night light and building height for land use

ratio of 80% and above.

FIGURE 5

Scatter plot of the night light and building height for land use

ratio of 90% and above.

and it is challenging to adapt the data with more than 80% of

residential land.

We can see a plot with more than 90% of the buildings

in pixels (Figure 5). Overall, the distribution is linear. We also

found that the data is mainly concentrated in areas with an

average height of 8 meters or less. The number of observations

was 116, the slope was 0.0136, the intercept was 7.1641, and the

R-square was 0.003.

The F-statistic is sufficiently large, and the prob (F-statistic)

is close to 0, so it is very unlikely that the coefficient of the

explanatory variable is 0, indicating that the regression equation

is meaningful. Both t-statistics are larger than 2, and both

coefficients are significant.

The number of observations and the R-squared decreased

significantly when comparing the data of more than 50%, more

than 60%, more than 70%, and more than 80% of building sites

in a pixel. In the case of low-rise buildings such as those in

FIGURE 6

Scatter plot of the night light and building height for land use

ratio between 70 and 80%.

residential areas, the correlation between building height and

nighttime light is not significant.

Finally, we extracted and examined the percentage of

building sites with a high relationship between building height

and nighttime light, looking at the percentage of building sites

in a pixel between 70 and 80% (Figure 6). The number of

observations was 599, the slope was 0.1185, the intercept was

5.4652, and the R-squared was 0.425. The F-statistic was large

enough, and the prob (F-statistic) was close to 0, so it was

very unlikely that the coefficient of the explanatory variable

was 0, indicating that the regression equation was meaningful.

Both t-statistics were >2, which means that both coefficients are

significant; R-squared was able to produce the highest results.

Discussion

The correlation between nighttime light and DCM data in

Hyogo Prefecture was analyzed by dividing the percentage of

land use within one nighttime light pixel into 50%, 60%, 70%,

80%, and 90%. The results show that the best correlation is

obtained when the percentage of land use within one pixel

is 70%.

As the land use ratio increased, the grid became more

dominated by residential areas with many single-family homes.

The best results were obtained for between 70 and 80%, except

for building coverage ratios above 80%, where residential areas

dominate and important landmarks are excluded.

This paper assumes that as building height increases, the

number of windows increases, and the amount of light increases.

Thus, nighttime light can be a proxy variable for building height.

However, in low-rise residential areas, the number of windows

is not proportional to height, and a good correlation cannot be

found. Thus, light intensity is not proportional to height.
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FIGURE 7

Figure inferring buildings from nighttime light data in Hyogo Prefecture.

FIGURE 8

Reproduction of buildings in the vicinity of Sannomiya to Nagata in Hyogo Prefecture from DSM data.

Using the R-square of 0.288 of Henderson and Adam

(2012) as a benchmark, this study obtained a good value of

R-square of 0.425 for a building coverage of 70%-80%. However,

this study was able to show that nighttime lighting correlates

with buildings of a certain height but not with buildings

with low-height building structures, such as those found in

residential areas.

Using the present results, the height of buildings was

estimated from the nighttime light in Hyogo Prefecture, and the

buildings are depicted in Figure 7. For comparison, Figure 8 uses

DSM data to represent actual building heights; in Figure 8, blue,

yellow, and red represent taller buildings as they become more

elevated. This view shows that the data allows predictions for

buildings of a certain height. On the other hand, Figure 7.

The residential area to the north of Sannomiya, the center of

Kobe city, is blank and not represented in Figure 4, indicating

that a certain height is necessary to estimate the height of

buildings by nighttime light.

The spatial resolution of NL needs to be increased for more

accurate estimation. 460× 460m resolution is still too coarse, so

the data currently needs to be corrected by hand, for example, by

visually checking buildings on site. It can be expected.
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Another possible reason for the low accuracy of the data

is the time it took for the satellite to capture the NL. In

Hyogo Prefecture, nighttime light was captured for about 2 h

a day, which is not enough to capture the lights of the

buildings accurately. In addition to using satellite imagery,

it is also important to go to the site and understand the

differences between the NL data and the satellite imagery to

improve accuracy.

Conclusion and future works

This study examines whether nighttime light can be a

proxy for building height. Building height is a very important

measurement for estimating urban environment and design

and for understanding industrial clusters. However, only

tall buildings such as landmarks can be obtained from

OpenStreetMap. To obtain height data and include low-rise

buildings across the country, data would need to be purchased.

Another major disadvantage is the difficulty in acquiring time-

series data. Time-series data on building heights can be used to

visually check changes in municipalities over time and can be

applied to a variety of studies.

Therefore, we examined the possibility of using “nighttime

lighting data,” which has recently become available free of charge

on a detailed time scale, for estimating the height of buildings,

which is basically provided for a fee.

Due to the structure of buildings, the number of windows

increases in proportion to the size of the building. As the

number of windows increases, the amount of light leaking from

the building windows at night increases and the amount of

light emitted by the building increases. This study focused on

this correlation.

If we can correlate NL with building height, we can replace

NL with the height of all buildings in the world.

This study obtained a good value of R-square of 0.425 for

a building coverage of 70–80%. Calculations were performed

for buildings with building percentages of 50, 60, 80, and 90%

or more within the mesh, but the most accurate results were

obtained for buildings with building percentages of 70% or

more within the mesh. When the percentage of buildings in the

mesh was 80% or higher, the mesh was more residential and

no correlation was observed. This indicates that further work is

needed to find a correlation for buildings with a height of about

10–12m, which is the height of an average Japanese house. Thus,

NL was found to have a certain correlation with building height.

The challenge for this study is to test the results in other

regions and countries in order to verify the generality of the

results of this study. However, Hyogo Prefecture is one of the

most suitable regions for this study; we plan to investigate

whether there are regional differences in the correlation between

NL and building height.

Another major issue to be investigated is the source of

nighttime light. Nighttime light is a mixture of various light

sources. For example, the light from streetlights reflects off the

ground, is dispersed by aerosols, and is very strongly detected in

satellite imagery. We consider it a very important task to analyze

the spectra received by satellite sensors in order to investigate

more precise correlations between buildings and nighttime light.

We believe that with further analysis of this spectrum, it will

be possible to determine not only the height of buildings from

nighttime light alone, but also the outer frames of various

objects, such as traffic signals and roads.
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During the past two decades, the world has seen exponential growth in the

number of companies reporting environmental, social, and governance (ESG)

data, and various ESG metrics have been proposed and are now in use. ESG

metrics play a crucial role as an enabler of investment strategies that consider

ESG factors, which are often referred to as “ESG investments”. The ESGmetrics

and investment market are evolving rapidly, as investors, corporations, and

the public are giving more priority to the “S” in ESG, including social equity

issues, such as diversity, income inequality, worker safety, systemic racism,

and companies’ broader role in society. In this critical, systematic review,

utilizing in-depth assessments, we investigate and compare the approaches

employed in major ESG metrics and studies, then, we shed light on the

“S” aspect by reviewing existing approaches used to assess social equity to

clarify commensurability with ESG. Through the systematic review, this paper

confirms that ESG investments can be expected to provide stable and high

returns especially over the long term. This paper also clarifies how elements

considered in social equity studies are largely reflected in major ESG metrics.

KEYWORDS

ESG metrics, social equity, systematic review, sustainability index, sustainable

investment

Introduction

Environmental, social, and governance (ESG) investment has become an opportunity

for businesses to tap into the growing social demand for lasting change and the emerging

ESGmarket. According to a report by the Global Sustainable Investment Alliance (Global

Sustainable Investment Alliance, 2021), total global ESG investments in 2020 reached

$35.3 trillion, which is an increase of 15% from 2018 and 55% from 2016. The $35.3

trillion figure represents 35.9% of the $98.4 trillion in assets managed by all of the

institutional investors surveyed1. A comprehensive literature review by Camilleri (2020)

confirms that the providers of financial capital are increasingly allocating funds toward

positive impact and sustainable investments. Because of the growth in environmental

and ethical consciousness, both consumers and investors want companies to consider

these values. And the growth in such demand

1 GSIA has surveyed institutional investors in the five regions: Europe; the US; Canada; Australia;

NZ; and Japan.
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increases the importance of developing sound ESG metrics

to evaluate ESG activities. As shown by the recent adoption

of a proposal for a Directive on corporate sustainability due

diligence by the European Commission on February 23, 2022

that aims to foster not just environmentally but also socially

responsible corporate behavior throughout global value chains,

investors, corporations, and the public are giving more priority

to the “S” in ESG, including social equity issues, such as

diversity, income inequality, worker safety, systemic racism,

and companies’ broader role in society. Despite the growing

importance of ESG metrics and social aspects of ESG, there is a

lack of academic scholarship investigating the commensurability

of these metrics, and especially how important social elements

are reflected in these metrics.

In recent years, there has been a growing awareness

of the problem of the disarray of standards for disclosing

ESG information, which is important in assessing the ESG

initiatives of companies. The main disclosure standards for ESG

information vary, depending on the purpose of the disclosure,

such as the areas to be disclosed, whether it is principle or

detailed based, the assumed stakeholders, disclosure channels,

principles to be followed, and disclosure items. There has been

a move toward the unification of standards, including a joint

statement by standard-setting bodies and a proposal by the

International Financial Reporting Standards Foundation to set

sustainability reporting standards. Many studies have critiqued

the lack of common theorization and commensurability among

the ESG metrics mainly used in the market (Chatterji et al.,

2016). Some studies have pointed out that the divergence of

ESG ratings is mostly due to the differences in the scope,

measurement, and weights of the metrics (Berg et al., 2022), but

a critical analysis of ESGmetrics and studies that have employed

the metrics is required to solve the lack of common theorization

and commensurability. We conduct this critical analysis in this

study through a systematic review and a detailed examination

of ESG metrics, and we investigate and compare the assessment

approaches employed in the major ESG metrics and studies.

Through the systematic review, we also examine the impact of

ESG performance on financial performance and how the results

differ among studies using different ESGmetrics for the analyses.

Additionally, to further examine how the major ESG metrics

incorporate important social elements, we shed light on the “S”

aspect by reviewing existing approaches used to assess social

equity and examine how the elements considered in existing

approaches are reflected.

Through the systematic review, this paper confirms that ESG

investments can be expected to provide stable and high returns

especially over the long term. Regarding the commensurability

of the metrics, based on accessible methodology descriptions

for four leading ESG metrics widely used in academic research,

and business, this paper finds that the elements assessed have a

significant divergence across the metrics: only four elements are

common among all four ESGmetrics, with the ratios of exclusive

elements being 37.3, 38.1, 4.4, and 7.1% for the fourmetrics. This

paper also clarifies how the elements considered in the social

equity studies are reflected in the major ESG metrics. Some of

the common factors that we find in the studies that evaluated

social equity quantitatively are the concept of employment,

such as relations, unemployment ratios and age groups, as well

as income and education, which are also important elements

in ESG metrics (e.g., gender balance, salary, and training).

This paper also clarifies that access is a factor that can be

quantified and used frequently in social equity studies, including

access to energy, transportation, and essential facilities, whereas

quantifying access is hardly observed in the major ESG

metrics. The results of this paper contribute to advancing

the research community’s and practitioners’ knowledge by

providing a detailed examination of commensurability of the

major ESGmetrics, and how the ESGmetrics capture important

social elements.

The remainder of this paper is structured as follows. Section

Systematic review of the literature that has employed ESG

metrics provides the results of the systematic review of the

ESG and social equity literature. Section ESG metrics and

social equity: A closer look at the methodology and elements

assessed provides a closer look at the major ESG metrics and

critical elements of social equity studies. The discussion and

conclusions, which are based on the systematic review and a

detailed examination of the elements assessed, are presented in

Section Discussion and conclusion.

Systematic review of the literature
that has employed ESG metrics

This section provides the result of the systematic review of

the ESG and social equity literature to capture the trends in

the literature, such as investigated issues, geographical region,

industries, and research fields.

Data

The ESG articles reviewed in this study are collected from

Scopus, Thomson Reuters’ Web of Science, and the top-ranked

journals in finance. Considering the fact that ESG studies have

been increasingly undertaken in the past decades, we set the

search period from January 1, 2000 to December 31, 2021.

Following the keywords in previous systematic reviews, the

keywords of the ESG topic include “CSR,” “corporate social

responsibility,” “ESG,” and “environmental social∗ governance”

(Kong et al., 2020; Widyawati, 2020), where the ∗ stands for any

other patterns of the word. The keywords of the ESG database

include “MSCI,” “KLD,” “Kinder Lydenberg Domini,” “Refinitiv,”

“Thomson Reuters Asset4,” “Bloomberg,” “FTSE Russell,” and

“Arabesque S-Ray,” which are the major ESG data providers
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FIGURE 1

Screening procedure of ESG literature reviewed.

in the global market (Escrig-Olmedo et al., 2019). Keywords

of financial performance that usually appear in the literature

include “CFP,” “financial performance,” “stock return,” “ROA,”

“ROE,” and “Tobin’s Q.” We perform two search strategies in

both Scopus andWeb of Science2. Strategy 1 is keywords of ESG

topic and financial performance, and Strategy 2 is keywords of

ESG topic and ESG database. After filtering research articles in

English and highly cited or hot papers on the Web of Science,

Strategy 1 found 90 results, and Strategy 2 found 18 results.

Moreover, after combining Strategies 1 and 2, 932 results were

found on Scopus. We then searched for papers in the top-ranked

journals in finance (Journal of Banking and Finance, Journal

of Corporate Finance, Journal of Finance, Journal of Financial

Economics, and Review of Financial Studies) to supplement the

2 The search date is January 6th 2022.

results from Scopus and Web of Science. This screening process

was conducted by one author and verified by another author.

Figure 1 presents the screening procedure, starting from

original articles in Scopus, Web of Science, and top-ranked

journals in finance. After removing duplicated articles, we

identified 1,293 articles.Wemanually checked all articles to filter

out empirical studies that used the ESG database we are focusing

on, and we had 239 articles. Figure 2 presents the number of

publications in the selected empirical studies. Most of the studies

that used ESG metrics were in the field of corporate finance,

followed by specialized CSR journals. We then listed studies that

discussed the impact of ESG activities on corporate financial

performance. ESG activities are proxied by ESG scores or any

specific ESG indicators in the ESG databases. Corporate financial

performance is proxied by ROA, ROE, Tobin’s Q, and other

indicators of market return. After excluding studies that are not

our focus, the final sample is 80 articles.
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FIGURE 2

The number of publications among the selected empirical studies.

Regarding the social equity literature, following the review

process for the ESG literature, the articles reviewed are from

Scopus and Thomson Reuters’ Web of Science, with the search

period set from January 1, 2000 to December 31, 2021. As

one of the main objectives of this study is to investigate how

the elements considered in social equity evaluation studies

are reflected in major ESG metrics, the keywords for this

systematic review are “social equity,” “assessment/evaluation,”

and “quantitative.” The screening procedure is presented in

Figure 3. Initially, there were 29 papers from the Web of Science

and 170 papers from Scopus. After dropping duplicates, we

obtained 172 articles. To identify papers with high impact, we

employed a selection strategy where the databases were grouped

by publication year—Group 1 ends in 2015; Group 2 is from

2016 to 2020, and Group 3 is 2021. In Group 1, papers whose

citation count is less than the 50% average level are excluded.

In Group 2, papers whose citation count is less than the 25%

level are excluded. Regarding papers in 2021, all articles reflected

the time-function nature of citations. After filtering out using

our citation count quota approach, 128 articles were left. Finally,

after excluding studies that did not focus on social equity

evaluation, we had 24 articles and 26 case studies for the review.

Analysis and discussion

Based on the final articles selected from 2014 to 2021,

we review how the conclusions and implications change

across different topics and databases. Figure 1 depicts how the

frequency of using ESGmetrics increased in the reviewed period.

Three databases that are mostly used in the literature are MSCI,

Bloomberg, and Refinitiv. The number of publications increased

in 2014 after MSCI’s ESG database became available and kept

growing in subsequent years. Initially, MSCI’s ESG database

was the most used. However, the number of studies that use

Refinitiv’s ESG database surged in 2021, becoming comparable

to that of MSCI’s ESG database. The use of Bloomberg’s ESG

database had a steady growth in the past 5 years (Figure 4).

Table 1 presents four panels that focus on different topics

about the effect of ESG factors on corporate performance. In

all panels, ESG factors (overall or each factor) are used as

independent variables. Table 1A summarizes studies that used

accounting measures, such as ROA, ROE, and EBITDA, as

dependent variables; Table 1B summarizes studies that used

market evaluation Tobin’s Q, that is, firm value as dependent

variables; Table 1C summarizes studies that used stock return as

dependent variables; Table 1D summarizes studies that used the

cost of capital and risk indicators as dependent variables.

We now discuss the systematic review results. Table 1 uses

the notation “positive (negative),” “mostly positive (negative),”

“partially positive (negative),” “mixed,” or “not significant” for

the conclusion of each study. Most of the studies considered

in this systematic review estimated the relationship between

dependent and independent variables multiple times under

various models, with minor changes, to test for robustness. In

Table 2, positive (negative) means that a “positive (negative)”

coefficient value is observed in all the estimation models in

each of the papers. In addition, “mostly” indicates a case in

which most of the estimation models are positive (negative),

whereas “partially” indicates a case in which positive (negative)

results are reported in a few of the estimation models. However,

“mixed” refers to cases where the study had different trends
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FIGURE 3

Screening procedure of social equity literature reviewed.

(positive and negative) depending on the estimation model. The

square frames in Table 2 mean that the enclosed variables are

estimated using the same formulas, and the variables enclosed

in this square frame contain interaction terms. In this study,

to simplify the discussion, the results are considered “mixed”

even when the variables in the framework lack consistent trends

(positive and negative) due to the influence of specific elements.

In addition, for independent variables, most of the studies

employed variables in which the greater the value, the higher the

degree of ESGmanagement. In contrast, some studies used non-

ESG management variables (e.g., CSR concern, negative CSR,

toxic firm dummy, and SIN stock), where the greater the value,

the lower the degree of ESG management. Finally, the following

discussion captures the whole trend of individual papers. If the

same study reports both positive and negative trends, we count

it as mixed. For studies that report both positive (negative) and

non-significant trends, we count them as positive (negative).

However, studies that employ more than two ESG metrics are

excluded from the count. We also present the results of the

reviewed studies on selected dependent variables in the form of

heatmaps in Figure 5 (ROA, ROE, and EBITDA), Figure 6 (Stock

Return), and Figure 7 (Tobin’s Q). To show the trend in more

simple way, “mostly positive” and “partially positive” results are

presented as positive in the heatmaps and “mostly negative”

and “partially negative” are presented as negative, while in

the case of “mixed”, one count is added to both positive and

negative. The heatmaps presents the breakdown of the results

by showing the count for ESG, E, S, G (and the combinations) as

explanatory variables.

Regarding the relationship between ESG and profitability

(see Table 1A; Figure 5), the results are mixed. We find that

seven studies used Bloomberg as ESG metrics, among which
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FIGURE 4

The frequency of using ESG metrics in reviewed papers. This figure shows the frequency of using ESG databases from 2014 to 2021. There are

several studies using multiple databases.

three studies reported a positive relationship; one study found

a non-significant relationship; two studies reported a mixed

relationship, and one study reported a negative relationship.

Similarly, seven studies used Refinitiv or Asset4 as ESG metrics,

among which four studies reported a positive and significant

trend, two mixed, and one negative. However, 17 studies used

MSCI or KLD as ESG metrics, among which four studies

suggested a negative relationship; nine studies suggested a

positive relationship, and the remaining four studies found a

mixed relationship. From the heatmap, we can observe that

for ROA, ROE, and EBITDA “Positive” ≥ “Nagative” holds in

all of the cases except for EBITDA with overall ESG score as

explanatory variable. However, there are still statistically non-

significant results and negative results that cannot be neglected.

Thus, in the short term, it is hard to prove the positive effects of

ESG factors on profitability.

Regarding Tobin’s Q (see Table 1B; Figure 6), the studies

revealed that ESG factors have a positive effect on firm value.

Among the 20 studies that used MSCI and KLD as ESG

metrics, all reported positive trends, except for six studies

that reported a mixed result. This trend is also similar for

studies that used Bloomberg, Refinitiv, and Thomson Reuters’

Asset4 as ESG metrics, which generally confirms a positive

direction, except for two studies that did not find statistical

significance and five studies that reported a mixed trend.

Figure 6 shows that “Positive” > “Nagative” holds in all of

the cases. Therefore, regardless of the type of ESG metrics for

Tobin’s Q, it is confirmed that the most recent studies report a

positive direction. In summary, ESG factors are found to have

robust and positive effects on corporate performance in the

long term.

Table 1C summarizes the effect of ESG factors on stock

return. Refinitiv’s Thomson Reuters Asset4 was used in five

studies, among which three reported a positive direction; one

suggested a mixed trend, and one did not find any significant

result. However, 12 studies used MSCI and KLD as ESGmetrics,

among which seven reported positive effects; two reported a

negative result; two suggested a mixed trend, and the remaining

one reported a non-significant relationship. Based on these

results, studies that used Refinitiv’s Thomson Reuters Asset4

tend to have positive results, whereas those that used MSCI

and KLD found more complicated results. From the heatmap,

as shown in Figure 7, “Positive” ≥ “Negative” holds in most of

the cases. However, the impact of ESG factors on stock returns

naturally depends on the research period, samples, and other

environmental factors. In Table 1C, studies that used interaction

models mostly had complicated results, indicating the external

contingency of ESG factors. Some studies focused on the time

trend of negative shocks to the stock prices of many firms, but

it is not necessary to compare this in an analysis that focuses on

normal stock returns. We recognize these limitations, but we do

not generalize and make comparisons for discussion.

Regarding the cost of equity and other risks (see Table 1D),

the studies revealed a negative trend, which means that ESG

factors are effective in reducing financial risk and cost. In

the 12 studies that used MSCI and KLD as ESG metrics,
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TABLE 1 List of studies using ESG metrics reviewed.

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

(A) Dependent variable: ROA, ROE, EBITDA

Duque-Grisales and

Aguilera-Caracuel (2021)

ROA Thomson Reuters Overall ESG score (Mostly) Negative

[-4mm] Asset4 Overall ESG score× slack (Mostly) Positive

Griffin et al. (2021) ROA Thomson Reuters

Asset4

E, S E/S (Mostly) Positive

Bátae et al. (2021) ROA Refinitiv E Env_RU (resource use efficiency) Not significant

E Env_EM (emission and waste reductions) Positive

E Env_IN (environmental innovation) Not significant

S Soc_WF (workforce) Not significant

S Soc_HRights (human rights) Not significant

S Soc_COM (community) Not significant

S Soc_PRD (product responsibility) Not significant

G Gov_MN (management and oversight) Negative

G Gov_SH (shareholder rights) Not significant

G Gov_CSR (CSR strategy) Not significant

ROE Refinitiv E Env_RU Not significant

E Env_EM Positive

E Env_IN Not significant

S Soc_WF Not significant

S Soc_HRights Not significant

S Soc_COM Not significant

S Soc_PRD Not significant

G Gov_MN Not significant

G Gov_SH Not significant

G Gov_CSR Not significant

Kuzey et al. (2021) ROA Refinitiv Overall ESGs Not significant

Overall 1ESGs Not significant

Overall CSRcom (CSR committee) (Partially) Negative

Overall ESGs× CSRcom Not significant

Overall 1ESGs× CSRcom Not significant

ROE Refinitiv Overall ESGs Not significant

Overall 1ESGs Not significant

Overall CSRcom Not significant

Overall ESGs× CSRcom Not significant

Overall 1ESGs× CSRcom Not significant

Atif et al. (2021) ROA Bloomberg G WOBP (% of women on the board) Positive

G WOBP× REN/TC (Total renewable energy

consumption as a percentage of total energy use)

Positive

ROE Bloomberg G WOBP× REN/TC Positive

Naseem et al. (2020) ROA Thomson Reuters Overall CSR Positive

Asset4 Overall PCSRhat (predicted value of CSR) Positive

ROE Thomson Reuters Overall CSR Positive

Asset4 Overall PCSRhat (predicted value of CSR) (Partially) Positive

Cai et al. (2020) ROA Low= 1, ROA

High= 2

(multinomial probit

regressions)

MSCI, KLD Overall Net adjusted CSR score Positive
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

Liu et al. (2020) ROA MSCI, KLD Overall CSR Positive

ROE MSCI, KLD Overall CSR Not significant

Nguyen et al. (2020) ln (1+ profitability) MSCI, KLD Overall CSR proxy Positive

Overall Long-term investor ownership× CSR proxy Not significant

Devie et al. (2020) CFP (corporate

financial

performance)

Bloomberg, other

reliable sources

Overall CSR (Mostly) Positive

Alareeni and Hamdan

(2020)

ROA Bloomberg Overall ESG index Positive

E EVN index Negative

Overall CSR index Negative

G CG index Positive

ROE Bloomberg Overall ESG index Positive

E EVN index Negative

Overall CSR index Negative

G CG index Negative

Hoang et al. (2020) ROA Bloomberg E EDS (environmental disclosure score) (Mostly) Positive

E GHG (greenhouse gas emissions per unit of

revenue)

(Mostly) Positive

E WATER (total water uses per unit of revenue) Not significant

E WASTE (total waste per unit of revenue) Not significant

Saleem et al. (2021) ROA Bloomberg G GDev-index-index (the governance deviance

index)

Negative

Albuquerque et al. (2019) Change in ROA MSCI, KLD Overall CSR1 variable Not significant

Overall CSR1× GDP growth Negative

Overall CSR2 variable Not significant

Overall CSR2× GDP growth Negative

Luffarelli et al. (2019) EBITDA MSCI, KLD Overall CSP Not significant

Overall CSP× PMP (product-market profile) Negative

Xie et al. (2019) ROA Bloomberg E Verification type Not significant

E Green building policy Positive

E Sustainable packaging Positive

E Environmental quality management policy Not significant

E Environmental supply chain management Not significant

E Climate change policy Not significant

E Climate change opportunities discussed Not significant

E Risks of climate change discussed Not significant

E Emissions reduction initiatives Not significant

E New products climate change Not significant

E Energy efficiency policy Not significant

S Equal opportunity policy Not significant

S Human rights policy Not significant

S Training policy Not significant

S Employee CSR training Negative
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

S Health and safety policy Not significant

S Fair remuneration policy Not significant

Fauver et al. (2018) ROA Thomson Reuters

Asset4

S EF Index Positive

Brogi and Lagasio (2019) ROA MSCI, KLD Overall ESGSCORE Not significant

E ESCORE Not significant

S SSCORE Not significant

G GSCORE (Partially) Positive

Byun and Oh (2018) 1ROA MSCI, KLD S Net CSR coverage (positive CSR-related news

articles minus negative CSR-related news articles.

its articles covering topics in community,

diversity, and employee relations)

Positive

Overall KLD index Not significant

Hoi et al. (2018) ROA MSCI, KLD Overall CSP (Partially) Positive

Overall CSP× high social capital Positive

Overall Positive CSR Positive

Overall Positive CSR× high social capital Positive

Overall Negative CSR Not significant

Overall Negative CSR× high social capital Negative

Bhandari and Javakhadze

(2017)

ROA MSCI, KLD Overall KLD Negative

Wang and Sarkis (2017) ROA Bloomberg G CSRGOV Not significant

E CSRENV Not significant

Cornett et al. (2016) ROA MSCI, KLD Overall ESG index Positive

Overall ESG index× small (Partially) Positive

ROE MSCI, KLD Overall ESG index Positive

Overall ESG index× small (Partially) Positive

Harrison and Berman

(2016)

ROA MSCI, KLD Overall CSP (total strengths) Negative

Overall CSP (total concerns) (Partially) Negative

Tebini et al. (2016) ROA MSCI, KLD E Envt Not significant

E Envt (-1) Positive

E Envt (-2) Positive

E Envt (-3) Positive

E Envt× size Positive

E Envt× invest Negative

E Envt× beta (systematic risk) Negative

Lys et al. (2015) 1ROA Thomson Reuters Overall CSR Positive

Asset4 E ENV_COMP Not significant

S SOC_COMP Positive

G CORPGOV Not significant

Nguyen and Nguyen

(2015)

ROA MSCI, KLD Overall Aggregate strengths Positive

Overall Aggregate concerns Positive

Boesso et al. (2015) EBITDA MSCI, KLD S Community (Mostly) Positive

G Governance (Mostly) Positive
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

S Diversity (Mostly) Positive

S Employee (Mostly) Positive

E Environment (Mostly) Negative

S Human rights Negative

S Product Negative

Di Giuli and Kostovetsky

(2014)

ROA 1 next 3 years MSCI, KLD Overall KLD strengths Negative

Overall KLD concerns Not significant

Kumar et al. (2016) EBITDA MSCI, KLD E Employee weakness Not significant

E Employee strengths Positive

S Costumer weakness Not significant

S Costumer strengths Not significant

S Community weakness Not significant

S Community strengths Not significant

G Governance weakness Not significant

G Governance strengths Positive

E Environment weakness Not significant

E Environment strengths Not significant

S Diversity weakness Negative

S Diversity strengths Positive

S Human rights weakness Negative

S Human rights strengths Positive

Moura-Leite et al. (2014) ROA MSCI, KLD E, S Primary stakeholder management Positive

(B) Dependent variable: Tobin’s Q

Griffin et al. (2021) Tobin’s Q Thomson Reuters

Asset4

E, S E/S Positive

Bátae et al. (2021) TQ Refinitiv E Env_RU (resource use efficiency) Not significant

E Env_EM (emission and waste reductions) Not significant

E Env_IN (environmental innovation) Not significant

S Soc_WF (workforce) Not significant

S Soc_HRights (human rights) Not significant

S Soc_COM (community) Not significant

S Soc_PRD (product responsibility) Not significant

G Gov_MN (management and oversight) Not significant

G Gov_SH (shareholder rights) Not significant

G Gov_CSR (CSR strategy) Not significant

Kuzey et al. (2021) Tobin’s Q Refinitiv Overall ESGs Mixed

Overall 1ESGs Not significant

Overall CSRcom (CSR committee) (Partially) Negative

Overall ESGs× CSRcom (Partially) Positive

Overall 1ESGs× CSRcom Not significant

Dai et al. (2021) Market-to-book MSCI, KLD, Overall CSRc
× CSRs _Supplier controls Positive

Thomson Reuters Overall CSRs _Supplier controls Positive

Asset4 Overall CSRc _Supplier controls Negative
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

Overall CSRc
× CSRs _Customer controls Positive

Overall CSRs _Customer controls Negative

Overall CSRc _Customer controls Not significant

Bu et al. (2021) Tobin’s Q MSCI, KLD Overall CSR_PRE (a variable denoting the optimal level

of CSR activities)

Positive

Overall TID (talented inside directors)× CSR_PRE Positive

Overall CSR_RES (excessive level of CSR activities,

calculated as CSR minus CSR_PRE)

Negative

Overall TID× CSR_RES (Partially) Positive

Overall CSR Positive

Overall TID× CSR Positive

Ertugrul and

Marciukaityte (2021)

log (Tobin’s q) MSCI, KLD Overall CSR net (CSR strengths – CSR concerns) (Partially) Positive

Overall Unionization× CSR net Negative

Lu et al. (2021) Tobin’s Q MSCI, KLD Overall CSR Not significant

Overall CSR× financial risk Positive

Overall, E CSR× environmental risk Positive

Overall CSR× earnings stability Positive

Overall CSR× sales growth Not significant

Hannah et al. (2021) Tobin’s Q KLD, MSCI, Overall CSR Positive

Bloomberg Overall CSR2 Partially) Positive

Overall CSR Positive

Overall CSR2 (Partially) Positive

Overall CSR× SalesGR (Partially) Positive

Overall CSR× AssetGR (Partially) Positive

Atif et al. (2021) Tobin’s q Bloomberg G WOBP (% of women on the board)× REN/TC

(Total renewable energy consumption as a

percentage of total energy use)

Positive

Jia and Li (2020) TobinsQ Thomson Reuters

Asset4

Overall CSPD (above the sample median of sustainability

performance)

Positive

Overall ECC (exposure to climate change)× CSPD Positive

Overall CSPD (Partially) Positive

Overall EPU (economic policy uncertainty)× CSPD Positive

Overall CSPD (Partially) Positive

Overall POLI (political instability)× CSPD Positive

Bardos et al. (2020) Tobin’s Q MSCI, KLD E, S Community/environmental CSR (Partially) Positive

Brower and Dacin (2020) Tobin’s Q MSCI, KLD Overall Overall CSR activities (lag) Positive

Overall Primary CSR activities (lag) (primary CSP level

is calculated as the sum of the firm’s CSP strength

scores for governance, employee relations, and

product strengths for each firm-year observation

in the data)

Positive

Overall Secondary CSR activities (lag) (secondary CSP

level is calculated as the sum of each firm’s CSP

strength scores for environmental impact,

community involvement, and diversity strengths

for each firm year observation in the data)

Positive
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

Liu et al. (2020) Tobin’s Q MSCI, KLD Overall CSR Positive

Nguyen et al. (2020) ln (market-to-book) MSCI, KLD Overall CSR proxy Positive

Overall Long-term investor ownership× CSR proxy Positive

Alareeni and Hamdan

(2020)

Tobin’s Q Bloomberg Overall ESG index Positive

E EVN index Positive

Overall CSR index Positive

G CG index Positive

Saleem et al. (2021) Tobin’s-Q Bloomberg G Gdev-index-index (the governance deviance

index)

Positive

Boubakri et al. (2019) Tobin’s Q Thomson Reuters Overall PCSR (predicted CSR intensity) (Mostly) Positive

Asset4 Overall STATE (percentage of shares held by a

government)× PCSR

Positive

Albuquerque et al. (2019) Tobin’s Q MSCI, KLD Overall lagged CSR1 variable Positive

Overall lagged CSR2 variable Positive

Luffarelli et al. (2019) Tobin’s q MSCI, KLD Overall CSP Not significant

Overall CSP× PMP (product-market profile) Positive

Zolotoy et al. (2019) Tobin’s Q MSCI, KLD Overall CSR (Mostly) Positive

Overall CSR× religious adherence (Mostly) Negative

Xie et al. (2019) Market value Bloomberg E Verification type Positive

(Tobin’s Q) E Green building policy Not significant

E Sustainable packaging Positive

E Environmental quality management policy Negative

E Environmental supply chain management Not significant

E Climate change policy Not significant

E Climate change opportunities discussed Not significant

E Risks of climate change discussed Not significant

E Emissions reduction initiatives Not significant

E New products climate change Not significant

E Energy efficiency policy Not significant

S Equal opportunity policy Positive

S Human rights policy Positive

S Training policy Positive

S Employee CSR training Not significant

S Health and safety policy Not significant

S Fair remuneration policy Not significant

Fauver et al. (2018) Tobin’s Q Thomson Reuters

Asset4

S EF (employee-friendliness) index (Mostly) Positive

Byun and Oh (2018) log (Tobin’s q) MSCI, KLD S Net CSR coverage (positive CSR-related news

articles minus negative CSR-related news articles.

its articles covering topics in community,

diversity, and employee relations)

Positive

Overall KLD index (Partially) Positive
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

Buchanan et al. (2018) Tobin’s Q Bloomberg Overall CSR Positive

Overall CSR× crisis (2008Q3 - 2009Q1) Negative

Taylor et al. (2018) Tobin’s Q Bloomberg Overall ESG, social, environmental, governance

disclosure

(Partially) Positive

Overall ADSALE (advertising expenditures to sales)×

ESG, social, environmental, governance

(Partially) Positive

Overall CSR firm Negative

Yu et al. (2018) Industry-adjusted Bloomberg Overall ESG disclosure (industry-adjusted) (Partially) Negative

Tobin’s Q Overall (ESG disclosure)2 (Partially) Positive

Shahzad and Sharfman

(2017)

Tobin’s q MSCI, KLD Overall CSP Mixed

Wang and Sarkis (2017) Tobin’s Q Bloomberg G CSRGOV Not significant

E CSRENV Not significant

Hawn and Ioannou

(2016)

Log Tobin’s q Thomson Reuters Overall Internal (CSR) t−1 /assets Not significant

Asset4 Overall External (CSR) t /assets Positive

Cornett et al. (2016) Tobin’s Q MSCI, KLD Overall ESG index (Partially) Positive

Overall ESG index× small (Partially) Positive

Ferrell et al. (2016) Tobin’s Q MSCI, KLD Overall CSR (Partially) Positive

Overall CSR× entrenchment index Positive

Cahan et al. (2015) Tobin’s Q MSCI, KLD Overall CSR Not significant

Overall CSR×media Not significant

Overall CSR×H-H Positive

Overall CSR×media×H-H Positive

Gao and Zhang (2015) Tobin’s Q MSCI, KLD Overall CSR score Not significant

Overall CSR× DAS (discretionary accrual smoothing) Positive

Jha and Cox (2015) Tobin’s Q MSCI, KLD Overall CSR_S (it is the sum of CSR_STRENGTHS and

CSR_CONCERNS. the detailed descriptions of

how CSR_STRENGTHS and CSR_CONCERNS

are calculated are described later in this table. a

higher number indicates greater social

responsibility)

Positive

Overall CSR_S Positive

Overall CSR_S×HIGH SOCIAL CAPITAL Not significant

Nguyen and Nguyen

(2015)

Tobin’s Q MSCI, KLD Overall Aggregate strengths Positive

Overall Aggregate concerns Positive

Vomberg et al. (2015) Tobin’s Q MSCI, KLD S Human capital Not significant

S Brand equity× human capital Positive

S Human capital× FMCG (fast moving consumer

goods)

Negative

S Human capital× consumer durables Negative

S Human capital× retail Negative

Moura-Leite et al. (2014) Tobin’s Q MSCI, KLD E, S Primary stakeholder management Positive
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

(C) Dependent variable: Stock return, contains CAR, AR

Ding et al. (2021) Weekly stock return Thomson Reuters Overall CSR score× COVID19 Positive

Abnormal return Asset4 Overall CSR score× COVID19 Positive

Garel and Petit-Romec

(2021)

Stock returns (Feb.

20–Mar. 20)

Thomson Reuters

Asset4

E Environmental score (Mostly) Positive

Bose et al. (2021) CAR Refinitiv Overall HIGH_CSR (Mostly) Positive

E, Overall LNEMISSION×HIGH_CSR (Mostly) Negative

Bolton and Kacperczyk

(2021)

Stock returns (RET) MSCI, KLD, E SCOPE 1 (Partially) Positive

Thomson Reuters E SCOPE 2 (Partially) Positive

Asset4, Bloomberg E SCOPE 3 (Partially) Positive

Bae et al. (2021) Raw_firm-level stock MSCI, KLD Overall CSR_MSCI Not significant

returns Refinitiv, Thomson

Reuters Asset4

Overall CSR_REFINITIV Not significant

Mkt-adj_firm-level MSCI, KLD Overall CSR_MSCI Not significant

stock returns Refinitiv, Thomson

Reuters Asset4

Overall CSR_REFINITIV (Partially) Positive

Avramov et al. (2021) Excess return MSCI, KLD, MSCI

IVA, Bloomberg,

Asset4 (Refinitiv),

Sustainalytics, and

RobecoSAM

Overall ESG Not significant

Overall ESG× low ESG uncertainty Negative

Overall Low ESG uncertainty (Partially) Positive

CAPM-adjusted Overall ESG Not significant

return Overall ESG× low ESG uncertainty Negative

Overall Low ESG uncertainty (Partially) Positive

Doukas and Zhang (2021) CAR (-3,+3) MSCI, KLD Overall Adjusted CSR (compute the total strengths and

total concerns for each category and then divide

the scores for each category by the respective

maximum numbers of strength and concern

scores to obtain adjusted strength and concern

scores for each dimension. Finally, take the net

difference between the total adjusted strength and

total adjusted concern scores)

(Partially) Negative

Overall Adjusted CSR×MA (managerial ability) -Score Positive

One-year BHAR Overall Adjusted CSR Negative

Overall Adjusted CSR×MA-score Positive

Liang et al. (2020) Acquirer CAR [−1,

+1]

Thomson Reuters

Asset4

S Acquirer employment quality (domestic) Positive

S Acquirer employment quality (cross-border) Negative

Boone and Uysal (2020) CAR (−5,+5) MSCI, KLD E Different reputation dummy (takes a value of

one if an acquirer and its target do not fall into

the same environmental grouping)

Negative

E Green firm dummy Not significant

(Continued)

Frontiers in Sustainability 14 frontiersin.org

128

https://doi.org/10.3389/frsus.2022.920955
https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org


Keeley et al. 10.3389/frsus.2022.920955

TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

E Ratio of green firms Not significant

E Toxic firm dummy Negative

E Green firm dummy Not significant

P.-A. Nguyen et al. (2020) Excess stock returns MSCI, KLD Overall CSR proxy Not significant

Overall Long-term investor ownership× CSR proxy (Partially) Negative

Tong et al. (2020) Acquirer

announcement return

MSCI, KLD Overall Target CSR (Mostly) Positive

Zolotoy et al. (2019) Market model MSCI, KLD Overall CSR Positive

AR_during

2008–2009

Overall CSR× religious adherence Negative

Fama–French–

Carhart

MSCI, KLD Overall CSR Positive

model AR_during

2008–2009

Overall CSR× religious adherence Negative

Dutordoir et al. (2018) CAR: SEOs (seasoned

equity offerings)

announcements

MSCI, KLD Overall AdjCSR (sum of yearly adjusted community

activities, diversity, employee relations,

environmental record, human rights, and product

quality and safety scores from KLD)

Positive

Feng et al. (2018) CAR_SEO (seasoned

equity offerings)

MSCI, KLD Overall CSR Positive

Choy et al. (2017) CAR Thomson Reuters

Asset4

Overall Corporate social responsibility Not significant

Lins et al. (2017) Raw return MSCI, KLD Overall CSR (Mostly) Positive

Abnormal return Overall CSR (Partially) Positive

Shiu and Yang (2017) Abnormal returns MSCI, KLD Overall Short-term CSR engagement (Partially) Positive

Overall Long-term CSR engagement Positive

Cumulative abnormal Overall Short-term CSR engagement Not significant

returns Overall Long-term CSR engagement Positive

Gao and Zhang (2015) Rett (ex-dividend

stock return during

fiscal year t)

MSCI, KLD Overall CSR× DAS Positive

Borghesi et al. (2014) Annual stock return MSCI, KLD Overall CSR Not significant

premiums (1992 to

2006)

Overall Industry adjusted CSR Not significant

Di Giuli and Kostovetsky

(2014)

Stock returns MSCI, KLD Overall KLD strengths (Partially) Negative

(monthly) Overall KLD concerns Not significant

Stock

returns (monthly)

Fama-MacBeth

Overall KLD strengths (Partially) Negative

Overall KLD concerns Not significant

(D) Dependent variable: Cost of equity, Other Risks
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

Tsang et al. (2021) ROA_Volatility Thomson Reuters

Asset4

Overall CSRContracting (an indicator variable that

equals 1 if senior executives’ compensation is

linked to CSR/H&S (Health and

Safety)/sustainability targets (CSR contracting) in

the year and 0 otherwise)

Positive

S, E CSRPerf (the average of Social performance score

and Environmental performance score)

Negative

Stock_Return_Volatility Overall CSRContracting Positive

S, E CSRPerf Negative

Chen et al. (2021) NSKEW (the negative

skewness of

firm-specific weekly

returns over the fiscal

year period)

MSCI, KLD Overall CSR Not significant

DUVOL (the natural

logarithm of the ratio

of the standard

deviation in the

“down” weeks to the

standard deviation in

the “up” weeks)

Overall CSR Not significant

Devie et al. (2020) RISK Bloomberg, other

reliable sources

Overall CSR Negative

Boubakri et al. (2019) Cost of equity capital Thomson Reuters Overall PCSR (predicted CSR intensity) Not significant

Asset4 Overall STATE (percentage of shares held by a

government)× PCSR

Negative

Albuquerque et al. (2019) Firm Beta MSCI, KLD Overall lagged CSR1 variable Negative

Overall lagged CSR2 variable Negative

Chang et al. (2019) BETA (systematic

risk)

MSCI, KLD Overall SD_CSR (the standardized CSR score, which is

equal to the sum of standardized CSR scores over

six categories: environment, community, human

rights, diversity, employee relations, and product)

Negative

Albarrak et al. (2019) Cost of equity Bloomberg E ENV_COMMITEE (environmental committee) (Partially) Negative

E ENV_SCORE Not significant

E iCarbon× ENV_SCORE Not significant

Lueg et al. (2019) TRSK (Total Risk) Bloomberg Overall ESG Not significant

BETA (Systematic

Risk)

Overall ESG Negative

IDIO (Idiosyncratic

Risk)

Overall ESG Not significant

Breuer et al. (2018) Implied cost of equity Thomson Reuters Overall CSR (Partially) Negative

BETA Asset4 Overall CSR Not significant

SIGMA Overall CSR Not significant
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TABLE 1 (Continued)

References Dependent

variable

ESGmetrics Independent variable Conclusion

Overall,

E, S, G

Variable name (Positive;

Negative; Mixed)

Bhandari and Javakhadze

(2017)

Alpha 3factor MSCI, KLD Overall KLD Negative

Alpha 4factor Overall KLD Negative

El Ghoul and Karoui

(2017)

Alpha MSCI, KLD Overall CSR (CSR score) Negative

Overall CSR (Strengths) Negative

Overall CSR (Concerns) Not significant

Oh et al. (2017) Idiosyncratic risk MSCI, KLD Overall ADV (CSR) Not significant

Overall ADV (CSR)× SIN stock Positive

Overall Probability of KLD report Not significant

L. Cai et al. (2016) CAPM_BETA MSCI, KLD E ENV Negative

FF_MKT_BETA E ENV Negative

DEVRET E ENV Negative

Cheung (2016) idio (idiosyncratic

risk)

MSCI, KLD Overall CSR Negative

beta (systematic risk) Overall CSR Negative

Becchetti et al. (2015) Idiosyncratic

volatility

MSCI, KLD E, S Stakeholder risk (stakeholder risk as the relative

sum of weaknesses (concerns) in corporate

responsibility in the domains of community,

diversity, employee relations, environment,

human rights, and product quality according to

official ratings of a primary (KLD) CSR rating

agency)

Negative

Cahan et al. (2015) Cost of capital MSCI, KLD Overall CSR Not significant

Overall CSR×media Not significant

Overall CSR×H-H Not significant

Overall CSR×media×H-H Negative

Ng and Rezaee (2015) Cost of equity_IndEP MSCI, KLD E ENV Negative

S SOC (Partially) Negative

G GOV Negative

Overall KLD Negative

Cost of

equity_GORDON

E ENV Negative

S SOC (Partially) Negative

G GOV Negative

Overall KLD Negative

Kim et al. (2014) NCSKEW (the

negative conditional

skewness of

firm-specific weekly

returns over the fiscal

year)

MSCI, KLD Overall CSR_SCORE Negative

DUVOL (the natural

logarithm of the ratio

of the standard

deviation in the

“down” weeks to the

standard deviation in

the “up” weeks)

Overall CSR_SCORE Negative

The frame means that the enclosed variables are estimated using the same formula.
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TABLE 2 Comparison of ESG score rating structure.

Refinitiv MSCI Arabesque S-ray

Environmental Resource use Natural resources Resource use

Emissions Climate change Emissions

Innovation Environmental opportunities Environmental solutions

Pollution and waste Waste

Water

Environmental stewardship

Environmental management

Social Workforce Human capital Employment quality

Community Social opportunities Community relations

Product responsibility Product liability Product quality and safety

Human rights Human rights

Stakeholder opposition

Diversity

Occupational health and safety

Training and development

Product access

Labor rights

Compensation

Corporate governance Management Corporate governance Corporate governance

Shareholders

CSR strategy

Corporate behavior Business ethics

Here, the Bloomberg ESG database is omitted, since there are no ESG categorical topics.

almost all of them reported negative trends, except one study

that reported a positive trend and another study that did

not find statistical significance. This trend is also similar

in the case of studies that used Bloomberg, Refinitiv, and

Thomson Reuters Asset4 as ESG metrics, which generally

found a negative direction, except one study that reported a

mixed trend. Therefore, regardless of the type of ESG metrics

employed, most recent studies have reported a negative effect,

implying that engaging in ESG activities leads to robust and

favorable results. If other conditions, such as free cash flow,

are constant, the lower the value of the cost of capital, the

greater the firm’s value. Therefore, the robust trends observed

in Tables 1B,D can be interpreted as an improvement in the

firm’s value assessment as a result of risk reduction due to

ESG management.

Regarding social equity studies, based on articles selected

from 2013 to 2021, we review the investigated issues, critical

factors, geographical regions, and research fields, as presented

in Table 3. Compared with qualitative theoretical analysis,

quantitative analysis of social equity is a relatively new research

area. The reviewed articles mostly appeared in the last 5

years. Social equity issues have been discussed worldwide,

and quantitative analysis has been applied to a number of

case studies in both developed and developing countries

and regions.

In terms of the research field, social equity issues in

transportation are the most studied topics. Accessibility of

horizontal and vertical equity was used as an indicator to assess

the extent to which residents can access the job market (El-

Geneidy et al., 2016) and facilities (Yuan et al., 2017; Chen et al.,

2018; Guo et al., 2020), as well as to discuss transportation design

problems (Caggiani et al., 2017; Ruiz et al., 2017; Camporeale

et al., 2019; Henke et al., 2020). Regarding transdisciplinary

fields, social equity estimation is an essential part of the social

sustainability index (Shaker and Sirodoev, 2016; Silva et al.,

2018; Larimian and Sadeghi, 2021). Income gap has also been

used as an indicator of social equity (Kangmennaang et al.,

2017; Su et al., 2017). Regarding environmental issues, some

studies have investigated the dissimilarity in costs or benefits

and natural resources among different entities or protected areas

(Halpern et al., 2013; Gurney et al., 2015) and constructed a

social equity score that integrates energy issues (Chapman et al.,

2021). Section Social equity will discuss the critical factors used

in social equity evaluation in detail.
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FIGURE 5

Heatmap of the results of the studies with ROA, ROE, EBITDA as dependent variables.

ESG metrics and social equity: A
closer look at the methodology and
elements assessed

This section first provides the details of the ESG metrics,

with a brief background, methodology, and composition of the

elements assessed. Then, the details of social equity evaluation

studies are presented using the same procedure.

ESG metrics

Corporate sustainability reporting and rating, which are

expected to impact individual corporations’ behavior, surged

in the last two decades (Scalet and Kelly, 2010). However,

compared with financial reporting, which has a long history

of evolution, it is still in its infancy (Tschopp and Huefner,

2015). Marlin and Marlin (2003) noted that the first phase

of the corporate sustainability report in the 1970s and 1980s

only focused on environmental management. Since then,

CSR reporting has developed to involve multiple stakeholders

and provide verifiable materials from the social auditor (the

second phase is the 1990s) and has met third-party global

reporting standards (the third phase is the 2000s) (Marlin

and Marlin, 2003). Since then, various corporate sustainability

reporting tools, such as frameworks (principles, initiatives, or

guidelines) and standards, have been widely applied to evaluate

corporations’ efforts to achieve sustainability (Siew, 2015). Many
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FIGURE 6

Heatmap of the results of the studies with Tobin’s Q as dependent variables.

FIGURE 7

Heatmap of the results of the studies with Stock Return as dependent variables.

ESG rating agencies assess corporate sustainability based on the

disclosed CSR reports and provide rating reports for multiple

stakeholders. In the last 10 years, new criteria have been

added to the assessment models, remarkably enhancing the

accuracy and robustness of ESG ratings (Escrig-Olmedo et al.,

2019).

Many studies have critiqued the low convergence of ESG

ratings and called for being cautious about drawing conclusions

based on these ratings (Siew, 2015; Chatterji et al., 2016;

Berg et al., 2022). The main problems are the lack of

common theorization (different definitions of good CSR) and

commensurability (different measurements) (Chatterji et al.,

2016). The scope, measurement, and weights contribute to

the divergence of ESG ratings (Berg et al., 2022). Moreover,

only a few ESG rating agencies disclose the details of their

evaluating criteria and methods, leaving a black box in the

ratings. Therefore, a universal ESG accounting standard with

“dynamic materiality” is needed (Eccles and Mirchandani,

2022). Based on the accessible information about the rating

methods and the elements assessed, we investigate four leading

ESG databases widely used in academic research, investment,

and business—Thomson Reuters’ Refinitiv, MSCI, Bloomberg,

and Arabesque S-Ray.

We first looked at how the ESG rating results correlate across

the four databases and discuss the similarities and differences

in the methodology and elements assessed in detail. Figure 8

depicts the distribution of ESG scores in each database and the

correlation of scores based on the dataset in 2019. The ESG
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TABLE 3 Summary of methodology across ESG metrics.

Refinitiv Bloomberg MSCI S-ray

Score range 0–100 0–100 0–10 0–100

Grade range D- to A+ (12 grades) CCC to AAA (7 grades)

Other measures Controversies Controversies Global compact score

Preferences filter

Data sources Company disclosure

Media sources

Company disclosure Company disclosure

Media sources

Specialized datasets (government

databases, NGO, academic, etc.)

Company disclosure

Media sources

NGO

Coverage* Around 9,000 firms Around 12,000 firms Around 8,500 firms Around 8,000 firms

Update frequency Monthly Yearly Monthly Daily

Object of the Evaluation Disclosure and performance Disclosure Performance (management

capability) given both risks and

opportunities

Performance given long and

short-term risks and opportunities

Rating method Full data-driven evaluation Disclosure-based evaluation Analysts’ review Semi data-driven evaluation and

human oversight

Weight calculation Data-based inner- and inter-

industry adjustment

Industry adjustment Industry adjustment

Risk and opportunity

exposure adjustment

Static review and data-based

adjustment (sector- and

industry-level, equal- and market

cap-weighted monthly index

returns)

Industry classification TRBC GICS GICS FactSet definition

* The number of firms assessed was counted in 2019.

scores and the scores of the components (E, S, and G) in the

MSCI database have similar distributions, which are close to a

normal distribution. However, the distribution in Bloomberg’s

ESG database varies, with a higher average G score and a lower

average E score. As for Refinitiv’s ESG ratings, the G score has a

right-skewed distribution, whereas the others skew to the left to

different extents. The scores of ESG components in S-Ray have

right-skewed distributions. As noted in previous studies, the

four investigated databases have low correlations. Most of the

correlation coefficients are <0.5, ranging from −0.012 to 0.670.

The correlations of integrated ESG scores range from 0.318

(MSCI and Bloomberg) to 0.549 (Refinitiv and Bloomberg).

Regarding the ratings of ESG components, it is hard to find

strong correlations between these databases. Regarding the E

and S scores, MSCI ratings have the lowest correlation with the

other three databases. Compared with those of E and S scores,

the correlations of G scores are weaker and even insignificant

betweenMSCI and Bloomberg, S-Ray and Reginitiv, as well as S-

Ray and Bloomberg. We assume that the inconsistency between

these ratings is due to the different methodologies and elements

assessed, which will be discussed in the following parts.

In Table 2, we summarize the methodology of the four

ESG databases. The final ESG ratings range from 0 to 100

points, except for MSCI, which uses 10 points as the maximum.

In addition to ESG scores, Refinitiv and MSCI also provide

concise and explicit ESG grade evaluations. The assessments

are usually based on information individual firms disclose.

Except Bloomberg, the other raters utilize media sources to

construct controversies to adjust the final ESG ratings. All the

four databases have a global coverage of at least 8,000 firms.

Bloomberg’s ESG scores are updated annually. Refinitiv and

MSCI’s ESG scores are updated monthly, and S-Ray’s ESG score

is updated daily.

Here, we follow the framework in previous studies to

discuss the purpose of the evaluation (the scopes) and

the rating procedure (the measures), including the method

and weight (Chatterji et al., 2016; Berg et al., 2022). The

purpose of the evaluation reflects how the rater defines

good CSR, i.e., the theorization or scope of the assessment.

In the four databases, there are mainly two directions in

determining what is good CSR—information transparency

and CSR performance. Bloomberg’s disclosure score treats

the transparency of ESG information as the most vital

factor of CSR. Thus, for Bloomberg’s ESG scores, higher

information disclosure leads to higher rating results, without

accounting for performance. Both MSCI and S-Ray’s ESG

ratings aim to assess performance in terms of ESG issues

but from different perspectives. MSCI’s ESG scores tend

to evaluate the management’s capability in handling both

risks and opportunities. S-Ray’s ESG scores account for
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FIGURE 8

Correlation between ESG scores across di�erent databases. This figure is based on the four databases in 2019.

performance, considering both long-term and short-term risks

and opportunities, and the evaluation is conducted daily.

Refinitiv’s ESG scores evaluate both disclosure rate and relative

performance among peers.

Regarding the rating process, there is no fully disclosed

methodology information in these databases. Based on the

accessible materials on methodology, we summarize some of

the features as follows. Refinitiv has the advantage of a clear

and verifiable method, as the assessment is entirely data-driven

without any human intervention. Bloomberg’s ESG scores only

consider the degree of information disclosure, which makes the

rating easy to understand and straightforward. However, MSCI’s

ESG scores reflect a more subjective assessment by specialists

and analysts, which involves highly professional views, but

the assessment is not easily understandable by users. S-Ray’s

ratings aim to seek a balance by combining a semi data-driven

evaluation and human intervention. Regarding the weights,

Refinitiv’s ratings conduct inter- and intra-industry adjustment,

which is a fully data-driven process that takes time. The industry

classification is based on The Refinitiv Business Classifications.

MSCI and Bloomberg’s ratings are adjusted based on the Global

Industry Classification Standard. Notably, MSCI’s ratings are

adjusted for risk or opportunities in each element assessed. Thus,

the ratings in MSCI are not only a relative peer comparison but

also an evaluation of firms’ management capability in handling

potential risks and opportunities.

Before comparing the detailed elements assessed, it is

essential to note that the structures of ESG scores also vary across

each database, as presented in Table 4. The main difference is

categorizing the elements under the E, S, and G pillars. In the

E pillar, the common categories are resource, emission, and

innovation. Although it is given different names, all the three

databases have these categories. In addition, pollution and waste

are also evaluated in MSCI and S-Ray’s ESG database. S-Ray

also provides “environmental stewardship” and “environmental

management” scores. In the S pillar, categories of human

resource, community, and product responsibility are common

among the three databases. Refinitiv and S-Ray have a category

of “human rights,” whereas MSCI provides another category of

“stakeholder opposition.” S-Ray’s ESG scores provide detailed
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TABLE 4 List of quantitative studies of social equity.

References Indicators out of socioeconomic

factors

Social (vulnerability) indicator Sector or research field Target area Country or

regions

Valizadeh and Hayati (2021) Education

Economic factors

Right to quality of life

Capacity development

Fair pricing and TRN contracts

Employment relations

Child labor

Non-discrimination and sup. Vuln. People

Health cover, access, medic care

Agricultural and biological sciences

(miscellaneous)

Fars province Iran

Larimian and Sadeghi (2021) Access to essential facilities

Access to recreational facilities

Access to educational facilities

Access to transportation facilities

Urban studies Dunedin city New Zealand

A. Chapman et al. (2021) Ratio of renewable energy to the total electricity

Electricity access

PM 2.5 explosure

Environmental improvement indicator

Energy poverty indicator

Income distribution

GDP per capita

Unemployment ratio

Renewable energy, sustainability and the

environment

99 countries

Emrich et al. (2020) Housing tenure

Fianncial capital

Race

Language proficiency

Housing quality

Age

Employment

Management, monitoring, policy and

law

South Carolina

floods 2015

United States

Henke et al. (2020) Travel time Total number of employees in traffic zone Transportation Puglia Italy

Karakoc et al. (2020) Population over the age of 65

Population under the age of 5

Population that is Hispanic

Single-female based households

Households that are in poverty

Urban studies Shelby County United States

Bennett et al. (2020) Recognitional equity (4 items as below) (Rights Livelihoods Nature and landscape conservation 6 countries on the

Mediterranean Sea

6 countries on the

Mediterranean Sea

(Continued)
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TABLE 4 (Continued)

References Indicators out of socioeconomic

factors

Social (vulnerability) indicator Sector or research field Target area Country or

regions

Traditional Knowledge Culture)

Procidural equity (8 items)

Distributional equity (8 items)

Shigetomi et al. (2020) GHG emissions

Primary PM 2.5

Blue and green water

mining risk for neodymium

Industrial waste

Household bracket based on cumulative share of

consumption

Renewable energy, sustainability and the

environment

Japan

Guo et al. (2020) Park accessibility Elderly population Transportation Harbin city China

Camporeale et al. (2019) Number of bus trips Unemployed population

Young (<19 years old)

Old (more than 65 years old)

Transportation Molfetta Italy

Chen et al. (2018) Service area ratio

Service density

Service frequency

Route diversity

Accessibility within a statistical area

Accessibility across statistical area

Percentage of senior population Transportation Edmonton Canada

Silva et al. (2018) Poverty

Households with income below poverty line (%)

Population living in extreme poverty (%)

Average monthly income (ln)

Gender Equality

Ratio between average wages for women and men

Social sciences (miscellaneous) State of Ceara Brazil

Su et al. (2017) Urban-rural income gap Urban studies Megaregion around

Hangzhou Bay

China

Ruiz et al. (2017) Bus Service Level by districts Population by districts

Dependent population rate

Immigrant population rate

Female population rate

Level of economic activity

Transportation Palma Spain

Kangmennaang et al. (2017) Firm pay gap Agricultural and biological sciences

(miscellaneous)

China

(Continued)
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TABLE 4 (Continued)

References Indicators out of socioeconomic

factors

Social (vulnerability) indicator Sector or research field Target area Country or

regions

Yuan et al. (2017) Public parks accessibility Total population

Rate of the Female population

Rate of the population aged 0–19

Rate of the population aged 60 and over

Rate of ethnic minority population

Rate of the illiterate population

Rate of the laid-off population

Rate of the unemployed population

Transportation Changting China

Caggiani et al. (2017) Residing population

Workers

Number of employees

Residing disadvantaged population

Young

Unemployed population

Low-income population

Transportation Molfetta Italy

El-Geneidy et al. (2016) Travel time

Transit fares

Household income

Percentage of recent immigrants (since 2006)

Percentage of workforce that is unemployed

Percentage of residents with education at the level of only a

high school diploma (25–64 years old)

Transportation Montreal Canada

Shaker and Sirodoev (2016) Type of cooking fuel

Computers, mobile phone, microwave, and

DVD/VCR

Access to improved water source

Access and type of sanitation facility

Number of household members outside the

country

Head of household education level

Social sciences (miscellaneous) Moldova

(Continued)
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TABLE 4 (Continued)

References Indicators out of socioeconomic

factors

Social (vulnerability) indicator Sector or research field Target area Country or

regions

Oswald Beiler and Mohammed

(2016)

Public transit

Access

School proximity

Network connectivity

Mixed land uses

Flood hazard

Crash rates

Truck volume

Intermodal facilities

Race

Limited English proficiency

Age

Disability

Economic development

Vehicles per household

Household income

Single parent household

Cost of living

Travel time

Transportation Sullivan County United States

Gurney et al. (2015) Inverse of the Gini coefficient in terms of the

percentage of retained catch per unit effort

(CPUE)

Nature and landscape conservation Kubulau Fiji

Farber et al. (2014) Ridership percentage

Trip generations

Distance traveled (miles)

Household income

Hispanic

Race

Age

Employment

Education

Licensed

Limited mobility

Home ownership

Years of residence

Place type

Residence type

Transportation Wasatch Front,

Utah

United States

Di Ciommo and Lucas (2014) Travel times

Transport costs

Income Transportation Madrid Spain

Halpern et al. (2013) Fraction of fishing value lost inside marine

reserves

Nature and landscape conservation California United States

Fraction of community fishing grounds lost inside

marine reserves

Nature and landscape conservation Misool, Raja Ampat Indonesia

Fraction of money spent; fraction of area placed

into marine reserves

Nature and landscape conservation Coral Triangle Southeast Asia
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topics in the S pillar, including diversity, occupational health

and safety, training and development, product access, labor

rights, and compensation. In terms of the G pillar, a similar

category among the three databases is corporate governance

or management. Moreover, categories of shareholders, CSR

strategy, corporate behavior, and business ethics are provided

across the databases.

Based on accessible methodology materials of the four ESG

ratings, we collect the elements assessed in each ESG database.

The total number of elements assessed in all the four databases

is 842. The elements assessed have a significant divergence across

the four databases. The Venn diagram of Figure 9 compares

all the elements assessed, in which only four elements are

common among all the four ESG ratings. The ratios of exclusive

elements are 37.3% in Refinitiv’s ESG scores, 38.1% in MSCI’s

ESG scores, 4.4% in S-Ray’s ESG scores, and 7.1% in Bloomberg’s

ESG scores. Regarding the social aspect, there are 281 total

elements across the four databases, which is 33.4% of all the

ESG elements. Surprisingly, there are no common items in all

the databases. The number of social elements in Bloomberg

and S-Ray is much less than that in Refinitiv and MSCI. The

observed significant divergence in the assessed elements across

the four databases emphasizes the importance of developing a

universal ESG accounting standard with “dynamic materiality”,

elaborated by Eccles and Mirchandani (2022).

Social equity

Here, when we refer to social equity, we are referring to a

metric used to evaluate the equitability of various energy and

environment issues, as well as the social aspects of sustainability.

Energy-related social equity has its roots in the energy justice

movement, which is based on environmental justice (Pettit,

2004) and climate justice (Bulkeley et al., 2013), focusing

on energy issues and environmental benefits (Jenkins, 2018).

Energy justice focuses on three key tenets—distributional justice

(the distribution of costs and benefits), recognition justice

(identifying who benefits or is burdened), and procedural

justice [open access and engagement in policy decision-making

processes (Jenkins et al., 2016)]. Social equity evaluations have

been used for energy policy, energy emissions, energy law,

energy finance, climate policy, and, most recently, energy

transitions (McCauley andHeffron, 2018; Chapman et al., 2019).

Regarding energy-related sustainability evaluations, most of

the studies focused on the more easily quantified environmental

and economic aspects, or when considering social equity, they

place more emphasis on qualitative rather than quantitative

factors (Evans et al., 2009; Chapman et al., 2016).

In studies that evaluate sustainability and social equity

quantitatively, a number of common factors come to the fore.

Among them is the concept of employment, including relations

(Valizadeh and Hayati, 2021), unemployment ratios and age

groups (Farber et al., 2014; El-Geneidy et al., 2016; Caggiani

et al., 2017; Yuan et al., 2017; Camporeale et al., 2019; Emrich

et al., 2020; Chapman et al., 2021), and how different policies

and technological shift affect employment outcomes. Moreover,

income and education, which are often closely correlated,

are also considered important in the literature (Farber et al.,

2014; Oswald Beiler and Mohammed, 2016; Silva et al., 2018;

Shigetomi et al., 2020; Chapman et al., 2021). Access is another

factor of social equity that can be quantified, including access

to energy, transportation, and essential facilities (Farber et al.,

2014; Shigetomi et al., 2020; Chapman et al., 2021; Larimian

and Sadeghi, 2021). Furthermore, recognizing that there is often

a gap not only between nations but also within nations, some

studies also investigate the urban–rural divide and the gaps

between genders and different age groups (Farber et al., 2014;

Oswald Beiler and Mohammed, 2016; Ruiz et al., 2017; Su et al.,

2017; Yuan et al., 2017; Chen et al., 2018; Silva et al., 2018;

Guo et al., 2020; Karakoc et al., 2020). Generally, the literature

includes distributive, recognition, and procedural aspects of

social equity evaluations, with some focusing on this aspect

quantitatively (Bennett et al., 2020). As the concept of social

equity is still in its nascent phase, the overlap of concepts is

not consistent, and to enable quantitative evaluations of social

aspects, economic and environmental factors are co-opted when

considered socially important.

From a regional perspective, Europe is strongly represented

in the literature along with the United States and with some case

studies on Southeast Asia. Global studies are only beginning to

emerge in the most recent literature, which is largely due to the

relatively recent emergence of concepts and data limitations.

Discussion and conclusion

As the ESG market is expanding rapidly, with total global

ESG investments of $35.3 trillion in 2020, ESG rating providers

play an increasingly important role in the investment process

through their assessments of companies across various ESG

metrics. However, the lack of common theorization (different

definitions of good CSR) and commensurability (different

measurements), which has been pointed out in various studies

(Chatterji et al., 2016) and examined in detail in this paper,

highlights the improvements required in the field of ESG

assessment to provide clear and transparent information to

investors and to reduce confusion among companies that are

trying to enhance their ESG performance.

Considering the effect of ESG factors on corporate

performance, in summary, we find that the overall trend of

the short-term effect on profitability is unclear. The effect on

ROA or ROE is still far from conclusive. In terms of stock

return, the results vary, as they utilize different ESG metrics.

Multiple factors, such as samples from different markets and

periods, could also be a reason for the inconsistent results.
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FIGURE 9

Comparison of evaluated factors across ESG database.

However, most of the current ESG evaluations do not reflect the

financial impact, accounting measures, and short-term market

returns sufficiently. The trend is robust and favorable when

testing the effect on Tobin’s Q, cost of equity, or other risks,

which indicate the nature of ESG activities, thereby enhancing

corporate sustainability in the long term. Although it is out of

scope of this paper, future research could focus on the difference

between ESG metrics and conduct an in-depth analysis of the

metrics that impact upon financial outcomes.

To have a closer look at the ESG metrics, we first investigate

how the results of the ESG ratings correlate across the four

widely used databases (Thomson Reuters’ Refinitiv, MSCI,

Bloomberg, and Arabesque S-Ray). The results reveal that the

four investigated databases have low correlations, with the

correlations of integrated ESG scores ranging from 0.318 (MSCI

and Bloomberg) to 0.549 (Refinitiv and Bloomberg). Moreover,

regarding the ratings of the ESG components, it is also difficult

to find strong correlations between these databases. Based on

the accessible methodology materials of the four ESG ratings,

we also collect the elements assessed in each ESG database

and present the significant divergence of the elements assessed

across the four databases. The ratios of exclusive elements are

37.3% in Refinitiv’s ESG scores, 38.1% in MSCI’s ESG scores,

4.4% in S-Ray’s ESG scores, and 7.1% in Bloomberg’s ESG

scores. Regarding the social aspect, there are 281 elements

in all the four databases, which is 33.4% of all the ESG

elements. There are no common items in all the databases.

The number of social elements in Bloomberg and S-Ray is

much lower than that of Refinitiv and MSCI. Although the ESG

metrics and the investment market are evolving rapidly, with

investors, corporations, and the public giving more priority to

the “S” in ESG, which includes social equity issues, such as

diversity, income inequality, workers’ safety, systemic racism,

and companies’ broader role in society. There is significant

divergence among the different ESG databases in the elements

assessed under the social category.

To provide a suitable yardstick for the assessment of social

aspects, we investigated existing approaches used for social

equity evaluations through a systematic review and closely

examined the key elements assessed in these studies. Some of

the common factors that we find in the studies that evaluated

sustainability and social equity quantitatively are the concept

of employment, such as relations, unemployment ratios and

age groups, as well as income and education, which were

also found to be important elements in ESG metrics (e.g.,

gender balance, salary, and training). In social equity studies,

access is a factor which is considered important and which

can be quantified, including access to energy, transportation,

and essential facilities, whereas quantifying access is rarely

observed in the major ESG metrics. Due to the influence of

ESG metrics, the differences in the rating methodologies and

the level of transparency in the rating decisions, which also

incorporate qualitative judgments, are critical to understanding

the resilience of the ESG financial intermediation chain. The

results of this paper contribute to advancing the research

community’s and practitioners’ knowledge by providing a

detailed examination of commensurability of major ESG

metrics, and whether these ESG metrics capture critical social

elements. Furthermore, the results of this paper reveals the

importance of promoting the transparency and comparability of
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scoring methodologies of established ESG rating providers and

indices, as well as highlighting the importance of investigating

studies and practices that quantitatively assess sustainability and

social equity issues to ensure the overall veracity and quality of

ESG metrics, as well as providing some evidence for their future

expansion and improvement.
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Hydrogen is a low or zero-carbon energy source that is considered the most

promising and potential energy carrier of the future. In this study, the energy

sources, feedstocks, and variousmethods of hydrogen production from power

generation are comparatively investigated in detail. In addition, this study

presents an economic assessment to evaluate cost-e�ectiveness based on

di�erent economic indicators, including sensitivity analysis and uncertainty

analysis. Proton exchange membrane fuel cell (PEMFCs) technology has the

most potential to be developed compared to several other technologies.

PEMFCs have been widely used in various fields and have advantages (i.e.,

start-up, zero-emissions, high power density). Among the various sources

of uncertainty in the sensitivity analysis, the cost estimation method shows

inflationary deviations from the proposed cost of capital. This is due to the

selection process and untested technology. In addition, the cost of electricity

and raw materials, as the main factors that are unpredictable.

KEYWORDS

hydrogen, energy primary source, hydrogen production technology, power

generation, techno-economic assessment

Introduction

Hydrogen is a low or zero-carbon energy source that is considered the most

promising and potential energy carrier of the future (Hanley et al., 2018). The current

global demand for pure hydrogen is estimated to be around 70 million tons (Bourne,

2012), whereas the global hydrogen demand is expected to reach more than 300 million

tons in 2050 (International Energy Agency., 2015). It has been forecasted that hydrogen

will be a leading change in the global energy system toward a sustainable energy system

(Staffell et al., 2019). Hydrogen can be produced from renewables, such as hydro, wind,

wave, solar, biomass, and geothermal, as well as non-renewables such as coal, natural

gas, and nuclear energy sources. Due to its energy carrier’s nature, hydrogen offers high

flexibility because it is easily converted to electricity in fuel cells for power generation,

transportation, etc., (Hosseini andWahid, 2016). In addition, hydrogen has the potential
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to deliver economically viable, monetarily, socially, and energy-

efficient solutions to challenges related to the rising global energy

demand, such as global warming (Dutta, 2014).

Power generation from renewable energy sources has been

discovered and studied for decades and has been implemented

on a large scale in many countries (IEA., 2016). Renewable

energy is the fastest-growing source of electricity generation,

and it has been predicted that its share will increase to

39% by 2050. Economic considerations are vital to evaluate

the feasibility of an energy system while providing clear and

cost-effective criteria. Techno-economic feasibility assessment

of a particular technology considers several aspects such as

technological appropriateness, economic viability, and financial

incentives (Jamil et al., 2012; Rajendran and Murthy, 2019).

In specific, techno-economic and sensitivity analysis of the

hydrogen production methods is needed to improve the

economic aspects of hydrogen. Among others will substantially

impact future hydrogen production project designs and the

development of innovative approaches to cut total production

costs to make the fuel more affordable (Yukesh Kannah et al.,

2021).

Although there have been several recent systematic reviews

of the techno-economic assessment of hydrogen production,

they have not principally been in the context of the techno-

economic assessment of various hydrogen production methods

of power generation. First (Yukesh Kannah et al., 2021),

reviewed the sensitivity of various hydrogen production

processes, such as (i) thermochemical conversion (e.g., pyrolysis,

gasification, and steam reforming of natural gas), (ii) electrolysis

water, (iii) renewable liquid reforming, and (iv) biochemical

conversion. In terms of economics, steam reforming of natural

gas is an economical and effective method for hydrogen

production, as it has low operational (70 to 80%), feedstock (0.3

USD/kg H2), and production (1.25 to 3.50 USD/kg H2) costs.

Second (El-Emam and Özcan, 2019), highlighted the techno-

economic of hydrogen production and the environmental

aspect of selected routes. The study found that geothermal,

biomass, and nuclear-driven electrolysis and thermochemical

technologies may replace conventional methods for hydrogen

generation. Third Abe et al. (2019), viewed hydrogen as an

appropriate long-term energy carrier for the economy. Solid-

stage storage systems based on metal hybrids are a promising

alternative to storing hydrogen in a hydrogen-powered system.

Metal hybrids cannot store large quantities of hydrogen and are

unable to release hydrogen at low temperatures.

Therefore, the main focus of our review discusses various

hydrogen production methods, including their techno-

economic aspects, sensitivity analysis, and uncertainty analysis.

In addition, the current study addresses the following research

question: “What are the economic performance indicators of

the hydrogen energy systems for power generation?” This study

aims to determine the economic performance indicators of

hydrogen energy systems for power generation.

The remainder of this paper is organized as follows. Section

Methods—systematic review of the literature introduces the

method systematic of the literature review. Section Results

presents the main results, including feedstock, hydrogen

productionmethods, techno-economic performance, sensitivity,

and uncertainty analyses. Finally, Section Discussion contains

the discussion.

Methods—systematic review of the
literature

The general systematic review of the literature is carried out

based on the method suggested by Tranfield et al. (2003), Thürer

et al. (2018) for retrieving and selecting published data sets from

Scopus and the Web of Science (WoS). The primary goal is

to find and choose articles that describe hydrogen production

methods, power generation, and techno-economic performance

indicators. The articles are gathered by conducting a thorough

search of Scopus and the WoS. The selection of articles is

based on the title, keywords, abstracts, highlights, and type of

document. This study uses different keywords for the search,

such as “economic simulation AND hydrogen OR cost energy”

in Scopus and “hydrogen OR H2 AND economic simulation

OR energy cost” in the WoS. The document type is restricted

to articles and reviews, excluding conference papers and books.

In addition, the publication year is restricted to 2000–2020.

The selected articles are those that are relevant to the

topic of this review and are grouped based on the quality

of the research, that is, whether the article answers a series

of questions related to the research and describes the facts

based on real research scenarios. The analysis is carried

out based on energy sources, feedstock, various hydrogen

production processes, technique production, power generation,

techno-economics in commercialization, and the economics of

various hydrogen production processes. The following research

questions are added based on the various researches and the

analysis of articles:

• What is the source or primary energy of

hydrogen production?

• What is the feedstock of hydrogen production?

• What are the types of hydrogen production methods?

• What is the technique of hydrogen conversion?

• What are the types of hydrogen production methods for

power generation?

• What are the economic performance indicators of the

hydrogen energy system for power generation?

The original sample of 901 articles comprises 392 articles in

Scopus and 509 articles in the WoS (eight articles were removed

because they were duplicates). After excluding apparently

unrelated articles, that is, articles that are not related to hydrogen
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production and techno-economic, the number was reduced to

741 articles. The high number of unrelated articles is due to the

use of the common keyword hydrogen. The articles were further

reduced by 152 after screening them based on title and abstract.

Finally, the total number articles that are used for the analysis is

52 (Figure 1).

Results

The review results of the techno-economic assessment

of various hydrogen production are obtained from 116 case

studies, which were mostly about countries in Europe (48/166)

(Figures 2a,b). The country-wise distribution is as follows: Italy

(8/48), Greece (8/48), Germany (8/48), Romania (8/48), Norway

(5/48), France (2/48), Finland (2/48), Turkey (2/48), Spain

(2/48), Switzerland (1/48), and Serbia (1/48). The country-

wise distribution of the techno-economic assessment of various

hydrogen production studies on Asia (42/116) is as follows:

China (21/42), Iran (5/42), Thailand (5/42), Republic of Korea

(3/42), Saudi Arabia (3/42), Pakistan (2/47), and UEA (2/42),

and that of the American continent is 19/116, including

Canada (11/19), USA (4/19), Brazil (3/19), and Mexico (1/19).

However, the contribution from Australia (5/116) and Africa—

represented by Morocco (2/116)—are comparatively small.

The primary energy sources in Europe are dominated by

photovoltaic (15/48), followed by wind (13/48), unspecified

renewable energy sources (4/48), coal (2/48), biodiesel (1/48),

hydropower (1/48), and unspecified sources (4/48). The primary

energy sources in Asia are photovoltaic (11/42), wind (9/42),

biomass (7/42), methanol (5/42), photovoltaic/wind (4/42),

natural gas (2/42), as well as coal (1/42), algae nuclear energy

(1/42), and renewable energy sources (1/42). Finally, the

primary energy sources in Australia comprise wind (3/5) and

photovoltaic (2/5), and the primary energy source in Africa is

photovoltaic (2/2) (Figure 3).

Feedstock

Hydrogen is not a source of energy, but it is a pure form

that functions as an energy carrier or as an industrial raw

material (Ozbilen et al., 2011). Hydrogen can be combined with

othermaterials to produce hydrogen-based fuels (Bourne, 2012).

Hydrogen feedstocks can be produced from sources such as

natural gas, coal, water, biomass, and fossil fuels and can be

readily used in engines or turbines (Donaldson et al., 2012; Ren

et al., 2013; Yao et al., 2017; Li et al., 2018; Nurdiawati et al., 2019)

(Figure 4). Figure 4 reveals that water is the most widely used

hydrogen feedstock in countries such as China, Canada, Italy,

Brazil, the USA, and the Republic of Korea, followed by other

feedstocks, such as coal, coal plus biomass (soil waste), biomass,

and natural gas.

Hydrogen production methods

Hydrogen elements can be found abundantly in nature,

such as freshwater, seawater, biomass, hydrogen sulfide, and

fossil fuels. However, to produce hydrogen with zero or

low environmental impact, it must be extracted from fossil

fuels. In general, the process of extracting hydrogen from

natural resources can be classified into four categories—thermal,

electrical, photonic, and biochemical. Thermal and electrical

energy can be produced from renewable energy (such as solar,

wind, geothermal, hydro, and biomass), fossil energy, or nuclear

energy. Photonic energy can be obtained from solar radiation

only. Biochemical energy reserved in organic matter can be

processed by microorganisms that produce hydrogen from

sundry substrates, or it can be chemically transferred to thermal

energy (Dincer, 2012; Dincer and Acar, 2014). Previous studies

grouped all the case studies into the following four categories

based on the classification of various hydrogen production

methods: electrochemical, thermochemical, biochemical, and

thermal-electrochemical (Dincer, 2012; Dincer and Acar, 2014).

First, the hydrogen production methods in the

electrochemical category include electrolysis technologies,

such as alkaline electrolyzer (AEL) and proton exchange

membrane electrolyzer (PEMEL). AEL and PEMEL are mature

and commercially available. AEL is the world’s oldest and most

widely utilized technology for large-scale systems. PEMEL are

generally used for hydrogen production on a modest scale.

While PEMEL offers some advantages compared to AEL,

including high current densities, voltage efficiency, and quick

system response when working dynamically (David et al., 2019)

(Yodwong et al., 2020). Electrolysis is the process through

which electricity is used to split water into its components

(i.e., oxygen and hydrogen). Hydrogen production processes

through nuclear-based thermochemical cycles and renewable

energy base electrolysis have much lower effects on the

environment than steam reforming (Ozbilen et al., 2011). Water

is infiltrated into the proton exchange membrane electrolysis

cell; then, hydrogen ions are absorbed by the membrane, and

this recombining process forms the hydrogen molecules. Proton

exchange membrane electrolyzes are considered an alternative

to producing hydrogen from renewable energy sources (Silva

et al., 2010). Plasma decomposition of natural gas was included

in the electrochemical category. In the reviewed studies,

electrochemical technology was the most extensively used

method in hydrogen production, accounting for approximately

74.14% of all the case studies, followed by thermochemical

technology (22.41%) and thermal-electrochemical technology

(3.45%) (Figure 5a). Furthermore, electrolysis was the most

frequently used method in the electrochemical category,

accounting for 84%, and alkaline electrolysis accounts for

3% of all the case studies. Second, the thermochemical

category includes aqueous stage reforming, auto thermal

reforming, steam reforming, gasification (coal or biomass),
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FIGURE 1

The systematic literature review process.

FIGURE 2

(a) Geographical scope and (b) the number of original case studies.
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FIGURE 3

Geographical primary energy sources.

FIGURE 4

Hydrogen feedstock of various countries.

thermal cracking of fossil hydrocarbons, and water splitting.

Thermochemical is the process of separating water using a heater

to obtain hydrogen. The thermochemical hydrogen production

process is an immature technology that must be refined over

time. Gasification and reforming based on thermochemical

account for 21.55 and 2.59% of all the case studies (Figure 5b).

The thermochemical cycle normally does not require catalysts

as a driver of chemical reactions. Chemical materials involved

in the process are recycled and are the material source from

which hydrogen is derived. The water-splitting thermochemical

cycle is as follows: (i) it does not require hydrogen–oxygen

separation membranes; (ii) it does not require overestimating

thermal energy source (600–1,200 k); (iii) it does not require

extra electrical energy to drive the process (Dincer, 2012).

Third, the biochemical category includes fermentation

and dark fermentation. The Biochemical category includes

photolytic (direct water separation), photosynthetic bacteria

(solar-assisted organic decomposition), dark fermentation
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FIGURE 5

(a) Hydrogen production methods and (b) technique of hydrogen production.

FIGURE 6

Hydrogen power generation.

(organic decomposition), and microbial-assisted electrolysis

(electrical-assisted organic decomposition).

Power generation

The development of renewable energy sources (RES) is

important for the sustainable growth of any nation due to the

depletion of fossil fuels, the rising cost of fossil fuels worldwide,

and the need to reduce emission levels. The selection and

deployment of hydrogen-based power generation conversion

technology are mostly governed by the electricity-requiring

application. Technologies that use hydrogen as a fuel cell for

power generationmust provide flexible energy to ensure stability

and resilience. According to the type of electrolyte used, fuel cells

(FCs) can be categorized as phosphoric acid fuel cells (PAFCs),

molten carbonate fuel cells (MCFCs), solid oxide fuel cells

(SOFCs), and proton exchange membrane fuel cells (PEMFCs),

molten carbonate fuel cells (MCFCs). The hydrogen that reacts

with oxygen in the fuel to supply electrical energy consists of a

piston engine and a gas turbine (Figure 6). A fuel cell is a device

that converts the chemical energy of a fuel into electrical energy

through an electrochemical reaction. Fuel cells are a flexible

power generation technology with 50–60% electrical efficiency.

Fuel cell stacks have a shorter technical lifetime (10.000 to

40.000 operating hours). However, compared to PEMFCs, and

hydrogen is available, PEMFCs have the most potential for

development (Bourne, 2012; Wang et al., 2017). Now-a-days,

PEMFCs are applied extensively in numerous fields. PEMFCs

provide the advantages of practically zero emissions, high
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power density, high efficiency, and low operating temperature

compared to other fuel cell types. In addition, PEMFC providing

short start and response times at the stack level appears to be the

optimal technology for application drives.

Hydrogen gas turbine power generation technology is

designed for large-scale power generation. Incorporating

hydrogen is a potential pathway for gas turbine decarbonization

by replacing natural gas with hydrogen. Each gas turbine

model has a specific capability for hydrogen combustion, mainly

determined by the combustion system. Gas turbine technology

has three main components: a compressor, a combustion

chamber, and a turbine stage. The central part of the energy

is the turbine stage, which drives the compressor and gives

the generator the power to run and generate electricity (Wang

et al., 2021). Showed that the output of the introduction cycle

is composed of a wind turbine, solar energies, and AFCs was

10.5 kW of electricity, and the electrical efficiency was 56.9%. In

addition, the electrolyzer uses 9.9 kW of electricity to produce

221.3 grams of hydrogen fuel.

Techno-economic performance indicator

This section discusses the techno-economic analysis,

including profitability, sensitivity, and uncertainty analysis,

using various simulation results, such as Monte Carlo

simulation, Aspen HYSYS (Kim et al., 2018), Aspen Plus,

MATLAB, and HOMER simulation. The Aspen HYSYS

simulation model is used to determine the effect of various

operating conditions on the performance of the packed-bed

reactor and membrane reactor (Kim et al., 2018). Moreover,

it is used to determine the future risk and uncertainty in

prediction (Zahid et al., 2020). Techno-economic assessment

is a methodological framework for examining the technical

and economic performance of a process, product, or service

and includes the study of the economic impact of technology.

A techno-economic assessment (TEA) is a cost-benefit

comparison that considers technological and economic factors.

An economic summary of hydrogen production is presented

in Table 2, where each cost component is presented including

capital expenditure (CAPEX), operating expenditure (OPEX),

and other variables.

The CAPEX and OPEX are the main costs in a techno-

economic assessment. The key issue is to minimize the CAPEX

and OPEX of various hydrogen generation systems while

simultaneously increasing production volume. This allows for a

reduction in the cost of producing hydrogen from several energy

sources. The expenditures involved with building a new facility

are referred to as CAPEX. Fixed-capital investment (FCI) is the

funds used to finance a facility. FCI in the first and second

years is 60% and 40% of total FCI, respectively, while working

capital cost is 15% of total FCI (Lee et al., 2020). Likewise,

OPEX represents the various day-to-day expenses required to

maintain sustainable business operations. It can also be said

that they refer to the enormous costs involved in maintaining

plant operations. OPEX consists of the costs of raw materials,

operating labor, maintenance, and utilities. Annual expenses are

considered based on items related to operating expenses and

general and administrative expenses. In many cases, CAPEX

values are estimated using software such as Aspen Plus or Aspen

Hysys to simulate processes and perform economic analysis. The

influence of plant size and capacity on CAPEX is substantial.

The larger the facilities, the more the CAPEX, but the lower

the production expenses. In addition, environmental influences

such as integrated carbon capture and storage systems have a

major impact on total production costs, resulting in an increase

in CAPEX due to the use of additional equipment.

Sensitivity analysis

The main objective of the sensitivity analysis (SA) is to

obtain the effect of various economic factors on the cost of

a unit of hydrogen produced and determine some influential

factors, including ensuring the surroundings and conditions

of any operating plant after investment (Kim et al., 2018).

The SA can provide information on the factor that is most

sensitive and has a significant impact, including making

decisions before investing. Generally, the sensitivity indicators

to consider include sensitivity to capital cost, sensitivity

to feedstock, and sensitivity to the internal rate of return

(Khunathorncharoenwong et al., 2020; Yukesh Kannah et al.,

2021). In some instances that renewables, such as wind,

were used as the electricity source, several variable inputs

were estimated, such as plant parameters (e.g., capacity and

storage capacity), capital expenditure (CAPEX) parameters (e.g.,

hydrogen storage, electrolysis, and methanation), operation

expenditure (OPEX) parameters (e.g., standby cost), and

operating parameters (e.g., restart a level and restart time)

(Rivera-Tinoco et al., 2016; Gorre et al., 2020).

The crucial parameter to perform sensitivity analysis

depends on the hydrogen production process. Many studies

consider capital cost, operating cost, replacement, operation

& maintenance, and net present value (NPV) for process

electrolysis. Other studies consider the parameters of hydrogen

cost, sales price, consumption, operation expenditure, fuel, and

savagery, including taxes. Reforming process parameters consist

of hydrogen production costs: reactor, membrane module,

compressor, pressure swing adsorption (PSA), supplement,

reactants, PSA OPEX, electricity, labor, natural gas, membrane

replacement, maintenance, and other costs were considered

for sensitivity analysis. Finally, the gasification process only

considers the NPV (Table 1).

The wind is the basic concept of SA in the application of

power to gas technology to convert renewable electricity into

molecular form. Electrolysis costs are reduced by 54%, and gas

Frontiers in Sustainability 07 frontiersin.org

153

https://doi.org/10.3389/frsus.2022.943145
https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org


Zulfhazli et al. 10.3389/frsus.2022.943145

TABLE 1 Summary sensitivity analysis parameter.

Article Hydrogen production Sensitivity analysis

parameter

Key performance indicator

Gorre et al. (2020) Electrolysis Plant parameter, CAPEX, OPEX -

Khunathorncharoenwong

et al. (2020)

Electrolysis Hydrogen cost, sales price, and

consumption

Net present value

Hamayun et al. (2019) Electrolysis Operation expenditure -

Kim et al. (2018) Reforming Hydrogen production cost: reactor,

membrane module, compressor,

pressure swing adsorption (PSA),

supplement, reactants, PSA OPEX,

electricity, labor, natural gas,

membrane replacement, maintenance,

and other costs were considered for

SA

Net production cost

Rivera-Tinoco et al. (2016) Electrolysis Electricity price, lifespan, investment,

maintenance, electrolyze, low-cost

power electrolyzes, and high

equipment lifespan

-

König et al. (2015) Electrolysis NPC: capital cost, wind power, carbon

dioxide cost, Oxygen revenue, and

cavern capital cost

-

Guinot et al. (2015a) Electrolysis Capital cost, fuel cost, operation &

maintenance, interest rate, and

availability factor

-

Donaldson et al. (2012) Gasification NPV: sunflower residue, activated

carbon, and hydro price

-

Tzamalis et al. (2011) Electrolysis NPV: capital cost, replacement, O&M,

fuel, and salvage

-

Tsatsaronis et al. (2008) Gasification Capital cost, cost of heat, cost of coal,

and currency (current and constant)

-

Shaner et al. (2016) Electrolysis Capital cost, operating expenses,

replacement cost, and tax

-

production costs are reduced by 40% implying a lower average

price for hydrogen, thus allowing for reduced equipment costs.

A reduced methanation CAPEX can reduce the amount of

hydrogen that is not converted into synthetic natural gas. Thus,

synthetic natural gas (SNG) production costs are more sensitive

to CAPEX electrolyzed than CAPEX methanation (Gorre et al.,

2020). Hydrogen price is the most sensitive parameter and is

more economical in the conventional process than low-pressure

steam consumption (Khunathorncharoenwong et al., 2020). A

heavier load on the electrolysis section results in higher power

plate CAPEX and OPEX. However, the system efficiency can

impact the high cost reduction process of all systems because of

the areal dependencies of most of the components (Shaner et al.,

2016; Hamayun et al., 2019). When the overloaded functionality

of the installed capacity is 5.0%, the cost can be reduced, leading

to a capital cost reduction of 3.6%. NPC was reduced by 0.9%

due to the high cost of the electricity component. The output

electricity cost is highly sensitive to the efficiency of the power

plant (Zahid et al., 2020). Furthermore, lesser by-product yield

is substantial from an economical perspective.

An NPV is considered one of the indicators to decide the

feasibility of the target technology (Lee et al., 2020). When the

NPV is zero, the project is not expected to generate significant

profits or losses. Therefore, a project with a positive NPV is

considered profitable and acceptable, while a project with a

negative NPV means that this technology needs to be developed

to obtain economic gains. The NPV decreases as the price of

renewable electricity or the rate of degradation increases in

relation to the cost of the system. On the other hand, the internal

rate of return (IRR), is the discount rate that corresponds to

an NPV equal to zero. IRR is a financial risk indicator used to

assess the profitability of an investment. Where IRR involves
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TABLE 2 Summary economic of hydrogen production.

References Energy

source

Technology

of H2

production

H2 for

power

generation

Capital

expenditure

Operational

expenditure

Interest

rate

Project

lifetime

(years)

H2

production

capacity

Plant

efficiency

(%)

Electricity

cost

($/kWh)

H2 cost

Lee et al. (2020) Unspecified

renewable

energy

Electrolysis Not specified n/a n/a - 10 700Nm 3 h-1 - - 3.88–9.30

Zahid et al. (2020) Nuclear energy Electrolysis PEMFCs 2,291.4 $/kW - 4 - 266 MW - - -

Schnuelle et al. (2020) Photovoltaic

(PV)

Alkaline

Electrolysis

FCs n/a n/a - - 770–1,324

e/kW

- n/a n/a

Liu et al. (2020) Photovoltaic,

wind

Electrolysis Gas turbine - 2.374–2.379 - - - - - -

Gorre et al. (2020) Wind Electrolysis FCs 650 e/kWel n/a n/a 20 - - n/a -

Khunathorncharoenwong

et al. (2020)

Not specified Electrolysis Gas turbine, FCs 2.8–3.4m - - - - - - 4.020 $/kg

Wang et al. (2019) Not specified Gasification Gas turbine n/a n/a - 15 - - - -

Nurdiawati et al.

(2019)

Algae Gasification PEMFCs - n/a - - - - 0.030 $/kg n/a

Jiang et al. (2019) Wind Gasification Not specified n/a n/a - 20 - 0.47–1 - 4.34e/kg

Hamayun et al. (2019) Photovoltaic,

wind

Electrolysis PEMFCs 21.288.900 $ 7.645.920$ - - 5 MW n/a - -

Nieminen et al. (2019) Wind Electrolysis PEMFCs n/a n/a - 20 30 MW - 624–625 2.90–

3.40$/kg

Martínez-Salazar et al.

(2019)

Natural gas Reforming Not specified n/a n/a - 40 - - - -

Jamshidi and

Askarzadeh (2019)

Photovoltaic Electrolysis Gas turbine - - - 20 - - - -

Touili et al. (2018) Photovoltaic Electrolysis PEMFCs, SOFCs n/a n/a - - - - - -

(Continued)
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TABLE 2 (Continued)

References Energy

source

Technology

of H2

production

H2 for

power

generation

Capital

expenditure

Operational

expenditure

Interest

rate

Project

lifetime

(years)

H2

production

capacity

Plant

efficiency

(%)

Electricity

cost

($/kWh)

H2 cost

Duman and Güler

(2018)

Wind Electrolysis PEMFCs, FCs n/a n/a - 20 - 0.1694 - -

Li et al. (2018) Coal Gasification No specified n/a n/a 10 25 - - - 120 CNY/kg

Kim et al. (2018) Natural gas Reforming FCs n/a n/a - - - - - n/a

Haghi et al. (2018) Natural gas,

Beofule, Wind,

Solar

Electrolysis Not specified n/a n/a - 20 - - - n/a

Al-Sharafi et al. (2017) Photovoltaic,

Wind

Electrolysis Gas turbine,

PEMFCs, SOFCs

2,000 $/kW - - 25 - - - -

Aziz (2017) Photovoltaic,

Wind

Electrolysis FCs 9,500 $ 250$/year - 15 - - - -

Yao et al. (2017) Biomass Gasification,

Reforming and

Alkaline

electrolysis

PEMFCs, FCs,

SOFCs

n/a n/a - 25 - - - 90 kg h-1

Ye et al. (2017) Photovoltaic,

Wind

Electrolysis PEMFCs n/a n/a - 20–25 - - - -

Schlachtberger et al.

(2017)

Photovoltaic,

Wind

Electrolysis Not Specified n/a n/a - 25–80 - - - -

Walker et al. (2016) Natural Gas Electrolysis Not Specified - n/a - - - - n/a -

Martin et al. (2016) Biodiesel Electrolysis Not Specified - - 7 - - - - -

Brka et al. (2016) Wind Electrolysis PEMFCs - - - 25 - - - -

Rivera-Tinoco et al.

(2016)

Methanol Electrolysis PEMFCs, SOFCs n/a n/a - - - - n/a -

Rivarolo et al. (2016) Photovoltaic,

Wind

Electrolysis Not Specified - - - - - - - -

Stojković and Bakić

(2016)

Photovoltaic,

Wind

Electrolysis FCs n/a n/a - 20 - - - -

König et al. (2015) Wind Electrolysis PEMFCs n/a n/a - - - - - -

Cormos (2015) Not Specified Electrolysis PEMFCs n/a n/a - 25 - - n/a -
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TABLE 2 (Continued)

References Energy

source

Technology

of H2

production

H2 for

power

generation

Capital

expenditure

Operational

expenditure

Interest

rate

Project

lifetime

(years)

H2

production

capacity

Plant

efficiency

(%)

Electricity

cost

($/kWh)

H2 cost

Guinot et al. (2015b) Not Specified Electrolysis PEMFCs n/a n/a - - - - - -

Guinot et al. (2015a) Photovoltaic Electrolysis PEMFCs n/a n/a - 20 - - n/a -

Olateju et al. (2014) Wind Electrolysis Gas turbine n/a n/a - 20 563 MW - - -

Sarkar and

Bhattacharyya (2012)

Photovoltaic,

Wind

Electrolysis Gas turbine n/a n/a - - - - n/a -

Cormos (2014) Biomass Gasification Not specified n/a n/a - - 400–425 MW - - -

Shiroudi et al. (2013) Photovoltaic Electrolysis PEMFCs n/a n/a - 25 - 0.7 - -

Tzamalis et al. (2013) Wind Electrolysis FCs n/a n/a - - - - - -

Banerjee et al. (2013) Biomass Gasification SOFCs n/a n/a - 20 2,000 - - -

Donaldson et al. (2012) Biomass Gasification Not specified 8.6 $M n/a 0.06 - - - 0.12 $/kWh -

Carapellucci and

Giordano (2012)

Unspecified

renewable

energy

Electrolysis PEMFCs n/a n/a - - - - - -

Shabani and Andrews

(2011)

Photovoltaic Electrolysis FCs n/a - - 20 - - - -

Tzamalis et al. (2011) Photovoltaic Electrolysis FCs n/a n/a - - - - - -

Tsatsaronis et al.

(2008)

Coal Gasification AFCs n/a n/a - - - - - -

Greiner et al. (2007) Photovoltaic Electrolysis GT, FCs n/a n/a - 25 - - - -

Zoulias and

Lymberopoulos (2007)

Photovoltaic Electrolysis FCs n/a n/a - 20 - - - -

Santarelli and

Macagno (2004)

Photovoltaic Electrolysis GR, MCFCs n/a - - - - - - -

Scherer et al. (1999) Not specified Electrolysis AFCs n/a n/a - - - - - -

Shaner et al. (2016) Photovoltaic Electrolysis PEMFCs n/a n/a - - - 0.61 - -
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comparing more than one potential project, the level of internal

investment indicates the one that is most profitable, regardless of

project size and technology. According to established practice,

an internal rate of return (IRR) of 10% is assumed, consisting

of the interest rate for own capital and credit capital. Hydrogen

production costs are calculated iteratively using a plant cash flow

analysis that includes total annual expenses and revenues.

Uncertainty analysis

The evaluations built on assumptions and estimates

inevitability produce uncertainty in results. TEA describes

uncertainty caused explicitly by errors in data input, the tension

in the model itself, and the characteristic of the context

in which the analysis is carried out. In the initial step of

uncertainty analysis, it is always important to systematically

identify the variables that generate uncertainty. The second

step is determining the number of computations necessary

to confirm compliance with the acceptance criteria and

standard tolerance limit. In addition, TEA performs an

uncertainty analysis to evaluate the parameters that most

influence the project’s economic performance. For example,

the sensitivity parameter might vary by up to 20% relative

to the baseline value (van der Spek et al., 2020). Sensitivity

analysis assesses the influence of a single parameter at

a time. In the meantime, a Monte Carlo simulation was

conducted to examine the combined effect of numerous

parameters on the economic performance of an investment.

This simulation forecasts economic indicator uncertainty by

randomly generating parameter values within the ranges above.

In addition, the simulation examines the process’s uncertainty

and calculates the chance that the developed system will be

profitable. Here, (Lee et al., 2020) conducted an uncertainty

analysis to identify changes in the unit price of electricity and

the selling price of H2 in the net present value range. The

uncertainty analysis reveals that, economically, the selling price

of hydrogen is more influential than renewable electricity prices,

such as hydro and onshore wind energy, which is considered

promising renewable power source for reducing the cost of

producing hydrogen.

Discussion

This section examines the techno-economic assessment of

various hydrogen productions for power generation studies

included in this systematic review. Natural gas and coal

are the two most crucial feedstock sources for hydrogen

generation. The technology for producing hydrogen from

these two feedstocks is highly developed, and there is

a lot of experience operating these plants. The cost of

hydrogen from various energy sources depends on the energy

conversion and production costs. Most hydrogen production

techniques require either thermal or electrical energy input

from the energy source. Concurrently, this energy source

is supplied by the energy conversion plant, representing

the increase in energy’s final cost. These expenses are

typically the most significant contributors to the total cost

of hydrogen.

Compared to other fuel cells (FCs), proton exchange

membrane fuel cells (PEMFC) have become a power

source for many applications and a possible option for

reducing greenhouse gas emissions. PEMFCs combined

with photovoltaics and batteries are now considered an

excellent alternative to power generation. The application

of the independent control mode can realize the optimal

economical operation of the hybrid power generation

system (HPGS) without a communication network. It

can reduce marginal cost by up to 19.08% compared to

traditional droop control. Furthermore, the cooperative

control mode can achieve minimum generation costs

and a difference in battery energy storage devices’ charge

balance state, even when the line resistance effect is

quite significant (Yang et al., 2019; Okonkwo et al.,

2021).

A techno-economic assessment is important now-a-days,

but there are many different uncertainties in how to calculate

it. The use of non-standard procedures, assumptions, and data

of varying quality makes it difficult to compare the values of

the literature with each other and draw rational conclusions.

Several assumptions are made when calculating TEA, such

as type of financing, cost and space of land acquisition,

cost of raw materials, the yield of raw materials, factory

life, construction time, labor costs, product costs, and utility

costs. However, these assumptions do not reflect the actual

reality. It affects the calculation. On the other hands, Sensitivity

analysis helps determine the state and condition of each plant

operating after the investment. It is more beneficial to decide

before investing. The sensitivity to the cost of capital can

be determined by calculating the return on investment. This

is a key parameter to identify the technology running from

start to finish and the return on investment at each stage

of growth.

In closing, numerous researches focus on hydrogen

production sources, systems, and distinct hydrogen storage

alternatives. In addition, studies focusing on the social and

environmental implications of the sources and systems

necessary for hydrogen production are scarce. Another

drawback of this study is that it concentrates on metrics that

cannot be compared to others get more definitive results. Future

research might include hydrogen end-use possibilities, such

as various fuel cells, to improve the analysis of the long-term

viability of hydrogen-based energy systems.
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Stojković, S. M., and Bakić, V. V. (2016). Techno-economic analysis of
stand-alone photovoltaic/wind/battery/hydrogen systems for very Small-
Scale applications. Therm. Sci. 20, S261–S273. doi: 10.2298/TSCI15030
8195S
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Transitioning to a sustainable energy system poses a massive challenge to communities,

nations, and the global economy in the next decade and beyond. A growing portfolio of

satellite data products is available to support this transition. Satellite data complement

other information sources to provide a more complete picture of the global energy

system, often with continuous spatial coverage over targeted areas or even the

entire Earth. We find that satellite data are already being applied to a wide range

of energy issues with varying information needs, from planning and operation of

renewable energy projects, to tracking changing patterns in energy access and use, to

monitoring environmental impacts and verifying the effectiveness of emissions reduction

efforts. While satellite data could play a larger role throughout the policy and planning

lifecycle, there are technical, social, and structural barriers to their increased use. We

conclude with a discussion of opportunities for satellite data applications to energy and

recommendations for research to maximize the value of satellite data for sustainable

energy transitions.

Keywords: energy, satellite, sustainability, decision-making, data

INTRODUCTION

Actors across the energy system – from local, state, and national governments to electric utilities,
technology developers, and a wide variety of energy end users – are grappling with options to
limit the rise in global temperature to well below 2◦C (and preferably 1.5◦C) and achieve net-
zero carbon dioxide (CO2) emissions targets (Hultman et al., 2020; Klemun et al., 2020). Meeting
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these ambitious goals will require far-reaching energy transitions
in electricity, transportation, buildings, and industry (IPCC,
2018; Cui et al., 2019). Climate change is also shifting patterns
in energy demand and increasing disruptions in energy access
due to damage to infrastructure caused by extreme temperatures,
floods, droughts, hurricanes, and other disasters. New sources of
information are needed to support sustainable energy transitions
and evaluate whether energy planning and policy decisions are
effective and equitable (Carley and Konisky, 2020). By providing
observations of Earth from space, satellite data hold new potential
to address these global challenges.

Since the first satellite images were made publicly available in
1972, applications of satellite data have expanded significantly
(Davis, 2007; Inman et al., 2013). Satellite data vary in spatial
resolution (from tens of kilometers to less than a meter),
frequency of observations (from weeks to minutes), and
coverage (from continuous observations from geostationary
satellites to global coverage from polar-orbiting satellites)

Abbreviations: ABI, Advanced Baseline Imager; AHI, Advanced Himawari

Imager; AIMM, Alternative Approved Instrument Monitoring Method; AMEL,

Alternative Means of Emission Limitation; AMSR-E and AMSR2, Advanced

Microwave Scanning Radiometers; ARLs, Application Readiness Levels; ASAR,

Advanced Synthetic Aperture Radar; ASTER, Advanced Spaceborne Thermal

Emission and Reflection Radiometer; CEMS, Continuous Emissions Monitoring

System; CERES, Clouds and Earth’s Radiant Energy System; CO, Carbon

monoxide; CO2, Carbon dioxide; CO2M, Copernicus Carbon Dioxide Monitoring

mission; COP26, 2021 United Nations Climate Change Conference; DMSP-

OLS, Defense Meteorological Satellite Program-Operational Linescan System;

DNB, VIIRS Day Night Band; DOE, U.S. Department of Energy; EOSDIS,

Earth Observing System Data and Information System; EPA, U.S. Environmental

Protection Agency; EPRI, Electric Power Research Institute; ESA, European

Space Agency; ETM+, The Enhanced Thematic Mapper Plus; EUMETSAT,

European Organization for the Exploitation of Meteorological Satellites;

FIRMS, NASA’s Fire Information for Resource Management System; GEMS,

Geostationary Environmental Monitoring Spectrometer; GeoCarb, Geostationary

Carbon Cycle Observatory; GOES, Geostationary Operational Environmental

Satellite; GOME-2, Global Ozone Monitoring Experiment-2; GOSAT, Greenhouse

Gas Observing Satellite; IMEO, International Methane Emissions Observatory;

InSAR, Interferometric Synthetic Aperture Radar; ISS, International Space

Station; LANCE, Land, Atmosphere Near-real-time Capability for EOS; LDAR,

Leak Detection and Repair; MERRA-2, Modern-Era Retrospective analysis for

Research and Applications, Version 2; MODIS, Moderate Resolution Imaging

Spectroradiometer; MSG, Meteosat Second Generation; MSI, European Sentinel-

2 MultiSpectral Instrument; MTG, European Meteosat Third Generation; NASA,

National Aeronautics and Space Administration; NMVOC, Methane and Non-

methane Volatile Organic Compounds; NO, Nitric oxides; NO2, Nitrogen dioxide;

NOAA, National Oceanic and Atmospheric Administration; NOAA ASCAT,

National Oceanic and Atmospheric Administration Advanced Scatterometer;

NOX, Nitrogen oxides; NREL, National Renewable Energy Laboratory; NSRDB,

U.S. National Solar Radiation Data Base; NTL, Nighttime Light; OCO-2,

Orbiting Carbon Observatory-2; OLI, Operational Land Imager; OMI, Ozone

Monitoring Instrument; POWER, NASA Prediction Of Worldwide Energy

Resources project; PV, Photovoltaic; ROW, right-of-way; RSPO, Roundtable for

Sustainable Palm Oil; SAR, Synthetic Aperture Radar; SCIAMACHY, SCanning

Imaging Absorption spectroMeter for Atmospheric CHartographY; SMAP, Soil

Moisture Active Passive; SMMR, Scanning Multichannel Microwave Radiometer;

SRON, Netherlands Institute for Space Research; SSMI, Special Sensor Microwave

Imager; Suomi NPP satellite, Suomi National Polar-orbiting Partnership; TEMPO,

Tropospheric Emissions: Monitoring of Pollution; TRMM, Tropical Rainfall
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(Medina-Lopez et al., 2021). There are trade-offs across
these design features, with free, publicly available data from
government sources tending toward global coverage and
a growing number of private companies offering targeted
observations of particular locations. Cloud-computing services
further enhance the prospects for widespread use of satellite data
by allowing broad user communities to process large amounts
of data on the fly (Gorelick et al., 2017). Beyond the satellite
technology itself, research has also advanced applications of
satellite data to decision-making through comparisons with
other data sources, integration with models, and case studies
applying satellite data to particular contexts and examining
barriers to use (Milford and Knight, 2017; Holloway et al.,
2018)1,2.

Decisions related to energy supply, demand, impacts, and
resilience all stand to benefit from growing integration of satellite
data. Satellite applications for energy supply include mapping
renewable resource potential to support infrastructure siting,
development, and maintenance. Applications for energy demand
include assessing energy use patterns to predict future needs and
identify locations with unserved demand, both on an ongoing
basis and in the aftermath of power disruptions. Applications for
energy impacts include monitoring the effects of energy use on
climate, air quality, and water and land systems, as well as efforts
to reduce these impacts. Existing information sources used in the
past have often been limited in spatial coverage and accessibility
for a diversity of stakeholders and decision-making needs. These
stakeholders also frequently lack access to timely information
needed to support cross-cutting reliability and resilience goals, as
well as disaster response. Expanded use of satellite data can now
help address these information gaps.

This paper reviews the current state of satellite data for
energy applications and potential future directions for research.
We focus specifically on satellite tools for remote sensing
because of their broad scale and routine measurements, as
well as their underutilized potential for energy policy and
planning. Each section presents an overview of conceptual
and practical applications of satellite data, drawing primarily
from the peer-reviewed literature. Applications vary in their
level of maturity, from well-established uses with strong links
to decision frameworks to emerging areas where there are
significant technical, social, and/or structural barriers to applying
satellite data to decision-making. While previous work examines
satellite data for various energy applications in isolation, there
is significant potential to increase the value of satellite data for
energy decision needs by bridging insights across energy issues.
Understanding the value and potential of satellite data to address
energy-related challenges is particularly salient given the speed
and scale of energy transitions required to mitigate and adapt to
climate change.

1EPRI. Application of Image Processing Algorithms to Improve Predictive

Reliability Assessments: Identifying Physical Threats Using GIS and Satellite

Imagery. https://www.epri.com/research/products/000000003002018884.
2EPRI. Program on Technology Innovation: Using Hyperspectral Imagery and

Artificial Intelligence (AI) to Detect Stressed and Dead Trees. https://www.epri.

com/research/products/000000003002022770.
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The author team represents experts in a wide variety of energy
and satellite topics from academia, government organizations,
research institutions, and private companies. Following the
introduction, we discuss satellite data applications in energy
supply, energy demand, energy impacts, and energy resilience.
We then describe an example of a satellite data distribution
platform for energy users. We conclude with a discussion of
the potential and limitations of satellite data across energy
applications and recommendations for research to enhance the
usefulness of satellite data for energy stakeholders.

ENERGY SUPPLY

Many studies have quantified the enormous expansion in
renewable energy needed to achieve global climate policy goals
(IPCC, 2022). Satellite data can support the development,
deployment, and forecasting of renewable energy sources such
as bioenergy, hydropower, solar photovoltaics, wind turbines,
and geothermal energy. Beyond assessing the potential for new
systems, satellite data can also help optimize performance and
track the rate of technology adoption.

Bioenergy Resources and Production
Satellite data are a leading source of information for policy
and planning decisions related to bioenergy feedstock supply
and productivity. Space-based data routinely inform assessments
of biofuel feedstock availability and land use impacts, as well
as potential competition with food production and impacts
on other ecosystem goods and services. Productivity can be
quantified from satellite observations of vegetation greenness
and further constrained or refined using indirect satellite-
based information on climate, soil conditions, and other co-
determinants of productivity. Satellite-based estimates of land
availability and supply have been used by industry, policymakers,
and other bioenergy stakeholders in the evaluation and design of
production systems and regulations.

Data on land cover have been used to identify abandoned
agricultural lands with potential to support bioenergy feedstock
production (Zumkehr and Campbell, 2013; Baxter and Calvert,
2017; Goga et al., 2019; Næss et al., 2021) and to screen for
land that may be deemed as marginal for food production
(Nalepa and Bauer, 2012; Kang et al., 2013; Khanna et al., 2021)
due to economic instability (Jiang et al., 2021), environmental
sensitivity (Wang et al., 2020), and biophysical limitations in
climate, soils, or topography (Gelfand et al., 2013; Gu and Wylie,
2016). For example, satellite-based productivity thresholds on
low-yielding lands have been used to identify marginal areas
for second generation bioenergy production (Longato et al.,
2019). From local to global scales, estimates of the maximum
potential production of bioenergy can support energy planning
and policy (Cai et al., 2011; Smith et al., 2012; Haberl et al.,
2013). Bioenergy producers or investors can also use estimates of
local feedstock supply (e.g., corn) to identify locations for siting
future biorefineries.

Satellite-constrained estimates of total bioenergy production
potential have also been used to project the contribution that
bioenergy might make toward global climate policy goals or

to meet national pledges to the Paris Agreement (IPCC, 2018;
Creutzig et al., 2021). Policies such as the Low Carbon Fuel
Standard and the Renewable Fuel Standard in the U.S. have
used satellite-based estimates of land use change associated with
bioenergy to measure and regulate greenhouse gas emissions
intensity associated with different bioenergy systems, as well as
to determine the eligibility of various fuels in each regulation (US
EPA, 2010; Leland et al., 2018). Other work has used field-level
remote sensing data to analyze changes in bioenergy feedstock
supply caused by these policies, finding that the U.S. Renewable
Fuel Standard, for example, led to an 8.7% increase in U.S. corn
cultivation (Lark et al., 2022).

New data sources and advances in data science will open
the door for highly detailed and precise ground-based data
to complement data from satellites. For example, parcel-
level data on land ownership and sales could enable a more
refined understanding of how producers respond to policy and
market incentives, and productivity measurements collected
directly from agricultural equipment could significantly expand
data availability. Nonetheless, satellite data will continue to
provide irreplaceable information on bioenergy production
that covers large geographic extents in a consistent manner
over time, particularly with the increased availability of high-
quality, high-resolution, and low-cost commercial and small-
satellite platforms.

Hydropower and Water Supply
Satellite data are commonly used in water resource assessment
for planning hydropower projects, monitoring reservoir size, and
evaluating the environmental impacts of rerouting or damming
water. Hydrological and hydrometeorological variables, such
as precipitation, snow extent, soil moisture, runoff, and
evapotranspiration, influence the availability of water resources
to support power generation. Hydropower currently accounts
for ∼60% of global renewable electricity production and is
projected to play a major role in flexible power systems as
the world transitions to cleaner energy sources (International
Hydropower Association, 2021). Planned hydroelectric projects
also dominate the renewable energy sector in sub-Saharan Africa,
where significant untapped potential exists (Stiles and Murove,
2019), offering opportunities for new uses of satellite data
products (Leibrand et al., 2019). Tracking and monitoring water
resources is critical to ensuring and managing future water
supply, especially given projected changes in water resources due
to climate change (Fletcher et al., 2019).

Landsat and Terra satellites have been collecting
environmental and climate data for several decades and
provide a long historical record to help identify trends and
spatial patterns in river flow, snow melt, land cover, and other
variables that impact water availability, which is useful in
decision-making for hydropower operations (see Figure 1 for an
example). Other satellites provide data in near real time, such as
the National Aeronautics and Space Administration’s (NASA’s)
Soil Moisture Active Passive (SMAP) mission, which measures
global soil moisture in increments as short as 3 hours, with a
latency of 24 hours and a revisit time of 2–3 days, thus reducing
the need for field evaluation.
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FIGURE 1 | Tracking the impact of drought on a hydropower reservoir at the Alto Lindoso Dam in Portugal from March 6, 2021 (L) to February 5, 2022 (R), using

Landsat 8 data [Credit: NASA Earth Observatory image by Lauren Dauphin, using Landsat data from the U.S. Geological Survey (NASA Earth Observatory, 2022)].

Satellite-based data on groundwater, surface water
height and extent, and precipitation may be used to assess
seasonal and historical changes in water storage. Freeze-
thaw data derived from satellite microwave radiometry
from NASA’s Scanning Multichannel Microwave Radiometer
(SMMR), Special Sensor Microwave/Imager (SSM/I), and
Advanced Microwave Scanning Radiometers (AMSR-E
and AMSR2) have been used to evaluate the dynamics
of seasonal snow, ice melt, and soil thaw as a proxy for
measuring water mobility over time (Kimball and McDonald,
2020). Taken together, satellite-derived hydrological and
hydrometeorological data can identify trends in water
availability, potential for flooding and drought, and other
environmental aspects for improved decision-making in the
hydropower sector.

Machine learning and data assimilation are advancing data
analysis to improve observations for hydropower in areas where
ground-based data are scarce. For example, machine learning
has been combined with near-real-time rainfall data from
NASA’s Tropical Rainfall Measuring Mission (TRMM) and soil
moisture data from the National Oceanic and Atmospheric
Administration’s (NOAA’s) Advanced Scatterometer (ASCAT)
to simulate streamflow in India (Kumar et al., 2021). Machine
learning with various satellite-derived hydrometeorological
variables has also been used to calculate streamflow in the
Hanjiang River in China (He et al., 2021). Data assimilation,
another approach to data fusion, has also improved land
surface model predictions of water storage, particularly when
multiple satellite data products are combined (Khaki et al.,
2020).

There are new opportunities to use satellite data for
hydropower planning and management (International
Hydropower Association, 2020). NASA, NOAA, the European
Space Agency (ESA), and other Earth observing organizations
provide open-source data and offer training on how to
apply data to real-world decisions, working to reduce
barriers to use and accessibility. The value of these data is
especially high in regions with gaps in ground-based data
and with high climate variability, where uncertainties in

water resources present challenges for hydropower planning
and operations.

Solar Photovoltaic Systems
Satellite data have long been used to measure annual solar
insolation in conjunction with ground-based pyranometer
data (Perez et al., 2013). For example, the U.S. National
Solar Radiation Data Base (NSRDB) from the National
Renewable Energy Laboratory (NREL) uses data from the NOAA
Geostationary Operational Environmental Satellite (GOES),
NASA Moderate Resolution Imaging Spectroradiometer
(MODIS) instrument, and NASA’s Modern-Era Retrospective
analysis for Research and Applications Version 2 (MERRA-2)
assimilation model to create a dataset that shows historical levels
of solar energy resources in any location in the U.S. (Sengupta
et al., 2018). The multiple source dataset goes back to 1998 at a
temporal resolution of half an hour. Additionally, global solar
radiation data are made available back to the early 1980’s using
fused geosynchronous and polar orbiting satellites, including
data products available since 2020 from NASA’s Clouds and
Earth’s Radiance Energy System (CERES) (Zhang et al., 2004;
Rutan et al., 2015; Karlsson et al., 2017; Stackhouse et al.,
2021).

With increased penetration of variable wind and solar power
on the grid, there is a new focus on system performance and
short-term wind and solar resource forcasting (Janjai et al., 2011;
Pfenninger and Staffell, 2016; Peters et al., 2018). For example,
machine learning has been used to predict cloud velocities to
understand where drops in photovoltaic (PV) system production
might occur (Cheng et al., 2022), and satellite-derived aerosol
levels may be used to assess the impact of air pollution on PV
arrays (see example in Figure 2) (Li et al., 2017). Local decision-
makers can also use satellite-derived maps to inform cost-
effective renewable energy project upkeep, such as vegetation
management (Yu et al., 2018).

Satellite data can also be used to track renewable energy
deployment, assess solar access disparities, and potentially
support third party validation of renewable energy adoption
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FIGURE 2 | (L) Impact of aerosols on the average amount of radiation reaching the land surface of China between 2003 and 2014 [Credit: Joshua Stevens, NASA

Earth Observatory, using data from Li et al. (2017)]. (R) Natural-color image of haze over eastern China from the Visible Infrared Imaging Radiometer Suite (VIIRS) on

the Suomi National Polar-orbiting Partnership (NPP) satellite on January 25, 2017. (Credit: Jeff Schmaltz, NASA, LANCE/EOSDIS).

FIGURE 3 | Satellite images of a 500 MW solar power plant on the Iberian Peninsula. (L) shows imaging before installation in 2020, (R) shows imaging after

installation (Credit: NASA Earth Observatory image by Lauren Dauphin, using Landsat data from the U.S. Geological Survey).

under climate agreements (see example in Figure 3)3. Standard
solar PV accounting methods generally focus on limited regions
and often miss smaller systems. Satellite image processing offers
an efficient method for tracking growth in solar energy across
large geographic areas (Kruitwagen et al., 2021), but smaller

3United Nations. Net Zero Coalition. https://www.un.org/en/climatechange/net-

zero-coalition.

residential and microgrid systems are still difficult to track
(Ishii et al., 2016).

Offshore Wind Projects
Using traditional in-situmeasurements such as buoys to measure
offshore wind resources is expensive, time consuming, and
limited in its geographic coverage. As an alternative, synthetic
aperture radar (SAR) data from satellites is being used to estimate
wind power from wave heights and direction. Recent efforts
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have focused on improving the SAR method’s accuracy. For
example, calibrating satellite data on sea winds can help improve
estimates of wind speeds (Soukissian and Papadopoulos, 2015),
and advanced data analysis methods like machine learning can
help predict wind energy production (Majidi Nezhad et al.,
2021a). To estimate wind energy at actual wind hub heights
(∼100m), near sea-surface (∼10m) wind readings from the ESA
Envisat Advanced Synthetic Aperture Radar (ASAR) are used
to extrapolate wind speeds at greater elevations (Badger et al.,
2016). In areas impacted by wake effects, SAR data available
from missions such as the Envisat ASAR and Sentinel 1 can also
measure wind speeds (Ahsbahs et al., 2018).

Although satellites cannot “see” future winds, satellite data can
be used to improve forecasts of wind resource availability for
wind projects (Inman et al., 2013). In offshore applications, SAR
data can be used to constrain short-term weather predictions
and provide temporally and spatially expansive estimates of
wind speeds and wave heights (Zen et al., 2021). Both measures
are important for the design, planning, and operation phases
of offshore wind projects, including efficiently screening for
promising offshore wind resource areas and reducing uncertainty
around installation weather windows. Future areas for research
include improving the spatial resolution of wave and wind
detection, as the current practice is to assume similar conditions
across an entire wind farm based on a limited set of estimates
(Medina-Lopez et al., 2021). Additionally, inter-hour offshore
wind resource forecasting is becoming more critical as coastal
power grids rely on greater penetration of offshore turbines,
which recent satellite products, such as ESA’s Aeolus mission, will
help improve (Medina-Lopez et al., 2021).

Geothermal Energy
Satellite data is supporting the exploration and monitoring of
geothermal energy sources, which have the potential to provide
non-emitting baseload power (Vargas et al., 2022). Remotely
sensed thermal infrared data has been used since the 1980’s
to detect geothermal activity and identify potential sites for
geothermal plants, providing a less costly data source than
field investigations (Majidi Nezhad et al., 2021b). Thermal
infrared bands that are sensitive to surface temperatures are
used to identify anomalies that are potentially the result of
subsurface geothermal activity. Instruments that have been
used for geothermal prospecting include MODIS, the Advanced
Spaceborne Thermal Emission and Reflection Radiometer
(ASTER), Landsat’s Enhanced Thematic Mapper Plus (ETM+),
and SAR (Howari, 2015). For example, one recent study used
ASTER data to map geothermal potential along a section of the
East African Rift System, where previous mapping coverage was
limited, using a combination of surface temperature estimates
and indicator minerals (Hewson et al., 2020).

The coarse resolution of thermal sensors provides a means to
target field activities but limits their usefulness to broader scale
detection of geothermal anomalies. However, satellite data can be
useful for studying geothermal potential and ground temperature
recovery because of the ability to construct long-term datasets. A
key tool that allows for this type of analysis is the Interferometric
Synthetic Aperture Radar (InSAR) technique, which can map

ground deformation through clouds and at night, providing
expansive temporal and spatial coverage (Mellors et al., 2018;
Majidi Nezhad et al., 2021b). For example, two years of Sentinel-
1 SAR data was used to analyze Iceland’s untapped geothermal
energy, as well as pressure changes from geothermal fluid
extraction for a new power plant (Receveur et al., 2019). Future
research can look to relate satellite-derived prospecting with
existing geothermal data (or exploratory drilling) to improve
data relevance to future geothermal applications (Howari,
2015).

ENERGY DEMAND

Tracking energy demand, both temporally and spatially, is critical
to a just and sustainable energy transition. Nighttime lights
(NTL) data have been actively used to monitor energy use and
electrification and identify gaps for further policy development.
With 770 million people worldwide without access to electricity,
and many others lacking reliable and affordable heat and power
(Hernández, 2015; Reames, 2016; IEA, 2021c), NTL data may be
the most important data product to inform decisions to support
energy access and restoration.

Energy Use and Infrastructure
Nighttime lights are a widely used indicator of energy use and
infrastructure (NASA Earthdata, 2021) and have been correlated
with economic activity, urbanization, population density, and
energy consumption and access (Falchetta and Noussan, 2019).
There are two principal datasets that provide NTL. The first
digital NTL dataset is available from 1992-2013 through the
Defense Meteorological Satellite Program-Operational Linescan
System (DMSP-OLS). However, each pixel in these images has
only 64 potential values, a consequence of the 6-bit radiometric
resolution of the satellite instrument. Due to this limited range,
the data become saturated when NTL levels are high, especially
in urban areas, limiting NTL applications to planning and policy
at the city scale. Limited low-light detection also curtails NTL
utility in dimly lit regions such as rural areas. The 2.7 km
spatial resolution further limits energy-related applications at
local scales.

The second and more recent NTL dataset is developed
from the VIIRS Day Night Band (DNB) onboard the Suomi-
NPP satellite, launched in 2011. VIIRS NTL is a significant
improvement over DMSP-OLS NTL in two ways: the spatial
resolution is much improved at 750m, and the sensor has a
larger dynamic range, with improved calibration that allows for
accurate measurements of very low and high intensity nighttime
lights. Recent advances to harmonize the DMSP and VIIRS NTL
data have made them easier to access and integrate for wider
applications (Li et al., 2020a).

For scientific studies, the most robust NTL dataset is
Black Marble, which uses raw VIIRS data and corrects for
atmospheric and radiometric issues (Romn et al., 2018). These
data are calibrated across time, validated against ground-based
data, and available at daily resolution. NASA scientists are
currently working on a high-definition version of Black Marble,
which will allow researchers to downscale NTL data at finer
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spatial resolutions by integrating Landsat and Sentinel Earth
observations and street-level GIS data into the Black Marble
product, and thereby improve NTL visualization in dense urban
areas (NASA Goddard Space Flight Center, 2021). In 2021, the
World Bank created the Light Every Night dataset, which is a
complete archive of all NTL data collected over the past three
decades (Min et al., 2021)4. Higher-resolution NTL images are
available via photographs taken from the International Space
Station (ISS) and the private company NOKTOsat (de Miguel
et al., 2014; Noktosat, 2021). Additional sources of NTL data
exist, but many are not publicly accessible (Li et al., 2019).

The combination of finer spatial, radiometric, and temporal
resolutions, as well as integration of new data sources and
processing techniques, can provide near-real-time estimates
of energy use. To evaluate energy access, NTL data may be
combined with on-the-ground information from utilities, GIS
data, and local knowledge of energy access (Zhao et al., 2019).
Fusing satellite data products with data from mobile phones
can also support assessments of energy use, energy poverty, and
disaster response (Steele et al., 2017), while NTL data combined
with census data, national household surveys, or meter data can
help users better understand and address inequities in energy
infrastructure and access at scale (Mann et al., 2016; Pandey et al.,
2022). Satellites can also identify changes in energy demand, such
as those associated with COVID-19 or holidays from different
cultures (Román and Stokes, 2015; Elvidge et al., 2021; Stokes and
Román, 2022).

There are several important limitations to the use of NTL
as an indicator of energy and other socioeconomic variables to
inform policy. Broadly, NTL are an imperfect proxy for energy
use and access. Current satellite data products cannot accurately
measure energy use at smaller scales relevant for many policy
questions, such as at household, street, or neighborhood levels,
especially in high-density areas (Falchetta et al., 2020a). NTL
data are less accurate for measuring electrification in areas where
energy supply is intermittent, as conventional uses of NTL and
other satellite observations are often binary (i.e., the lights are
on or off) (Dugoua et al., 2017). Streetlights, car lights, and LED
lighting may also make an area appear more or less electrified
than it truly is (Zhao et al., 2019). Finally, NTL data may be more
appropriate for estimating energy and other variables in some
regions than others (Zhu et al., 2019a). For example, in areas with
fires or oil and gas flaring, NTL may reflect these sources rather
than electrification.

Global Energy Access
Over the past few decades, countries around the world havemade
large investments to support the goal of universal energy access
and improve the reliability of electricity supply (Aklin et al.,
2018), yet access to electricity and modern cooking fuels and
technologies remains low in some regions (World Bank, 2019).
The main gaps are found in sub-Saharan Africa (570 million
lacking electricity), Central and Southern Asia (103 million),
and Southeast Asia (40 million) (World Bank, 2019). While

4World Bank - Light Every Night. Registry of Open Data on AWS https://registry.

opendata.aws/wb-light-every-night/.

these regional statistics provide a general understanding of the
existing gap, it is critical to develop tools to map the geographic
distribution and temporal dynamics of these populations to
provide a fine-grained, up-to-date understanding of electricity
access across the world.

Tracking of energy poverty and access has generally been
carried out through household surveys administered by national
governments and international organizations. Satellite-based
NTL data can serve as a proxy for electricity access to
support electrification planning, complementing traditional
survey methods (see example in Figure 4) (Min et al., 2013;
Burlig and Preonas, 2016; Dugoua et al., 2017; Fobi et al., 2018;
Avtar et al., 2019). These data are often combined with data on
population density and other socioeconomic indicators (Stokes
and Seto, 2019; Zhao et al., 2019; Falchetta et al., 2020b). NTL
data have shown that lack of electrification is most pronounced
in countries where a large proportion of the population lives
in dispersed, rural settlements with few resources (Doll and
Pachauri, 2010). However, these data also suggest that energy
access can decline in urban areas that were once more reliably
electrified as utilities struggle to keep pace with increasing energy
needs associated with rapid urbanization, especially peri-urban
areas and informal settlements (Falchetta et al., 2020b).

Nighttime lights have also been combined with utility data to
inform renewable energy and microgrid infrastructure planning,
as well as electrification of essential services such as healthcare
facilities (Korkovelos et al., 2019; Moner-Girona et al., 2019,
2021). If utility data are unavailable (e.g., after a natural disaster
or in rural or low-resource settings), NTL data can be used as
a proxy to estimate energy access (Fragkias et al., 2017). The
stability of NTL radiance over time has also allowed it to be
used to evaluate supply reliability and to measure the impact
of hydroelectricity disruptions due to drought events (Arderne
et al., 2020; Falchetta et al., 2020b). These studies seek to go
beyond the binary classification of energy access and lack of
access, which is crucial as energy poverty is a multi-dimensional
challenge (Pelz et al., 2018, 2021). Thus, despite limitations
of NTL data, its usefulness for understanding energy access
continues to grow.

Sub-Saharan Africa stands to particularly benefit from the use
of NTL data for electrification planning. Lack of energy access
and unreliable electricity have hampered economic growth, and
policymakers across the region face the challenge of expanding
energy access to almost half the continent (IEA, 2019). Using
NTL, population, and settlement data, one study estimated that
between 2014 and 2019, 115 million people in sub-Saharan
Africa gained access to electricity. However, in some cases,
energy access did not equate to energy use, and some countries
that had made strides in expanding access saw limited use in
newly electrified households (Falchetta et al., 2019, 2020a). These
studies highlight that increases in access must be accompanied
by increases in generation and grid infrastructure to improve the
quality and reliability of electricity that is delivered to households
(Falchetta et al., 2020b).

Improvements to NTL data, primarily via increases in
resolution and reductions in uncertainty as instruments
and algorithms advance, will enable broader data use by
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FIGURE 4 | Estimate of the number of people without access to electricity in East Africa using data from the VIIRS instrument on the NOAA-NASA Suomi NPP

satellite, land cover type data from NASA’s MODIS instrument, and data from Oak Ridge National Laboratory’s LandScan. [Credit: NASA Earth Observatory image by

Lauren Dauphin, using data from Falchetta et al. (2019, 2020a) (NASA Earth Observatory, 2021a)].

policymakers, utility managers, emergency response personnel,
and other stakeholders. Usefulness of NTL data can be further
improved with integration of GIS maps and geoprocessing
tools (Dugoua et al., 2017). Data at finer resolutions will also
increase the usability of NTL and expand applications in which
it can be used. With higher spatial and radiometric resolution,
and finer time scales of collection, researchers can start to
examine a range of issues related to the quality and consistency
of energy availability – not just whether energy infrastructure
exists, but the frequency (reliability) of lighting and how quickly
lighting is restored after a major disaster such as a hurricane
(Romn et al., 2019), blackout, or conflict. Similarly, these data
can be used to track the urban development process and to
identify locations that have inadequate energy infrastructure
(Stokes and Seto, 2019).

Urban Areas and Urbanization
Urban areas account for approximately 75% of global final
energy use, and this demand is strongly correlated with urban
form and structure (Seto et al., 2014). Therefore, characterizing
urban areas can inform estimates of energy demand, even at
the global scale, and can be useful in planning future energy
investments to support sustainability and other goals. Urban
expansion can lead to categorical changes in land cover, such
as when agricultural areas become urban, as well as magnitude
changes, such as urban intensification. The distinction between
measurement of categorical vs. magnitude changes is important

because the optimal methods and reliability of estimates differ
between the two. Measuring categorical change is typically easier
than measuring the magnitude of urban change.

The majority of published studies have focused on mapping
two-dimensional urban expansion, or outward urban growth
(Zhu et al., 2019b; Reba and Seto, 2020). It is only in the
past decade that the research community began to examine
volumetric growth of urban areas (see Figure 5 for an example).
Three-dimensional characterization of the built environment
reveals more about urban form, structure, and resource use,
such as the demand for reinforced steel and concrete or
embodied and operational energy use. Backscatter data from the
QuikSCAT SeaWinds scatterometer have been shown to be able
to characterize urban volumetric infrastructure growth for large
cities (Frolking et al., 2013; Creutzig et al., 2016; Mahtta et al.,
2019; Li et al., 2020b). The recent development of a time series
with ERS, QuikSCAT, and ASCAT backscatter data covering
three decades will enable new studies of urban built structures
and their energy implications (Frolking et al., 2022).

A recent review of algorithms to detect, characterize, and
monitor urban land changes found that most methods have been
developed and applied for only a few regions (e.g., the U.S. and
China), with 75% of studies focused on high-income or upper-
middle-income countries (Reba and Seto, 2020). Furthermore,
while 11% of the world’s urban population lives in cities with
populations greater than 5 million, 41% of studies have focused
on these very large cities, whereas most future urban growth
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FIGURE 5 | Estimated spatial patterns in building heights in seven U.S. cities using Sentinel-1 data, compared to reference (non-satellite) measurements and

Advanced Land Observing Satellite (ALOS) data (unit: m). Measurements are presented at 500 m resolution with a spatial extent of 20 × 20 km. Areas outside the

study domain are colored as gray. [Credit: Li et al. (2020b)].

will occur in towns and cities with populations of less than 1
million (Seto et al., 2014). Applying satellite data to urban growth
at smaller scales could support urban planning and policies
related to these growing sources of urban energy demand and
resource use.

ENERGY IMPACTS

Energy impacts on land, water, and air quality have long
histories of regulation and management in environmental
policy. Even for these well-established contexts, satellite data
introduce new opportunities and challenges in connecting
with decision frameworks. Extending the relevance of satellite
data to greenhouse gas emissions is a growing area of
research, recognizing the complexities in connecting space-
based detection of gases with on-the-ground decision needs
(Esparza and Gauthier, 2021).

Land and Water Impacts
Land use and water represent two of the largest impacts of
crop-based bioenergy production as well as mining and other
infrastructure for fossil fuels and nuclear energy. Satellites
offer the potential to track and monitor energy-related impacts
on land and water, which are key to successful resource
management and disaster response. Because bioenergy
systems rely on large amounts of biomass feedstocks,
typically grown on land, they can result in particularly
large land and water impacts. These impacts include direct
changes in land use as well as indirect impacts via price
effects that lead to expansion or contraction of crops used
for biofuels or other purposes. Land use associated with
bioenergy systems can also have ensuing consequences for
biodiversity, water quality and use, and CO2 emissions

(Berndes et al., 2013; Popp et al., 2014). Satellite data can
inform assessments of these impacts, as well as emissions from
bioenergy and fossil fuel infrastructure, including refineries and
power plants.

Satellite data have been instrumental in tracking patterns
in land use and land cover change associated with existing
bioenergy development. For example, the expansion of corn
ethanol production in the U.S. has led to increases in corn
cultivation, with satellite data being used to monitor resulting
changes in crop rotations, land conversion, and participation
in land conservation programs (Brown et al., 2014; Motamed
et al., 2016; Wright et al., 2017). These changes may also
contribute to shifts in water quality, which can be monitored
directly by satellites or modeled using satellite data on land
use, climate, and other environmental determinants (Haag et al.,
2009; Hendricks et al., 2014). Similarly, satellite data have been
used to track the expansion of palm oil, intended for biodiesel
and other market uses, across the tropics (Koh et al., 2011;
Carlson et al., 2012). These data have helped identify solutions
to stymie the widespread environmental consequences of palm
oil on rainforests, biodiversity, and local communities (Rose
et al., 2015; Leidner and Buchanan, 2018; Meijaard et al.,
2020).

Satellite data can also support interventions to minimize
the environmental impacts of energy infrastructure on natural
habitats and existing land conditions. For example, a pilot study
from the Electric Power Research Institute (EPRI) tested the use
of satellite data in identifying the effects of energy infrastructure
on monarch butterfly habitats and wetlands (Madsen, 2021)5.

5EPRI Program on Technology Innovation: New Frontiers in Milkweed Detection

— Evaluating the Potential of Satellite Data and Machine Learning. https://www.

epri.com/research/products/000000003002016599.
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Another analysis used satellite data to monitor impacts along
Azerbaijan gas and oil pipeline right-of-ways (ROW) spanning
10 million square miles (Bayramov, 2013).

Satellite data have also been used to assess the impacts
of energy systems on water quality, particularly those arising
from thermal power plants (i.e., bioenergy, fossil fuels, and
nuclear). For example, studies have used satellite data to estimate
water demand (Luo et al., 2018), monitor thermal discharge
from power plants (Wu et al., 2007), detect turbidity (Alkan,
2009), and estimate water quality impacts (Sridhar and Vincent,
2009). Remotely sensed data have also been used as inputs to
advanced modeling and prediction of water quality outcomes
from bioenergy production. Off the coast of the U.S., the
size of the Gulf of Mexico hypoxic zone, the world’s second
largest oxygen-depleted “dead zone” (Dybas, 2005), can be
tracked and modeled using satellite data (Haag et al., 2009), and
contributions from changes in bioenergy-related land use can
be estimated using satellite-based inputs (Donner and Kucharik,
2008; Hendricks et al., 2014). Similarly, satellite data have been
used to track the size and occurrence of harmful algal blooms
(Klemas, 2012; Shen et al., 2012) and estimate the contribution
of bioenergy to water quality impairments (Hamada et al., 2015;
Lin et al., 2015; Chen et al., 2017). Satellite data have also been
critical in real-time monitoring of oil spills (see Figure 6).

Satellite-based assessments can inform water resources
conservation and planning for energy and other uses
(Bastiaanssen et al., 2012). For example, analyses of
evapotranspiration can inform estimates of potential water
use associated with bioenergy feedstock production (Bhattarai
et al., 2017; Wagle et al., 2017). These estimates can also be
compared to the evapotranspiration of alternative (e.g., food)
crops or native ecosystems, and inform assessments of the overall
water use intensity of bioenergy feedstocks relative to other
energy systems and land uses (Sanders and Masri, 2016).

The ability of satellites to capture frequent observations of
changes in land and water use creates exceptional opportunities
to evaluate the causal outcomes of energy policies, many of which
began after routine satellite data collection (Blackman, 2013;
Donaldson and Storeygard, 2016). Publicly available, space-based
data can provide transparency and credibility for certification
schemes that go beyond industry-reported results. For example,
the Roundtable for Sustainable Palm Oil (RSPO) certification
schemes rely on satellite technology to strengthen fire prevention
efforts and protect forests (RSPO, 2021). Bonsucro’s certification
scheme for sugarcane production, which is used as a feedstock
for ethanol, also relies on satellite data to map changes in land
use (Bonsucro, 2021).

Health and Air Quality Impacts
A wide range of gas and particle species are emitted from fossil
fuel combustion in the energy system, especially nitrogen oxides
(NOx), carbon monoxide (CO), and sulfur dioxide (SO2), as well
as suspended liquid and solid particles, referred to as particulate
matter (PM). These traditional air pollutants represent the most
direct linkage between energy policy and health outcomes. The
World Health Organization (WHO) estimates that 92% of the
global population lives in areas where air quality levels exceed

WHO limits (World Health Organization, 2016), and 4.2 million
people die each year due to outdoor air pollution6.

In many ways, the experience of the air quality and health
communities serves as a success story for satellite data integration
into existing energy-related decision frameworks (Holloway
et al., 2021). As satellite technology advanced to detect gases
and particles in the atmosphere, early research highlighted the
potential for these datasets to inform model evaluation, support
improved emission inventories, and assess surface abundance
of health-relevant pollutants. In 2011, NASA launched the first
Applied Sciences team around the theme of air quality (Jacob
et al., 2014), which was expanded to address health and air
quality in 2016 (Holloway et al., 2018) and renewed in 2021. The
three generations of these teams represent a systematic research
and outreach enterprise, wherein applied research projects have
advanced rapidly over the past 10 years, in collaboration with
stakeholder partners.

These experiences highlight key areas where satellite data can
inform energy-related air quality and health issues (WorldHealth
Organization, 2016). Nitrogen dioxide (NO2) has emerged as
perhaps the most useful air quality indicator from satellites,
which has been used as an indicator of NOx emissions, including
trends in NOx emissions associated with emission controls on
power plants as well as transportation patterns, fuel shifts,
and economic changes. As an example, satellite NO2 from the
TROPOMI instrument was used as an indicator of energy use
changes during the early stage of the COVID-19 lockdowns in
early 2020 (see Figure 7) (NASA Earth Observatory, 2020).

Because most NO2 in the troposphere is emitted near the
surface, the column abundance detected by satellites is well-
correlated with concentrations detected by ground monitors
(Goldberg et al., 2021). Furthermore, the short atmospheric
lifetime of NO2 limits mixing of the pollutant in the atmosphere,
such that satellite images capture the sources of emissions
and track closely with spatial patterns in combustion activities
at the ground level. Satellite NO2 has been used to evaluate
health outcomes from NO2 (Anenberg et al., 2022) and
environmental justice dimensions of air pollution exposure
(Kerr et al., 2021). NO2 is also a key ingredient in ozone
production near the surface, and thus an important factor in
ozone control strategies (Duncan et al., 2010; Witman et al.,
2014).

Many other chemical species observed from space bear
relevance to energy emissions, air quality, and health. For
example, satellite-derived SO2 can be an important indicator of
power plant emissions (Lu et al., 2013), satellite observations
of CO show the impact of global pollution transport (NASA,
2015), and satellite observations of “aerosol optical depth”
have been used quantify global exposure to fine PM (van
Donkelaar et al., 2010). Beyond tracking fuel combustion,
satellite data have been used to assess upstream emissions
from energy processes, such as dust impacts of cropland
expansion from bioenergy (Lambert et al., 2020) and air
emissions associated with the pre-harvest sugarcane field

6World Health Organization. Air pollution. https://www.who.int/westernpacific/

health-topics/air-pollution.
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FIGURE 6 | Satellites were able to spot an oil slick from a major oil spill in Southern California in 2021. (L) is an image from October 2, 2021, from OLI on Landsat 8,

and (R) is a SAR image from the ESA Sentinel-1B satellite. [Credit: NASA Earth Observatory image by Joshua Stevens, using Landsat data from the U.S. Geological

Survey and modified Copernicus Sentinel data processed by the ESA (NASA Earth Observatory, 2021b)].

FIGURE 7 | Changes in NO2 concentration due to COVID-19 lockdown in China using data collected from TROPOMI from ESA’s Sentinel-5P satellite (Credit: NASA

Earth Observatory images by Joshua Stevens, using modified Copernicus Sentinel 5P data processed by the ESA).
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burning phase of ethanol production in Brazil (Tsao et al.,
2012).

Oil and Gas Emissions
Oil and gas operations release a wide range of chemical emissions,
including volatile organic compounds (VOCs, associated with
ozone formation and also posing direct health risks) and the
powerful greenhouse gas methane. Both the federal government
and some states in the U.S. are beginning to consider satellite
data to assess oil and gas VOC emissions for regulatory purposes.
A proposed rule in New Mexico incentivizes the use and
development of new technologies for leak detection and repair
(LDAR) such as remote monitoring via satellites or aircraft,
aiming to increase the accuracy and speed of reporting as
part of their ozone control effort. Colorado provides operators
with the opportunity to submit an Alternative Approved
Instrument Monitoring Method (AIMM) for identifying VOC
ozone precursors. These changes provide the opportunity to
include other monitoring methods as an alternative to current
ground-based measurement approaches.

Methane emissions from oil and gas systems have been
the subject of significant recent policy action. At the 2021
United Nations Climate Change Conference (COP26), more
than 100 countries joined the U.S. and EU in launching
the Global Methane Pledge, an initiative to reduce methane
emissions by at least 30% from 2020 levels by 2030 (European
Commission, 2021). Satellite-based inventory methodologies can
play a crucial role in achieving these goals by providing timely
data for monitoring and verifying country commitments. The
UnitedNations Environment Program (UNEP) is supporting this
effort through the International Methane Emissions Observatory
(IMEO), which will use multiple data sources from satellites,
ground-based sensors, and national and company inventories
(UN Environment Programme, 2021). These data can be
combined to identify and reconcile gaps and inconsistencies and
enable global stakeholders to track whether emissions reductions
are being achieved and take targeted action.

Satellites can monitor oil and gas infrastructure on a
frequent basis with an emphasis on high-risk areas, quickly
detecting very large emissions sources. The natural gas
supply chain is characterized by super-emitter behavior,
where a small percentage of sources are responsible for the
majority of emissions. A meta-analysis of approximately 15,000
measurements from 18 individual studies in the U.S. showed that
the largest 5% of methane leaks typically contribute over 50% of
the total emissions by volume (Brandt et al., 2016), and similar
phenomena have been observed for individual production sites
(Zavala-Araiza et al., 2017) and across sources and sectors
(Duren et al., 2019). A recent study also used satellite data to
identify large methane releases from “ultra-emitters” worldwide
(Lauvaux et al., 2022).

Policies targeting super-emitters could be a cost-effective
strategy for reducing overall emissions (Ravikumar et al.,
2020; Edwards et al., 2021). Multiple types of measurements
can work together to assess methane emissions in a tiered
system-of-systems approach, integrating space-based
platforms with airborne instruments and ground sensors

(Esparza and Mattson, 2021). This tiered approach can
enable more complete monitoring, detection, and repair of
emissions sources without the need to deploy an impracticably
large number of ground-based sensors, consistent with
other examples of using satellite data to complement other
measurement approaches.

In recent years, greenhouse gas monitoring satellites from the
private sector have complemented technology from government
space agencies7. For example, the company GHGSat currently
has three methane sensing satellites in orbit with spatial
resolutions as low as 30m, allowing for detection of point
sources such as individual oil and gas wells. GHGSat has an
ongoing collaboration with the Netherlands Institute for Space
Research (SRON) whereby elevated methane levels detected by
TROPOMI, which makes measurements in 2,600 km swaths at
7 km resolution, are followed up with high-resolution GHGSat
imagery that can attribute these methane hot spots to specific
facilities (European Space Agency, 2020).

In early 2019, a GHGSat satellite was imaging a natural source
of methane emissions known as a mud volcano in the western
part of Turkmenistan when it serendipitously discovered an
enormous methane leak – assessed to have been 10,000 to 43,000
kg/h – from a compressor station at the nearby Korpezhe oil
and gas field. Other nearby leaks of similar magnitudes were
also identified. These were some of the largest methane leaks
ever detected by satellite at the time. Archived TROPOMI data
confirmed the magnitude of these emissions sources going back
at least 14 months (Varon et al., 2019). GHGSat worked with
the diplomatic community to identify the industrial operator and
contact the relevant authorities, and for a period of time the
leaks were stopped. However, in February 2021, another GHGSat
satellite detected new leaks from eight natural gas pipelines and
unlit flares in the Galkynysh gas field in Turkmenistan (see
Figure 8) (Malik Naureen, 2021).

There are barriers to increasing the use of satellite data to
inform policy on oil and gas emissions. For example, the EPA
has had an alternative means of emission limitation (AMEL)
program since 1977 (42U. S., and Code § 7401, 1977), but
the current AMEL application process is complex and requires
EPA review prior to public notice and public hearing events.
This complexity may limit the use of satellite data in satisfying
regulatory requirements, such those targeting methane and VOC
emissions from new and existing sources in the oil and gas sector.

Energy-Related CO2 Emissions
Accurate estimates of the distribution and magnitude of
CO2 emissions from energy systems are important for
improving predictions of climate change, designing policies
to reduce emissions, and monitoring and verifying their
effects. Historically, anthropogenic CO2 emissions have been
inferred through bottom-up approaches using reported or
estimated data on fuel consumption, emission factors, and

7Group on Earth Observations, Climate TRACE and World Geospatial Industry

Council. Greenhouse Gas Monitoring from Space: A Mapping of Capabilities

Across Public, Private, and Hybrid Satellite Missions. GEO Observations Blog

http://www.earthobservations.org/geo_blog_obs.php?id=533.
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FIGURE 8 | Eight separate methane plumes captured by GHGSat in a single image, representing a total emission rate of about 10,000 kg/hour. Four of the larger

plumes on the left are emissions from pipelines (likely problems with valves), with the remaining emissions from unlit flares.

fuel properties for thermal power plants, transportation,
and industry. However, there are uncertainties in these data,
even in high-income economies (Wheeler and Ummel, 2008;
Gurney et al., 2019). For example, there is generally about a
20% difference between U.S. thermal power plant emissions
estimated from fuel usage and those reported from a continuous
emissions monitoring system (CEMS) program (Ackerman
and Sundquist, 2008). Data uncertainties and gaps have
prompted policymakers to look to satellite data to enhance
tracking of greenhouse gas emissions and to monitor and verify
reduction efforts.

The first space-based measurements of the global distribution
of near-surface greenhouse gases were performed by an
instrument called SCIAMACHY (European Space Agency, 2005),
which operated aboard the ESA’s Envisat satellite between
2002 and 2012. The first satellites dedicated to greenhouse
gas measurements were GOSAT, launched by the Japan
Aerospace Exploration Agency in 2009, and the Orbiting
Carbon Observatory-2 (OCO-2), launched by NASA in 2014
(see example in Figure 9) (Yokota et al., 2009; Crisp, 2015).
These were followed by TROPOMI aboard the ESA Sentinel-
5P satellite, which has been in operation since 2017, as well
as the GOSAT-2 satellite launched in 2018 and the OCO-3
instrument that was installed on the ISS in 2019. Tracking
of greenhouse gas emissions with satellites is set to expand
in the upcoming years: the Environmental Defense Fund
(MethaneSat), the State of California (Carbon Mapper), and
NASA (Geostationary Carbon Cycle Observatory, or Geocarb)
are all planning launches of satellites to track emissions between
2022 and 2025 (Dennis, 2021). The growth in new dedicated
satellite instrumentation, combined with existing measurements,
may allow for easier independent monitoring, verification, and
enforcement of the national emissions reduction commitments
under Paris Agreement (Ganesan et al., 2019; Kaminski et al.,
2022).

FIGURE 9 | Tracking human contribution to atmospheric CO2 using data from

NASA’s OCO-2 satellite. Here, anomalies are shown from between

2014-2016. [NASA Earth Observatory maps by Joshua Stevens, using OCO-2

anomaly data courtesy of Hakkarainen et al. (2016) (NASA, 2016)].

Satellite observations of column-averaged CO2

concentrations have demonstrated that, in some circumstances,
satellites can provide top-down constraints on source emissions,
but the capabilities of current satellite instruments are limited
(Nassar et al., 2017, 2021; Hill and Nassar, 2019; Zheng
et al., 2019; Wu et al., 2020). Data from GOSAT and OCO-
2 do show statistically significant CO2 enhancements over
metropolitan regions (Kort et al., 2012; Schneising et al.,
2013; Janardanan et al., 2016; Buchwitz et al., 2018; Wang
et al., 2018; Reuter et al., 2019), and top-down methods
have been applied to a few large thermal power plants
(Bovensmann et al., 2010; Velazco et al., 2011), which are
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some of the largest point sources of anthropogenic CO2

(Janssens-Maenhout et al., 2019). A recent analysis presented
the first quantification of CO2 emissions from individual power
plants using OCO-2 observations (Nassar et al., 2017). However,
because of the narrow swath (∼10 km at nadir) and 16-day
repeat cycle of the sensor, the number of clear-day overpasses is
too few for the development of a global CO2 emissions inventory
(Kiel et al., 2021; Nassar et al., 2021). The sparse sampling of
the OCO-2 sensor will partly be overcome by the planned CO2

imaging satellites that have denser spatial coverage, such as the
CO2 Monitoring mission (CO2M) and the GeoCarb instrument
(Moore et al., 2018; Sierk et al., 2019).

An alternate method uses auxiliary satellite data, such as co-
emitted NOx, as a proxy for CO2 emissions. Recent studies
have shown that using NO2 data for plume detection improves
quantification of annual CO2 emissions from point and urban
sources as compared to CO2 data alone (Kuhlmann et al., 2019,
2021; Reuter et al., 2019). This method takes advantage of the
higher spatial resolution and spatiotemporal coverage of satellite
NO2, from which NOx emissions are inferred, and have been
shown to compare well to independent observations (Beirle et al.,
2011; Duncan et al., 2013, 2016; de Foy et al., 2015; Lu et al.,
2015; Krotkov et al., 2016; Liu et al., 2016, 2017; Goldberg et al.,
2019). This approach is particularly useful for identifying new
combustion sources as they come online and changes in existing
point sources and urban areas (Duncan et al., 2016; Krotkov
et al., 2016). The highest resolution satellite instrument for NO2

is TROPOMI (2017-present) (Levelt et al., 2006, 2018; Veefkind
et al., 2012; Munro et al., 2016; Krotkov et al., 2017). NO2 and
satellite-based CO and CO2 data can also provide constraints on
emissions inventories and be useful in monitoring trends and
understanding regional-scale combustion (Silva and Arellano,
2017; Goldberg et al., 2019; Liu et al., 2020; Park et al., 2021).

CO2 emissions from individual power plants and large cities
may also be inferred from satellite NO2. For power plants,
these calculations have been performed using linear relationships
between reported NOx and CO2 emissions by coal type, firing
method, and emission control device (Liu et al., 2020). Ratios of
NOx to CO2 emissions derived from U.S. power plants, where
power plants have CEMS stack-height emissions monitors, offer
a reasonable approximation for power plants in other countries,
especially where coal type is known (Zoogman et al., 2017;
Kim et al., 2019; Timmermans et al., 2019). City-scale emissions
may be inferred through related statistical approaches to fit a
collection of satellite-observed NO2 plumes and inferred CO2

emissions (Goldberg et al., 2019). While conducted and validated
in the U.S., these approaches show potential for estimating CO2

emissions in other countries as well.
Moving forward, a synergistic combination of bottom-up

and top-down approaches would likely provide the greatest
constraint on global anthropogenic CO2 emissions. CO2M will
carry instruments to observe both NO2 and CO2, which will
allow for the estimation of NOx/CO2 ratios, although these
ratios may have large regional and technological uncertainties
(Kuhlmann et al., 2021). It has been shown that satellite NO2 and
CO2 data could be used to infer a ratio to allow the estimation
of CO2 emissions using TROMPOMI and OCO-2 data for an

individual power plant (Hakkarainen et al., 2021). Thesemethods
ideally would be complemented by a database with region-
specific NOx/CO2 ratios from CEMS measurements or other
bottom-up sources.

ENERGY RESILIENCE

Extreme weather events have long been a major risk factor
for energy infrastructure, with climate change worsening these
risks. Satellite data can provide a cost effective means for
tracking vulnerable energy infrastructure, planning for new
climate normals, and providing real-time support for operations
and maintenance.

Energy Resilience and Global Change
Power outages, infrastructure damage, and challenges with
adequately managing energy demand are well-known
consequences of extreme weather and weather-related
disruptions, including storms, heat waves, wildfires, and
flooding (IEA, 2021a). In the U.S., for example, blackouts from
extreme weather events cost an estimated $20 to $55 billion
annually (Nik et al., 2021), and hurricanes are a major cause
of power outages that have contributed to substantial loss of
life and infrastructure (Alemazkoor et al., 2020). Extreme heat
stresses the electric grid, resulting in increased demand for
air conditioning and a loss in transmission and distribution
efficiency (Añel et al., 2017). In February 2021, historic snowfall
and ice across Texas led to blackouts that left millions of people
without power (Nazir, 2021). Transmission line failure caused by
extreme wind or heat can also result in wildfires, as in the 2009
Australian “Black Saturday” fires, where line failures ignited one
of the most disastrous bushfires in Australian history, resulting
in 173 deaths and $4 billion (Australian) in property damage
(Mitchell, 2013).

Within the energy management sector, there is a strong
push to design climate-resilient infrastructure that can continue
operating or recover quickly after immediate shocks and adapt
to long-term changes in climate and environmental conditions
(IEA, 2021b). In the U.S., increased emphasis on embedding
climate adaptation and resilience into federal programs could
support investments in the energy sector. Efforts currently
underway include the Biden Administration’s Executive Order
14008 on Tackling the Climate Crisis at Home and Abroad,
Build Back Better Agenda, Infrastructure Investment and
Jobs Act, and Justice40 Initiative, which focus on shifting
energy supply to reduce environmental and health risks and
support economic development for communities impacted by
energy transitions (The White House, 2021a,b). Complementing
these efforts, the Department of Energy (DOE) is deploying
climate-resilient energy technologies nationwide, including in
underserved communities (U.S. Department of Energy, 2021).

Satellite data can be used to better understand the impacts
of a changing climate on energy infrastructure, advance the
development of forecast models, and reduce the effort needed
to assess environmental risks, which in turn can improve site-
specific resilience planning (Leibrand et al., 2019). To support the
climate adaptation and resilience efforts underway in the Biden
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FIGURE 10 | Baseline (pre-storm) view of San Juan, Puerto Rico, nighttime lights (L) and average nighttime lights two months (Sep. 20 - Nov. 20, 2017) after

Hurricane Maria (R). (Credit: Kel Elkins, NASA Scientific Visualization Studio).

Administration, NASA and NOAA are planning to provide data
and services to stakeholders to increase understanding of threats
and vulnerabilities due to climate change (Margetta, 2021; US
Department of Commerce, 2021). Satellite data can be used to
inform planning to mitigate various energy infrastructure risks
(Hauer and Miller, 2021). For example, several utility companies’
wildfire mitigation plans use satellite data to monitor wildfire
risks (Horizon West Transmission, 2021; Idaho Power, 2021;
Pacific Gas and Electric Company, 2021; San Diego Gas and
Electric Company, 2021; Southern California Edison Company,
2021), and satellite data has been used to identify vegetation
encroachment and stressed or dead trees (Matikainen et al., 2016;
Mahdi Elsiddig Haroun et al., 2020)4,8.

Satellite data are also already being used to support disaster
response in the energy sector. For example, in 2004, Eskom,
South Africa’s largest energy company developed a mobile fire
alert system to mitigate line faults and provide near-real-time
fire information. This system relies in part on NASA MODIS
data and Meteosat Second Generation (MSG) data from the
European Organization for the Exploitation of Meteorological
Satellites (EUMETSAT) and is still in use today (Davies et al.,
2008)9. MODIS data are also an integral part of NASA’s Fire
Information for Resource Management System (FIRMS), which
integrates data from both MODIS and VIIRS instruments to
deliver global active fire and hotspot data in near real time, within
three hours of satellite observation (NASA, 2021).

Following Hurricane Maria’s devastating impacts on Puerto
Rico in 2017, NTL data from NASA’s Black Marble product
were used to understand the extent of power outages and
characteristics of areas that withstood the greatest impact.
These data were later used to monitor the effects of electricity
restoration policies (see example in Figure 10), including how
these policies can exacerbate inequality and unintentionally
burden vulnerable populations (Romn et al., 2019). The

8EPRI Identification of At-Risk Trees Using Satellite Imagery. https://www.epri.

com/research/products/000000003002019050.
9Advanced Fire Information System (AFIS). AFIS. http://www.afis.co.za/.

high spatial resolution of Black Marble enables researchers
to overcome four primary limitations of power outage data:
timeliness, continuous data collection, consistent data across
large geographic areas, and availability of data at a very fine
spatial resolution (Romn et al., 2019).

DATA DISTRIBUTION

Distribution of satellite data for use by decision makers and
researchers is a continuing challenge, especially as the number
and complexity of data products grows. While researchers and
high-end data users may choose to navigate data distribution
platforms, many stakeholders prefer GIS-enabled web interfaces
developed for their application area. The most developed
energy-specific platform for satellite data distribution is the
NASA Prediction Of Worldwide Energy Resources (POWER)
project. POWER has provided Earth observation data for
energy applications since 2002, with the goal of improving
the accessibility and use of NASA data to support community
research in three focus areas: (1) renewable energy development,
(2) building energy efficiency and sustainability, and (3)
agroclimatology applications (Zell et al., 2008; Eckman and
Stackhouse, 2012). POWER allows users to select community-
specific parameters, units, time periods, and output formats to
efficiently retrieve data. The output data can then be directly
applied in decision support tools, modeling and forecasting
packages, and as inputs to scientific research.

The solar energy parameters in POWER are compiled using
multiple satellite data sources. Hourly to long-term averaged
parameters are provided for each parameter and can be used to
support applications such as solar cooking, sizing solar panels,
and designing battery backup systems. The daily and hourly time
series include the basic solar and meteorological parameters as
well as additional calculated parameters such as diffuse and direct
normal radiation. For example, a community solar installation
in a rural village in West Africa appeared to be working poorly.
POWER data revealed that the solar array was in fact performing
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up to specifications, but cloudiness affected the available solar
energy. Local management made the necessary adjustments to
power usage and billing, drawing from data only available via
satellite (NASA POWER and NASA ARSET, 2021). Similarly, a
consultant responsible for solar installations at various locations
in North Carolina uses the low latency data products to help
assess changes in output (NASA POWER and NASA ARSET,
2021).

POWER data products have also been used to support a
variety of energy system operation and maintenance decisions.
For example, the Ottawa Renewable Energy Cooperative used
the RETScreen Expert Clean Energy Technology software suite,
which directly links the POWER web suite, to assess the potential
benefits of paying for snow removal for a rooftop PV system
by comparing lost generation to the building’s actual load
(NASA POWER and NASA ARSET, 2021). NASA’s Office of
Strategic Infrastructure also uses RETScreen for building energy
management (Rosenzweig et al., 2014). Additionally, satellite
estimates suggest that increases in the solar irradiance in the
maize growing regions of the U.S. from the late 1980’s through
about 2012 were responsible for 27% of the productivity increase
observed during this time period, relevant to corn-based biofuels
(Tollenaar et al., 2017). Finally, the value of packaging correlated
solar, wind, and other meteorological parameters has been
demonstrated for a smart energy management system for hybrid
solar-wind-biomass systems (Bhattacharjee and Nandi, 2021).

DISCUSSION

Applications of satellite data are growing across a wide range
of energy policy and planning problems. Recent developments
are increasing the potential for satellite data to support energy
decision-making, with new public and private satellites being
launched, advances in data processing techniques, and efforts
by government and private organizations to increase uptake
in new user communities. With more complete spatial and
temporal coverage, satellite data can fill gaps in traditional
data sources. Often the value of space-based data is greatest
through integration with existing data and decision tools. Many
types of satellite data have been collected for years, enabling
analysts to track changes in energy supply, demand, and impacts
over time and evaluate the effectiveness of policy interventions.
While collecting satellite observations entails high fixed costs,
the marginal costs are generally low, especially for datasets
that are freely available to the public. Since data collection is
remote, it also does not directly disturb local communities or
the environment.

Our review points to many applications and opportunities for
further use of space-based measurements. For energy supply, this
includes resource potential and risk assessment to inform siting,
development, and maintenance of energy infrastructure as well
as real-time resource availability to support grid management
and ensure reliability of supply. For energy demand, it includes
energy use patterns to predict energy needs and identify locations
with unserved demand. For energy impacts, it includes the
effects of energy use on climate, air quality, and water and land

systems, as well as monitoring efforts to reduce these impacts.
Satellite data are also playing an increasing role in supporting
investments in energy resilience, both in advance and in the
aftermath of disruptions to energy access. The expansive coverage
of many measurements allows for global indexing of critical
metrics, and the increase in temporal resolution of new products
means that satellite data can be used to track progress toward
policy commitments to reduce energy-related emissions, increase
energy access, and support sustainable energy transitions around
the world.

The technical limitations in the use of satellite data for
energy applications are primarily driven by insufficient spatial
and temporal resolution. For example, polar orbiting satellites
such as the Landsat 8 Operational Land Imager (OLI) and
the recently launched Landsat 9 Operational Land Imager 2
(OLI-2) provide radiance measurements that are high spatial
resolution (30m) and multispectral (visible, near-infrared, and
shortwave infrared bands). These measurements are suitable for
land use characterization at urban and individual agricultural
field scales. However, the 16-day repeat cycle, relatively narrow
swath width (165 km), and likelihood of cloudy scenes limits
temporal sampling to typically a single observation at one
location each month, which does not allow for rapid responses
to changing conditions. The European Sentinel-2 MultiSpectral
Instrument (MSI) partially addresses these limitations with a 5-
day repeat cycle and higher spatial resolution (10m for the visible
channels and 20m for near-infrared and shortwave infrared).
Other polar orbiting instruments, such as VIIRS, have more
channels and larger swath widths (3000 km) and can observe the
entire planet each day. However, VIIRS has significantly lower
spatial resolution than either Landsat or Sentinel-2.

Unlike polar orbiting satellites, geostationary satellites
continuously observe the same area and consequently have very
high temporal sampling, and a constellation of geostationary
satellites can allow for near global, continuous sampling of the
Earth throughout the day. The U.S. Advanced Baseline Imager
(ABI) on GOES East and West, Japanese Advanced Himawari
Imager (AHI), and European Meteosat Third Generation (MTG)
are all third-generation geostationary instruments with similar
retrieval capabilities as VIIRS but even coarser spatial resolution.
A new generation of instruments such as the recently launched
Geostationary Environmental Monitoring Spectrometer
(GEMS), Tropospheric Emissions: Monitoring of Pollution
(TEMPO), and the European UltraViolet/Visible/Near-Infrared
(UVN) instrument will provide the first geostationary hourly
ultraviolet radiance measurements suitable for a wide variety of
energy applications, from tracking photosynthetic activity for
biofuel production to monitoring NO2 emissions from fossil
fuel combustion. The GeoCarb instrument will provide similar
measures of photosynthetic activity as well as geostationary CO2,
CO, and CH4 retrievals over North America.

Combining high spatial resolution polar orbiting
measurements with high temporal resolution measurements
from geostationary satellites will create unprecedented
opportunities for energy policy and planning. For example,
accurate short-term cloud forecasts are critical for optimizing
electric power generation and load balancing. Improved use
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of geostationary cloud measurements for solar PV forecasting
could include data assimilation for short-term surface irradiance
forecasts and advanced pattern recognition estimates of
cloud motion. Using satellite data for improved monitoring
and prediction of droughts (in particular, flash droughts)
and resulting changes in photosynthetic activity could have
significant impacts on improving biofuel production efficiency.
Satellite data with high spatial and temporal resolution also
can uncover patterns of energy injustice. For example, new
satellite-based research can help us understand who has access to
energy infrastructure and the reliability, quality, and impacts of
energy services for different groups. With the ability to monitor
changes over time, we can also assess equity in energy transitions.

Beyond spatial and temporal resolution, analysts must also
carefully consider the appropriateness of satellite data for energy
policy and planning applications. It is particularly important
to understand the distribution of potential errors in satellite
measurements when they are used as a proxy for energy-
relevant variables, and how these errors affect causal inference
(Jain, 2020). For example, NTL datasets measure nighttime
luminosity but are often used to estimate energy use and access,
economic activity, and other variables. This approach can lead
to biased inferences on the effects of policies if NTL data
undercounts energy access in areas with intermittent service
or underestimates economic activity in high luminosity areas
due to saturation effects. Other types of errors can also be
systematic, such as when agroforestry or plantations are classified
as tree cover or when small-scale logging is undetected, which
may lead to an underestimate of the effects of policies on
forest loss. These challenges underscore the importance of data
validation and the value of combining other types of data with
satellite measurements to create a more complete picture of the
energy system.

While researchers are actively working to address the technical
limitations of satellite data for energy applications, addressing
social and structural barriers will be equally important. While
social science studies specifically on the use of satellite data for
decision-making are more limited, in the case of air quality
– especially for policy organizations implementing the Clean
Air Act in the U.S. – a range of social and structural as well
as technical barriers impede data use relative to traditional
monitoring and assessment methods (Milford and Knight, 2017).
Satellite data do not fit with decision and policy frameworks
in a clear manner, and users have expressed uncertainty about
whether data will be accepted for regulatory purposes. Research
also indicates a number of social barriers to satellite data
use, including difficulty finding data, data formats that are
unfamiliar or difficult to use, and lack of staff time, training,
and expertise to acquire and process data. Two-way dialogue
between end-users and satellite experts has helped identify
specific areas where space-based data can contribute effectively
to information needs.

Collaboration between researchers with expertise in satellite
data analysis, energy systems and policy, and a broader set of
social science disciplines will be essential to realizing the potential
for satellite data to support energy decision-making. Research

has pointed to the importance of active communication between
experts and decision-makers and investing in translational
work to bridge the gap between scientific data and decision
processes (Cash et al., 2003; Klemun et al., 2020). Researchers
themselves can engage in this boundary work – for example,
NASA encourages engagement with the full satellite data
application process through its Application Readiness Levels
(ARLs), which range from initial discovery to full integration
of satellite data into a partner’s decision-making systems and
processes. However, research also points to the vital role of
boundary organizations and boundary objects (including
data portals, interactive maps, and training workshops)
in facilitating this work. Several organizations are actively
working to enhance the usability of satellite data for energy
applications.

Satellite applications for energy planning and policy are
growing rapidly, with novel information needs to support
sustainable energy transitions, a suite of new satellites recently
launched or planned to be launched soon, and advances in
methods for analyzing satellite data products and translating the
results into useful information for energy decision-making. Our
review suggests that, while there are many energy application
areas where satellite data are already playing an important role,
there is significant untapped potential to apply satellite data
to support decision-making around energy supply, demand,
impacts, and resilience. As advances in satellite data analysis
open up new opportunities to support decision-making, active
dialogue between experts in satellite data and energy planning
and policy, as well as decision-makers across energy sectors,
will be essential to maximize the usefulness of satellite data for
sustainable energy transitions.
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For sustainametrics to gain a firm ground as an e�ective concept, the meaning

of development shall be revisited first without depending on any statistical

measurement. The word “development” originally meant the act of disclosure

or opening a cover to disclose what is inside. Martin Heidegger (1889–1976)

analyzed the significance of alētheuein, or “to bring the world out of its

hidden and covered state and into ours,” and explicates that the alētheia

under the condition of modern technology is dominated by a mode of

revealing that is destructive to the earthly beings. Here, the danger inherent

in the essence of technology, i.e., enframing [Ge-stell], renders human beings

incapable of encountering the essence of beings as they are challenged and

demanded to frame everything they encounter, including themselves, as mere

variables. In contrast to Heidegger’s thinking as releasement [Gelassenheit],

Hannah Arendt’s (1906–1975) conception of disclosure is closely tied to

action. Following Heidegger’s and Arendt’s threads of thought, the authors

conclude that anymeasures of developmentmust be fundamentally grounded

in disclosure through speech and action in the public realm. In this respect, the

experts on the sustainametrics shall inspire fellow citizens to join the discourse

by taking the risk of acting and speaking in public, disclosing who they are

and what it is really meant for us. The course of development must ultimately

be grounded in such an act of disclosure, only through which we may find

something worth sustaining in our future development, and sustainametrics is

no exception.

KEYWORDS

development, measure, disclosure, Heidegger, Arendt

Introduction

Sustainametrics addresses the question of the measurability of the objects of

sustainable development. Sen’s Human Development Index and Arrow’s Inclusive

Wealth Index have laid the ground toward the conception of sustainable development

goals and thereby marked the beginning of this question, which is by no means closed

at this point. We may recall that these indexes were the products of welfare economics,

which have taken pains to articulate, quantify andmeasure wellbeing that does not appear

in the market when left alone. Precisely because they deal with such hidden values that

await articulation, measures of this kind will inevitably call for the question of legitimacy:
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Who should quantify wellbeing under what right, or even about

what and how wellbeing ought to be quantified? There is always

an element of arbitrariness in these decisions, no matter how

they may be formulated.

The arbitrariness inherent in such decisions reminds

those of us who have come to uphold the motto “leave

no one behind” that experts are no longer the only ones

with the prerogative to adjudicate them. The arbitration on

measures of development concerns all of us, including future

generations to come. In this respect, the Great Acceleration,

the exacerbation of sustainability indicators in the second

half of the 20th century that coincided with the technocratic

adoption of GDP as the sole indicator of development,

reminds us of the grave weight of our task ahead. With

this in mind, perhaps we can begin by looking back and

thinking about what development has meant to us beyond

the surface.

Development and metrics

The immanent problems we face today concerning the

global environment are problems that we have caused ourselves

through our own activities of development with the advances of

modern technology. Today, it has become almost self-evident

that development in this context is used synonymously with

growth and progress. The tripartite association of productivity

growth, social progress and development was already evident

in Marx, but, it was not until after World War II that its

amalgamation acquired seamless façade of calculability (Coyle,

2014).

The concept of GDP, i.e., gross domestic product, is

rooted in the national income calculation first presented

by Kuznets in a report submitted to the US Congress in

1934. The national income calculation used herein later led

to the concept of GDP. However, Kuznets was concerned

about such measures to be used as a deterministic instrument

for the country’s management as they create “illusions” by

oversimplifying the object of what is being measured and “invite

abuse” in conflicts between antagonistic social groups (Kuznets,

1934).

Whether it is GDP or susteinametrics, they share the fact

that they cannot operate without the use of statistics. The

word statistics is rooted in the medieval Latin statisticum,

meaning “the affairs of states,” and is a loanword from the

German word Statistik, which was originally introduced as

“the study of the matters pertaining to the prosperity of

empires and states” by Gottfried Achenwall in 1749 (Meitzen

and Falkner, 1891; Onions, 1994). Whether it is preparation

for war, growth, progress or sustainability, statistics always

implicitly point to the direction toward which a community

ought to move forward. In other words, what is implicit

in the use of statistics as a measure of development is a

particular political standpoint from which certain objects are

perceived as good under certain teleological end. No matter how

effective a certain measure seems to statisticians, should they

promote its adoption without endorsing critical examination

of its underlining assumption, it will end up failing us as

surreptitious propaganda cloaked in the guise of numerical

rationality. This point brings us back to the problem at hand

which calls for us to firmly grasp the meaning of development

without depending on any mathematical formula, any statistical

measurement for its definition or the illusion of growth or

progress that previous measures projected on us for half

a century.

The meaning of development

The word “development” has not always meant growth

and progress, nor does economics have a prerogative over

its definition. The word “develop” is a variant of “disvelop,”

which had been in use until around the 17th century. While

development in modern English is a form later influenced by

modern French “developer,” “disvelop” is a loan word from

Old French “desveloper,” the earliest variant of which can be

found in chanson de geste of Aiol from 12th century (Normand

and Raynaud, 1877; Greimas, 1969; Onions, 1994; Hartman

and Malicote, 2014). The negative prefix, “des-,” creates an

antonym of “velop,” which means “to envelop.” In this sense,

“development” means the act of disclosure or opening a cover

of something to disclose what is inside. The meaning of

“growth” and “progress” is later derived from the meaning

of disclosure and was not originally linked to the meaning

of development.

What does it mean to grasp development in the sense of

disclosure? Though there are no preceding studies of this kind,

we are not left without clues in addressing this question. It may

seem surprising to some readers of this volume, but in this paper,

we would like to refer to the contribution of Martin Heidegger

(1889–1976) and Hannah Arendt (1906–1975) particularly with

regard their conception of disclosure as a guiding thread to the

issue at hand.

An important clue to examining themeaning of disclosure in

Heidegger can be found in the lecture notes on Plato’s Sophists

given at the University of Marburg in the winter semester of

1924-5. Heidegger devoted more than a hundred pages of his

lengthy introduction to an analysis of the Greek word alētheia,

the etymology of truth, through a detailed interpretation

of Aristotle’s Nichomachean Ethics and Metaphysics. In the

introduction, Heidegger articulates the composition of the word

alētheia by breaking down its prefix “a-,” indicating absence,

and its stem “lētheia,” indicating a hidden state or a state of

oblivion. In contrast to the common understanding of truth
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as adequation intellectus et rei, he explicates the fundamental

meaning of alētheia as the state of being no longer hidden,

that is, “disclosure [Das Erschließen] 1” (Heidegger, 1967, 1992,

1997).

Heidegger further analyzes the significance of the verb form

of alētheia, alētheuein, as “to bring the world out of its hidden

and covered state and into ours,” and stresses that this act

of disclosing “appears first in speaking, that is, in speaking

with one another, in legein” (Heidegger, 1992, 1997). This

suggests that the activity denoted by the verb alētheuein has

a fundamental significance for the existence of human beings,

understood by Aristotle as a living being that has language, i.e.,

zoon logon echon, corresponding to the human experience of

speaking. Heidegger discerns that “legein or to speak constitutes

a human being in the most fundamental sense,” since “[i]n

speaking, Being expresses itself—by speaking about something,

about the world” (Heidegger, 1992, 1997). In other words, the

disclosing act of speaking about the world constitutes being

human so fundamentally, that is in relation to Being, that it takes

precedence over all the other activities.

Here, one may question how the act of disclosing fares

in the modern world, to which Ancient Greek city-states

might seem nothing but a distant past. Tracing Heidegger’s

interpretation of alētheia to his later analysis of technology

provides an insight into how a diminutive understanding

of development can have catastrophic consequences for

human beings whose existence and activities are grounded

in the experience of the act of disclosure. Heidegger’s later

interpretation has important implications in considering what

“development” means to human beings in the modern time in

which “development,” understood as growth and progress, is

overshadowing everything from global policies to the minutiae

of everyday life while forcing its yardstick onto everything it

encounters, debasing its meaning as a mere means to an end.

In his later work concerning the question of technology,

Heidegger explicates that the alētheia under the condition

of modern technology is dominated by a mode of revealing

[Entbergen] that is destructive to the earthly beings. Thismode of

alētheia endlessly engages in the activities of setting up artifacts

while challenging nature to give up what is in store. Hence,

1 Through the course of his work, he produced many variants

of the terminology inspired by alētheia, to describe briefly, such

as disclosedness [Erschlossenheit] of Dasein and the world,

unconcealedness [Unverborgenheit], uncoveredness [Enthüllheit] of

being, discoveredness[Entdecktheit] of present-at-hand, and revealing

[Entbergung] of standing-reserves (Inwood, 1999). They have di�erent

connotations according to the context in which they are placed.

Nonetheless, what remains constant about alētheia or “truth understood

as Un-hiddenness or Unconcealment, is always on the side of Being,”

with the sole exception found in the exegesis of Anaximander fragment

(Arendt, 1978).

The energy concealed in nature is unlocked, what is

unlocked is transformed, what is transformed is stored

up, what is stored up is, in turn, distributed, and what

is distributed is switched about ever anew. Unlocking,

transforming, storing, distributing, and switching about are

ways of revealing. But the revealing never simply comes to an

end (Heidegger, 1977, 2000).

A resonance between modern development and this mode

of alētheia in the sense Entbergen can hardly be denied. What

is described here is precisely what we have witnessed under

the name of development leading into the era of Anthropocene

where every being the development encounters get stripped of

their essence as they are commodified and thrown into the

endless vortex of economic activities, wherein human beings are

no exception. Here, “the revealing never simply comes to an end”

nor does it simply runoff uncontrollably.

The revealing reveals to itself its own manifoldly

interlocking paths, through regulating their course. This

regulating[Steuerung] itself is, for its part, everywhere secured.

Regulating and securing even become the chief characteristics

of the challenging revealing. (Heidegger, 1977, 2000).

We may recall that measures, whether it is GDP or

susteinametrics, are deemed necessary precisely because they

are needed to regulate and steer the course of development.

Heidegger calls what he sees in the essence of technology

“Ge-Stell” or “enframing.” There is an inherent danger to Ge-

Stell, where “human beings are caught [gestellt], demanded,

and challenged by a force that is revealed in the essence of

technology.” Being caught as such, human beings are rendered

incapacitated to encounter their own essence, i.e., who they

are, as they are challenged and demanded to frame everything

they encounter, including human beings and even themselves as

mere variables. Under the reign of technological rationality, it

becomes impossible to govern otherwise as everything becomes

framed on its accord. Thus, according to Heidegger, “the

technological state would be the most obsequious and blind

servant in the face of the reign of technology.”

In an interview with Spiegel, who asked what one can

do about these potential dangers of modern technology,

Heidegger remarked:

Philosophy will be unable to effect any immediate change

in the current state of the world. This is true not only of

philosophy but of all purely human reflection and endeavor.

Only a god can save us. The only possibility available to us

is that by thinking and poetizing we prepare a readiness for

the appearance of a god, or for the absence of a god in [our]

decline, insofar as in view of the absent god we are in a state

of decline (Sheehan, 1981).
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Disclosure as action

In suchHeidegger’s thoughts on technology, Arendt discerns

the avoidance of action in the comportment of Gelassenheit, e.i.,

the “Will-not-to-will,” where “the actions of men are inexplicable

by themselves and can be understood only as of the work of

some hidden purpose or some hidden actor” (Heidegger, 1969;

Arendt, 1978). In contrast, Arendt’s conception of disclosure

(disclosure/Enthüllung) is closely tied to human action. For

the sake of an action to be “fully revealed,” it must be seen,

in the void of propaganda that dazzles everybody, and thus

requires “the shining brightness we once called glory and

which is possible only in the public realm” (Arendt, 1998).

In other words, it is only in the uncovered openness of the

public sphere [Der öffentliche Raum], brightly illuminated by

being seen by plural beings, that it is possible for the actor to

appear through his action (Arendt, 1998, 2015). Needless to

say, development, hence, must be fundamentally be grounded

in such disclosive action.

Here, it is important to note Arendt’s emphasis on

the etymological meaning of action, i.e., archein, which

originally meant to begin something new but came to be

understood predominantly to rule in the western tradition

since Plato (Arendt, 1998). Politically speaking, rulership

finds its expression in the notion of sovereignty, which is

rooted in majestas in Latin. According to Arendt, one of the

decisive differences between American Revolution and French

Revolution has to do with their relation to sovereignty. “National

sovereignty” is “the majesty of public realm itself as it had come

to be understood in the long centuries of absolute kingship”

(Arendt, 1990). Since it demands “undivided centralized power,”

it contradicts “the establishment of a republic” in principle

as was seen in the failures of the French revolution and

subsequent rise of European nation-states (Arendt, 1990). What

was revealed in American Revolution was “an entirely new

concept of power and authority,” where those who are elected

to constitute body politic received the power and authority from

the below as “they held fast to the Roman principle that the seat

of power lay in the people” (Arendt, 1990). What were defeated

or in the European revolutions were council systems which held

the same principle of organization as American “townships”

of people from which the power to constitute sprang (Arendt,

1990).

Disclosure and measure

The above discussion suggests that any measure in

development must be fundamentally grounded in disclosure

through speech and action in the public realm. Through

the action of beginning something new, then, how can we

determine the measure of development? With the issue of

statistical indicators in mind, I would like to consider Arendt’s

interpretation of Solon’s “aphanes metron” i.e., “non-appearing”

or “invisible measure” toward understanding measures of

sustainable development.

In her post-humously published book titled The Life of the

Mind, Arendt quotes Solon’s reference to measure in passing.

In the passage to which Arendt refers, he says, “it is difficult

to see the invisible measure that alone determines the limits of

all things” (Tyrtaeus and Theognis, 1999). Since this measure

is aphanes, i.e., non-appearing or invisible, it concerns things

that are “indicated to my senses by what I have seen, though

they themselves are not present in sense perception,” such as

happiness or courage (Arendt, 1978). Hence, Solon answered to

Croesus, the king of Lydia renowned for his wealth, that wealth is

not what determines one’s happiness, but the “invisible measure”

of happiness.

According to Arendt, Solon’s “invisible measure”

corresponds to what was later called “Idea” by Plato and has

come to be understood as “concept” in modern times. It is what

is conceived in such words as “courage,” “justice,” “knowledge,”

and “beauty,” nouns derived from words describing the scene of

particular events that occurred and appeared as such.

The “invisible measure” includes not only concepts that

have been the object of philosophical inquiry, such as “justice”

and “beauty,” but also more mundane concepts such as

“house.” Words such as “development” and “measure” can

also be counted among these concepts. These words, Arendt

emphasizes, are “like a frozen thought that thinking must

unfreeze whenever it wants to find out the original meaning”

(Arendt, 1978). Thinking, in this sense, “inevitably leads to the

destruction and overthrow of all established standards, values,

and measures of right and wrong,” that is, “the habits and rules

of behavior dealt with in morals and ethics.” On the side of

common sense, thought is indeed fraught with these dangers,

but what is even more dangerous for us is the desire for results

in thought and the desire to escape from thinking. Arendt says

the following about this.

[N]onthinking, which seems so recommendable a state for

political and moral affairs, also has its dangers. By shielding

people against the dangers of examination, it teaches them

to hold fast to whatever the prescribed rules of conduct may

be at a given time in a given society. What people then

get used to is not so much the content of the rules, a close

examination of which would always lead them into perplexity,

as the possession of rules under which to subsume particulars

(Arendt, 2003).

This quoted passage is also instructive for those of us who are

pondering on the question of measures that should instruct the

course of sustainable development.Wemay indeed have become

accustomed to the long-lasting “possession of rules” under the

dominance of gross domestic product. If we try to offer a new

measure for sustainable development, only to teach people to
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behave according to the rationality built into such measures,

we will end up reproducing another “non-thinking” calculations

and behaviors. If a society is once again unthinkingly oriented

toward a certain measure, it will be forced to continue to

harbor potential crises. Herein lies one of the limitations of

development measures.

Conclusion

What Arendt sought to clarify in her late studies of political

philosophy, which revolved around Kant’s Critique of Judgment,

was the relationship between thought and action, which is linked

through our ability to judge. Thinking, a silent dialogue between

“two in one” (Arendt, 1978) in solitude, makes possible the

understanding of experience through logos. What is fostered

by judgment, on the other hand, is critical thinking in which

communicability of thought is at stake. Without a public realm

where thoughts can be expressed in the form of speech of an

actor, the thinking mind eventually suffocates in destitute of

common sense, let alone being critical in any sense. Arendt

suggests that the way in which we can restore and preserve

such a public realm is through our action and speech as one

among equals. It is then up to us to rise to our occasion

to exchange opinions and cultivate critical thinking on an

equal footing, irrespective of social status or attributes of the

participants so that the public realm can be felt to be our reality.

This translates to constituting and sustaining the public realm

through institutionalization where citizens canmake substantive

political decisions including the one on susteinametrics.

If the discipline of sustainametrics is to devise and propose

measures for the sustainability of the world, then it must be

conscious of the limit and prevent the reproduction of its

thoughtless adoption by constantly exposing its outcomes to the

scrutiny of political debate in the public realm. In this respect,

the experts on the sustainametrics can inspire fellow citizens to

join the discourse by taking the risk of acting and speaking in

public as one of the fellow citizens, disclosing who they are and

what it is really meant for us. The course of development must

ultimately be grounded in such an act of disclosure, only through

which we may find something worth sustaining in our future

development, and sustainametrics is no exception.
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case on Jinzhai County, China
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In this paper we study the Solar Energy for Poverty Alleviation Program

(SEPAP) in China, which aims to increase the 3,000 Yuan annually for

poor people by installing solar panels. SEPAP was initially launched in 2014

and o�cially ended in 2020 when President Xi announced that absolute

poverty was eliminated in China. During the 6 years, China built and put

into operation 26.49 million kilowatts of solar PV systems, benefiting 1,472

counties, 138,091 villages, and 4.18 million poor households. We propose a

sustainable assessment framework and apply the Analytic hierarchy process

(AHP) and Fuzzy comprehensive evaluation method (FCEM) to evaluate

individual-level SEPAP in Jinzhai County, China, based on the findings of 80

semi-structured interviews with professionals and poor households. When

examining SEPAP sustainability, we discover that the economic dimension

is the most crucial one, with income, employment, training for the poor,

and solar panel quality being the most weighted sub-indicators. In 2021,

SEPAP could increase by roughly 2,700 Yuan for poor households, which is

90% achieved the governmental goals. We obtain a “Medium-high” outcome

for the individual-level SEPAP. We provide two policy recommendations for

maintenance work that will help the poor maintain a steady income.

KEYWORDS

Solar Energy for Poverty Alleviation Program (SEPAP), solar photovoltaic (PV) energy,

extreme poverty, sustainability assessment, Jinzhai County, China

Introduction

There were 17 Sustainable Development Goals (SDGs) endorsed by all UN members

in 2015 for global peace and prosperity. All nations, both developed and developing, are

urged to act in response to achieving the 17 SDGs. For example, “Goal 1: No poverty”

and “Goal 7: Clean and affordable energy” are the two goals tackling poverty and energy

issues, respectively. The global poverty rate (at the US $1.90 poverty line) in 2018 was

8.6%, which was <9.1% in 2017 and is equivalent to a decline of 28 million poor people

in 2 years (World Bank, 2022). The electrification rate in 2020 was 90.5%, which means

there were still 770 million people living without access to electricity (World Bank, 2022).

Unfortunately, the COVID-19 pandemic decelerated years of development andworsened
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poverty and energy access in undeveloped countries. According

to the International Energy Agency (2022), after an average

annual decrease of 9% in electrification in 2015–2019, there

was a little change in the number of people without access to

electricity in 2019–2021. Furthermore, the adverse effects of

COVID-19 have downgraded poverty levels in some regions

to approximately those recorded 30 years ago. The number of

people living below poverty might have increased by 420–580

million in the worst-case scenario, with a 20% loss in income or

consumption (Sumner et al., 2020).

China is one of the largest developing countries and

had 82 million people living in extreme poverty in the

year 2013 (National Bureau of Statistics of China, 2020).

Despite China’s recent declaration of 100% electrification

access, 18.9% of Chinese could still be defined as “energy

poor,” who are in short of modern energy consumption,

with most of them are concentrated in central and western

China (Lin and Wang, 2020). Therefore, eradicating poverty

and providing stable energy to the people in rural areas

have been the priority tasks for the Chinese government.

In 2014, China launched an ambitious poverty alleviation

program (Solar-energy Poverty Alleviation Program, SEPAP)

by implementing solar photovoltaic systems in remote rural

areas. It aimed to increase energy capacity by more than 10

GW and generate annual income of ∼3,000 yuan for each

poor household (National Development Reform Commissions,

2016). The support has been provided to over 2 million

households in ∼35,000 villages across the nation. There

were four primary choices: individual-level SEPAP, village-

level SEPAP, joint-village-level SEPAP, and utility-scale SEPAP.

In individual-level SEPAP, governments and photovoltaic

companies assisted the poor in installing solar panels on

their rooftops or lands. In village-level and joint-village-level

SEPAPs, solar power plants were built in the vicinity of

the counties or villages. In utility-scale SEPAP, centralized

solar power plants were built in the neighborhoods of these

counties or villages. Here, poor households and villages could

either utilize or sell their generated electricity to the grid

companies. According to the National Energy Administration

(2020b), as of July 2020, China had built and put into

operation 26.49 GW of photovoltaic power stations for poverty

alleviation, benefiting 1,472 counties, 138,091 villages, and

4.18 million poor households, averaging more than 6 kW per

poor household.

Because China has a large geographical area and large

number of poor people, SEPAP has attracted great attention

from academia. Zhang et al. (2020) use a panel dataset of 211

pilot counties between 2013 and 2016 to conduct a difference-

in-difference (DID) regression and show that the SEPAP raises

per-capita disposable income in a county by roughly 7–8%.

Further DID regression analyzes by Liu et al. (2021) revealed

that SEPAP has significantly improved the economic conditions

and social capital1 of low-income poor families, but that

the expected gains in human and natural capital have not

materialized. By adopting the Life Cycle Assessment (LCA)

and Net Energy Analysis (NEA) methodologies, Wang et al.

(2020) discovered that SEPAP had good energy efficiency and

environmental advantages. Lo (2021) found that SEPAP has

succeeded in achieving a just energy transition because of

the just governmental procedures and the just outcome to

the poor. There also have been several attempts to study

sustainability perspectives and evaluate their impacts on the

poor. Tao et al. (2022) evaluated the comprehensive benefits of

SEPAP from the sustainability perspective. They identified an

index system consisting of 13 sub-criteria derived from four

aspects: economics, technology, society, and environment. The

triangular intuitionistic fuzzy number and decision-making trial

and evaluation laboratory were applied to calculate the weight of

indicators, and the improved matter element extension method

with the cloud model was applied to obtain final results. The

results of the case study of four projects in Yunnan province

demonstrated that the SEPAP has the potential for further

development, and its overall benefits are generally at a good

level. Huang et al. (2021) conducted a social impact evaluation

of SEPAP, which was a multi-criteria analysis of four categories

(human life, safety guarantee, and social resources), forming

13 indicators. They found that SEPAP improved poor families’

economic conditions and social capital; however, the expected

increases in human and natural capital were not observed. Wei

(2021) constructed a 16-criteria system based on BOCR2 theory

from the perspectives of benefits, opportunities, costs, and risks

and proposed a combined BOCR-AHP-IT2FTOPSIS method

to analyze ambiguous data and perform a comprehensive

sustainability assessment. In their empirical study in Guangxi

Province, China, comparative and sensitivity analyses were

used to rank the alternative SEPAP. According to the results

of the criteria analysis, investment costs, poor collaboration,

cleaner production, creation of jobs, and a reduction in

the need for fuel are the major influencing factors for

SEPAP sustainability.

On conducting a literature review, two research gaps were

found. First, the institutional perspective is missing from

the earlier literature on the SEPAP sustainability study. The

implementation mechanism requires collaboration between the

government and solar enterprises. However, no study has

attempted quantification of the efforts made by the government

and solar industry, incorporating both technological and

institutional perspectives into the evaluation framework.

Second, the literature often focuses on village-level SEPAP,

1 “Social capital” measures social attributes (e.g., social relations, social

trust, formal and informal social networks), collective appeals, and

opportunities to participate in decision-making.

2 BCOR stands for benefit, cost, opportunity and risk.
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utility-scale SEPAP, or assessing the SEPAP in one region as

a whole. As the four types of SEPAP are different in many

ways, there is a lack of sustainability assessment on individual-

level SEPAP. The main reason indeed is the lack of data.

The majority of the individual-level solar modules have been

installed in front of the poor people’s home or on its rooftop.

It is challenging to collect data because the majority of the

poor live in remote areas that are difficult to access. Another

reason could be that the Chinese government had designated

village-level SEPAP as the main option between 2016 and 2020.

However, given the technological advancements and falling cost

of distributed solar panels, individual-level solar power plants

are now considered as the new growth point for the solar

expansion and the most suitable option for small investors

in rural area as compared to large-scale solar power plants.

In fact, the capacity of individual-level solar power plant has

been increasing. The capacity of newly installed individual-

level solar power plants in 2021 reached 21.6 GW (National

Energy Administration, 2022), while the number in 2020 was

10.12 GW (National Energy Administration, 2020a). Further,

21.5 GW accounts for 41% of the total newly installed solar

capacity and 75% of the newly installed distributed solar capacity

(National Energy Administration, 2022). The reason is that

most recently the Chinese government has been encouraging

the installation of individual-level solar power plants, which

is suitable for smaller investors. Although utility-scale solar

power plants generally have a higher investment return than

individual-level solar power plants, smaller investors may not be

able to afford such a big investment. China being a vast country

makes the evaluation of SEPAP implementation covering all the

geographical areas difficult. This study chose Jinzhai County

as the study area, because it is one of the earliest counties

to implement SEPAP, and 7,803 individual-level SEPAP have

been constructed since 2013. With its rich experience with

SEPAP, it has also been promoted as the most successful model

of SEPAP implementation in China. Before SEPAP initiation,

Jinzhai County’s poverty rate was 21.72%, but gradually, the poor

people all escaped from poverty until 2020. This research intends

to conduct a sustainability study on the factors affecting project

sustainability and evaluate individual-level SEPAP in order to

determine the most important factors/sustainability indicators

for the sustainability of individual-level SEPAP and provide

recommendations to policymakers regarding future poverty

reduction policies using solar energy in rural areas. Figure 1

shows the research framework of sustainability assessment of

individual-level SEPAP.

The remaining paper is divided into six sections. Section

Sustainable framework and identification of sustainable

indicators explains the sustainability framework and the

selected sustainability indicators. Section Research methodology

discusses the model and steps for analysis. Section Results

shows the results of the indicator weight and SEPAP scores.

Section Discussion discusses the results and provides policy

recommendations for future poverty reduction policies using

FIGURE 1

Research framework of sustainability assessment of

individual-level SEPAP.

solar energy in rural areas. Section Conclusion presents the

study’s conclusions.

Sustainable framework and
identification of sustainable
indicators

As we entered the 21st century, the “sustainability” of

human beings has become the paramount issue globally.

With the launch of the SDGs and the effort to achieve the

goals, researchers have been increasingly applying sustainability

assessment frameworks to evaluate the sustainability in a certain

area. The sustainability assessment framework creates a set

of indicators that are connected to the SDGs, especially the

economic, social, and environmental aspects. Typically, this

approach has been used to evaluate electrification and poverty

reduction programs in developing countries. In fact, the need

to improve energy access continues to be a major motivator for

reducing poverty in their rural areas (Thiam, 2011; Cheng et al.,

2021). Modern energy’s accessibility makes it easier to promote

industrial development and raise human living standards.

The sustainability assessment framework suggested by

Ilskog (2008) was based on 39 indicators. The proposed

indicators cover the five dimensions of sustainability: technical,

economic, social/ethical, environmental, and institutional

sustainability. In the study by Ilskog and Kjellström (2008),

fieldwork data from seven rural electrification projects in

Kenya, Tanzania, and Zambia were presented, together with

an explanation of how the chosen indicators and proposed

framework could be applied to evaluate and compare different

electrification programs. The authors suggested concentrating

on providing rural electrification through small private and local

community-based organizations, as they are the most effective

in fostering sustainable development in their rural communities.
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TABLE 1 Sustainability assessment framework (five dimensions and 17 indicators).

Economic Social Environmental Technical Institutional

A1. Affordability B1. Smaller number of young

people leaving the rural areas

for the cities

C1. Replaced traditional

energy (kerosene/wood)

D1. Quality of solar panel E1. Information disclosure

A2. Income B2. Education C2. Reduced carbon

emission

D2. Service availability E2. Training provided by government to

the poor households

A3. Employment B3. Health D3. Grid access

improvement

E3. Accessibility of the local government

and for issue reporting

B4. Social Activities E4. Trust between the poor people and

the local government

E5. Trust between the poor people and

the maintenance company

Yadoo and Cruickshank (2012) applied the sustainability

assessment framework to three case areas in Nepal, Peru, and

Kenya to explore sustainable welfare benefits generated by

renewable energy mini-grids. Due to the data availability and

the unique local context, they adapted a framework with 44 set

indicators in the five dimensions. To stimulate private sector

investment, the authors proposed that policy efforts should

concentrate on increasing public knowledge of renewable energy

mini-grids, enhancing institutional, technical, and regulatory

frameworks and establishing creative financing methods.

Boliko and Ialnazov (2019) compared four electricity

projects in rural Kenya to ensure future sustainable

development, following the methodologies employed by Ilskog

(2008) and Yadoo and Cruickshank (2012). Their findings show

that private sector-led off-grid solar electrification programs

performed better than the others under evaluation, and hence,

policymakers should continue to support these activities.

In our paper we use the sustainability assessment framework

constructed by Ilskog (2008), Yadoo and Cruickshank (2012),

and Boliko and Ialnazov (2019) with improvements to fit

the local context in Jinzhai County, China. Our sustainability

assessment framework (five dimensions and 17 indicators) is

shown in Table 1. Below are the descriptions of the undertaken

sustainability assessment framework.

The economic dimension assesses the economic impact of

the project on poor households in Jinzhai County. Affordability

is the capability of poor households to pay the cost of solar

system. Income is the measure of whether SEPAP has raised the

income of poor households. The employment indicator points at

whether SEPAP has resulted in new employment opportunities.

The social dimension of the framework focuses on the

impact that SEPAP has had on various aspects of the daily lives

of the poor people living in Jinzhai County. Education and

health evaluate its impacts on children’s education and physical

health, respectively, and social activities point at additional social

activities that have beenmade possible as a result of SEPAP (such

as increased social entertainment). The percentage of young

individuals staying in rural areas reveals whether young poor

people stayed or have returned to Jinzhai County in search of

employment. The reason for adding this indicator is to check

whether the introduction of solar energy has had an impact on

the number of young people leaving the rural areas for the cities.

If that number was smaller, then this result would help to prevent

the further decline of the rural areas.

The environmental dimension focuses on how SEPAP

has been able to lessen reliance on conventional energy

sources, particularly the use of traditional biomass for energy

production in rural areas, which often has negative effects

on overall health, climate, and nearby natural environment.

Kerosene for lighting and charcoal or firewood for cooking

are examples of traditional biomass sources. Thus, this study

examines whether SEPAP has reduced carbon emissions

and substituted traditional biomass in terms of energy

consumption (replacing kerosene, wood, and charcoal).

The technical dimension focuses on the technical

performance of the SEPAP-related equipment and services.

Therefore, the indicators that are included in the dimension are

grid access improvement, service availability, and solar panel

durability. The term “quality of solar panel” was measured by

the time of professional maintenance work needed. Service

availability measures the speed and quality of maintenance

operations. The grid access improvement shows whether

the grid service has been improved so that the poor can use

stable electricity.

The institutional dimension examines how well the

government and solar companies can support SEPAP’s

overall operation. Poor households’ information disclosure

reflects whether they could assess various SEPAP related

information. Training for the poor households shows whether

the government provided the necessary training to the poor

households. Accessibility of the local government for issue

reporting refers to the ease with which poor households

(consumers) can report a particular issue on SEPAP. Trust

between the poor and local government indicates the extent to
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which the poor could trust the local government during the

entire program period. Similarly, trust between the poor and

the maintenance company checks if they trust the maintenance

company during the program period. The trust indicators are

important because they demonstrate the degree of satisfaction

of the poor people with the overall operation of the SEPAP.

Research methodology

After preparing the sustainability assessment framework

for SEPAP, an appropriate method was required to weight

the indicators and calculate the SEPAP scores. In this study,

we used an analytic hierarchy process (AHP) to calculate

the weight of each indicator. AHP not only enables multi-

criteria comparison but also combines both quantitative and

qualitative indicators together to rank both the indicators and

alternatives. Then, the general fuzzy evaluation model was used

to create a fuzzy mapping between each of the evaluation

factors and transform a set of categorical appraisal grades into

a numeral for final evaluation. Below are the descriptions of

each method.

Designing the comparison matrix and
obtaining the weight of each indicator

Upon setting the index system, the weights of indices

denominating their relative importance are defined in Table 2.

According to the first-level evaluation indicator and

the second-level evaluation indicator after classification, the

following comparison matrix is constructed. The weight of the

indicator was determined by calculating the specific feature

vector through the comparison matrix:

P =
[

pij
]

=

















1 p12 · · · p1n

1/p12 1 · · · p2n
... · · ·

. . .
...

1/p1n 1/p2n · · · 1

















TABLE 2 Analytic hierarchy process (AHP) matrix scale and definition.

Standard value Definition

1 Equally important

3 Slightly important

5 More important

7 Obviously important

9 Absolutely important

Calculate consistency ratio

The priorities were derived as the normalized values of the

right-hand eigenvector, which were associated with the largest

eigenvalue (lmax) of the reciprocal matrix formed from the

pairwise comparisons. The closer the lmax is to n (the number of

elements being compared), the more consistent the judgments

are. If judgments are perfectly consistent, lmax will be equal

to n. Thus, the difference between lmax and n can be used

as a measure of inconsistency. Instead of using this difference

directly, a consistency index (CI) is shown as follows:

CI =
(l max− n)

(n− 1)

Then, the consistency ratio (CR) can be calculated after

obtaining the value of random index (RI). RI is the average

random consistency index, which is listed in Table 3. If CR

< 0.1, it can be considered that the judgment matrix has

satisfactory consistency.

CR=
CI

RI

Evaluating each indicator

The poor households and government officials

(interviewees) were also given a qualitative indicator based

on the 5-scale evaluation as {High, Medium high, Medium,

Medium low, low}. Quantitative data of indicators was

transformed to its actual number on the 5-scale evaluation, as

shown in Table 4. Then, the probability of each choice for each

indicator was mapped using a fuzzy matrix, R, such that if there

are n factors and m levels of evaluation grades.

R=

















r11 r12 · · · r1m

r21 r22 · · · r2m
...

...
. . .

...

rn1 rn2 · · · rnm

















Obtaining the final score of di�erent
types of SEPAP

The linear weighted sum function method was used to

calculate the results of each stratified evaluation. The final

indicator can be calculated as follows:

G=

N
∑

1

wijrij
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TABLE 3 Random consistency indicator RI coe�cient table.

N 1 2 3 4 5 6 7 8 9 10 11

RI 0 0 0.52 0.89 1.12 1.24 1.32 1.41 1.45 1.49 1.51

TABLE 4 Indicators using quantitative data and the transformation criteria to fuzzy evaluation.

Indicator High Medium high Medium Medium low Low

Income (yuan/year) ≥3,000 (2,400, 3,000) (1,800, 2400) (1,000, 1,800) (0, 1,000)

Reduced Carbon emission (kg/year) ≥2,430 (1,944, 2,430) (1,458, 1,944) (802, 1,458) (0, 802)

Quality of solar panel (Times of

maintenance needed)

0 1 2 3 ≥4

where G represents the final score of the SEPAP, and wij and

rij represent the weighting factor and evaluation result of each

indicator, respectively.

Results

Field study

We conducted 80 semi-structured interviews using a

questionnaire with 20 professionals, including professors,

government officials, and project managers, who have rich

experience in SEPAP, and 60 poor households, who have

installed individual-level SEPAP in August–September 2022.

To reduce in part the sample bias, we have interviewed

poor households in three different villages in Jinzhai County.

The data collected from the professionals were used for

indicator weighting, and the household data was used for

indicator evaluation.

The individual-level SEPAP was initially an experiment

conducted by the Jinzhai government in 2013. The Jinzhai

government helped eight poor households install solar

photovoltaic (PV) in different areas of the county. All projects

were completely funded by the local government, and each of

them had a capacity of 3 kW. After 1 year, the government

found that each poor household could earn an average of 3,000

yuan by selling the generated electricity to the grid company

for 20 years. Therefore, in 2014–2015, large-scale installations

were completed for 7,803 poor households. Similar to the

experiment, each solar PV project had a capacity of 3 kW,

and each individual-level SEPAP had a total investment of

24,000 Chinese yuan, of which the local government provided

8,000 yuan; another 8,000 yuan came from the donation by

the solar PV company, and the remaining 8,000 yuan from

the poor households. Because most of the poor households

could not afford the initial investment of 8,000 yuan, the

local banks provided an interest-free loan to them. The bank

loans were agreed to be repaid by half of the annual income

gained by selling the generated electricity until 2020. All

the individual-level SEPAP were connected to the grid. The

electricity generated was sold to the grid company at a selling

price of 1 yuan/kWh along with the government subsidy on

this price.

Indicator weighting

There were six comparison matrices determined based on

the average weightage given by 20 researchers. Specifically,

in this study, judgment matrices was constructed with a

comparison matrix of primary indicators and five comparison

matrices of sub-indicators. The values obtained from the

judgment matrix are shown in Table 5, and the weighting results

are shown in Table 6.

As seen from the Table 5, all CR values are lower than 0.1;

therefore, they all passed the consistency test.

As can be seen from Figure 2 and Table 6, the economic

dimension received the largest weight, making up more than

half of all the weights. Therefore, it is clear that the SEPAP

program has reduced poverty, whose sustainability was mostly

determined by economic indicators. The institutional dimension

came second after the economic dimension, demonstrating

the importance of the roles played by the government

and solar companies in the implementation of SEPAP.

Additionally, the social and technological dimensions accounted

for more than 10%. Lastly, the environmental indicators

cannot be ignored.

Figure 3 shows the rank of normalized weights of each

sub-indicator. It appears that higher income, which was also

SEPAP’s original goal, is the most crucial factor for benefiting

poor households. Second, promoting employment is important,

because it can provide the poor a reliable source of income.

The training of the poor, quality of solar panels, education, trust
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TABLE 5 Eigenvector, largest eigenvalue, consistency indicator, and consistency check coe�cient comparison matrices.

W CI RI CR

Main criteria layer (0.5161, 0.1353, 0.0532, 0.1117, 0.1882) 0.044 1.120 0.039

Economic (0.1062, 0.6334, 0.2605) 0.029 0.520 0.037

Social (0.1414, 0.4360, 0.3407, 0.0819) 0.064 0.890 0.072

Environmental (0.7500, 0.2500) 0 0 Nulla

Technological (0.6434, 0.2828, 0.0738) 0.033 0.520 0.063

Institutional (0.0722, 0.4489, 0.0722, 0.2428, 0.1640) 0.052 1.120 0.047

aBecause the environmental dimension has only two indicators, it does not need to take a consistency test.

TABLE 6 Weighting factor of sustainability framework indicators.

Criteria layer Weights Sub-criteria layer Weights Normalized

weights

Rank

Economic 0.5161 Affordability 0.1062 0.0548 6

Income 0.6334 0.3269 1

Employment 0.2605 0.1344 2

Social 0.1353 Smaller number of young people

leaving the rural areas for the cities

0.1414 0.0191 12

Education 0.4360 0.0590 5

Health 0.3407 0.0461 7

Social activities 0.0819 0.0111 16

Environmental 0.0532 Replaced traditional energy 0.7500 0.0399 9

Reduced carbon emission 0.2500 0.0133 15

Technological 0.1117 The quality of solar panel 0.6434 0.0719 4

Service availability 0.2828 0.0316 10

Grid access improvement 0.0738 0.0082 17

Institutional 0.1882 Information disclosure

(transparency)

0.0722 0.0136 13

Training to the poor 0.4489 0.0845 3

Issuing reporting 0.0722 0.0136 13

Trust between the poor people and

the local government

0.2428 0.0457 8

Trust between the poor people and

the maintenance company

0.1640 0.0309 11

between the local government and the poor, and affordability are

also essential and account for more than 5% of the total weight.

Indicator evaluation

The data gained from the interviews with poor households

was normalized, converted into the probability of each choice

for each indicator, and then mapped using the fuzzy matrix R,

as shown in Table 7. On the Left side, A1 to D5 are the codes of

the indicators. On the first line, the classifications from “High” to

“Low” are the evaluation levels. For instance, the value “0.55” in

the second line indicates that 55% of the interviewees rated their

income as “high,” while “0” in the second line indicates that no

one reported their income as “low”.

G =

N
∑

1

wijrij = {0.250, 0.336, 0.194, 0.133, 0.086}

Therefore, the final evaluation result of Individual-level

SEPAP was “medium high.”

Economic sustainability

Generally speaking, the majority of poor households were

satisfied with the loan policy for the installation fees. This is due
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TABLE 7 Evaluation results based on 60 interviews with individual-level Solar-energy Poverty Alleviation Program (SEPAP) households.

High Medium high Medium Medium low Low

A1 0.55 0.27 0.13 0.05 0

A2 0.28 0.52 0.17 0.03 0

A3 0.10 0.07 0.18 0.40 0.25

B1 0.03 0.07 0.10 0.20 0.60

B2 0.15 0.35 0.22 0.12 0.17

B3 0.20 0.32 0.30 0.10 0.08

B4 0.32 0.27 0.25 0.13 0.03

C1 0.10 0.13 0.12 0.30 0.35

C2 0.28 0.52 0.17 0.03 0

D1 0.48 0.32 0.15 0.05 0

D2 0.30 0.33 0.18 0.13 0.05

D3 0.42 0.27 0.17 0.08 0.07

E1 0.25 0.45 0.25 0.03 0.02

E2 0.13 0.22 0.32 0.23 0.10

E3 0.18 0.37 0.30 0.12 0.03

E4 0.32 0.35 0.23 0.08 0.02

E5 0.25 0.32 0.23 0.15 0.05

FIGURE 2

Weights of each main dimension.

to the fact that, out of the entire 24,000 yuan installation fees,

only a third was to be paid by them, and the rest was covered by

the government and solar companies. For the poor households,

local banks offered no-interest loans, which would be repaid by

taking a deduction from SEPAP revenue each year until 2020. As

a result, the poor households paid nothing for the installation.

However, the poor households who installed SEPAP before mid-

2014 were not eligible for the no-interest loan policy, as it was

implemented after that. In fact, 8,000 yuan took up a marked

FIGURE 3

Normalized weights of each sub-indicator.

percentage of their savings, and some of them borrowed money

from their relatives.

In terms of increase in income, individual-level SEPAP has

enabled poor households to gain ∼2,700 yuan by 2021, which

was 90% of the government’s goals (3,000 yuan). Less than 30%

of interviewees reported having an income of >3,000 yuan, and

over 50% of households received money ranging from 2,400 to
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3,000 yuan. Additionally, the interview revealed that 20% of the

respondents earn <2,400 yuan annually. Even worse, in 2021,

two people earned an annual income from SEPAP ranging from

1,000 to 1,800 yuan. The primary cause was the malfunctioning

of their solar panels for a while, which the poor households were

unaware of.

The factor of increased employment had both direct and

indirect impacts. In the direct impact, the villagers were

employed as PV power plant maintenance personnel, and

the new employment was produced by the PV company in

the county. For example, one solar company built a factory

to produce solar module components, and hired some local

people. There were two types of indirect impacts: first, the

money earned through the PV poverty alleviation program

was used for skill development to increase steady employment

with the acquired skills; second, there have been some attempts

to combine solar energy with agriculture and fishing, which

was a new “Solar+” business model that has the potential to

expand employment. However, it was clear from the interview

that both direct and indirect impacts were limited. Regarding

the direct effects, each village only employs one maintenance

worker for maintenance tasks, and PV companies prefer to

hire employees with extensive experience for jobs involving

PV rather than poor households, who would need expensive

training. As for the indirect impacts, only 16% of interviewees

mentioned that they used the income to learn more skills,

and 21% of interviewees gained benefits from the “Solar+”

industrial development.

Social sustainability

From the interview, it is hard to say that there was a trend of

young people returning to the rural area for work. Most young

people decide to stay in big cities. It must be acknowledged

that there are more job opportunities in big cities; thus, the

income there would be considerably higher than in rural areas.

The poor might quickly escape poverty by working in large

cities. Each province in China sets its own minimum monthly

salary. According to the interview, poor households in Jinchai

County were more likely to move to Shanghai for employment

than any other large city, owing to the geographical closeness

of the county to Shanghai. Shanghai’s minimum monthly wage

is 2,590 yuan (Shanghai Municipal Bureau of Human Resources

Social Security, 2022); therefore, 2 months of work there would

allow one to overcome poverty according to the Chinese poverty

standard. As a result, the majority of young people do not choose

to move back to the country. Despite difficulties for the majority

of elderly individuals in commuting outside for work, some have

stated that if they were younger, they would like to move out

for work.

The effects of SEPAP on education varied widely among

poor households. Some poor households believe that the effects

are positive. Twenty five percent of poor households indicated

that they could purchase stationery and reference books, and

30% of interviewees mentioned the increase in the nighttime

study. However, some other poor households did not recognize

the importance of SEPAP on education. Over 30% of households

choose “medium-low” and “low” impacts for education. Below

are some of their explanations:

Interviewee A: “The tuition and book fees were already

exempted, and 9-year compulsory education was guaranteed

by the government; I do not find any relation between SEPAP

and education.”

Interviewee B: “I have never paid any educational fees with

money I received from SEPAP.”

Interviewee C: “It is hard to say. Although we have benefited

from SEPAP as our income increased, this is not related

to education.”

The health effects of SEPAP appeared to be more positive

than those of education. In fact, the “351” policy, where

the government guaranteed that an annual self-pay medical

fee would not be more than 3,000, 5,000, and 10,000 yuan

for medical treatment within the county, municipality, and

provincial medical institutions in Anhui province, respectively,

has actually helped in covering the majority of the medical costs.

Approximately 20% of impoverished households indicated using

the money they received from SEPAP to pay for the portion that

the government was unable to cover. In addition, nearly 70% of

poor households said that after the implementation of SEPAP,

their quality of life has improved and they feel much healthier.

Interviewee A: “Before 2014, meat could only be eaten

at festivals. Due to the increase in income after SEPAP

installation, my family can eat more high-protein food.”

Interviewee B: “My child was a bit malnourished and

thin before, but since the government’s poverty alleviation

program came up, we can now afford more food and the

child’s health has improved.”

The impact of increased social activities was also discovered

during the interview. Poor households had more time to

participate in daily social activities after the implementation of

SEPAP than before it. The interviewee’s village arranged more

social activities, including watching movies and live sporting

events, after the launch of the SEPAP program in 2014. The poor

also have more time to play cards and chess together than they

had before.

Environmental sustainability

There was no marked impact of SEPAP on poor households

as an alternative to traditional energy sources. SEPAP connects

individual-level solar PV to the grid, and the electricity

generated is all sold to the grid company; hence, there is no
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noteworthy change in the way poor households use electricity.

According to the interviews, most poor households maintain

the habit of using wood for cooking and heating. Because

most of the wood burned comes from the woods of the

nearby mountains, it costs nothing. On the contrary, using

electricity from the grid for cooking and heating would add

an extra monthly expense. It should be noted that ∼10% of

poor households have relocated with government assistance.

They also changed their energy consumption and began utilizing

more clean energy. Additionally, some poor households have

increased their incomes because of SEPAP and other poverty

alleviation programs. Consequently, they moved out of poverty

and can now afford more electricity consumption from the grid.

As compared to replacing traditional energy, the impact on

reducing CO2 emissions was much better. The amount of CO2

emissions was affected by the actual electricity generated. Yanzhe

et al. (2021) estimated that coal-fired electricity generation emits

0.839 kg/kWh of CO2, whereas solar energy generation emits

0.029 kg/kWh of CO2. The government aimed to increase the

poor’s income by 3,000 yuan per year by installing 3 kW of solar

power plants, which would produce 3,000 kWh of electricity and

be sold at a price of 1 yuan/kWh. Thus, SEPAP would ideally

cause an annual decrease of 2,430 kg in CO2 emissions.

Technological sustainability

Most of the existing literature uses the decay rate as an

indicator of solar technical performance (Tao et al., 2022).

However, this study uses the actual times ofmaintenance work as

an indicator to show the actual quality of solar panels. According

to the questionnaire results, ∼50% of the respondents said that

their solar panels are in good condition and they have never

called a maintenance company for professional maintenance

work. However, 30% of households asked about themaintenance

work once, but they stated that most of their panels did not have

a major problem. Approximately 10% of the solar panels were

broken and required replacement. These solar panels were all

constructed in 2013 and early 2014. Because there were no strict

rules concerning the project entry requirements at that time,

all solar companies were able to install solar panels for poor

households. In order to lower the cost, some solar companies

used low-quality solar panels, which broke afterwards. Even

worse, many of these solar companies have gone bankrupt,

which has caused big problems for maintenance work.

As for the speed and quality of the maintenance work,

in general, poor households were satisfied. The interviewees

claimed that the majority of issues are quickly solved. The

technicians arrive on the second day after they call the

maintenance company. Minor problems are solved on the same

day, whereas some major problems that need replacement are

solved within a week.

As individual-level SEPAP are connected to the grid,

Jinzhai County has completed several rounds of grid upgrade

work. Simultaneously, poor households have claimed that the

electricity supply is more reliable now than it was before.

Before 2014, frequent blackouts occurred during the summer

and winter. However, after the grid upgrade, these situations

improved. Nevertheless, some poor households asserted that a

few extreme weather events had caused power outages.

Institutional sustainability

The respondents gave information disclosure a good

rating. First, majority of the SEPAP related policy documents

are available online. Poor households can also access the

government website and enquire online regarding SEPAP.

Second, the majority of the interviewees demonstrated that

SEPAP was explained during the village residents’ meeting at

the beginning of the program. Additionally, it was disclosed

who was eligible for SEPAP at that time. In addition, the list of

poor households that joined SEPAP can also be found on the

government website.

The interviews revealed that the training given to the poor

was insufficient. Most of the poor said that there was no official

training provided by the government, and therefore, they were

unaware of the maintenance work. In addition, some of the

poor households complained that they did not even realize the

solar panel was broken for months. This caused lower revenue

generation from SEPAP for the poor. In fact, we also interviewed

government officials in Jinzhai County in 2021 and found that

the frequency of SEPAP training for government officials varies

among government agencies, with at least one time for the

past SEPAP period. The majority of county-level agencies hold

annual meetings to summarize the progress of the past year

and make specific action plans. The most common pattern

for government officials was to be trained when a new policy

is initiated.

As for the accessibility to the government for issue reporting,

most poor households responded positively. The interviewees

generally consult with village-level government officials about

SEPAP-related questions. However, it should be emphasized

that the reaction takes considerably longer if the village-level

government officials are unable to resolve the issue and have to

refer it to the higher levels.

The program’s sustainability was built on the trust of the

poor. It was clear from the interview that people trusted the

government and maintenance company both. However, trust

in the maintenance company was weaker than that in the

government for two primary reasons. First, despite not knowing

what the solar panel would be used for, most households agreed

to install it. Some admitted that they had a kind of blind

trust in the government. They explained that “the government

would not lie to us” and “the government serves the people.”

Second, the goal of an average increase in income by 3,000

yuan annually was achieved by some poor households as the

government promised, which further enhanced their trust in

Frontiers in Sustainability 10 frontiersin.org

201

https://doi.org/10.3389/frsus.2022.1072141
https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org


Jin and Ialnazov 10.3389/frsus.2022.1072141

the local government. However, if the electricity generation and

revenue earned by SEPAP decrease, the trust in the government

and the maintenance company will gradually erode.

Discussion

SEPAP was a government-led program with the primary

purpose of increasing the income of poor households. The

scheme enabled poor households to earn ∼3,000 yuan

per year from the program owing to the government’s

substantial subsidy. Therefore, the sustainability of SEPAP is

mostly dependent on the economic aspects, i.e., the actual

income increased with the project, increased employment, and

affordability. The technical and governmental aspects of the

project are undoubtedly important, as they have a considerable

impact on SEPAP’s actual revenue, and it is also necessary

to consider the social and environmental benefits of SEPAP,

because the program cannot be sustained without these benefits.

Overall, it is difficult to say that SEPAP has succeeded in

Jinzhai County, as 70% of the impoverished households were

unable to boost their yearly income by 3,000 yuan. However,

the income increase effect is still positive. According to the

seventh national population census in Anhui Provincial Bureau

of Statistics (2021), the average population per family household

was 2.61 people. The poverty threshold was 2,800 yuan in

2014 (National Bureau of Statistics of China, 2018). We used

this data to calculate the average income growth rate. If the

loan was paid off with half of the SEPAP income and the

remaining half was regarded as net revenue, the average income

growth rate in 2014 was 18.47% (=2,700/2/2.61/2,800), which

was a large increase for poor households. If thanks to SEPAP

poor households’ income increased each year, this could help

them to cross the line and escape poverty. Nevertheless, it is

important to remember that PV poverty alleviation has little

impact on new employment. Additionally, the evaluation of both

income and affordability would have deteriorated without the

subsidies to the initial installation costs and electricity selling

prices to the grid company. The social and environmental

impacts were also somehow limited. For some indicators, such as

improved education, improved health, increased social activities,

and reduction of CO2 emissions, the impacts were positive,

but for others, such as the smaller number of young people

leaving the rural areas for the cities and changing energy

consumption structures, there has been no fundamental change

so far. Technically speaking, most of the solar panels were of

good quality, but low-quality PV exists, and it may have had an

adverse effect on the sustainability of SEPAP. The stable grid can

meet the electricity demand of poor households, and the quality

and speed of maintenance work provided by the maintenance

company are acceptable for poor households.

SEPAP have considerable short-term advantages, as it

can immediately raise the income of poor households and

allow them to escape poverty. Additionally, the 20 years of

the program provided the poor with a stable income and

simultaneously prevented them from slipping into poverty

again. However, SEPAP was more alike to a direct income

transfer program given the significant role that governmental

funding plays in the program. Meanwhile, SEPAP cannot

fundamentally solve the poverty problem from the root level

because it does not increase the capability of most poor

households to work. Hence, we argue that the combination of

SEPAP and other poverty alleviation projects can achieve better

poverty alleviation results. It was evident from the interview that

the combination of SEPAP and 9-year compulsory education

had covered most of the education fees of the poor children and

increased their education, the combination of SEPAP and “351”

medical insurance policymademedical treatments affordable for

poor households, and the combination of SEPAP and relocation

programs gradually changed the traditional energy consumption

source of poor households.

However, we should also note that SEPAP is not suitable

for every poor household. The government has already given

some low-income households a living subsidy to ensure their

basic needs before the launching of SEPAP, and joining SEPAP

may lead these people to become lazier. They would believe

that they could survive without work and would not look for

a job, which equates to utilizing more government assistance

to feed lazy people. Such poverty alleviation is definitely not an

effective solution. Finally, based on the interview results, we have

suggested the following two policy recommendations for future

governmental actions on SEPAP maintenance.

Develop a remote monitoring system and
help poor households to install this
system on their cell phones

The importance of maintenance is self-evident, and

understanding the power generation situation of PV at all times

is of utmost importance. From the interviews, we noted that that

most poor households have smartphones; therefore, they can

install an online monitoring application. At the same time, there

are already some applications of remote monitoring systems

in other provinces and counties. Therefore, developing such

a system is necessary and feasible, which enables the poor to

access real-time power generation data and real-time income,

where poor households can immediately report any noticeable

abnormalities to the maintenance company for quick resolution

of the problem.

Training for poor households on
maintenance knowledge

From the interview, we noted that most poor households

have received some kind of explanation about SEPAP, but they
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lack the knowledge of how to carry out maintenance work

correctly. However, the amount of PV power output is being

hampered by the weeds in front of their houses and the dust

on the solar panels. Therefore, the government must provide

training on maintenance work knowledge to poor households.

It is suggested that training can be given to village workers first,

and then, village cadres can guide poor households to carry out

proper maintenance work, thereby lowering the amount lost

because of improper maintenance labor.

Conclusion

By assessing individual-level SEPAP in Jinzhai County

through a sustainability framework and an AHP-based fussy

comprehensive method, this study contributes to a deeper

understanding of the impacts and implementation status of

SEPAP in rural China. Furthermore, this research is also

important to future sustainable development, especially in the

context of the transition from poverty alleviation to rural

revitalization, as solar energy has been recognized as an

important energy source in the process of rural revitalization

(State Council, 2018).

However, our research has some limitations. First, the

small sample of interviews of only individual-level SEPAP

stakeholders limited our ability to compare different types of

SEPAP in Jinzhai County. Second, the limited results of our

fieldwork in Jinzhai County restrict our conclusions and policy

recommendations to being applicable to other rural areas in

China. To overcome these issues, more research should be

conducted in the future with a larger sample size, on different

types of SEPAP, and with field data from other counties as well.
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Circular supply chains comprise the industrial production and supply chain

systems used by companies to eliminate waste and recover value in products

and materials. There are a variety of circular strategies including recycling

in waste management, returns and repair in consumer-facing industries,

and reusable packaging in supply chains. Successful implementation and

management of these circular strategies requires the ability to measure and

report on progress across di�erent functions and processes. In this paper, we

propose a new set of metrics to measure the performance of reusing items in

a circular supply chain. We review the literature on metrics in circular supply

chain management and reusable packaging in supply chains. We then classify

the proposed metrics based on whether they measure the circularity of a

circular supply chain initiative or impact of implementing the initiative. They

also are segmented based on the level of detail they incorporate from the

product level to the system level. We then demonstrate the use of the proposed

metrics through a case studywith an omnichannel retail company. We find that

product-level metrics facilitate the comparison of di�erent types of reusable

and single-use packages with the potential to reduce lifecycle greenhouse gas

emissions. We also find that measuring system-level Total Logistics Costs helps

identify potential challenges with the feasibility of a reusable packaging system

including the implications of not recovering packages and amortizing initial

costs across multiple use cycles. Our aim in this paper is to address the gap

in circularity and impact metrics focused on reuse strategies in supply chains.

This new set of metrics provides companies with a tool to measure and report

on progress toward a circular economy. It also suggests future avenues for

research to assess the economic, environmental, and social dimensions of

sustainability.

KEYWORDS

circular supply chain (CSC), reusable packaging, sustainability, performance indicator

(PI), retailer
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Introduction

Supply chains are the backbone of the modern economy.

They also play a central role in the emission of greenhouse

gases (Scott et al., 2018), depletion of critical material

resources (Sovacool et al., 2020), accumulation of waste in

the environment (Geyer et al., 2017; Tisserant et al., 2017),

and other pressures on the natural environment (Hoekstra and

Wiedmann, 2014). One solution that has been proposed to

address these challenges is the concept of a circular economy

(CE), which decouples economic growth from material

depletion and waste generation by encouraging the reduction

and reuse of products and materials (Stahel, 2016; Geissdoerfer

et al., 2017). The concept of a CE was first introduced in Pearce

and Turner (1990), and has gained increasing attention over the

last two decades from governments, scholars, companies, and

consumers (Ghisellini et al., 2016; Schöggl et al., 2020). CE is

seen as a new business model that operationalizes sustainable

development (Kirchherr et al., 2017). This requires balancing

consideration of the economic, environmental, and social (EES)

aspects of the economy, sector, or individual industrial process

(Ghisellini et al., 2016). There are now national and international

policies related to CE in China, the European Union, Norway,

the United Kingdom, and other countries (Fan and Fang,

2020; Mhatre et al., 2021). Ellen MacArthur Foundation (2013),

WBCSD (2021), WEF (2021), and other organizations have

raised awareness of CE concepts at consumer, corporate, and

policy levels. There is also a growing body of research that has

been published on the topic of CE (Schöggl et al., 2020; De

Pascale et al., 2021; Sarja et al., 2021).

By definition, the concept of a CE refers to the industrial

production and supply chain systems that are designed to

eliminate waste and recover value in products and materials

(Batista et al., 2018). Once products are made, reverse logistics

operations recover them from consumers and bring them

back into the forward supply chain (Govindan and Soleimani,

2017). Closed-loop supply chains integrate both forward and

reverse supply chains, but do not account for open-loop

flows of by-products and wastes (Govindan and Soleimani,

2017). Circular supply chains (CSC) comprise both closed-

loop and open-loop flows of products and materials in a

CE (Batista et al., 2018; Geissdoerfer et al., 2018). In this

paper, we embrace the definition of circular supply chain

management (CSCM) proposed by (Farooque et al., 2019, p.

884): “Circular supply chain management is the integration

of circular thinking into the management of the supply

chain and its surrounding industrial and natural ecosystems.

It systematically restores technical materials and regenerates

biological materials toward a zero-waste vision through

system-wide innovation in business models and supply chain

functions from product/service design to end-of-life and waste

management, involving all stakeholders in a product/service life

cycle including parts/product manufacturers, service providers,

consumers, and users.”

CSCM is characterized by a variety of performance

objectives including: minimizing waste, inventory, and the use

of materials, water, and energy; and maximizing the availability

of products, the number of recovery flows, and the efficient use

of supply chain assets (Vegter et al., 2020). To achieve these

objectives, nine circular strategies (called “R’s” or “R-strategies”)

have been proposed Van Buren et al. (2016) including: Refuse

(preventing raw material use), Reduce (increase efficiency in

production or use), Reuse (secondhand or sharing), Repair

(and maintenance), Refurbish (restoring an old product),

Remanufacture (new product from old parts), Repurpose (reuse

with different purpose), Recycle (reuse materials), and Recover

(energy from incineration). A 10th R is sometimes added to the

framework for Rethinking product use (Kirchherr et al., 2017).

These strategies form closed loops for product and material

flows in a CE with product life extension and reuse strategies

referred to as “inner circles” or “inner loops,” and end-of-life

(EOL) management and recycling forming “outer circles” or

“outer loops” (Ellen MacArthur Foundation, 2013).

Given the variety of CE strategies, efforts have been made

to prioritize them based on application within the value chain

and the impact on critical materials, waste generation, and other

CE objectives (Ellen MacArthur Foundation, 2013; Kirchherr

et al., 2017; Kalmykova et al., 2018). Shorter loop strategies

focused on product use and life extension (e.g., reuse, repair, and

refurbish) are considered to hold the greater potential to reduce

environmental impact and create economic value than the outer

loops focused on EOL management (e.g., remanufacturing and

recycling; Ellen MacArthur Foundation, 2013; Stahel, 2013).

And though many of the concepts of CE came from the waste

management sector, there is a long history of sharing, reusing,

and repairing products in the consumer segment as well as

reusable packaging in supply chains (Hazen et al., 2021).

In the consumer segment, Kalmykova et al. (2018) found

that short loop strategies are one of the most active areas of

implementation. Out of the over 100 implementation cases they

sampled across the full value chain from materials sourcing and

product design to recycling and disposal, ∼10% of the cases

were focused on reuse, sharing, and product-as-a-service or

pay-per-use strategies. However, they found almost 50% of the

cases were implemented in the collection, disposal, recovery,

and recycling segments of the value chain. These outer loops are

also where there is the most institutional support in China, the

EU, and Japan, which can have the greatest impact on successful

implementation of CE strategies in supply chains (Govindan and

Hasanagic, 2018; Kalmykova et al., 2018).

In this research we focus on key metrics to measure

the impact of reusable packaging in circular supply chains.

Packaging plays an important role in supply chains, enabling the

safe and efficient storage, handling, transportation, and sale of
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goods (Meherishi et al., 2019). And while reusable packaging is a

well-known strategy, most packaging is designed to be disposed

of after a single use (Escursell et al., 2021). As a result, packaging

also uses large quantities of material resources and is a significant

source of municipal and industrial solid wastes. In Europe, for

example, packaging uses 40% of plastics and 50% of paper while

contributing 36% of solid municipal waste (Coelho et al., 2020).

Globally, plastic packaging accounts for roughly half of all plastic

waste generated (Geyer et al., 2017). Reusable packaging, such as

glass milk containers or fabric grocery bags, can replace single-

use packaging throughout the supply chain resulting in lower

life cycle greenhouse gas (GHG) emissions and reducing post-

consumer waste (Goellner and Sparrow, 2014; Zimmermann

and Bliklen, 2020; Fashion for Good, 2021). However, these

benefits depend on the characteristics and performance of the

reusable packaging system (Goudenege et al., 2013; Accorsi et al.,

2014; Zimmermann and Bliklen, 2020).

Successful implementation and management of reusable

packaging and other CE strategies in supply chains requires

the ability to measure and report on progress across different

functions and processes (Vegter et al., 2021). Metrics provide

information for decision making, controlling the execution of

strategy, and reporting to a variety of stakeholders (Neely et al.,

1995; Maestrini et al., 2017). Supply chain metrics typically focus

on economic performance (Maestrini et al., 2017). However,

Dai and Tang (2021) argue that supply chain operations should

be incorporated into environmental, social, and governance

(ESG) measures, and ESG measures should play a central role

in supply chain management (SCM) practices (Sarja et al.,

2021). The literature on metrics in CSCM is sparse, but Vegter

et al. (2021) found that performance metrics in CSCM expand

on the economic focus in SCM by incorporating elements of

circularity, environmental and, currently to a lesser degree,

social considerations. Most of these metrics are in early stages

of development (Acampora et al., 2017; Walker et al., 2018;

Vegter et al., 2021), and despite the variety of R-strategies in

a CE, product and enterprise-level metrics currently focus on

recycling, remanufacturing, and other EOL strategies rather

than reuse and other short-loop strategies (Kristensen and

Mosgaard, 2020).

Reuse, and more specifically reusable packaging in supply

chains, is a strategy to make progress toward reducing pressure

on critical resources, reducing waste generation, and realizing

the vision of a CE. In order to do so, key metrics are needed

to manage the performance of a CSC with reusable packages

or other items. However, the literature on metrics in CSCM is

sparse (Vegter et al., 2021) and primarily focuses on recycling

and other EOL management strategies rather than reuse and

product life extension (Saidani et al., 2019; Kristensen and

Mosgaard, 2020; De Pascale et al., 2021). Thus, the objectives of

this paper are to:

• Review the literature on metrics in circular supply chain

management and reusable packaging in supply chains.

• Propose a new set of metrics to measure the performance

of reusing items in a circular supply chain.

• Demonstrate, through a case study, the use of these new

metrics with an omnichannel retail company.

In the next section we review the literature on metrics used

to measure circularity and EES impact in a CE and for CSCM.

We also review the literature on metrics used to manage the

performance of reusable packaging in supply chains. Building

on this background, we then propose a new set of metrics to

measure circularity and impact of reusable packaging in circular

supply chains.We also demonstrate the use of these metrics with

a case study and conclude with a discussion of what we found in

this study and future research directions.

Literature review

There is a growing body of research on developing and

testing metrics for supply chains in a CE. This paper will

focus on research related to measuring the performance of

reusing items in a circular supply chain. Google Scholar and

MIT Library databases were used to find relevant publications

including early works on topics related to circular economy and

a focus on publications from the last 5 years. The primary search

terms used were “circular economy,” “circular supply chain,” and

“reusable packaging.”

This paper will not provide a comprehensive or systematic

review of this literature. Several existing literature reviews aim

to do this and provide further guidance for this paper. Corona

et al. (2019) reviewed 19 circularity metrics and assessment

frameworks. They define criteria that a set of metrics should

meet including the degree to which it measures what it intends

to (validity), the consistency and robustness of the metric

(reliability), and how practical it is (utility). The focus of their

review is on the validity of metrics based on eight CE goals.

They classify metrics into three groups: metrics measuring

the degree of circularity (“circularity indices”), metrics that

assess the effects of circularity (“CE assessment indicators”), and

assessment frameworks such as Life Cycle Assessment (LCA)

and Material Flow Analysis (MFA). For each category, they

identifiedmetrics focused on the product/enterprise level and/or

at the sector/region/global level. They found there is a trade-

off between scope (R-strategies) and practical usability with

most indicators focused on a narrow aspect of CE. Assessment

frameworks like LCA, in contrast, were more comprehensive

in scope, but more complex to apply and interpret in practice.

They also found that all 19 metrics accounted for environmental

considerations, seven for economic considerations, and one for

social considerations.

Saidani et al. (2019) conducted a similar review of 55

indicators across 10 dimensions including levels (micro, meso,

and macro), loops (three of the R’s), performance (circularity

or impacts), perspective (actual or potential), uses, traversability
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(generic or sector-specific), dimension, units, format, and

sources. They found the majority (>90%) of the indicators

at all levels consider recycling while less than half consider

reuse. Of the 20 indicators focused on the product or enterprise

level (micro), a majority (80%) measure circularity while 40%

measure EES impacts and 20% consider both. They also found

that only three micro-level indicators were sector-specific.

Previous work has found micro-level indicators are still in early

stages of development with a low degree of adoption in industrial

practices (Acampora et al., 2017; Walker et al., 2018), and

Saidani et al. (2019) suggest that more work may be needed to

advance the development of new indicators adapted to more

specific contexts.

More recently, De Pascale et al. (2021) found similar results

in their review of 61 CE indicators across levels, loops (six of

the R’s), sustainability impact (EES), and other dimensions. The

majority (26 of 29) of micro-level indicators considered outer

loop strategies (recycling and remanufacturing) while half take

reuse strategies into account and none focused on reuse. They

also found the majority (19 of 29) of the micro-level indicators

focus on environmental and economic impacts, five focus on

economic, and two on environmental. Nomicro-level indicators

were focused on social considerations alone, although seven

considered all three EES impacts.

Kristensen and Mosgaard (2020) found similar results

in their review of thirty CE indicators focused at the

micro-level. The majority of the indicators (19) include

economic considerations, 12 directly and five indirectly include

environmental considerations, and only four include social

considerations. They also found that the majority of indicators

(21) had a narrow focus on a single aspect of a CE, which

may present an overly simplified measure of circularity and

risks hindering sustainability more broadly by sub-optimizing.

Conversely, they conclude that multidimensional indicators

covering CE principals more broadly lack practical usability

at the enterprise-level and prioritization of CE principals.

While more narrow indicators may avoid these limitations, the

indicators Kristensen and Mosgaard (2020) review all focused

on recycling, remanufacturing, and other EOL strategies rather

than reuse and product life extension strategies. However, reuse

may present a more sustainable option than remanufacturing,

which in turn may be more sustainable than recycling (Stahel,

2013), and so the lack of prioritization with multidimensional

indicators, and the lack of focus on reuse and life extension

strategies, misses the potential hierarchy for value creation and

sustainability in a CE.

Vegter et al. (2021) conducted a review of 18 performance

measurement systems, each consisting of a set of metrics, for

CSCM. The authors propose different criteria than Corona et al.

(2019) for an effective measurement system in CSCM including:

• Considering multiple dimensions of performance.

• The perspectives of multiple relevant stakeholders.

• The dimensions of circularity (reducing, maintaining, and

recovering resources).

• The economic, environmental, and social dimensions of

sustainable development.

• Limiting the range of measures to only the critical

performance measures.

• Connecting performance on strategic, tactical, and

operational levels (vertical integration).

• Aligning measures along processes (horizontal integration)

including plan, source, make, deliver, use, return, recover,

and enable.

• Recognizing and allowing for trade-offs and synergies with

insight into the interdependencies among measures.

They find that social considerations are underrepresented

and only two measurement systems provide insight into

the interdependencies between circularity and sustainable

development. They also find the literature on metrics in CSCM

sparse with most in early stages of development that have not

been tested in practice. And while the authors assess the level of

integration horizontally, vertically, and across the forward and

reverse chains, they do not assess the circular strategies (e.g., the

9 R’s) each measurement system considers.

Few CE and CSCM metrics focus on the reuse CE strategy,

however, reusable packaging is a well-known strategy in supply

chains and there is a robust literature discussing packaging

materials, reuse operations, and indicators used to manage

operations with reusable packaging. Meherishi et al. (2019)

conducted a broad review of packaging sustainability in SCM

and CE, and found that reuse and return practices are one of

the most popular topics studied (22 out of 59). For studies

that looked at the EES impacts of packaging in supply chains

(35), they found that environmental impacts (22) are studied

more than twice as often as economic impacts (10) with only

three considering social impacts. Mahmoudi and Parviziomran

(2020) focused on reusable packaging and reviewed 86 studies

on the environmental and economic impacts, system design, and

operations management including performance measurement.

They found reusable packaging has been studied in the food

and beverage, cold-chain, and automotive industries as well

as generic studies applied to any logistic system. Almost half

(37) of the studies focused on performance measurements or

criteria for measuring, and factors affecting, the environmental

and economic impact of reusable packaging. And many of these

propose new indices and metrics systems. They also found that

more studies looking at environmental and economic impact

were published in the last decade compared to decades prior,

in contrast to the trend seen for operations management and

logistics system design.

Building on these recent reviews, we focus our literature

review on metrics in CSCM to identify patterns and common

metrics that can be used for reusable items in supply chains.

As shown by Corona et al. (2019), Vegter et al. (2021), metrics
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can be classified based on whether they measure circularity or

the EES impact with some measurement systems combining

both assessments. Since few CE and CSCMmetric systems focus

on reuse, we draw on other multidimensional indicators and

indicators focused on other R strategies. Additionally, Ghisellini

et al. (2016) and subsequent authors classify CE into micro,

meso, and macro levels. The assessment of reusable items in

supply chains is primarily focused at the micro level, so we use a

new classification based on product or supply chain system level

of analysis. This classification connects the metrics found in the

literature on CE with the literature on SCM where SC problems

are focused on the systems level (Choi et al., 2001; Chan and

Chan, 2005). It also extends the definition of a supply chain

proposed by Stevens (1989) as “a system whose constituent parts

include material suppliers, production facilities, distribution

services and customers linked together via the feed-forward flow

of materials and the feedback flow of information” with the

concept of a closed-loop supply chain integrating both forward

and reverse flows (Govindan and Soleimani, 2017).

Measuring circularity and impact

Product-level metrics

One of the first circularity indicators that received attention

in both practice and academia was the Material Circularity

Indicator (MCI) developed by Ellen MacArthur Foundation

and Granta Design (2015). The MCI is based on Material

Flow Analysis (MFA; Ayres and Simonis, 1994) and focuses

on quantifying a single indicator for the circularity of material

flows based on a product’s bill of materials. The metric is

based on a linear flow factor calculated with the quantity (by

weight) of materials and components that come from recycled or

reused (remanufacture/repurpose loop) sources, and recycling

efficiency. It also uses a utility factory based on an estimated

lifespan. By focusing on material flows in a production process,

theMCI focuses on outer-loop circularity with remanufacturing,

repurposing, and recycling strategies. It measures circularity at

the product level, which can be aggregated to the company-

level based on a weighted average. The MCI focuses on a single

circularity metric; however, it also provides complementary

risk and impact indicators such as price variation, toxicity,

scarcity, energy use, and CO2 emissions. These complementary

indicators allow for consideration of EES impacts.

Linder et al. (2017) argued that potential drawbacks with

the MCI are the difficulty differentiating recovery pathways

based on mass (e.g., recycled material vs. a remanufactured

part) and estimating product lifespan, which often can’t be

measured easily. Instead, Linder et al. (2017) proposed a new

product-level circularity (PLC) metric based on MFA for the

relative embedded cost of recirculated parts and materials.

Their rationale is that costs are more readily available and

distinguishable by source. An economic value metric based on

market prices can account for material scarcity as well. Linder

et al. (2020) then evaluated the relationship between the PLC

score and environmental impacts (measured using LCA) for

18 different products. They found a strong and significant

negative correlation between product circularity and all three

environmental impact measures (global warming potential,

abiotic depletion potential, and environmental priority strategy),

meaning that as product circularity increases, its environmental

impact decreases.

Mesa et al. (2018) extended the product-level assessment to

product families, a group of related products that are derived

from a common set of components, with a set of six circularity

metrics. In the product development process, the product family

approach is a widely-used strategy to satisfy a variety of customer

requirements with a more efficient manufacturing process. The

six metrics they proposed measure material flows (by mass),

component reusability (for remanufacturing/repurposing),

reconfigurability, and functional performance. Similar to

the MCI and PLC, Mesa et al. (2018) focused on outer-loop

circularity. They also didn’t assess the EES impacts of their

circularity metrics, but they did evaluate the use of their

metrics in the product development process with a case study

(prosthetic fingers) and found circularity metrics can be used to

optimize product design for circularity and functionality.

More recently, Bracquené et al. (2020) proposed a product

circularity indicator (PCI) taking into account different recovery

pathways using anMFA for mass at the material and component

level rather than the product level like the MCI and PLC. They

proposed a utility factor similar to MCI as well. By accounting

for material losses in feedstock and component production,

the PCI better reflects the benefits of using remanufactured

parts compared to recycled materials. Bracquené et al. (2020)

demonstrated the application of the PCI with a case study

(washing machines) and a LCA to measure the environmental

impacts of different circularity scenarios. They found that

the PCI was an effective measure for primary material flows

and impacts from the production phase. However, it was

not able to effectively account for the production impacts of

complex components like printed circuit boards nor impacts

during the use phase, which are significant for an energy-

intensive product like a washing machine. Similar to the MCI

and other product circularity metrics, the PCI focuses on

outer-loop circularity.

Product reuse is the shortest loop in the 9R framework

involving the flow of products and materials and highlighted

as a key strategy in CE (Korhonen et al., 2018). As mentioned

above, however, few indicators focus on product reuse. One

tool that attempts to address this discrepancy is the Circularity

Calculator (CC) developed by IDEAL & CO (de Pauw et al.,

2021). The CC provides four separate product-level metrics.

Circularity (1) is measured using mass flows similar to the

MCI. Value capture (2) assesses the economic impact of

product design and production strategies based on the economic
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value of the materials from open, closed, remanufactured, and

refurbished loops. Cycled content (3) assesses the percentage

of a product’s mass that comes from recycled and/or rapidly

renewable resources. Finally, reuse is assessed based on the

potential number of cycles a product can be used compared to

a single-use product (one use cycle).

System-level metrics

Similar to product-level indicators, system-level indicators

focus on outer loop circularity. Graedel et al. (2011) defined

metrics that measure the circularity of metal production and

scrap supply chains including the collection rate, process

efficiency, recovery rate for scrapmetal, and the recycled content

and quantity of metal from EOL products. These metrics are

used to estimate global recycling statistics, but would scale

by redefining system boundaries to a more specific metal

production, scrap, and recycling chain.

Brown and Bajada (2018) proposed two performance

indicators for a recycling network that incorporate multiple

stakeholder effects with multi-stakeholder collaboration

including the impact of the speed of recycling and the

effectiveness of collection and conversion of recycled material

on production, and the upper bound of production for a

given amount of recyclable material in the system. Based

on a theoretical analysis, they found that cycle velocity,

a factor not considered by other indicators, is positively

related to production performance and recycling activity

among stakeholders is driven by stakeholder collaboration

and engagement.

Olugu et al. (2011) developed a set of sixteen circularity and

EES performance measures for the automotive supply chain.

While the lifespan of automobiles is frequently extended with

reuse and repair strategies, Olugu et al. (2011) focused on the

circular production supply chain which involves disassembly

of EOL vehicles for remanufacturing or repurposing parts,

then shredding the remaining vehicle for material recycling.

They considered both the forward and backward chain. They

then validated the set of metrics with thirty-three experts

from academia and industry and found customer commitment

to be the most important metric for the forward chain

followed by quality, supplier commitment, and management

commitment. Management was found to be the most important

metric for the reverse chain followed by material features and

recycling efficiency.

Some studies at the system-level focus on the EES impacts

of a circular supply chain. Haghighi et al. (2016) proposed a

balanced scorecard of indicators that measure EES performance

in a recycling supply chain. They combined both quantitative

and qualitative indicators in a multi-echelon network model,

and tested it with data from 40 plastic recycling companies.

They found that at the supplier echelon, the model is most

sensitive to eliminating hazardous materials, flexibility was the

most important indicator for the manufacturer echelon, and

delivery cost was the most important factor for the distributor

and retailer echelons. The model was almost equally sensitive to

delivery time and customer satisfaction at the retailer echelon

as well.

Ansari et al. (2020) focused on measuring EES impact as

well. They identified 20 different indicators classified along

the management processes of the supply chain operations

reference (SCOR) model for a remanufacturing supply chain.

They tested the complex relationships between indicators

using a case study (remanufacturing business), and found that

indicators for consumer awareness, technological compatibility,

and workforce skill-level may be the most important in

remanufacturing supply chains.

Measuring the performance of reusable
packaging in supply chains

Out of all of the general CSCMmetrics we reviewed, only the

Circularity Calculator (de Pauw et al., 2021) included a direct

measure of strategies that extend product life (maintenance,

reuse, and repair). However, reusable packaging is a well-known

strategy in supply chains. It is also one of themost popular topics

studied related to packaging sustainability with many focused

on performance measurements or criteria for measuring, and

factors affecting, the environmental and economic impact of

reusable packaging (Meherishi et al., 2019; Mahmoudi and

Parviziomran, 2020).

Packaging can be classified based on its proximity to

a product and functionality in the supply chain (Pålsson,

2018). Primary packaging (e.g., a shampoo bottle) surrounds

a product, and provides convenience and protection, until the

product is used by the end consumer. A secondary package

(e.g., a corrugated box used for e-commerce shipping) is used

to protect primary packages and bundle products into case

quantities. Finally, tertiary packages (e.g., pallets) are used for

bulk handling.

One of the first studies to look at the environmental impact

of reuse and recycling in packaging systems was Tsiliyannis

(2005). They developed a combined reuse/recycle model that

measured the environmental performance of packaging systems

based on virgin material demand and discarded waste. Using

a theoretical analysis, they found that the total amount of

packaging material that flows to consumers was a better

indicator than the total number of reuse cycles, reuse rate, and

recycling rate.

Goudenege et al. (2013) later developed a network model

to compare the total costs and life cycle GHG emissions CO2-

equivalent or (CO2e) for reusable (plastic cartons) and single-

use (cardboard) secondary packages. The model was applied to a

retail supply chain with forward and reverse flows between retail
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stores and distribution warehouses. They found that both total

cost and life cycle emissions were lower for reusable packages

if the backhaul between stores and warehouses is utilized with

transportation costs negotiated lower than for the forward flow.

If the backhaul is not utilized then costs and life cycle emissions

are higher.

Goellner and Sparrow (2014), in contrast, found that

environmental impacts are not as sensitive to backhaul

transportation costs in cold chain logistics. They used a LCA

to evaluate the global warming potential, acidification emission,

eutrophication emissions, photochemical ozone emissions,

human toxicity emissions, and post-consumer waste of single-

use and reusable secondary packages for pharmaceutical and

biological materials. Given the thermal control requirements of

secondary packages in the cold chain, the impact of packaging

manufacturing (cradle-to-gate) was significantly higher than the

use and EOL phases.

Single-use packaging is common in the food industry as

well including plastic bags and plastic or cardboard boxes

that serve as primary packages as well as the cardboard

boxes, wooden boxes, and disposal plastic crates used as

secondary and tertiary packages. Accorsi et al. (2014) evaluated

the economic and environmental impact of using a reusable

plastic container (RPC) to carry fresh produce between

farms and caterers in a food catering supply chain. They

used LCA to measure the carbon footprint of packages

and Life Cycle Costing (LCC) to measure infrastructure,

storage, manufacturing, transportation, operating, and disposal

costs. Compared to single-use packages, they found the

RPCs would reduce life cycle GHG emission but increase

overall costs. Within the supply chain, farmers would likely

benefit from lower costs with distributors bearing the net

cost increase.

Zimmermann and Bliklen (2020) conducted a similar study

for secondary packages used in e-commerce shipping. Using

a LCA of CO2e emissions, they found that the majority of

emissions for a reusable plastic bag and a reusable plastic box

come from the initial production of the package followed by

the forward transportation from retailer to customer. This life

cycle footprint is then translated into the number of times a

reusable package has to be used in order to achieve a lower

footprint compared to the single-use package it would replace

(the breakeven point). They found that the breakeven point for

a reusable plastic box was 61 cycles compared to a standard

cardboard box, 81 cycles compared to a cardboard box made

from post-consumer fiber, and 32 cycles if the reusable box is

made from post-consumer plastic. For a reusable plastic bag, the

breakeven point was 20 cycles compared to a single-use plastic

bag and only three cycles if the reusable bag wasmade from post-

consumer plastic. This suggests that the number of reuse cycles,

and factors that affect it such as the return rate by customers,

has a significant impact on the environmental performance of

reusable secondary packages in e-commerce.

Similar factors can affect the economic impact of reusable

packaging as well. Mollenkopf et al. (2005) showed that reusable

packaging is more economical for larger, bulk packaging with

a high daily demand. Return rate, transportation costs, cycle

times, delivery distance, fluctuation in maximum daily volume,

and other factors can affect the economic impact as well

(Mollenkopf et al., 2005; Breen, 2006; Cobb, 2016).

Proposed set of metrics

As discussed in the previous section, we found that few

CE and CSCM metrics systems take into account reuse, repair,

and other CE strategies that extend product lifespans. There is,

however, a robust literature discussing strategies and operations

including performance metrics for reusable packaging in supply

chains. The focus of this section will be to connect these two

bodies of work with a new set of key performance indicators for

reusable packaging in circular supply chains.

In this paper, we embrace the definition of CSCM proposed

by Farooque et al. (2019) and discussed earlier. That definition

is grounded in the goal of systematically restoring technical

materials and regenerating biological materials toward a

zero-waste vision. Achieving this goal requires engaging all

stakeholders from initial product or service design to EOL and

waste management. A key activity in circular supply chains is the

reverse logistics connecting forward chains with the reverse flow

of products and materials. The metrics we propose are designed

to help managers and organizations work toward the vision of

a CE by measuring the circularity and EES impact of the supply

chains they engage with.

Similar to our review of CE and CSCM metrics, we

categorize this new set of metrics based on whether theymeasure

the circularity of SC initiatives or the impact of implementing a

circular SC initiative. Within each of these groups, a hierarchy

starting with the aim of zero waste (level 1) then classifiesmetrics

based on whether the analysis is focused on the product or

supply chain system (level 2). Each of the product or system

metrics (level 3) are then often a composite of more granular

indicators (level 4) focused on components of the product or

system. An illustration of this hierarchy can be seen in Figure 1.

The hierarchy is meant to clarify the design intent for each of

these metrics.

Measuring supply chain circularity

The first set of metrics are focused on measuring

the circularity of SC initiatives. As seen in Table 1, we

propose three product-level and two system-level composite

metrics for the circularity of reusable items in SCM. Each

of these metrics is meant to be measured for a fixed

period. Previous MFA-based studies have used either mass
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FIGURE 1

Proposed set of metrics to measure the circularity and impact of

reusable packaging in a circular supply chain.

(Ellen MacArthur Foundation and Granta Design, 2015;

Bracquené et al., 2020; de Pauw et al., 2021) or economic value

(Linder et al., 2017; de Pauw et al., 2021) for the unit of measure

for circularity metrics. There are advantages and limitations to

both strategies. In this paper we will define metrics in such a way

that either unit of measure could be used. This allows the user

to select the unit that best suits their circumstances such as the

availability of data.We refer the reader to Bracquené et al. (2020)

for additional methodological details on mass-based MFA and

Linder et al. (2017) for a cost-based approach.

Product-level metrics

Product Reuse Index

The Product Reuse Index (CRP) is a metric designed to

help supply chain managers compare single-use products with

reusables whose life can be extended with maintenance, reuse,

repair, and similar strategies. In contrast to the CPP and

CCP which assess outer loop (EOL) strategies, theCRP is focused

on inner loop strategies. It was proposed by de Pauw et al. (2021),

and given by,

CRP =

(

1−
1

N

)

× 100, (1)

where N is the number of potential use cycles for a

given product.

Product Cycle Potential Index

The Product Cycle Potential Index (CPP) is a metric

designed to help supply chain managers assess the potential of

a product without knowing future material flows. It is forward-

looking and assesses the degree to which components within a

product can be put to use in future products as components,

materials, or nutrients through remanufacturing, repurposing,

recycling, composting, and other EOL strategies. Based on

many similar circularity metrics proposed by Ellen MacArthur

Foundation and Granta Design (2015), Bracquené et al. (2020),

de Pauw et al. (2021) and others, theCPP is defined as the ratio of

the mass (or economic value) of materials or components within

a product that are potentially reusable and the total productmass

(or economic value) given by,

CPP =
MPUM + MPRM + MPCM

MTP
× 100, (2)

whereMPUM is themass (or economic value) of components

that could be remanufactured or repurposed for future products,

MPRM is the mass (or economic value) of materials that could

be recycled,MPCM is the mass (or economic value) of materials

that could be composted, and MTP is the total mass (or

economic value) of the product. Additional elements (Mi) could

be considered if there are other material flow strategies within

the CSCN.

There are three elements of the CPP and the applicability of

each depends on the characteristics of a particular product.

Percent of reusable (remanufacture/repurpose)

components: CPUM is the ratio of the mass (or economic

value) of components within a product that are potentially

reusable and the total product mass (or economic value).

This metric assesses the degree to which components within

a product can be put to use in future products through

remanufacturing, in which case new products are made

from components of the same product, or repurposing,

where new products are made from components of other

products. Considerations for the reusability of components

include durability, disassemble-ability, and refurbish-ability.

Closed-loop systems for reusable components require reverse

flows, disassembly processes, and production processes for

new products with inputs of remanufactured or repurposed

components. This metric is given by,

CPUM =
MPUM

MTP
× 100. (3)

Percent of recyclable materials: CPRM is defined as the

ratio of the mass (or economic value) of materials within a

product that are potentially recyclable and the total product

mass (or economic value). This metric assesses the degree to

which the materials within a product can be put to use in future

products by recycling those materials. Considerations for the

recyclability of materials include accessibility of the material

through efficient disassembly or material extraction processes

and existing market capabilities to recycle the specific material.
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TABLE 1 Proposed set of metrics to measure the circularity of supply chain initiatives.

Level 1

(goal)

Level 2

(dimensions)

Eq # Variable Level 3

(composite

metrics)

Eq # Variable Level 4 (detailed

metrics)

Toward zero

waste

Product-Level

Circularity

2 C_PP Cycle Potential

Index

3 C_PUM % of reusable

(remanufacture/repurpose)

components

4 C_PRM % recyclable materials

5 C_PCM % of compostable

materials

6 C_CP Cycle Content

Index (de Pauw

et al., 2021)

8 C_PRU % recycled materials

used in product

7 C_PUU % of used

(remanufacture/repurpose)

components in product

1 C_RP Reuse Index (de

Pauw et al., 2021)

- - Number of potential use

cycles

System-Level

Circularity

Total material flow 12 C_OUT Percentage of material

not recovered from end

consumers (out of

system)

11 C_BACK Percentage of material

brought back to the

system (material

recirculation)

11 C_BACK System cycled

content

14 C_RR Percentage of recyclable

material recovered

13 C_RU Percentage of

components recovered

that can be

remanufactured or

repurposed

9 and 10 C_RS System Reuse Index

(number of use cycles for

reusable, inner loop,

products)

This metric is given by,

CPRM =
MPRM

MTP
× 100. (4)

Percent of compostable materials: CPCM is defined as the

ratio of the mass (or economic value) of materials within a

product that are potentially compostable and the total product

mass (or economic value). This metric assesses the degree to

which the materials within a product will biodegrade with

residential or industrial composting processes. Considerations

for the compostability of materials include the conditions under

which the material biodegrades, accessibility of the material

through efficient disassembly or material extraction processes,

and existing market capabilities to compost the specific material.

This metric is given by,

CPCM =
MPCM

MTP
× 100. (5)

Combining these three elements gives,

CPUM + CPRM+CPCM =
MPUM+ MPRM+ MPCM

MTP
×100

= CPP
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Product Cycled Content Index

The Product Cycled Content Index (CCP) is a backward-

looking metric designed to help supply chain managers assess

the content used in a product that came from post-consumer,

EOL sources. It is based on similar circularity metrics as the CPP .

The CCP is defined as the ratio of the mass (or economic value)

of materials or components within a product that came from

post-consumer sources and the total product mass (or economic

value) given by,

CCP =
MPUU + MPRU

MTP
× 100, (6)

whereMPUU is themass (or economic value) of components

from post-consumer remanufactured or repurposed sources,

MPRU is the mass (or economic value) from post-consumer

recycled (PCR), and MTP is the total mass (or economic value)

of the product.

There are two elements of the CCP and the applicability

of each depends on the characteristics of a particular product.

Similar to CPP , additional elements (Mi) could be considered if

there are other material flow strategies within the CSCN.

Percent of used (remanufacture/repurpose) components

in a product: CPUU is defined as the ratio of the mass

(or economic value) of post-consumer components within

a product and the total product mass (or economic value).

This metric assesses the degree to which the components

within a product came from post-consumer remanufactured or

repurposed sources. This metric is given by,

CPUU =
MPUU

MTP
× 100. (7)

Percent of recycled materials used in a product: CPRU is

defined as the ratio of the mass (or economic value) of PCR

materials within a product and the total product mass (or

economic value). This metric assesses the degree to which the

materials within a product came from PCR sources. This metric

is given by,

CPRU =
MPRU

MTP
× 100. (8)

Combining these two elements gives,

CPUU + CPRU =
MPUU + MPRU

MTP
× 100 = CCP .

System-level metrics

System Reuse Index

Similar to the product level, a system level metric focused

on inner loop strategies can help supply chain actors compare

supply chains with single-use products to reusables where

processes bring products back to the system and extend product

life with maintenance, reuse, repair, and similar strategies. The

System Reuse Index (CRS) is similar to the product-level metric

(CRP) and given by,

CRS =

(

1−
1

N

)

× 100, (9)

where N is the average number of use cycles for the reusable

products within the system. If the system only contains a

single reusable product (e.g., a single type of reusable secondary

package) then,

CRS = CRP.

In other cases, the system may be defined for multiple
(

p
)

products where n is the number of use cycles for a given (i)

product and,

N =
1

p

p
∑

i=1

ni. (10)

Total material flow

There are two metrics that are designed to help supply chain

actors assess the materials that circulate and are disposed of by a

circular supply chain network (CSCN) and the materials that are

not recovered by the system from end consumers.

Percent of material brought back to the system: CBACK is

defined as the ratio of the mass (or economic value) of materials

that return back to the CSCN in which they were produced

after at least one use cycle by an end consumer and the total

mass (or economic value) of production within the system. The

boundaries of the CSCN should be clearly defined to identify

production output, and closed-loops which return products and

materials back to the system. If the end consumer is considered

within the boundary of the system then these materials circulate

within the system without leaving. This metric is given by,

CBACK =
MBACK

MTS
× 100, (11)

where MBACK is the mass (or economic value) of materials

that return back to the system after one or more uses by an end

consumer or circulate within the system, and MTS is the total

mass (or economic value) of production within the system.

Percent of material not recovered from end consumers:

COUT is defined as the ratio of the mass (or economic value)

of materials not recovered from end consumers and the total

mass (or economic value) of production within the system. Since

these materials are not recovered by the system, their fate will

not be known to actors within the CSCN, and so from a systems

perspective these are materials lost to the system. Similar to

CBACK , the boundaries of the CSCN should be clearly defined.

This metric is given by,

COUT =
MOUT

MTS
× 100, (12)
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where MOUT is the mass (or economic value) of materials

not recovered from end consumers.

Combining these two elements gives,

MIN + MBACK +MOUT = MTS.

where MIN is the mass (or economic value) of material

inputs to the systems from non-recovered sources (e.g.,

virgin materials).

System cycled content

While the pathway of materials that are not recovered by the

system ( COUT) will not be known, the pathways for recovered

materials ( CBACK) are important indicators of the circularity of

material flows including recyclable materials and components

that can be remanufactured or repurposed.

Percent of components recovered that can be

remanufactured/repurposed: CRU is defined as the ratio

of the mass (or economic value) of components that return

back to the CSCN which can be remanufactured or repurposed

for future products and the total mass (or economic value)

of production within the system. The system boundary

considerations described for CBACK should be considered for

this metric as well. This metric is given by,

CRU =
MRU

MTS
× 100, (13)

where MRU is the mass (or economic value) of components

that return back to the CSCN which can be remanufactured or

repurposed for future products.

Percent of recyclable material recovered: CRR is defined

as the ratio of the mass (or economic value) of materials that

return back to the CSCN which can be recycled within the

system for future products and the total mass (or economic

value) of production within the system. The system boundary

considerations described for CBACK should be considered for

this metric as well. This metric is given by,

CRR =
MRR

MTS
× 100, (14)

where MRR is the mass (or economic value) of materials

that return back to the CSCN which can be recycled within the

system for future products.

Combining these two elements gives,

CRU+CRR =
MRU + MRR

MTS
×100 =

MBACK

MTS
×100 = CBACK ,

and

MRU + MRR = MBACK .

Measuring the impact of reusable
packaging

Given the complexity of EES systems for different

products and CSC configurations, the metrics proposed for the

assessment of EES impact are more specific to packaging in

supply chains. As seen in Table 2, there are three product-level

and two system-level composite metrics for measuring the

impact of packaging in supply chains. Similar to the previous

section on circularity, these metrics are defined with a hierarchy

that may include more granular indicators for components

of the product or system. These metrics also are based on

existing research discussed previously on the performance

indicators used to manage reusable packaging in supply chains

and the use of LCA to assess environmental impacts. The

metrics we propose are not meant to be used as an alternative

to, rather as a complement to, LCA. In fact, LCA may be the

best methodology to determine the CO2e emissions associated

with the metrics proposed below. We did not address the gap

in literature on social dimension for reusable packaging and

CE assessment more broadly. This is a limitation with this

study and opportunity for future research. In the following

subsections, we will define each of these metrics and highlight

methodological and other considerations.

Product-level metrics

Reuse Cycle Minimum for CO2e Emissions

At the product level, there are many approaches to assessing

the environmental impact of packages in supply chains. The

Reuse Cycle Minimum for CO2e Emissions indicator
(

nreusemin

)

is

designed to help supply chain managers compare the embedded

life cycle GHG emissions of reusable and single-use packages at

the product level without knowing characteristics of the reusable

packaging system. For a single use, CO2e emissions from the

upstream fabrication and manufacturing (F&M) life cycle of

a reusable package is typically higher due to more durable

construction than for a disposable, single-use package (Coelho

et al., 2020; Mahmoudi and Parviziomran, 2020; Zimmermann

and Bliklen, 2020). However, the F&M emissions for a reusable

package can be amortized over multiple use cycles. Therefore,

one way to compare the F&M emissions footprint of a reusable

package and a single-use package is to identifying the minimum

number of use cycles a specific reusable package product

will have to be used before the amortized emissions for a

reusable package are equal to or lower than for a single-

use package (Zimmermann and Bliklen, 2020). This metric is

given by,

nreusemin ≥
ereuseFM

e
single
FM

, (15)
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TABLE 2 Proposed set of metrics to measure the impact of implementing circular supply chain initiatives.

Level 1

(goal)

Level 2

(dimensions)

Eq # Variable Level 3

(composite

metrics)

Eq # Variable Level 4 (detailed

metrics)

Toward zero

waste

Product-level

impacts

16 V_PP Product Cycled

Potential Value

- - Cost of single-use packaging

- - Cost of reusable packaging

- - Cost of recyclable packaging

- - Cost of compostable

packaging

- - Cost of

remanufactured/repurposed

packaging

- - Cost of 100% virgin

materials for packaging

- - Cost of renewable materials

17 V_CP Product Cycled

Content Value

- V_PRU Cost and LC emissions of

recycled materials in

packaging

- V_PUU Cost of

remanufactured/repurposed

packaging

15 n_min Reuse Cycle Minimum for

CO2e Emissions (GHG

emissions per use)

System-level

impacts

19 V_TL Total Logistics Cost - - Cost of transportation

- - Cost of sorting

- - Cost of cleaning

- - Cost of inspection

18 n_BE Breakeven Reuse

Cycles for CO2e

Emissions

- - GHG emissions generated

when taking back returns

(waste, recyclables, and

reuse articles)

- - Other life cycle GHG

emissions

where nreusemin is the minimum number of use cycles

for the reusable package, e
single
FM is the upstream F&M

life cycle CO2e emissions for the single-use package, and

ereuseFM is the upstream F&M life cycle CO2e emissions

for the reusable package. This metric is related to

the system-level Breakeven Reuse Cycles for CO2e

Emissions indicator.

Product Cycled Potential Value

Similar to the CPP, the Product Cycled Potential

Value (VPP) is a forward-looking metric designed to

help supply chain managers assess the potential value

of a product without knowing future material flows.

If economic value is used as the unit of measure for

CPP then,

CPP ≡ VPP ,

otherwise VPP is defined as the ratio of the economic

value of materials or components within a product that are

potentially reusable and the total product economic value

given by,

VPP =
VPUM + VPRM + VPCM

VTP
× 100, (16)
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where VPUM is the economic value of components that

could be remanufactured or repurposed for future products,

VPRM is the economic value of materials that could be recycled,

VPCM is the economic value of materials that could be

composted, and VTP is the total economic value of the product.

Similar to CPP , additional elements (Vi) could be considered if

there are other material flow strategies within the CSCN.

Product Cycled Content Value

Similar to the CCP, the Product Cycled Content Value (VCP)

is a backward-looking metric designed to help supply chain

managers assess the value of content used in a product that came

from post-consumer, EOL sources. If economic value is used as

the unit of measure for CCP then,

CCP ≡ VCP ,

otherwise VCP is defined as the ratio of the economic value

of materials or components within a product that came from

post-consumer sources and the total product economic value

given by,

VCP =
VPUU + VPRU

VTP
× 100, (17)

where VPUU is the economic value of components from

post-consumer remanufactured or repurposed sources, VPRU is

the economic value from PCR, and VTP is the total economic

value of the product. Similar to CCP, additional elements (Vi)

could be considered if there are other material flow strategies

within the CSCN.

System-level metrics

Breakeven Reuse Cycles for CO2e Emissions

Related to the product-level nreusemin , the Breakeven Reuse

Cycles for CO2e Emissions indicator
(

nreuseBE

)

is designed to help

supply chain managers compare the life cycle GHG emissions

of reusable and single-use packages. This metric accounts for

the full life cycle of packages in a reusable packaging system

including F&M, forward and reverse transportation between

the actors in the system, and processing packages between

uses (Zimmermann and Bliklen, 2020). The life cycle emissions

for a single-use package only includes F&M and forward

transportation to the customer. This metric is given by,

∑nreuseBE

i=1
ereusei ≤

∑nreuseBE

i=1
e
single
i (18)

which is evaluated iteratively and where nreusemin is the

breakeven number of use cycles, e
single
i is the life cycle CO2

equivalent (CO2e) emissions for the single-use package at use

cycle i, ereusei is the life cycle CO2e emissions for the reusable

package at use cycle i.

Total Logistics Costs

Total Logistics Costs is a well-known metric designed to

help supply chain managers assess the costs associated with

the flow of products within a supply chain network. While

accounting for materials considered flows outside of the system

(e.g.,MOUT), cost accounting for reusable packaging is typically

focused within the system (Mollenkopf et al., 2005). For a

reusable packaging system, this metric is given by,

VTL =

∑p

i=1

(

V
package
i × (ni − 1)

)

+

∑d

i=1

(

Vdeliv
i

)

+Vfixed

(19)

where V
package
i is the variable costs associated with each

package (i) cycle (ni) including sorting, inspecting, cleaning,

storage, and any transportation and handling associated with

managing the pool
(

p
)

of reusable packages in the system. Vdeliv
i

is the non-packaging variable costs associated with fulfilling

and delivering a customer order including picking, packing,

and transportation. Finally, Vfixed is the fixed costs associated

with operating this system such as purchasing the reusable

packages and the equipment and facilities needed to fulfill and

deliver orders. Details for these costs will depend on the specific

characteristics and configuration of a reusable packaging system.

Case study: Reusable packaging at
an omnichannel retailer

To demonstrate the use of the proposed metrics for supply

chain circularity and the impact of reusable packaging, we apply

the metrics to a real case study. The purpose is to demonstrate

the practical application of these metrics including testing

different outcomes from decisions based on the metrics. This

case study is based on an omnichannel retail company with

hundreds of physical retail outlets and a growing fulfillment

network for e-commerce. We interviewed subject matter experts

at the company, reviewed internal strategy and operational

documents, and analyzed internal data on sales, returns,

packaging, products, and customers. The company name and

related information will be anonymized and no proprietary

information will be discussed in this paper.

The focus of this case is secondary packaging used for orders

received online and either delivered to customer’s homes by a

local courier or picked up at stores by customers. Omnichannel

retail refers to the sale of goods and services to end consumers

through multiple sales channels that bridge digital and physical

customer experiences. At the case company, online orders can

be delivered to customer’s homes or picked up at stores. Orders

placed for same-day delivery are delivered by local couriers.

Cardboard boxes are used to package products for these same-

day deliveries to protect products during delivery. The same

boxes can be used (at the customer’s discretion) for orders

picked up at stores. The company has ambitious goals to

reduce the environmental impact of their supply chain including

Frontiers in Sustainability 13 frontiersin.org

217

https://doi.org/10.3389/frsus.2022.910215
https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org


Betts et al. 10.3389/frsus.2022.910215

packaging. This case assesses the feasibility of replacing single-

use cardboard boxes with reusable packages to work toward the

company’s goals. The two reusable packages that are considered

in this assessment are a polypropylene box and a woven-

polypropylene bag.

Operational considerations

Packaging is an important part of product value chains. It

can be an integral feature of a product and protects products

from damage, contamination, and other exposures prior to use.

It also supports the efficient flow of products through supply

chains from production to end consumers. The secondary

packages used for local delivery and store pick up support the

final leg of this journey. Cardboard boxes are assembled at

stores and protect products in route to customer’s homes. Once

an order is delivered, how the cardboard box is disposed of

is at the discretion of the customer. Replacing these single-

use cardboard boxes with reusable packages has a number of

important operational considerations. In order to close the

loop, the packages need to be collected from customers and

returned back to stores and other locations where they can

be redeployed for future orders. This reverse flow includes

transportation between customers and the company’s facilities.

It also includes processes to receive, inspect, repair (if needed),

clean, and prepare the package for reuse. We will assess the

circularity of this supply chain using the proposed metrics

applicable to inner loop strategies including product-level and

system-level indicators.

Measuring circularity

Selection of metrics for a specific application depends on

the characteristics and configuration of the system as well as

the availability of data. Data for total material flows were not

available, but the focus for this case organization is a reusable

packaging system and so all three product-level metrics can be

used to support the assessment.

The Product Reuse Index (CRP) assesses durability and other

characteristics of a specific package product that influence the

number of cycles it could be used for. Since a single reusable

package is being considered for this system, the product-level

and system-level reuse indexes are equivalent. The CRP for a

single-use cardboard box would be,

C
single
RP =

(

1−
1

N

)

× 100 =

(

1−
1

1

)

× 100 = 0.

In contrast, CRP = 99 for a polypropylene box that could

be used for 100 cycles and CRP = 95 for a reusable woven-

polypropylene bag that could be used for 20 cycles.

The Product Cycle Potential Index (CPP) and Product

Cycled Content Index (CCP) can be used to inform selection

of packaging type as well. There are many types of reusable

packages used for e-commerce fulfillment including reusable

plastic or fabric bags, semi-rigid totes, and plastic boxes (Coelho

et al., 2020; Escursell et al., 2021). Specific package products

can be evaluated based on the potential circularity for materials

it is made with. For example, a 100-gram box made from

polypropylene (90% post-consumer) could be recycled by the

company. The Product Cycle Potential Index for this package

would be,

CAPP =
MPUM + MPRM + MPCM

MTP
× 100

=
0 + 100 + 0

100
× 100 = 100.

Since the box is made from 90% post-consumer

polypropylene, Product Cycled Content Index would be,

CACP =
MPUU + MPRU

MTP
× 100 =

0 + 90

100
× 100 = 90.

Similar calculations could be made for other types of

reusable packages, including packaging with more complex

construction mixing reused components and different recycled

materials, providing standardized metrics to compare material

circularity and support package selection by the company.

Measuring impact

The focus for this assessment is on the system-level

economic and environment impacts of the reusable packaging

system, but at the product level the Reuse Cycle Minimum for

CO2e Emissions indicator can be used to assess the viability of a

reusable package before data is available to evaluate the Reusable

Index. In this case, the F&M emissions for a single-use cardboard

box, polypropylene box, and woven-polypropylene bag are

∼6 kg CO2e, 0.3 kg CO2e, and 0.4 kg CO2e (Zimmermann and

Bliklen, 2020). This means that the polypropylene box will

have to be used for at least 15 use cycles before the amortized

emissions are equal to or lower than for the single-use cardboard

box
(

nreusemin

)

while the woven-polypropylene bag has a F&M

emissions. This minimum, however, does not take into account

the full life cycle emissions of a reusable packaging system.

At the system level, we can use the Breakeven Reuse

Cycles for CO2e Emissions indicator to compare the full life

cycle GHG emissions of reusable and single-use packages. This

assessment takes into account the emissions from F&M as well

as forward and reverse transportation between the actors in

the system, and processing packages between uses. Life cycle

emissions for a single-use package only includes F&M and

forward transportation to the customer. For the logistics system

considered by Zimmermann and Bliklen (2020), the breakeven
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FIGURE 2

Flow of packages within this reusable packaging system.

TABLE 3 Parameters used for the simulation model.

Costs

Cleaning: $0.5/package for each use cycle

Handling: $0.2/package for each use cycle

Storage: $0.1/package for each use cycle

Transportation: $5/package for each extra trip

Package: Scenarios with unit cost of $1, $2, $5,

$10, etc. for each package acquired

Store conditions

Simulation for 1 or 12 months of operations

Demand of 5–30 packages/store/day (normal

distribution)

Loss rates (package not reusable)

20% lost to customers or delivery service

10% damage and other losses

Reverse flow rates (bringing packages back)

90% either customer drop off or delivery

backhaul (not an extra trip, $0/package)

10% to packages need to be brought back with

an extra trip at $5/package

Cycle times

Returned in 8 days on average

Cleaned in 3 days on average

point for a polypropylene box is 61 cycles compared to a

standard cardboard box, 81 cycles compared to a cardboard

box made from post-consumer fiber, and 32 cycles if the

reusable box is made from post-consumer plastic. For the

woven-polypropylene bag, the breakeven point is only two

cycles and one cycle if the reusable bag is made from post-

consumer polypropylene. Since the polypropylene box and

woven-polypropylene bag can be used for up to 100 and 20 use

cycles, the cumulative CO2e emissions for the logistics system

TABLE 4 Total Logistics Costs for each scenario.

Scenarios $1 package $5 package $10 package

1 store, 1 month

Variable costs $0.4 K $0.4 K $0.4 K

Fixed costs $0.3 K $1.6 K $3.2 K

Total costs $0.7 K $2.0 K $3.6 K

Total cost per order $1.22 $3.48 $6.30

1 store, 12 months

Variable costs $5.4 K $5.4 K $5.4 K

Fixed costs $1.6 K $8.2 $16.3 K

Total costs $7.0 K $13.6 K $21.7 K

Variable cost per order $0.87 $0.87 $0.87

Total cost per order $1.13 $2.17 $3.47

400 stores, 12 months

Variable costs $2.2M $2.2M $2.2 M

Fixed costs $640K $3.2M $6.5 M

Total costs $2.8 M $5.4 M $8.7 M

would be lower with either of these reusable packages than for

single-use cardboard boxes.

In addition to the environmental impacts, we can use

the Total Logistics Costs indicator to assess the system-

level economic impacts. Cost details depend on the specific

characteristics and configuration of the logistics system. In this

case (Figure 2), retail stores serve as e-commerce fulfillment

locations where orders are picked, packed, and staged for

delivery. Orders are then picked up by customers at the store

or delivered to customer’s homes by a local courier. When

customers pick up an order and/or shop in the store they can

drop off any reusable packages they have from previous orders.

Couriers can bring back reusable packages to the store from

prior orders when they deliver new orders as well. At the store,
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FIGURE 3

Cost sensitivity to loss rate for packages priced (color) between $1 and $15, and for 10% of packages subject to an extra backhaul cost of $5,

showing total cost is sensitive to higher priced packages at a higher rate (slope of the line).

reusable packages are sorted and inspected. A separate cleaning

service is used.

To evaluate the Total Logistics Costs, the variable costs

for each reusable package use cycle include cleaning, handling,

storage, and replacing any reusable packages that are damaged

or lost. Transportation is the other variable cost associated with

each order. Approximately 90% of retail sales for this case

organization occur at physical retail stores, and so we assume

that the local courier will incur costs to return packages to the

store for only 10% of orders. Finally, since the case organization

built and operates retail stores independently of the e-commerce

orders delivered within this reusable packaging system, the only

fixed cost is purchasing the inventory of reusable packages

needed to meet demand for online orders fulfilled at stores. The

full set of parameters used for the simulationmodel can be found

in Table 3.

We calculated the Total Logistics Costs for nine different

scenarios including: one store for 1 month of operations, one

store for 12 months, and 400 stores for 12 months, each for

three different reusable package purchase prices. As seen in

Table 4, the Total Logistics Costs for operating a circular supply

chain with reusable packages could range from $2.8 million to

$8.7 million in 400 stores over 12 months. The total cost per

order is between $1.10 and $3.50, depending on the type of

package used.

To determine the most important factors influencing the

Total Logistics Costs of this reusable packaging system, we

evaluated the sensitivity to several key parameters used in the

model including the loss rate (reusable packages not recovered

from customers), reusable package purchase price, and the cost

and rate for transportation from customer’s homes back to retail

stores (backhaul).
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As seen in Figure 3, we found that the total cost increases

as the loss rate increases indicating total cost is sensitive to loss

rate. Moreover, the sensitivity rate (indicated by the slope of the

line) increases as the price of the package increases indicating

that total cost is sensitive to both the loss rate and package

price. For $1 packages, the total cost is insensitive or possibly

inversely sensitive to the loss rate. For packages costing $2 or

more, the sensitivity rate increases with the price of the package.

However, while the cost sensitivity to the loss rate increases

with package price, the slope of the sensitivity curves tapers

as package price increases (Figure 4). This tapering suggests

that other parameters are buffering cost sensitivity as package

price increases.

Two other key parameters (Table 3) used in the model are

the extra backhaul cost and the number of packages subject to

the extra backhaul cost (backhaul rate). As seen in Figure 5, the

sensitivity pattern for backhaul costs of $5 and $10 are similar.

Packages >$2 are sensitive to the loss rate, and the sensitivity

rate increases with package price. However, when we increase

the number of packages subject to the backhaul cost from 10%

to 50%, the additional backhaul costs buffer sensitivity to loss

rate. As seen in Figure 6, the higher extra backhaul rate results

in packages almost as much as $5 being insensitive to the loss

rate—in which case it would be cheaper to accept the loss and

purchase a new package.

Discussion and conclusion

In this paper, we propose a new set of metrics to measure

the circularity and impact of reusable packages in supply chains.

Packaging plays an important role in supply chains, protecting

products from production to end consumers. There is also a

growing awareness that packaging uses material resources and

results in waste that enters our environment. Reusable packaging

is one solution that may address these challenges, and successful

implementation andmanagement of this and other CE strategies

requires the ability to measure and report on progress across

different functions and processes.

There is a growing body of research on metrics for

circularity and the impact of CE strategies and CSCM.We found

these studies focus on outer-loop circular strategies including

remanufacturing and recycling with less attention to reuse

strategies. At the same time, reusable packaging is a well-known

strategy in supply chains. The contribution in this paper is a

new set of metrics to measure circularity and the economic

and environmental impacts of reusable items by connecting

the existing research on CE metrics with reuse strategies in

supply chains. We categorize these metrics as product-level or

system-level based on the level of detail they incorporate. We

also demonstrate their application with a case study from an

omnichannel retail company.

FIGURE 4

The trend in cost sensitivity rate to loss rate by package price

showing that the rate of cost sensitivity decreases as package

price increases, and suggesting other parameters influence cost

sensitivity.

With the case study, we found that the Product Reuse

Index, Reuse Cycle Minimum for CO2e Emissions, and

Breakeven Reuse Cycles for CO2e Emissions indicators facilitate

the comparison of different types of reusable and single-use

packages. They show, for example, that a reusable system with

either a polypropylene box and reusable woven-polypropylene

bag would result in lower cumulative life cycle emissions than

shipping with single-use cardboard boxes. The reusable box,

however, would have to be used between 32 and 81 times before

cumulative emissions are an improvement over cardboard. This

has important implications for the durability of the box and

recovery from customers. Some studies have found that recovery

of reusable packages in a business-to-consumer system can be

low (Accorsi et al., 2014; Zimmermann and Bliklen, 2020).

We also found that Total Logistics Costs is sensitive to

the rate at which reusable packages are lost, and the impact

grows with package cost. Packages can be recovered by asking

customers to return them to physical retail locations. They also

can be recovered using an owned or third-party transportation

service such as local couriers. However, use of transportation

services comes with a cost and we found Total Logistics Costs is

more sensitive to the number of packages that have to be brought

back rather than the unit transportation cost. This suggests

that as the rate of package recovery using a transportation

service increase, it may be more cost effective to accept a

higher loss rate—recovery fewer packages—for higher priced

packages, which would then reduce the environmental benefits

of reusable packaging.
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FIGURE 5

Cost sensitivity to loss rate for packages priced (color) between $1 and $15, and for 10% of packages subject to an extra backhaul trip cost of

$10. Compared to Figure 3 ($5 backhaul trip cost) the sensitivity pattern did not change suggesting total cost is not sensitive to the backhaul trip

cost when only 10% of packages are subject to the cost.

This case study demonstrates that the new set of metrics we

propose for reusable items in SCM shed light on key financial

and operational considerations for reusable packaging in an

omnichannel retail environment. The same methodology could

be applied to a wide range of business models considering SC

initiatives for reusable items. Performance metrics inherently

rely on the use of data, however, and the primary limitation

that may be encountered is the availability of information about

specific products and business operations. This limitation can be

mitigated in some cases through the use ofmore general industry

data, which may be more readily available in some cases while

also reducing the specificity of the results.

While our aim was to address the gap in circularity and

impact metrics focused on reuse strategies in supply chains,

there are limitations to the new metrics we propose and the case

study we used that provide opportunities for further research.

The literature and our metrics are focused on economic and/or

environmental impacts with limited consideration of the social

dimension of sustainability. Further research could evaluate

potential social considerations of a reusable packaging system

including upstream impacts during the F&M of packages, the

impacts on retail store employees and local delivery drivers, and

the customer experience.

Another avenue for further research could be

implementation and empirical testing of the metrics we

propose. Vegter et al. (2021) found that the majority of metrics

systems for CSCM are still in early phases of development with

only 20% in implementation and 10% in use. We evaluated

the application of the metrics within the constraints of a

real organization, and found they provide insight into the

potential impact of package recovery and other considerations.

Further research could evaluate the implementation and

effectiveness of these metrics for managing an operational

reusable packaging system.
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FIGURE 6

Cost sensitivity to loss rate for packages priced (color) between $1 and $15, and for 50% of packages subject to an extra backhaul cost of $5.

Compared to Figure 3 (10% backhaul rate), the sensitivity pattern changed significantly suggesting that total cost is sensitive to the number of

packages subject to a backhaul cost (backhaul rate).
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The use of eco-friendly materials, waste prevention protocols, the support and

participation of building construction stakeholders, polluter pays concepts,

producer responsibility, life-cycle system thinking, and the application of

cost-e�ciency and cost minimization strategies are some of the guiding

philosophies that are of extreme value when designing a waste management

system via circular economy initiatives. However, it is crucial to measure the

waste management strategy used in each building project. In order to measure

the life-cycle performance of waste management systems and to assess

how sustainable they are, this study o�ers a statistical methodology using

a sustainametric technique to indicate how sustainable waste management

system performance in emerging construction industries, particularly in South

Africa. This study employs a sustainametric approach to evaluate the life-

cycle performance of the waste management system of South Africa, with

evidence of its sustainability performancemeasurement that can help advance

the its waste minimization policy and implementation. The result indicates

the viability of the measuring model and the findings of each metric utilized.

The conclusion confirms that South Africa has not fully adopted and/or

implemented amore sustainablewastemanagement system for e�cientwaste

minimization during its construction activities. Moreover, it is the reality that

most emerging economies urgently need to expand and improve the waste

reduction method employed in its construction building projects.
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building materials, construction and demolition waste, life-cycle assessment,

sustainametric technique, sustainable development
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Introduction

The acceleration in construction activity has brought about

urbanization and, consequently, a quick increase in populations

in several countries. However, rapid urbanization and

industrialization have increased production and consumption

processes, resulting in waste generation. Furthermore, because

no concrete waste disposal standards exist, the environment has

been clogged with garbage in numerous developing countries

(Aboginije et al., 2020). Every year, thousands of demolitions

occur, all of which have significant environmental and

economic consequences since building materials have become

unrecoverable and must be disposed of in landfills (Akinade

et al., 2018; Huang et al., 2018). Furthermore, construction

and building operations consume 3 billion metric tons of raw

materials per year, accounting for 40% of global consumption.

Similarly, annual construction production requires 170 million

metric tons of basic materials and goods, 125 million metric tons

of mining products, and 70 metric tons of secondary recycled

and recovered products. An estimated 6 million metric tons of

energy are used, and 23 metric million tons of CO2 are emitted

from the process. According to global research, at least 9.0% of

materials purchased for construction operations end up as waste

due to on-site waste generation (Abioye and Rao, 2015).

Furthermore, as shown in Figure 1, waste created by

building, demolition, and remodeling activities account for up

to 40% of total waste generated in most nations. As a result,

building or demolition waste might be found on job sites. Most

countries dispose of approximately 15–30% of their waste in

landfills (Thomas and Lizzi, 2011; Aboginije et al., 2021). Waste

may be efficiently controlled at its source. Also, the amount

of waste generated fluctuates depending on population density

and urban growth, with roughly 80% of on-site waste being

recyclable and usable. As a result, every effort is made around the

world to manage building waste in a more sustainable manner

(Liu et al., 2019). A sustainable waste management system

(WMS) is anticipated to prevent harmful effects of waste on

the environment or aesthetics, according to the UN 2017, but

its efficiency is visible when it is efficiently managed (United

Nations Environment Programme, 2017; Islam et al., 2020).

Several waste management strategies are used to minimize

on-site waste, although some of the strategies are unsuitable.

Thus, a sustainable waste management system following circular

economy principles is essential to reduce or eliminate waste

in the construction sector, but the circular economy principles

Abbreviations: EPI, Environmental Performance Index; ESI, Environmental

Sustainability Index; GGEI, Global Green Economy Index; SPM,

sustainability performance measurement; SPI, sustainability performance

indicator; TBL, triple bottom line; WMS, waste management system.

are painstakingly implemented (Ginindza and Muzenda, 2013;

Aboginije et al., 2021).

Similarly, sustainability, utilization of eco-friendly materials,

waste preventive protocol, support and involvement of

building construction stakeholders, polluter pays concepts,

producer responsibility, life-cycle system thinking, and the

implementation of cost-efficiency and cost minimization

strategies are some of the important guiding principles to

follow when designing a waste system using circular economy

initiatives (Nagapan et al., 2012; Velenturf et al., 2019).

Furthermore, there should be legislative laws and guidance to

enable the application of such sustainable WMSs. For instance,

European waste legislation and prevention strategies aim to

reduce waste before construction begins; this is accomplished

by detailed design and material-use plans, which are critical

in lowering purchase prices and the volume of recyclable

materials. Although waste prevention and reduction begin

with the manufacture of building materials, it is necessary to

improve waste generation throughout the production process

to avoid waste later in the construction process (Nagapan et al.,

2012; Jingkuang and Yue, 2022). The major characteristic of a

sustainable waste management system (WMS) is that it uses

waste as an input material to create new value products. The

goal is to reduce waste generation through reuse and recycling,

minimizing the need for landfill space, extracting the maximum

value from waste, and limiting the environmental effects of

unavoidable wastes.

This means that by recovering materials, the volume of

waste dumped in landfills may be minimized, and a sustainable

waste management system can recover 90.0% of building waste

(Kumar et al., 2017). Contractors also employ a variety of

reuse techniques when building. For example, broken bricks

and stones can be used as a subgrade to enable access to

the construction site, and timber or plywood can be used to

build temporary structures on site. According to Shen et al.

(2004), reusing and recycling of construction materials greatly

reduce landfill areas. Furthermore, storage equipment must be

developed to meet the requirements for proper waste storage.

Following waste storage guidelines, it should be ensured that

necessary actions are taken after waste has been stored (Begum

et al., 2010; Udawatta et al., 2015; Wu et al., 2016; Jingkuang

et al., 2020). Unfortunately, most construction companies,

especially those in developing countries, do not prioritize proper

waste storage in any of their projects. Waste components must

be minimized in product and building materials, or the quantity

of material used, and the potential toxicity of waste generated

during manufacturing and after utilization must be decreased

(Jingkuang et al., 2022; Yuan, 2017).

Therefore, a sustainable waste management system is

required, and while developing a waste management system,

the volume or size of the trash and the composition of the

waste should be considered. As many major towns are intending

to close their landfills, these considerations will aid project
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FIGURE 1

Projection of waste generation worldwide in 2016, 2030, and 2050 by region in million metric tons (Statista, 2022).

managers in allocating the appropriate volume of landfills for

each waste concern. Furthermore, this will take long time to

eradicate garbage generated in construction sites each year

(Bojan et al., 2017). The purpose of the WMS design is

to develop a sustainable environment by meeting the waste

management mandates of countries. Other suitable standards

such as waste avoidance, total waste generation reduction,

and creation of a product reuse system should also be an

integral part of the waste management system (Aboginije

et al., 2021). The requirement for sustainability measurement,

which can be applied in determining any waste management

system performance, including improvement in operations,

performance benchmarking, progress tracking device, and

process evaluation, has gained the attention of researchers.

Therefore, this research aims to provide new knowledge

and understanding by providing a mechanism that can be

used to assess the sustainability of any country’s WMS. The

scoring mechanism is used to specify whether the system is

sustainable and/or whether there is a consequential exigency

to optimize the system. In addition, the solution provided will

be beneficial to the construction sector of several economies,

especially developing countries. The research objective is to

design a mechanism to measure the performance of the

waste management system of any country using sustainametric

techniques. The sustainametric techniques are a set of

measurement variables that obey sustainability principles.

Research methodology

The aim of any sustainable construction in the construction

sector is to achieve sustainable development, which entails

integrating sustainable principles into effective strategic

frameworks. The goal of this research is to provide an indicator-

based framework formeasuring and evaluating the sustainability

of any construction and demolition waste management system.

As a result, developing a good sustainability indicator is

essential, and an indicator-based framework is created to

accomplish this goal. The performance of social, environmental,

and economic aspects is used to evaluate sustainability,

according to the U.S. Department of Transportation (Moldan

et al., 2012; Singh et al., 2012). Some of the most well-known

and widely used sustainability measures, according to Singh

et al. (2012), are corporate sustainability reporting, triple bottom

line accounting, and estimates of the quality of sustainability

governance for individual countries using the Global Green

Economy Index (GGEI), Environmental Sustainability Index

(ESI), and Environmental Performance Index (EPI).

The TBL principle

The TBL concept results from a paradigm of sustainable

development that is usually used to measure any performance,
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FIGURE 2

Triple bottom line concept (Tasdemir et al., 2020).

but there is a need to find a balance between the three

dimensions, as illustrated in Figure 2. The TBL is described as a

framework that produces nonpolluting goods and services while

preserving energy and natural resources. It is also economically

viable, safe, and healthy. Furthermore, it enables an organization

to review its actions by considering not only the economic

values generated but also the environmental and social values

that might be multiplied or diminished. While achieving

sustainability by balancing the triple bottom line principles is

an ideal objective that can assist and guide decision-making, it

will not be possible in every project. It is certainly possible to

measure and report the environmental bottom line, albeit it can

be a time-consuming and challenging procedure depending on

the size of the company (Scerri and James, 2010; Sridhar, 2012).

Executing a sustainable WMS in achieving a green economy

will support mitigating the climate crisis in terms of pollution

prevention, among other things (Xiao et al., 2018). Since waste

management is an integral part of the TBL of sustainability,

companies should aim to address these issues, which require

strong commitment and leadership as well as drastic changes.

Several countries do not stop at merely making it viable,

equitable, or bearable but, instead, aim for its sustainability. In

this study, the TBL is used to understand the indications of

the various impacts of sustainable waste management across

the three sustainability patterns (Bell and Morse, 2008; Dalal-

Clayton and Sadler, 2009; Dahl, 2012; Singh et al., 2012).

Sustainability measurement criterion

Sustainability can be measured in following ways: accounts

of quantitative data, the use of narrative assessments, and the use

of indicator systems. Accounting of quantitative data involves

changing quantitative data into common units, like money or

energy, the use of narrative assessments includes the use of

graphics maps and tables, and the use of indicator systems

involves organizing information from narrative assessments

around indicators. Indicator-based systems can be measured

easily, can be compared easily, and are more objective; hence,

it is reported to be able to perform better than other methods

(Dalal-Clayton and Sadler, 2009). As a result, decision-makers

and stakeholders must be involved in the development of

indicators in order for their values and concerns to be

considered. However, the system must be both technically and

scientifically sound. The system must first be specified, with an

appropriate system boundary drawn, before it can be studied
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TABLE 1 Criteria for assessing the performance of WMS (Aboginije et al., 2020).

Metrix Variables Phases Sources

Rethink or redesign Complex design and detailing avoidance Plan and design Nagapan et al., 2012; Akinade et al., 2018

Waste-reduction contract Aboginije et al., 2021

Reusable, recycled, or renewable materials

maximization

Xiao et al., 2018; Aboginije et al., 2020

Reuse Choice of materials that have a long service life and can

be used repeatedly.

Procurement and construction Muzenda et al., 2012; Nagapan et al., 2012

Reduction of material quantity while increasing quality Huang et al., 2018; Islam et al., 2020

Implementation of sustainable material procurement. Daylath, 2011; Udawatta et al., 2015

Recycling Resilience secondary materials markets optimization Initiation and construction Abioye and Rao, 2015; Xiao et al., 2018

Utilization of recycled materials Ginindza and Muzenda, 2013; Aboginije et al.,

2020

Provide incentives for transactions on secondary

materials

Muzenda et al., 2012; Aboginije et al., 2020

Material recovery Material recovery maximization Construction Velenturf et al., 2019

Recovering resources and energy if possible Rahim and Kasim, 2017; Xiao et al., 2018

Residual management Minimization of harmful environmental effect Operation and maintenance Begum et al., 2010; Nagapan et al., 2012

Encourage the preservation of resources Begum et al., 2010; Abioye and Rao, 2015

Landfill sites conservation Abioye and Rao, 2015; Akinade et al., 2018

Optimization of the waste management system Akinade et al., 2018; Velenturf et al., 2019

Policy implementation The government enforcement of a landfill tax Procurement and construction Muzenda et al., 2012; Bojan et al., 2017; Huang

et al., 2018

Enaction anti-incineration legislation Ginindza and Muzenda, 2013; Aboginije et al.,

2021

On-site waste management plan Awareness among clients and contractors Initiation and construction Bojan et al., 2017; Zhang et al., 2019

Waste expertise involvement on site Huang et al., 2018; Aboginije et al., 2021

further. The constituents of the system include the complete

input, output, emissions, energy, and other secondary aspects

that should be thoroughly investigated (Dong and Hauschild,

2017).

The first step involves indicator selection. This step

establishes operating circumstances, process parameters, and

characteristics. The indications for which measurement is

required are chosen. This serves as the system metric, which

will be examined in the following steps. An assessment or

measurement is carried out using proper assessing tools that

have been confirmed and tested, or experiments for pre-

defined indicators. This is carried out to offer a value for the

indicator measurement (George and Mallery, 2003; Høgevold

and Svensson, 2012). After the results have been gathered, the

data are properly analyzed and interpreted, and tools are utilized

to improve and change the system procedures. Because of the

interdisciplinary character and complexity of the challenges

that this topic embodies, measuring sustainability is difficult

(Troschinetz et al., 2007; Ferro et al., 2017). Methods have

emerged from various fields that are focused on ecological,

economic, and social considerations. First, one must know

what should be done with the results of a sustainability

measure, what are the major concerns, and what are the

system limitations. It is often more informative to track the

growth of the entity—is it more sustainable now than it was

previously? It is challenging to compare similar things due

to the data complexity and diversity (countries, companies,

institutions, and even products), rather than trying to explain

the status of sustainability in one number or a table of

numbers. The usage of imagining to portray the data is a useful

way to do it (Gasparatos et al., 2008; Garcia-de-Vinuesa DL,

2018).

The ideal technique for measuring sustainability would

display a tripod paradigm of pollution prevention, social equity,

and economic benefit, which determines actual sustainability,

and what the indicators measure must be linked through the

metrics. A good indicator will track how a system becomes

more or less sustainable over some time (Mayer et al., 2004;

Sahely et al., 2005). The work of measuring sustainability

is value-laden and socially charged, which makes studying

sustainability as an objective science very difficult. According

to Hammond et al. (1995) and Lele and Norgaard (1996), if

the aim of the analysis is known, a multidisciplinary approach

to problem conceptualization and study methodologies can
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FIGURE 3

Map of South Africa showing the nine provinces (Bundy et al., 2022).

be employed. Sustainability metrics are employed to measure

and quantify sustainability beyond general ideas. Different

international groups have their various disciplines or policies

and political views, and they disagree on how sustainability

should be measured.

Although sustainability metrics like reporting systems are

popular among public and private sectors, they are unable to

influence actual policies and practices in a society (Hermann

et al., 2007; Milne and Gray, 2013). Strategies from sustainable

wastemanagement in environmental, social, and economic areas

help draw the metrics used for sustainability measurement in

this work. These metrics include indicators, benchmarks, audits,

indexes, and accounting, as well as assessment, appraisal, and

other reporting systems that are applied over a wide range of

spatial and temporal dimensions, albeit they are continuously

evolving. Recently, testing of intents and behaviors that are

normally distributed and that pursue goals of sustainability was

proposed as a methodology of sustainability monitoring. The

selection of sustainability benchmark indicators was founded

on sustainable principles and the life-cycle impacts of its

implementation in construction projects across the construction

phases. Each of the indicated metrics can be used to analyze the

degree of application of sustainable strategies in theWMS of any

country (Ekanayake and Ofori, 2004; Rahim and Kasim, 2017).

Sustainability performance scoring
system

The demographic factors employed are grouped. Each

was given a code number (e.g., 1 and 2). The objective was

to show the degree to which sustainable waste reduction

strategies are executed in the building construction project.

This can be obtained through the contribution of respondents

in a semi-structured survey put together on a scale of 1–

100 with the highest score indicating very high (i.e., more

than 70% execution rate). The correspondence is required

to be construction professionals with vast experience and

expertise with track records. From the data collected, a TBL

dimension was developed to show the sustainability-based

reason that includes all the dimensions of sustainability that

should be considered in any project scope (Lozano, 2006;

Milne and Gray, 2013; Montabon et al., 2016). This shows

the three vital aspects of sustainability (social, economic, and

environmental) and the variables under each as utilized by

the construction industry. In terms of the distribution of each

variable under an indicator across the construction life-cycle

phases is tabulated. Furthermore, the set of indicators for each

stage of the construction life cycle, from planning to feasibility

testing to refurbishment, is described. However, certain variables
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FIGURE 4

Flowchart of LCA material flow (author).

cover one or more stages, indicating that they can be used in

many phases.

Data collected in this study were captured, extracted, and

analyzed. The last step developed a material flowchart using

life-cycle mapping. This makes the sustainable performance

measurement using the triple bottom line dimension possible

to indicate each variable execution rate across the construction

life-cycle phases. A decisive step to provide the SPM as the

requirement to measure the sustainability performance of the

WMS was taken. As a result, the sustainability measurement is

intended to support a decision-making mechanism by providing

significant information for planning future actions prioritized

in any waste sector, but it is only classified as “dimensionless,”

which means it is expressed in relative (percentage) measures

(Nardo et al., 2005). There are also important evidence

and asymmetry between the number of SPI for each triple

bottom line dimension and their combination in tri-dimensional

indicators (Pontius and Mclntosh, 2020). Table 1 presents the

phases of the construction life cycle as construction projects

advance (from the initial to the finish).

Case study area and rationale

South Africa is the second largest economy in Africa,

with a growth of 1.25% predicted in 2022 from 0.98% in

2019. The country is located in the southernmost part of

the African continent and covers a total size of 1.2 million

square kilometers. It is noted for its cultural variety. It is

bordered by Namibia, Botswana, Zimbabwe, and Mozambique.

South Africa is the largest country in Southern Africa, with

three capital cities, namely, Pretoria (executive), Cape Town

(legislative), and Bloemfontein (administrative; judicial). It is

a multicultural society with many cultures, languages, and

religions. Afrikaans, English, Ndebele, Northern Sotho, Swati,

Tswana, Tsonga, Venda, Xhosa, and Zulu are the 11 official
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FIGURE 5

Respondents’ demography according to the project executed (author).

languages of South Africa, which are spoken by a diverse ethnic

population. The country is divided into nine provinces, as

illustrated in Figure 3 (Bundy et al., 2022). South Africa now

possesses a comprehensive legislative framework because it is

still a relatively emerging economy.

However, the significant waste management problem

of the country requires rapid care. Population expansion,

urbanization, a lack of compliance, and general waste

management behavior are some of the predominant waste

sources. The population of South Africa was predicted to reach

60.14 million in mid-2021, up around 604 281 (1.01%), from

mid-2020. The country is quickly urbanizing, with one of the

fastest urbanization rates in the world (DEAT, 2001; Aboginije

et al., 2021). As a result, the ’trash creation rate of the country

is increasing daily, and attempts are being made to reduce it

to a negligible level. Figure 4 illustrates the flowchart of LCA

material flow.

Results and discussion

In this study, men formed a large proportion of respondents.

From a total of 150 data samples that were retrieved, 73.8%

were men and 25% were women, while 1.2% preferred not

to identify their gender. In addition, construction stakeholders

were evenly distributed to avoid any form of bias and to

prevent any among the professionals from constituting a

larger proportion of the population unnecessarily. On average,

the respondents’ years of experience were more than 15

years, and they had a bachelor’s degree as their minimum

qualification. The preponderance of respondents works in

public consulting and contracting firms, followed by private

firms, with government employees accounting for the least

percentage of respondents. Also, it can be seen that 29.2%

of respondents have worked on house estate projects, 17%

have constructed roads, 12.5% have built government offices,

4.2% have experiences in civil works, 3.0% have worked on

renovations, and only 1.1% have worked on other projects in

construction. This is shown in Figure 5. A total of 83.9% of the

respondents have had strong experience in CWM for the past

2 years.

George and Mallery (2003) indicated that internal

consistency is a statistic and research metric that is based on

the correlations between distinct test items, and it determines

whether many items used to measure the same fundamental

construct produce similar findings. Cronbach’s alpha is used to

determine the internal consistency of any collected sample. The

complete variation was accounted for. An exploratory factor

analysis (EFA) was also performed using the SPSS statistical

tool (Peters, 2014). As shown in Table 2, principal axis factoring

Frontiers in Sustainability 08 frontiersin.org

233

https://doi.org/10.3389/frsus.2022.943635
https://www.frontiersin.org/journals/sustainability
https://www.frontiersin.org


Aboginije et al. 10.3389/frsus.2022.943635

TABLE 2 Scores of variables.

Clusters Variables Grading score (%)

Rethink or

redesign

Complex design and detailing

avoidance

0.666

Waste-reduction contract 0.232

Reusable, recycled, or renewable

materials maximization

0.332

Reuse Choice of materials that have a

long service life and can be used

repeatedly.

0.334

Reduction of material quantity

while increasing quality

0.562

Implementation of sustainable

material procurement.

0.44

Recycling Resilience secondary materials

markets optimization

0.232

Utilization of recycled materials 0.226

Provide incentives for transactions

on secondary materials

0.306

Material

recovery

Material recovery maximization 0.203

Recovering resources and energy if

possible

0.67

Residual

management

Minimization of harmful

environmental effect

0.35

Encourage the preservation of

resources

0.442

Landfill sites conservation 0.348

Optimization of the waste

management system

0.21

Policy

implementation

The government enforcement of a

landfill tax

0.414

Enaction anti-incineration

legislation

0.4

On-site waste

management

plan

Awareness among clients and

contractors

0.551

Waste expertise involvement on

site

0.449

separates the variables into seven factorial components. Each

cumulative deviation was calculated in percentage, and the total

deviation was derived for the life-cycle phase of each building.

In the descriptive statistics, there were seven extracted

items loaded into seven clusters. The variables used for

this study were obtained from previous studies and primary

literature sources reviewed by the researchers. In cluster 1,

“Rethink and Redesign”, three factors were loaded. Avoidance

of a complex design and detailing was scored the highest,

with a 66.6% rating in the application, while contractual

TABLE 3 Normality test.

Clusters Variables Grading score (%)

Rethink or

redesign

Complex design and detailing

avoidance

0.666

Waste-reduction contract 0.232

Reusable, recycled, or renewable

materials maximization

0.332

Reuse Choice of materials that have a

long service life and can be used

repeatedly.

0.334

Reduction of material quantity

while increasing quality

0.562

Implementation of sustainable

material procurement.

0.44

Recycling Resilience secondary materials

markets optimization

0.232

Utilization of recycled materials 0.226

Provide incentives for transactions

on secondary materials

0.306

Material

recovery

Material recovery maximization 0.203

Recovering resources and energy if

possible

0.67

Residual

management

Minimization of harmful

environmental effect

0.35

Encourage the preservation of

resources

0.442

Landfill sites conservation 0.348

Optimization of the waste

management system

0.21

Policy

implementation

The government enforcement of a

landfill tax

0.414

Enaction anti-incineration

legislation

0.4

On-site waste

management

plan

Awareness among clients and

contractors

0.551

Waste expertise involvement on

site

0.449

agreement on waste reduction, and design and purchase of

reusable, recycled, or sustainably renewable materials were

rated 33.4%, respectively, which implies that the latter was

a barely used sustainable waste management strategy in the

South African construction industry. In cluster 2, “Reuse”,

three factors were loaded with the indication that 56.2% used

a selection of materials that maximize the usable lifespan

and opportunities for continuous use, 23.2% minimizing the

quantity and maximizing the quality of materials, and 22.6%

implementation of sustainable procurement.

In cluster 3, “Recycling”, three factors were loaded, indicating

that 40.1% for use of resilience secondary materials market
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optimization, 30.6% utilization of recycled materials, and 20.3%

provision for incentives in transactions on secondary materials.

In cluster 4, “Material Recovery”, two factors were loaded, with

67.0% for material recovery maximization and 33.0% recovery

of resources and energy if possible. In cluster 5, “Residual

Management”, three factors were loaded, with 44.2% for the

encouragement of natural resources, 34.8% minimization of

negative impact on the environment, and 21.0% landfill site

conservation. In cluster 6, “Policy Implementation”, two factors

were loaded, with 41.4% for imposture of landfill tax by the

government and 40.0% institution of laws against incineration.

In cluster 7, “On-site waste management plan”, two factors were

loaded, with awareness among clients and contractors scored

55.1% and waste expertise involvement on sites scored 44.9%.

Table 2 shows the grading score of each of the variables.

While the normality test was used to evaluate if variables

were regularly distributed or not. The normality test was

conducted with 0.05 as the lowest value. For sample sizes < 50,

statistical results were based on the “Kolmogorov–Smirnov” test,

while results for sample sizes < 50 were based on the “Shapiro–

Wilk” test. Because our sample size was greater than 50 in this

study, the “Kolmogorov–Smirnov” was used. The p-value was <

0.05, according to the normality test, which makes it a suitable

analysis. In each cluster, there are signs that some of the variables

indicate a high performance of the waste management system,

while others show a very low implementation rate. Table 3 shows

the grading score for the normality test. The result indicates

that the most common waste minimization strategy achieved is

avoidance of complex design and detailing, material recovery

maximization, and selection of materials that maximize the

usable lifespan, while landfill site conservation was found to be

the least of the wasteminimization strategy in operation in South

Africa. There is obviously a poor procurement mechanism,

inadequate landfill site conservation, and lack of provision made

for incentives in transactions on secondary materials.

Conclusion and recommendation

In South Africa, there is a noteworthy advance in

the implementation of the sustainable WMS. However, the

governments and other building stakeholders must ensure that

a sustainable WMS is in operation from the feasibility study

through project completion to decrease waste to the lowest

possible level. In this study, the model applied for the grading

system can be validated, and the result of each metric used

for the measurement is viable. In a nutshell, the construction

industry of South Africa is yet to fully adopt and implement

a sustainable waste management system for effective waste

minimization, although the overall performance shows that the

construction sector is thriving and improving in its approach

to waste management. There is an imperative requirement to

upscale and upgrade the current waste management system

applied to minimizing waste in the construction industry

of South Africa. At the moment, there is an increase

in research on sustainametric application in sustainability

performance measurement, but further sustainametric/and

statistical mechanisms can be used to model a pattern for the

optimization of the WMS in any construction sector.

Furthermore, the waste management system implemented

in South Africa has the potential to be much more evident

in terms of job creation and possibilities, cost savings, and

resource conservation, especially when integrated into the

process of recycling and reusing waste materials. In addition,

despite government taxes and penalties for unlawful dumping,

many municipalities in South Africa still dispose of their waste

in landfills. Therefore, there is still room for improvement

in the waste management sector operations, given the low

compliance rate with the sustainable waste management policy

and framework. If appropriately applied, the sustainability

assessment approaches mentioned in this study can aid in

understanding any waste management systems in place and

determining their sustainability.
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