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The cerebral cortex and the cerebellum are spatially remote areas that are connected

by complex circuits that link both primary and associative areas. Previous studies have

revealed abnormalities in autism spectrum disorder (ASD); however, it is not clear whether

cortico-cerebellar connectivity is differentially manifested in the disorder. To explore this

issue, we investigated differences in intrinsic cortico-cerebellar functional connectivity

between individuals with typical development (TD) and those with ASD. To this end,

we used functional magnetic resonance imaging (fMRI) of 708 subjects under a resting

state protocol provided by the ABIDE I Consortium. We found that people with ASD

had diminished functional connectivity between the cerebellum and the following cortical

regions: (i) right fusiform gyrus, (ii) right postcentral gyrus, (iii) right superior temporal

gyrus, (iv) right middle temporal gyrus, and (v) left middle temporal gyrus. All of these

regions are involved in many cognitive systems that contribute to commonly affected

functions in ASD. For right fusiform gyrus, right superior temporal gyrus, and left middle

temporal gyrus, we reproduced the results in an independent cohort composed of 585

subjects of the ABIDE II Consortium. Our results points toward a consistent atypical

cortico-cerebellar connectivity in ASD.

Keywords: cortico-cerebellar connectivity, autism spectrum disorders, ASD, resting-state fMRI, cerebellum,

functional connectivity, underconnectivity, ABIDE

1. INTRODUCTION

Autism spectrum disorders (ASD) are mainly characterized by repetitive behavior and social
impairment, including differentiated sensitivity to sound and touch and difficulty in recognizing
non-verbal language and facial expressions (American Psychiatric Association, 2013). These
symptoms may affect a child’s cognitive development, which may prevent self-sufficiency in
adulthood. One out of 68 children in the U.S. (Christensen, 2016) and 1% of the population
worldwide (Elsabbagh et al., 2012) are estimated to have ASD. Despite this high incidence,
the pathophysiology of ASD is still unclear. Therefore, additional studies are needed to better
understand the underlying mechanisms and develop proper treatments for ASD.

Cerebellar abnormalities have been implicated in ASD (Fatemi et al., 2012), as suggested by
studies correlating ASD to a reduced number and size of Purkinje cells (Fatemi et al., 2002;
Bauman and Kemper, 2005) and cerebellar vermis hypoplasia (Courchesne et al., 1988; Hashimoto
et al., 1995; Webb et al., 2009). Moreover, cerebellar lesions in premature children may result in
symptoms similar to ASD (Limperopoulos et al., 2014).

4

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://doi.org/10.3389/fnsys.2018.00074
http://crossmark.crossref.org/dialog/?doi=10.3389/fnsys.2018.00074&domain=pdf&date_stamp=2019-01-15
https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles
https://creativecommons.org/licenses/by/4.0/
mailto:fujita@ime.usp.br
https://doi.org/10.3389/fnsys.2018.00074
https://www.frontiersin.org/articles/10.3389/fnsys.2018.00074/full
http://loop.frontiersin.org/people/638834/overview
http://loop.frontiersin.org/people/103444/overview
http://loop.frontiersin.org/people/45669/overview
http://loop.frontiersin.org/people/41604/overview


Ramos et al. Abnormal Cortico-Cerebellar Functional Connectivity in ASD

Although the cerebellum was originally considered a motor
structure, (Schmahmann, 2010; Noroozian, 2014; Baumann
et al., 2015; Hoche et al., 2016) identified its role in cognitive,
social, and emotional abilities, in special by observations of the
cerebellar cognitive affective syndrome (Schmahmann, 2004).
Its involvement in these functions may be explained by the
vast white matter pathways connecting the cerebellum to
functionally heterogeneous cortical regions (Glickstein, 1992;
Ramnani, 2006). Functional cortical-cerebellar connectivity
studies suggest a correlation between the cerebellar activity and
several cortical regions, particularly correlation between the
cerebellar frontal lobe and temporal, auditory, superior temporal,
somatosensory, motor, and premotor regions and between the
cerebellar posterior lobe and posterior parietal regions and the
prefrontal cortex (O’Reilly et al., 2010; Buckner et al., 2011). In
addition, meta-studies report cerebellar activity related to higher
cognitive domains, including language, verbal working memory,
and emotional processing (Stoodley and Schmahmann, 2009;
Buckner, 2013; Keren-Happuch et al., 2014).

Currently, ASD is believed to be a disorder related more to
differential brain connectivity than to the activity in a specific
brain region (Müller et al., 2011; Maximo et al., 2014). Thus,
it is natural to ask whether cortico-cerebellar connections are
differentiated in ASD compared to typical development (TD).
Attempts to answer this question are usually based on diffusion
imaging studies, most of which show decreased Fractional
Anisotropy (FA) suggesting a weaker structural connectivity in
participants with ASD (Catani et al., 2008; Brito et al., 2009;
Hanaie et al., 2013) (for a review, see Crippa et al., 2016).
Task-driven fMRI studies reported decreased functional cortico-
cerebellar connectivity during finger tapping task (Mostofsky
et al., 2009) and verb generation task (Verly et al., 2014) in
children with ASD.

A potential technique for studying neural connectivity is
resting-state fMRI (rs-fMRI). rs-fMRI measures fluctuations
in the blood oxygen level-dependent (BOLD) signal when a
subject is not performing any specific task (Biswal et al., 1995).
The brain areas and their respective correlations between the
BOLD signals form the functional network (Fox and Raichle,
2007), which has been shown to be a good approximation of
structural connections (Smith et al., 2009). However, few rs-
fMRI studies focus specifically on cortico-cerebellar connectivity
alterations in ASD. To the best of our knowledge, the study
by Khan et al. (2015) is the only one that aimed at assessing
functional cortico-cerebellar connectivity using rs-fMRI. The
authors found a general cortico-cerebellar overconnectivity in
children and adolescents with ASD, in special in sensori-motor
networks, accompanied by underconnectivity in supramodal
networks. They relate these results with previous findings of
early overgrowth of the white matter, possibly leading to poorly
assembled networks.

Considering the evidence, the current study aimed to
identify brain regions with differential functional connectivity
with the cerebellum in ASD, using rs-fMRI in a public large
discovery sample (ABIDE I dataset) and to validate the findings
in a validation sample (ABIDE II dataset). To the best of
our knowledge, this is the first work to assess functional

cortico-cerebellar connectivity that reproduced results on an
independent dataset.

2. MATERIALS AND METHODS

To test our hypothesis of differential cortico-cerebellar functional
connectivity between subjects with TD and those with ASD,
we downloaded a large fMRI dataset from the ABIDE I
Consortium and confirmed the results using an independent
dataset (ABIDE II).

2.1. Functional MRI Data
We downloaded two large resting-state fMRI datasets, namely,
ABIDE I and ABIDE II. ABIDE I is composed of 573
individuals with TD and 539 individuals with ASD (totaling
1 112 subjects). ABIDE II is composed of 593 individuals
with TD and 521 individuals with ASD (totaling 1 114
subjects). After preprocessing (described in section 2.2.), the
ABIDE I dataset was composed of 432 subjects with TD
(348 males, mean age ± standard deviation of 18.21 ±

8.04) and 276 individuals with ASD (241 males, 18.42 ±

8.38). The ABIDE II dataset was composed of 316 subjects
with TD (208 males, 12.80 ± 5.61) and 269 individuals
with ASD (234 males, 13.93 ± 7.07). Both are available
on the ABIDE Consortium website (http://fcon_1000.projects.
nitrc.org/indi/abide/). According to the ABIDE repository,
the acquisition methods and protocols were approved by
the corresponding local Institutional Review Boards (i.e.,
the review boards and their regulations at the California
Institute of Technology, Carnegie Mellon University, ETH
Zürick, Georgetown University, Indiana University, Kennedy
Krieger Institute, University of Leuven, Ludwig Maximilians
University Munich, New York University, Oregon Health and
Science University, Institute of Living at Hartford Hospital,
University of Pittsburgh, Social Brain Lab, San Diego State
University, Stanford University, Trinity Center for Health
Sciences, University of California Davis, University of California
Los Angeles, University of Michigan, University of Utah School
of Medicine, Yale School of Medicine) and were performed in
accordance with Health Insurance Portability and Accountability
Act (HIPAA) guidelines and the 1,000 Functional Connectomes
Project/International Data-sharing Initiative (http://fcon_1000.
projects.nitrc.org/) protocols. Written informed consent was
obtained from all the participants. All data distributed via the
ABIDE website were fully anonymized in compliance with the
HIPAA privacy rules, and no protected health information
was included. The imaging protocols are considered to be
equivalent across different institutes. Further details about
this dataset can be obtained from the ABIDE consortium
website.

2.2. Image Preprocessing
We preprocessed the imaging data using the Athena pipeline
(www.nitrc.org/plugins/mwiki/index.php/neurobureau:Athena
Pipeline). The pipeline focused on providing systematic
processing of fMRI data, including the following main steps:
exclusion of the first four scans; slice timing correction;
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deoblique dataset; correction for head movements; masking the
volumes to exclude non-brain regions; co- registration of the
mean image to the respective anatomic image of the subject;
spatial normalization to MNI space (4 × 4 × 4 mm resolution);
extraction of BOLD (Ogawa et al., 1990) time series from white
matter (WM) and cerebrospinal-fluid (CSF); removing the
effects of WM, CSF, motion, and trend using multiple linear
regression; temporal band-pass filter (0.009 < f < 0.08 Hz);
and spatially smoothing the filtered data using a Gaussian filter
(FWHM = 6mm). All these steps were performed by using
the following software: Analysis of Functional NeuroImages
(AFNI) (http://afni.nimh.nih.gov/afni) and the fMRIB Software
Library (FSL) (http://fsl.fMRIb.ox.ac.uk/fsl/fslwiki/). To define
the 116 ROIs considered in this study, we used the Automated
Anatomical Labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002).
We identified 25 ROIs comprising the ventricles by using the
Montreal Neurological Institute (MNI) atlas, and we removed
them. The head coil coverage available in the scanners may
vary depending on the model, which may lead to a lack of
reading of part of the cerebellum for some subjects. Thus, to
avoid artifacts, we adopted a masking procedure to constrain
the statistics only to ROIs with a mean voxels sampling of 80%
across participants. An image was created from the overlay plot
to represent the percentage of valid voxels in each cerebellar ROI
(see Figure S1). We found that ROIs from I-VI lobes and the
vermis region matched this criterion. Thus, we considered 79
ROIs (65 cortical and 14 cerebellar) for further analysis. Subjects’
head movements during MRI scanning could lead to spurious
correlations between ROIs; thus, we carried out the “scrubbing”
procedure (Power et al., 2012) to remove frames affected by head
movement. We removed frames that presented both framewise
displacement (FD) greater than 0.5 mm and DVARS greater
than 0.5% 1BOLD (Power et al., 2012). Preceding and following
frames that did not meet these criteria were not removed.
Subjects that had more than 5% of the total number of scans
removed by scrubbing were excluded from the analysis. Head
motion across the dataset is measured by the FD, which presents
a mean of 0.137 mm and standard deviation of 0.102 mm on
the study dataset (ABIDE I) and a mean of 0.169 mm with
standard deviation of 0.132 mm on the independent dataset
(ABIDE II). A total of 93 subjects (53 TD and 40 ASD) in the
study dataset (ABIDE I) and 45 subjects (24 TD and 21 ASD) in
the independent dataset (ABIDE II) had scans removed by the
scrubbing process.

We considered both autism and Asperger syndrome as parts
of the ASD as suggested by the Diagnostic and Statistical Manual
of Mental Disorders 5th edition (DSM-5) (American Psychiatric
Association, 2013).

2.3. Cortico-Cerebellar Functional
Connectivity Analysis
To summarize, reduce the number of variables, and enhance the
statistical power, for each subject in the sample, we applied the
principal component analysis (PCA) on the 14 cerebellar ROI
time series. Then, for each subject, we selected the principal
components (PCs) that explained at least 95% of the data
variance. Thus, each subject had a different number of PCs used

for the analyses (average of 9.25 PCs with standard deviation of
1.19).

Next, to identify the cortical regions that are functionally
associated with the cerebellum, for each subject, we carried out
a linear regression with the cortical ROI time series as response
variables and the PCs of the cerebellum obtained by the PCA for
the subject as predictor variables. The adjusted R2 (coefficient
of determination) was considered as a measure of functional
connectivity between the cortical ROI and the cerebellum.

To test if the functional connectivity was different between
the TD and ASD groups for each cortical ROI, we performed
a linear regression using the measure of functional connectivity
(the adjusted R2 obtained for each subject in the previous step)
as the response variable and the diagnostic group (TD or ASD)
as the predictor variable. To reduce age, gender, and site effects,
we included them as covariates in this linear model. All p-values
were corrected for multiple tests by using the False Discovery
Rate (FDR) (Benjamini and Hochberg, 1995) approach (we
considered all 65 tests, one for each cortical ROI). The corrected
p-value threshold considered to be statistically significant was set
at 5%.

3. RESULTS

First, we carried out the procedures described in the sections
2.2. and 2.3. using the ABIDE I dataset. In summary, for each
subject, we carried out a linear regression between the fMRI time
series of each cortical ROI and the cerebellum. To represent the
neural activity of the cerebellum, we used the cerebellar PCs
representing 95% of the variance of the time series in this region.
We estimated the R2 value of this regression as a measure of
connectivity between each cortical ROI and the cerebellum as a
whole. Then, we carried out a second linear regression between
the R2 values obtained in the previous linear regression and
the group (TD or ASD), by including age, gender, and site as
covariates. We identified five cortical ROIs (Figure 1) that are
differentially associated with the cerebellum between the typical
development (TD) and autism spectrum disorder (ASD) groups,
namely, the right fusiform gyrus [β = −0.042, t-value =−3.689,
p = 0.005 —t-test (GLM)], the right postcentral gyrus [β =

−0.038, t-value = −3.131, p = 0.027 — t-test (GLM)], the
right superior temporal gyrus [β = −0.034, t-value = −3.082,
p = 0.027 –t-test (GLM)], the right middle temporal gyrus
[β = −0.039, t-value = −3.783, p < 0.001 —t-test (GLM)],
and the left middle temporal gyrus [β = −0.056, t-value =
−5.481, p = 0.005 —t-test (GLM)]. All p-values were corrected
for FDR. Figure 2 presents the barplots for the cortico-cerebellar
functional connectivity measurements (adjusted R2) for the TD
and ASD groups for each of the five cortical ROIs. It is important
to mention that for all of the identified cortical regions, the
cortico-cerebellar functional connectivity in the ASD group was
statistically lower than that in the TD group.

Then, to check the reproducibility of the findings, we tested
these five differential cortico-cerebellar connectivity areas on
an independent dataset composed of 585 subjects collected
from 11 sites available in the ABIDE II consortium. The
criteria for selecting the participants and the preprocessing
procedure adopted for the independent dataset were the same
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FIGURE 1 | Cortical ROIs with a differential association with the cerebellum between TD and ASD groups obtained by analyzing the ABIDE I dataset. Panels

(A,B) represent coronal slices and two lateral views of the brain, respectively. The colors represent the cortical ROIs that differentially associated with the cerebellum

between TD and ASD groups, namely, the right fusiform gyrus, right postcentral gyrus, right superior temporal gyrus, right middle temporal gyrus, and left middle

temporal gyrus.

FIGURE 2 | Barplots of the functional connectivity measure (R2) between the cortical ROI and the cerebellum obtained by analyzing the ABIDE I dataset. Each pair of

bars represent the mean functional connectivity measurements between the cortical ROI and the cerebellum for the TD and ASD groups, respectively. The error bars

represent 95% confidence interval. P-values were obtained by linear regression with the measure of functional connectivity (R2) as the response variable and the

diagnostic group (TD or ASD) as the predictor variable with age, gender, and site as covariates. All p-values were corrected for multiple tests by FDR. Note that the

mean functional connectivity measurement (R2) is significantly lower in the ASD group compared to the TD group, suggesting decreased functional cortico-cerebellar

connectivity in the ASD group.

as described for the ABIDE I dataset in the section 2.2. In
this validation analysis, three out of five cortical ROIs, namely,
the right fusiform gyrus [β = −0.028, t-value = −2.193,
p = 0.047 —t-test (GLM)], the right superior temporal gyrus
[β = −0.044, t-value = −3.495, p = 0.002 —t-test (GLM)],
and the left middle temporal gyrus [β = −0.033, t-value
= −2.583, p = 0.025—t-test (GLM)], confirmed the reduced
functional connectivity in the ASD group (p-values corrected

for multiple tests by FDR). The barplots for the functional
connectivity measures (adjusted R2) of these three cortical
regions are shown in Figure 3. It is important to mention
that the cortico-cerebellar functional connectivity in the ASD
group was statistically lower than that in the TD group, as
observed in the previous dataset. For some brief results on
difference in intracortical connectivity between groups, see
Figures S2, S3.
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FIGURE 3 | Barplots of the functional connectivity measure (R2) between the

cortical ROI and the cerebellum for an independent dataset (ABIDE II). Each

pair of bars represent the mean functional connectivity measurements

between the cortical ROI and the cerebellum for the TD and ASD groups,

respectively. The error bars represent 95% confidence interval. P-values were

obtained by linear regression with the measure of functional connectivity (R2)

as the response variable and the diagnostic group (TD or ASD) as the

predictor variable with age, gender, and site as covariates. All p-values were

corrected for multiple tests by FDR. Note that the median functional

connectivity measurement (R2) is significantly lower in the ASD group

compared to the TD group, suggesting decreased functional cortico-cerebellar

connectivity in the ASD group. These data confirm the findings that were

obtained by analyzing the ABIDE I dataset.

4. DISCUSSION

In this study, we investigated the differences in the intrinsic
cortico-cerebellar functional connectivity between individuals
with TD and those with ASD. We found that people with ASD
had diminished functional connectivity between the cerebellum
and several cortical regions, including the right postcentral,
middle temporal, superior temporal, and fusiform gyri and the
left middle temporal gyrus. For the right fusiform gyrus, the right
superior temporal gyrus, and the left middle temporal gyrus,
the validity of the results was confirmed in a large independent
sample (ABIDE II).

Our results are in line with previous studies based on diffusion
tensor imaging (DTI) suggesting alterations in structural
connectivity in ASD. These studies show reduced values of
fractional anisotropy (FA) in the white matter of individuals
with ASD (Shukla et al., 2010; Libero et al., 2016) and abnormal
development of such white matter pathways in young children
on the spectrum (Ben Bashat et al., 2007; Wolff et al., 2012). In
addition, there are studies showing specifically reduced FA in
the temporal lobe (Barnea-Goraly et al., 2004; Lee et al., 2007),
in agreement with our results of reduced functional connectivity
in the right middle and superior temporal gyri and left middle
temporal gyrus.

Abnormal functional connectivity in the cerebellum
has been reported in ASD, albeit with mixed results. For
example, cortico-cerebellar functional overconnectivity in the
sensorimotor regions and underconnectivity in the supramodal
regions were previously described in children and adolescents
with ASD (Khan et al., 2015). In adolescents with ASD, reduced

connectivity was also shown in the right crus I and several
contralateral cerebral regions, including the superior frontal
gyrus, middle frontal gyrus, thalamus, and anterior cingulate
gyrus, as well as in the precentral gyrus (Verly et al., 2014). In our
replication study, a prominent pattern of reduced connectivity in
ASD was observed in the lateral temporal cortex. This variation
among the results in the different studies may reflect differential
alterations in connectivity related to patient characteristics (i.e.,
age, disease duration, and symptom severity) or image analysis
methods, as previously discussed in the autism literature (Ecker
et al., 2015). Although the nature and direction of functional
connectivity differences in ASD remain inconclusive, our results
add to the evidence indicating decreased cortico-cerebellar
functional connectivity in patients.

The specific cortical regions that exhibited ASD-related
altered functional connectivity with the cerebellum have
also been linked to symptoms and traits of autism. For
example, differences in frontocerebellar circuits have been
associated with motor impairments and stereotyped repetitive
behaviors (Floris et al., 2016), and the lateral temporal cortex
and fusiform gyrus appear to mediate social processing
deficits (for a review, see Just et al., 2012). Altogether, these
findings suggest that differences in cortico-cerebellar functional
connectivity in organized somatomotor and associative
networks may contribute to the clinical manifestations
in ASD, although further studies are needed to establish
a direct association between our findings and autistic
symptoms.

The neurobiological mechanisms underlying the diminished
cortico-cerebellar functional connectivity in ASD observed in our
study remain speculative. The communication of the cerebellum
with the cerebral cortex has been associated with a closed-
loop system in which the cerebellum returns projections to the
cerebral cortex via the thalamus (for a review, see Ramnani,
2006). In this context, cortico-cerebellar connectivity differences
could emerge from developmental alterations in both thalamo-
cortical and/or extrinsic cortico-cortical projections. In fact,
prior ASD studies using diffusion tensor MRI have detected
differences in microstructural integrity of tracts connecting
thalamus with motor and somatosensory cortices (Nair et al.,
2013), and also of the corpus callosum (Alexander et al.,
2007). It is important to note, however, that microstructural
alterations have also been reported in cerebellar tracts (e.g.,
intracerebellar fibers and right superior cerebellar output
peduncle) (Catani et al., 2008). Thus, the extent to which the
observed functional differences relates to anatomy is unknown
and requires investigation.

Moreover, the challenges in the reproducibility of
neuroimaging findings (Griffanti et al., 2016) and the influence
of small sample size in the reliability of results (Button et al.,
2013) have been much discussed in the current scientific
literature. A major strength of this study is the reproducibility
of most of the results in a large sample of similar individuals
from the ABIDE II dataset (Di Martino et al., 2017). On the
other hand, there are limitations that need to be taken into
consideration. The estimation of cerebellar zones coupled
to cerebral regions was compromised by the fact that there
was no full coverage of the cerebellum in most individuals,
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particularly in the posterior region. Therefore, further studies are
required to comprehensively examine ASD-related differences
in cortico-cerebellar functional connectivity. Importantly, both
the ABIDE I and ABIDE II datasets are multicentric, with
heterogeneous acquisition parameters across sites. Thus, to
minimize the site effect in our analysis, we included it as a
covariate in group-level statistics as described in the section 2.3.
It is also important to highlight that since the ROIs were divided
according to anatomical regions, they could exhibit functional
heterogeneity, possibly leading to ambiguous functional
connectivity.

In conclusion, our results suggest that ASD displays atypical
reduced intrinsic functional cortico-cerebellar connectivity in
specific networks, which is consistent with the idea that ASD is
a disorder characterized by abnormalities in neural connections
(Hoppenbrouwers et al., 2014).
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Detailed behavioral analysis is key to understanding the brain-behavior relationship.

Here, we present deep learning-based methods for analysis of behavior imaging data

in mice and humans. Specifically, we use three different convolutional neural network

architectures and five different behavior tasks in mice and humans and provide detailed

instructions for rapid implementation of these methods for the neuroscience community.

We provide examples of three dimensional (3D) kinematic analysis in the food pellet

reaching task in mice, three-chamber test in mice, social interaction test in freely moving

mice with simultaneous miniscope calcium imaging, and 3D kinematic analysis of two

upper extremity movements in humans (reaching and alternating pronation/supination).

We demonstrate that the transfer learning approach accelerates the training of the

network when using images from these types of behavior video recordings. We also

provide code for post-processing of the data after initial analysis with deep learning. Our

methods expand the repertoire of available tools using deep learning for behavior analysis

by providing detailed instructions on implementation, applications in several behavior

tests, and post-processing methods and annotated code for detailed behavior analysis.

Moreover, our methods in human motor behavior can be used in the clinic to assess

motor function during recovery after an injury such as stroke.

Keywords: behavior analysis, deep learning, motor behavior, social behavior, human kinematics

INTRODUCTION

A major goal in neuroscience research is to understand the relationship between neural function
and behavior (National Institute of Health BRAIN 2025: A Scientific Vision, 2014). In order to
understand this relationship, a vast array of exciting technologies have been developed over the
years to characterize the structure and record the activity of neuronal populations (Real et al., 2017),
as well as tomodulate neuronal activity at cellular resolution andmillisecond timescale (Deisseroth,
2015). In contrast, the development of behavioral analysis has lagged, with indirect measurements
and a reductionist approach (Krakauer et al., 2017). This is, in part, due to a lack of tools to do
automated and detailed analysis of behavior.

Observation and description of natural animal behavior has been fundamental to ethology
(Tinbergen, 1963). Although modern high-speed video can record the natural behavior of animals
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in exquisite detail, analysis of these recordings can be extremely
difficult. The blinded observation and description of the video-
recordings can take much longer than the time needed to
record them, and these observations are highly subjective. Thus,
tools that automate the analysis of these videos are needed for
faster and more objective description of the video recordings.
Several methods have been developed for this purpose: For
example, classical machine vision techniques combined with
depth imaging can identify patterns of behavior (Wiltschko
et al., 2015). However, this requires special depth cameras and
is not generalizable to all types of images. Other studies have
used machine vision techniques with unsupervised data analysis
(Vogelstein et al., 2014; Robie et al., 2017). While unsupervised
analysis is very promising to identify patterns inherent to
the data, it is not easy to apply the classical machine vision
techniques to different behavior/experimental settings. While the
commercial systems can provide off-the-shelf solutions for some
behavioral tests, they are not open-source, thus limiting any type
of modification, and their application to other behavioral tests.
Automated tools that can easily be implemented and generalized
to many different behavior tests are needed.

Advances in the deep learning field present opportunities for
the automated analysis of images (LeCun et al., 2015). More
specifically, convolutional neural networks (CNN), a class of deep
neural networks, are most commonly used for image analysis.
They are made up of nodes (“neurons”) with learnable/trainable
weights and biases, and the architecture is comprised of width,
height (similar to images) and depth (a third dimension of
activation volume) (Lecun et al., 1998). There have been recent
advances in the field with several different CNN architectures
(Krizhevsky et al., 2012; He et al., 2015; Szegedy et al., 2015)
resulting in faster and more accurate outcomes.

Recently, deep learning applications have been used in
behavior imaging data analysis (Stern et al., 2015; Mathis et al.,
2018; Pereira et al., 2018). The first one of these studies created
their own network architecture (Stern et al., 2015) which can limit
the implementation of the technique and its broad use. The other
two approaches (Mathis et al., 2018; Pereira et al., 2018) showed
successful implementation of the CNNs to behavior imaging
data analysis, both of them focusing on body pose estimation in
animals. One of these used transfer learning approach on only
one network architecture (Mathis et al., 2018), whereas the other
one trained the network from scratch and achieved similarly good
results (Pereira et al., 2018). These two approaches focused on
animal pose estimation. While this provides useful information
for behaviors where the pose detection of individual body parts
is important, it cannot perform direct object recognition (for
example distinguishing an apple vs. an orange). Specifically,
it cannot distinguish two mice in different positions (vertical
vs. horizontal) or identify a mouse performing a specific
behavior (such as grooming). Therefore, these networks would
detect body positions but not recognize that position/behavior
directly. In order to identify these specific behaviors or body
positions, these algorithms would require inferences based on
the pose coordinates of body parts. Moreover, both studies
used only one neural network architecture, thus limiting the
user from trying and comparing different network architectures.

Additionally, they did not provide post-processing methods for
3D kinematic analysis.

Similarly, motor behavior analysis in humans has also lagged.
Currently, the most commonly used clinical motor function
assessment tests are based on subjective scoring of the outcome
(whether a task is completed fully, partially or not at all). These
types of clinical motor impairment scores (i.e., Fugl-Meyer,
Action Research Arm Test) are based on ordinal scales, and
are insensitive to detect the meaningful changes in the motor
function. Moreover, this is important because this type of simple
and inexact motor impairment scores or, even worse, disability
scores (modified Rankin Score) are not adequate (Bernhardt
et al., 2017), and may not accurately reflect true recovery
(Kitago et al., 2013). It is important to distinguish between the
compensatory movements and true recovery, which can best be
done via kinematic analysis (Cirstea and Levin, 2000; Kitago
et al., 2013; Krakauer and Carmichael, 2017). Kinematic analysis
reveals the timing and typicality of movements, and allows
compensatory actions to be distinguished from true recovery
of function (Krakauer and Carmichael, 2017). Moreover, it also
provides objective metrics that have the potential to capture the
movement quality. However, performing kinematic analysis on
human motor behaviors can be challenging. Various sensors,
reflective markers, external devices, or robotics have been used to
perform kinematic analyses (Krebs et al., 2014). The complexity
and cost of these devices greatly limits their generalized use.
Moreover, using external devices may also alter the natural
behavior itself. Thus, marker-less, automated analysis methods
are needed for clinical assessment of motor function.

Here, we present a deep learning toolbox and post-processing
methods. We name this toolbox DeepBehavior. We expand the
deep learning applications for animal behavior imaging analysis
by using two different CNN architectures in three different
rodent behaviors (food pellet reaching task and two social
behaviors). We demonstrate three dimensional (3D), marker-less
kinematic analysis of reaching movement in mice. We provide
detailed analysis of social behavior when two mice are interacting
with post-processing methods. We show evidence that transfer
learning approach accelerates training of the network with these
types of images. Furthermore, we also demonstrate how CNNs
can be used in clinical settings to assess motor function to
perform 3D kinematic analysis of motor function in humans.

MATERIALS AND METHODS

Animals
All animal procedures were approved by the University of
California, Los Angeles, Department of Laboratory Animal
Medicine Institutional Animal Care and Use Committee, and
were in accordance with the AAALAC and NIH guidelines. The
animals used in this study were either GAD2CrexAi9 or C57Bl6/J
mice, and both male and female mice were included. The age
range of mice was 10–16 weeks-old.

Human Subjects
A 35-year-old, healthy adult was recorded. A written informed
consent was obtained prior to the recording in accordance
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with the Declaration of Helsinki. The consent included the use
of video recordings for research, education, publication and
public presentation.

Skilled Food Pellet Reaching Test
We have developed an apparatus for head-fixed mice to perform
a reaching task for a food pellet. This apparatus is 3D printed
(Shapeways, New York, NY) and has an arm that controls a
platform with scotch and yoke mechanism. The arm is controlled
by a small servo motor (Sparkfun, Niwok, CO). This is connected
to a plexiglass cylindrical food pellet dispenser that is controlled
by a stepper motor (Sparkfun, Niwok, CO). This releases one
food pellet at a time. The apparatus automatically detects the
pellet removal with an infrared light sensor, and provides a
new pellet in the same exact position. During this time, the
animal’s paw is video recorded at 124 frames per second by two,
monochrome, USB3.0, CMOS cameras (ThorLabs, Newton, NJ)
at 448x460 pixel image size. The videos were recorded by using
StreamPix software (Norpix, Montreal, QC, Canada) and were
saved as “.seq” files. Then, a custom-written Python script was
used to generate “.png” images and “.avi” video files from the
“.seq” files. The servo and steppermotors and the infrared sensors
are all controlled by an Arduino circuit board with a custom
designed PCB shield. The cameras were triggered by a function
generator (Siglent Technologies, Solon, OH). The animals were
trained in this setup for 2 weeks until they were reaching for the
food pellets on their own repetitively.

Three-Chamber Test for Sociability
We have custom built a plexiglass box (60 × 45 × 45 cm)
with three chambers divided by plexiglass walls with spaces
(45 × 19 × 45 cm) on them to allow exploration. Each side
chamber has an upside down wired cup with one of them
empty and the other one with a stranger mouse inside. The
experimental animal is gently placed in the middle chamber, and
is allowed to explore for 10min. During this time, the whole
apparatus is recorded from the top by using a Logitech web
camera at 30 frames per second. In some recordings, the mouse
wears a miniaturized fluorescence microscope on the head for
simultaneous calcium imaging recordings. We calculate the time
exploring each cup and their percentages of total time.

Social Interaction in Home Cage Test
For this test, two mice (one with a miniaturized microscope)
were placed in a custom made, 45 × 45 cm plexiglass chamber,
and their interaction was recorded from top view by using
a monochrome, USB3, BlackflyS camera (Flir, Richmond, BC,
Canada) at 30 frames per second.

Human Motor Behavior Recording System
We have built a stereo camera system with two high speed
(170Hz) color CMOS cameras (Flir, Richmond, BC, Canada).
The cameras were fixed (62 inches apart from each other) on
a foldable optical aluminum rail (McMaster-Carr) so that their
positions and angles were fixed relative to each other. The
orientation of cameras was almost orthogonal to each other.
The cameras were connected to each other with a general I/O

cable to provide synchronization between the cameras, and to a
laptop computer with 32GB RAM for data acquisition. SpinView
software (Flir, Richmond, BC, Canada) was used to acquire the
videos. The aluminum rail that the cameras were fixed on was
then placed on a tripod. The videos were recorded at 1,280 ×

1,024 pixels resolution and at 170 frames per second. For reaching
test, the subject sat on a chair andwhile sitting straight up reached
for a ball hanging from the ceiling. For supination/pronation
task, the subject sat on a chair and alternately rotated both hands.

Converting Videos to Single Frame Images
The Streampix software saves the images in “.seq” format
(reaching task). Using Python PIMS (Phyton image sequence)
package, and a custom Python script, we convert these video
files to folders of images in “.png” format. We then make “.avi”
format video by using ffmpeg. To process the “.avi” videos (social
behavior), we use ffmpeg.

Creating Training and Test Datasets
In order to train the neural networks, we used custom written
Python scripts to obtain bounding box coordinates for the paw
positions. This script creates “.json” files that include x1, x2, y1,
and y2 coordinates of the bounding boxes for each image in
a folder. A different set of images were also labeled using the
same script but then used as a test dataset. These “.json” files
and the folders of corresponding raw images are then used as the
training and test datasets for the GoogLeNet network (Stewart
et al., 2016). This network model was written in Python and
Tensorflow (Google) framework. We determined the size of the
training dataset as described in the Results section. Because there
is only one bounding box to be labeled, the labeling process
is rather fast (we were able to label 100 images in ∼20min).
For the two-mouse interaction assay, we use a different custom
script to label the images because the format this network uses is
different. It requires labeling the position, as well as the size, of
the bounding box relative to the size of the image in both x and y
directions. Another difference is that we can label up to 80 classes
(in our case, it was 8: for each mouse body, nose, head, and tail).

Human Pose Detection
We used OpenPose neural network architecture to detect the
human poses in the videos (Cao et al., 2017). This network
uses a non-parametric representation, which is referred to as
Part Affinity Fields (PAFs), to learn to associate body parts with
individuals in the image. This network model is implemented
in C++ and Caffe. We then use a 10 × 7 checkerboard with
115 × 115mm square sizes to calibrate the cameras. The camera
calibration and 3D pose calculations were all done in MATLAB
(Mathworks, Natick, MA).

Training the Neural Networks
We trained the networks, assessed their performance and used
them for new image analysis on a computer with a TITAN X
Pascal and Quadro P6000 graphics processor units (NVIDIA).
The operating system was Ubuntu 16.0 with LinuxMint 18.
CUDA 8.0, CUDNN 5.0 and Python 2.7 were used. On this
computer, with one GPU in use, training the first network
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architecture (for food pellet reaching task) takes∼8 h for 600,000
iterations. Processing new images on the trained network takes∼
50ms per image again with one GPU. Similarly, training YOLO
v3 takes ∼12–14 h for 180,000 iterations, and new images are
processed on the trained network at 30 frames per second with
one GPU. Processing new images on OpenPose occurs at 3–4Hz
with two GPUs.

Code to Obtain Kinematic Data
Both algorithms in mice and humans generates the positions
in “.json” files. We process these files in custom written code
in MATLAB (Mathworks, Natick, MA) to obtain each joint’s
position from each camera view. We then combine two camera
views to obtain the 3D positions. We used 4 × 6 checkerboard
with 4.5 × 4.5mm square size for mouse paw videos camera
calibration. After obtaining the 3D position of joints or paws, we
calculate several parameters such as the velocities, trajectories,
shoulder and elbow angles as well as the supination angles all
with custom written MATLAB codes. All of our code is open-
source and available on our GitHub page at www.github.com/
aarac/DeepBehavior.

RESULTS

3D Marker-Less Paw Detection During
Skilled Reaching Task
Food pellet reaching in rodents is a commonly used motor
behavior task to study motor learning and motor recovery
(Farr and Whishaw, 2002; Guo et al., 2015). However, even
simple motor behaviors such as reaching, when examined in
detail, can be very difficult to define and quantify. Traditionally,
performance in this task has been measured either by the
percentage of the attempts in which the mouse is able to grab
and eat the pellet (success rate), or with subjective scoring of
each step of movement by a blinded observer (Farr andWhishaw,
2002). We have modified this task to include an apparatus for
head-fixed mice to allow for future simultaneous imaging and
electrophysiological recordings of the brain (Figure 1A). In this
setup, the mouse is head-fixed and performs a reaching task for
a food pellet. During this time, the food pellet is delivered by an
automated food pellet delivery system after detection of the pellet
removal (Supplementary Figure 1). During performance of the
task, the animal’s paw movements are video-recorded with high-
speed cameras from two angles (Supplementary Figure 1). The
cameras are triggered by a function generator to enable inter-
camera synchronization. In order to detect the paw position in
these video frames, we used a CNN model with an architecture
of GoogLeNet (Szegedy et al., 2015, 2016) followed by an LSTM
(long short-term memory) layer in TensorFlow (Stewart et al.,
2016). This network model detects several outputs based on a set
threshold value for LSTM (Supplementary Figures 2A–C). We
trained this network with manually labeled images as described
below. We obtained the initial weights of the GoogLeNet after
training it first with ImageNet dataset. In order to manually
label the images, we used a custom Python script which enabled
placement of a bounding box around the paw and registered the
coordinates of that bounding box in a separate text document.

The input for this algorithm is the raw video frames, and the
output is the coordinates of a bounding box around the right
paw (Figures 1B,C; Video 1). The algorithm also provides a
confidence score for each detection that can be useful for post-
processing. Of note, we trained only one network with images
from both front view and side view cameras. This network can
detect the right paw position in both types of images.

In order to obtain 3D positions of the paw movements,
we first calibrated the cameras with 24 checkerboard images
(Supplementary Figures 3A,B), using a camera calibration
toolbox in MATLAB (Bouguet, 2015). This toolbox creates
a 3D cartesian coordinate system (Supplementary Figure 3C),
which then provides the 3D position of a point when 2D
positions of that point is given from the two camera views.
By using this, we combined the 2D positions of paws detected
by the neural network, and obtained the 3D trajectories of
paw movements (Figure 1D; Video 2). After obtaining 3D
coordinates, the kinematic data such as the distance traveled, time
spent during themovement, maximum and average velocities can
be calculated from these data (Figure 1E).

Social Behavior Analysis in the
Three-Chamber Social Interaction Test
Similar to the paw detection method, we show that the same
network can be used to analyze the three-chamber social
interaction test. In this test, there are three chambers that the
mouse can freely explore. In one chamber there is an empty
wired cup, in another chamber a wired cup with a stranger mouse
inside, and the third chamber is empty (Figure 1F). The mouse
can freely move and explore all three chambers. The traditional
analysis measures the times spent exploring/interacting with the
wired cups, as the normal mice spend more time with the cup
that has the stranger mouse. In order to perform this type
of analysis automatically, we detect and track the head of the
mouse throughout its exploration of the chambers using the same
network architecture and methods as described above. We also
detect the position of the chambers and when the head of the
mouse is close enough to the chambers, we count it as interaction
(Figure 1G; Video 3). With this type of analysis, we can measure
the interaction times with either cup automatically. Moreover,
the analysis also provides the position of the animal at any given
time (Figure 1H). This allows calculation of whether the mouse
is moving from one chamber to another, the precise timing of
interactions, interaction counts, and the mouse’s velocity as it
explores the chambers.

Transfer Learning Results in Faster and
More Reliable Training
Large datasets are required for training CNNs to obtain
accurate results that generalize well. However, to create custom
applications, one needs to create manually labeled training
datasets from custom images. This can be challenging as labeling
tens to hundreds of thousands of images manually is time-
consuming and cumbersome, and defeats the purpose of creating
an automated tool that should be easily modifiable. In order
to overcome this, the transfer learning approach has been
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FIGURE 1 | 3D paw kinematics and three-chamber social behavior analysis in mice. (A) Schematic of skilled food pellet reaching task in head-fixed mice. This setup

allows simultaneous two-photon (2P) calcium imaging or electrophysiological recordings. (B) An example of the data processing with feeding of raw video frames to

the deep learning algorithm to obtain the coordinates of a bounding box around the paw. (C) Representative images showing detected paws from two camera views

when the paw is in different positions. (D) 3D trajectory of a single reaching attempt obtained from 2D coordinates of paw positions in two camera views. (E)

Kinematic parameters such as velocity-time graphs can be obtained from the 3D trajectories. (F) Raw video-frame of three-chamber test. (G) Representative analysis

showing detection of the head of the mouse (red circle), and the cup with a stranger mouse in (green circle), and without a mouse (blue circle). (H) Trajectory of the

mouse seen in Video-3.

proposed. In this approach, the network model is first trained
with another larger dataset such as ImageNet (with 1.2 million
images in one thousand classes) with random initialization of
the weights, followed by re-training with a smaller dataset with
custom images. This method improves performance significantly
(Mahajan et al., 2018). However, behavioral video recordings
contain images with less variability given that they are recorded
under one condition (compared to the high variability of the
larger datasets such as ImageNet). Thus, the network may
overfit the model when trained with random initialization. This,

however, may not matter to the experimenter as it will be used to
analyze only the same type of images. In fact, one (Mathis et al.,
2018) of the two deep learning methods for behavior analysis in
the literature uses transfer learning whereas the other (Pereira
et al., 2018) does not. Thus, it is not clear whether transfer
learning is really necessary to obtain good results in these types
of experiments. To test whether the transfer learning approach is
better with images of behavioral videos, we trained two networks
with the same architecture. One of themwas trained with random
initialization of weights using Xavier initialization, and the other
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FIGURE 2 | Transfer learning results in faster and more reliable training. (A) Training results of the test dataset. As the training dataset size increases from 10 images

to 2,065 images, the regression and confidence losses decrease, and the accuracy (IoU: intersection over union) increases. For each training dataset size, transfer

learning results in more accurate training compared to random initialization (low regression and confidence losses, and high accuracy). (B) Training results of the

training dataset. Note that the transfer learning training curves in the 2,065 training dataset size group converge faster and stay stable throughout the training,

meaning more reliable training.

with the transfer learning approach. We used different sizes
of training datasets (10, 100, and 2065 images) and the same
test dataset (230 images) for each training. We found that the
transfer learning approach resulted in greater accuracy (lower
regression and confidence losses, and higher accuracy) with
each training dataset size (Figure 2A). Moreover, as expected,
increasing training dataset size improved the accuracy while
decreasing confidence and regression loss (Figure 2A). As the
training dataset size increased, this difference between transfer
learning and random initialization decreased. However, transfer
learning resulted in faster andmore reliable training as evidenced
by faster convergence and more stability on confidence loss and
accuracy of the training dataset (Figure 2B). These results show
that even with these types of behavior images with less variability,
the transfer learning approach is better than training a naïve
network (random initialization of weights).

Our overall workflow is shown in Figure 3. After acquisition
of behavior videos, we split them into individual frames. Next, we
choose images semi-randomly based on the different positions of
themice or paws depending on the content of the videos.We then
label them manually using custom scripts, and train the network
that is already pre-trained with ImageNet dataset. For the above
network, we recommend starting with 200–300 manually labeled

images. We train the network and then test the performance on
a new video. This will show what kind of errors the network
makes (such as misdetection, multiple detections, etc.). We then
choose some of these images where the network had a difficulty
in obtaining good results, manually label them, and add them
into the training dataset and retrain the network. After a few
iterations, the network becomes more generalizable within that
image category.

Analysis of Social Interaction of Two Mice
Similar to the above example, the same approach can be
expanded to the use of other network architectures. As an
example, in social interaction assay, a stranger mouse is placed
in a 45 × 45 cm chamber with another mouse which has a
miniaturized microscope (Cai et al., 2016) (miniscope) attached
to its head (Figure 4A). Their interaction is recorded from the
top (bird’s eye view). The interaction time between them is then
recorded. This behavior assay can be powerful especially when
combined with imaging of different brain regions during social
behavior by using miniscopes (Cai et al., 2016). The mice can
interact by sniffing nose-to-nose, nose-to-body, nose-to-tail. One
difficulty in the literature has been the detection and tracking
of these two mice throughout the recording. To analyze these
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FIGURE 3 | Proposed workflow for processing of the raw behavior video and

training the network. After pre-processing of the videos, and initial training of

the network, an iterative training algorithm allows selection of images with high

variability, resulting in more generalizable training for that dataset. After the

images are processed, they can be used for post-processing.

videos, when the training dataset is created, we manually label
images of the mouse without miniscope and with miniscope
separately. We detect their nose, head, body, and tail (Figure 4B;
Video 4). We use YOLO version-3 (Redmon and Farhadi, 2018)
as the CNN architecture (Supplementary Table). This network
is pre-trained with COCO dataset. After detecting the mice
throughout the video, we do post-processing in MATLAB. We
first separate each mouse and obtain their movement trajectories
throughout the recording session (Figure 4C). We then measure
the distance between their body centers, and the distance below a
certain threshold is accepted as a close contact (Figure 4D). With
this, we can obtain exactly when they are in close contact, the
duration of contact, and their velocities throughout the recording
session (Figure 4E). We then go into each “close contact” epoch
and calculate the distances between each animal’s nose and tail
and the other animal’s nose or tail. Interestingly, this gives unique
interaction patterns. For example, in one close contact, mouse-
A approaches mouse-B from behind (nose-to-tail interaction),
but then mouse-B responds to this and turns around, and
the interaction becomes nose-to-nose (Figure 4F; Video 5). In

another example, the interaction is only a short nose-to-nose
sniffing (Figure 4G; Video 6).

3D Human Pose Detection for Clinical
Motor Function Assessment
Similar to rodent behavior analysis, the clinical motor function
assessment in humans currently relies on subjective scoring of
movements with ordinal scales. Performing detailed kinematic
analysis in a clinical setting is challenging, and the best available
techniques use robotics, exo-skeletons, sensors or externally
attached markers. However, these external devices may affect the
nature of the behavior. To overcome these problems, we have
developed a two-camera stereo video recording system.With this
system, we record the movement of the subjects at 170 frames
per second, and importantly, the subjects do not need to put on
any markers, or wear any sensors or special equipment. We then
use a CNN (OpenPose) that was trained to detect the joint poses
in humans (Wei et al., 2016; Cao et al., 2017; Simon et al., 2017)
from two camera views (Figure 5A). After this, we calibrate the
cameras and reconstruct the 3Dmodels (including the individual
finger joints) (Figure 5B; Video 7). As an example, we recorded
a subject performing reaching movement toward a hanging ball,
and then plotted the wrist movement trajectories for 10 reaches
(Figure 5C), and calculated several kinematic parameters such as
elbow and wrist velocities (Figures 5D,E). Moreover, after using
dynamic time alignment kernels (Santarcangelo and Xiao, 2015)
we can calculate the Euclidean distance between these kernels
and cluster them (Figure 5F). This method identifies the similar
reaches based on their trajectories in an unsupervised manner.
Furthermore, from the 3D positions of joints, we can calculate
the shoulder vs. body and elbow angles (Figures 5G,H).

In order to analyze forearm/hand movements, we recorded
the subject during an alternating supination/pronation task
(Figure 6A). We can reconstruct the 3D model of the hands with
individual finger joints (Figures 6B,C and Video 8). With this
task, we can calculate the supination angles (rotation angle along
the forearm axis) from the 3D models (Figure 6D). We then use
dynamic time warping to align these supination angle curves
and calculate the Euclidean distance between them. By using
hierarchical clustering on these calculated Euclidean distances,
we can identify similar movement patterns (Figure 6E). This
analysis robustly clustered the right and left hand movements as
well as the differentmovement patterns for each hand in a healthy
subject (Figure 6E).

DISCUSSION

Here, we present easy-to-use methodology on how to use
CNNs for behavior imaging data analysis in mice and humans.
Specifically, we use three different neural network architectures
and five different behavior tasks. We present methods and
share tips on how to train neural networks to achieve good
accuracy, and provide methods for post-processing of the data.
This approach can be applied to most, if not all, of the available
CNN architectures.
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FIGURE 4 | Detection of two mice separately during social interaction and post-processing of data. (A) Representative raw video frame when two mice are interacting

in a 45 × 45 cm chamber. Of note, one of the mice has a miniscope installed on the head to do calcium imaging of neuronal activity. (B) Detection of two mice

separately (as mouse A and mouse B) by using YOLO v3 CNN. (C) Trajectories of body positions of these two mice in one session of interaction (∼7min). (D) The

distance between two mice over time during the interaction session. The time periods when two mice are critically close to each other to allow any kind of interaction

are marked and highlighted by orange color. A higher magnification of one of these close contacts is shown in the lower panel. (E) The velocity vs. time graphs can be

obtained for each mouse throughout their interaction. (F) A representative distance time graph over one of the close contacts. The distances are between noses, or

nose and tails of two mice. In panel (F), the close contact starts as mouse B sniffing mouse A’s rear (shorter distance between tail-B to nose-A) but then turns into a

nose-to-nose interaction. (G) A representative distance time graph over one of the close contacts showing a short nose-to-nose interaction between two mice.

The transfer learning approach generally provides very good
results requiring minimal number of images that need to be
manually labeled for training dataset (Mahajan et al., 2018).
Given the low variability of images in the videos obtained
in the animal studies compared to larger datasets such as
ImageNet, one argument is that overfitting may not cause
significant problem given that the test images are all in the
same category. However, we show that even with this type of
similar image sets with low variability, the transfer learning

approach makes the training faster and more reliable. Thus,
the transfer learning approach should be considered for these
types of analyses. The network models used in this study
are chosen for their ease of use, and the same technical
approach can be applied to other available network models,
or any future network architecture. As the deep learning field
grows and generates better and faster network architectures,
those new models (or the existing ones) can be used with a
similar approach.
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FIGURE 5 | Marker-less detection of human pose with 3D kinematics. (A) Representative images from the stereo camera system with two cameras that have different

angles, with detection of joint poses on these 2D images. (B) 3D model reconstructed after calibration of the two camera views in panel (A), showing accurate

detection of joint positions down to individual finger joints. (C) 3D trajectories of air reaches of the subject in panel (A), there are 10 reaches with superimposed reach

trajectories. Velocity vs. time graphs for right elbow (D) and right wrist (E) during these 10 reaches. (F) Hierarchical clustering of these 10 reaches based on the

dynamic time aligned kernels of the 3D trajectories. The numbers indicate the reach number. (G) Shoulder vs. body angles during these 10 reaches obtained from the

3D positions. H. Elbow (arm vs. forearm) angles during the 10 reaches. All the kinematic parameters (D,E,G,H) were obtained from the 3D model (as seen in panel B).

The traditional analysis for the food pellet reaching task in
rodents evaluates whether the animal can successfully grab the
food pellet over a number of reach attempts (success rate). A
more sophisticated method (Farr and Whishaw, 2002) breaks
down this movement into different stages, and gives subjective
scores based on how close they are to a predefined normal
movement. However, this type of scoring system is subjective and
is dependent on an evaluator watching the videos in slow motion
(almost frame by frame), thus requiring significant amount of
time to analyze. To overcome this, a reflective marker that is
glued on the paw can be tracked (Azim et al., 2014). However,
this method fails when the marker is occluded. Alternatively,
traditional computer vision classifier algorithms can be used for
marker-less detection of paw (Guo et al., 2015). However, these
algorithms need to be trained for each video.

Deep learning applications for behavioral analysis have
recently been developed (Mathis et al., 2018; Pereira et al., 2018).
One (Mathis et al., 2018) of these applications uses the transfer
learning approach whereas the other one does not (Pereira et al.,
2018). However, these require separate training for each camera
view and lack the post-processing code for kinematic analysis.
While these methods are very useful, we are expanding the
behavior analysis tools available for the neuroscience community.

We extend the use of same methodology into different social
behavior tasks. In the three-chamber test, the traditional analysis
approach has been manual measurement of interaction times

with the cups (Moy et al., 2004). By using the same network
architecture that we used for paw detection, we first detect
the head of the mouse, and track it as the mouse explores all
three chambers. This type of analysis provides more relevant
information than just the interaction times, it also lowers the time
spent for analysis significantly.

In the other social behavior test of two mice interacting, the
traditional analysis was based on just the interaction of two mice
(Kim et al., 2015). However, this analysis is very limited. Using
the same transfer learning approach, but this time a different
network architecture, we can automatically track twomice, one of
them wearing a miniaturized microscope. Because the algorithm
recognizes these mice separately (one with the miniaturized
microscope, the other without), we can distinguish them even
after a very close contact. The analysis also provides whether the
mice are moving, and if so, their velocities, the interaction type
(nose-to-nose vs. nose-to-tail sniffing), the time that they start
approaching to each other, etc. This type of detailed analysis is
important in identifying the details of the social interaction.

Clinical motor impairment scores (i.e., Fugl-Meyer, Action
Research Arm Test) are insensitive to detect the meaningful
changes in the motor function. Moreover, they may not even
reflect accurate motor behavior. When tested after constraint-
induced movement therapy for stroke victims, although
these measurement scales showed benefit, the kinematics
of how patients performed these movements didn’t change,
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FIGURE 6 | Marker-less detection of fine hand/finger movements in 3D. (A) Representative images from the stereo camera system, focusing more on the hand

movements, with detection of the joint poses in 2D images. (B) Representative 3D models of both hands and forearms while the subject is doing alternating

supination/pronation movements. (C) 3D views from different angles of the same hand positions as in panels (A,B). (D) Supination angles (rotation angles of the

forearm) of both right and left hands during nine repetitive movements. (E) Hierarchical clustering based on the Euclidean distance between the supination angle

curves of each rotation (supination and pronation) after these curves were aligned by dynamic time warping. Please note distinct clustering of right and left hand

rotations as well as the heterogeneity among rotations within each hand.

suggesting compensatory mechanisms rather than true recovery
(Kitago et al., 2013). Kinematic analysis has the potential to
provide information on multi-joint coordination and motor
control mechanisms (Alt Murphy and Häger, 2015). Here, we
demonstrate that by using video recording in a standardized
way, more meaningful data with 3D kinematic parameters can
easily be collected in clinical settings. The setup of the hardware
is also straightforward and very portable, making it feasible to
obtain data at bedside. This type of kinematic analysis reduces
subjectivity by capturing whole limb movements and replacing
ordinal scales with continuous ones. Moreover, this setup can
be expanded in simple but meaningful ways, such as adding
simultaneous electromyographic recordings in a few key muscles
of interest. However, before its clinical use, one needs to perform
clinimetric studies such as reliability, validity, measurement
error, responsiveness to abnormal motor function, etc., but these
are beyond the focus of the current study. Several kinematic
metrics such as task completion time, number of movement
onsets, path length ratio, number of velocity peaks, joint angles
and angular velocities have been proposed to provide objective
evaluation of the movement quality (de los Reyes-Guzman et al.,
2014). However, more longitudinal studies are required to enable
a detailed understanding of recovery patterns after injury such
as stroke.

Elucidating the behavior in detail is critical to understanding
the brain-behavior relationship (Krakauer et al., 2017). The
tools provided here have the potential to define the behavior in
more detail, and when combined with other tools to study the

brain, will likely help dissect out the brain-behavior relationship.
Overall, we show proof of principle of the technique using several
neural network architectures and different ways of analyzing
several behavior tasks inmice and humans. In the future, with the
advances in the deep learning field, faster and more sophisticated
methods can likely be used with the same approach.
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Objectives: To test the hypothesis that there are differences in neuroradiological
measures between single and repeated mild traumatic brain injury using
multimodal MRI.

Methods: A closed-head momentum exchange model was used to produce one or
three mild head injuries in young adult male rats compared to non-injured, age and
weight-matched controls. Six–seven weeks post-injury, rats were studied for deficits
in cognitive and motor function. Seven–eight weeks post-injury changes in brain
anatomy and function were evaluated through analysis of high resolution T2 weighted
images, resting-state BOLD functional connectivity, and diffusion weighted imaging with
quantitative anisotropy.

Results: Head injuries occurred without skull fracture or signs of intracranial bleeding
or contusion. There were no significant differences in cognitive or motors behaviors
between experimental groups. With a single mild hit, the affected areas were limited
to the caudate/putamen and central amygdala. Rats hit three times showed altered
diffusivity in white matter tracts, basal ganglia, central amygdala, brainstem, and
cerebellum. Comparing three hits to one hit showed a similar pattern of change
underscoring a dose effect of repeated head injury on the brainstem and cerebellum.
Disruption of functional connectivity was pronounced with three mild hits. The midbrain
dopamine system, hippocampus, and brainstem/cerebellum showed hypoconnectivity.
Interestingly, rats exposed to one hit showed enhanced functional connectivity
(or hyperconnectivity) across brain sites, particularly between the olfactory system
and the cerebellum.

Interpretation: Neuroradiological evidence of altered brain structure and function,
particularly in striatal and midbrain dopaminergic areas, persists long after mild repetitive
head injury. These changes may serve as biomarkers of neurodegeneration and risk for
dementia later in life.

Keywords: Parkinson’s disease, dopamine, dementia, hyperconnectivity, microglia activation, cerebellum,
suprachiasmatic nucleus (SCN), olfactory system diseases
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INTRODUCTION

Traumatic brain injuries (TBIs) are responsible for over
2.8 million emergency room visits and 50,000 deaths in
the United States each year (Taylor et al., 2017). Mild
TBI is characterized as a negligible loss of consciousness
with minimal neuropathology (Ruff et al., 2009; Menon
et al., 2010) and is estimated to account for 70–90% of
all TBI cases (Gardner and Yaffe, 2015; Astafiev et al.,
2016). Mild TBI following a single incident is difficult
to detect, most cognitive and behavioral deficits usually
resolve within weeks of the head injury, and few cases
result in extended recovery time periods (Lovell et al.,
2003; McCrea et al., 2003; Iverson, 2005; Losoi et al.,
2016). However, a more pernicious, long-lasting condition
may arise with repeated incidents of mild TBI (rmTBI)
(Guskiewicz et al., 2003). Repeated mild TBI is associated with
more severe and protracted cognitive, motor, and behavioral
complications that may last for months and even years
(De Beaumont et al., 2009, 2012; Omalu et al., 2010).
Even after the remission of symptoms, there is accumulating
evidence of persistent brain injuries (Nakamura et al., 2009;
Mayer et al., 2011; Palacios et al., 2017; Rajesh et al.,
2017; Vergara et al., 2017) that carry an increased risk of
dementia, including Alzheimer’s disease, chronic traumatic
encephalopathy, and Parkinson’s disease later in life (Plassman
et al., 2000; McKee et al., 2009; Gavett et al., 2011; Konrad
et al., 2011; Sivanandam and Thakur, 2012; Jafari et al.,
2013; Faden and Loane, 2015; Gardner and Yaffe, 2015;
Jenkins et al., 2018).

The objective of this study was to use a momentum exchange
model of head injury in rat to characterize neuroradiological
differences between single and repeated mild TBI. To this
end, we used diffusion weighted imaging (DWI) with
indices of anisotropy registered to a 3D MRI rat atlas and
computational analysis to identify putative changes in gray
matter microarchitecture across 173 brain areas in control
and experimental rats hit one or three times. In addition,
resting-state BOLD functional connectivity (rsFC) was
employed to evaluate alterations in global functional neural
circuitry. These MRI protocols were selected due to their
clinical use in diagnosing and following the progression of
rmTBI after remission of symptoms (Nakamura et al., 2009;
Mayer et al., 2011; Palacios et al., 2017; Rajesh et al., 2017;
Vergara et al., 2017) as well as their utility in identifying
biomarkers of neurodegenerative disease (Wu et al., 2009;
Hacker et al., 2012; Koch et al., 2012; Teipel et al., 2013;
Zhang et al., 2015). We adapted the momentum exchange
model developed by the National Football League to study
player concussions and designed for preclinical studies by
Viano et al. (2009) to scale to humans. The velocity of head
movement and energy transfer was calculated and scaled
to mimic a mild concussive injury in humans. This injury
was defined by the absence of skull fractures, prolonged
loss of consciousness, or signs of intracranial bleeding,
which are seen in TBIs classified as moderate or severe
(Hardman and Manoukian, 2002).

MATERIALS AND METHODS

Animals
Adult, male Sprague Dawley rats (300–400 g) were
purchased from Charles River Laboratories (Wilmington,
MA, United States). Animals were housed in Plexiglas cages (two
per cage) and maintained in ambient temperature (22–24◦C) on
a 12:12 light:dark cycle (lights on at 07:00 a.m.). Food and water
were provided ad libitum. All methods and procedures described
were approved by the Northeastern University Institutional
Animal Care and Use Committee (IACUC). The Northeastern
facility is AAALAC accredited with OLAW Assurance and is
registered with the USDA. All housing, care, and use followed
the Guide for the Care and Use of Laboratory Animals (8th
Addition) and the Animal Welfare Act.

Momentum Exchange Model
Working with engineers at Animals Imaging Research, LLC
(Holden, MA, United States), we replicated the pneumatic
pressure drive, 50 g compactor (see Supplementary Figure 1)
described by Viano et al. (2009) and reliably produced the
7.4, 9.3, and 11.2 m/s impact velocities described for mild,
medium, and severe rat head injury, respectively. This same
model was further refined and used to test the behavioral effects
of mild TBI controlling for the axis of injury, rotational force,
and head acceleration in different directions(Mychasiuk et al.,
2016). Our impact created linear acceleration with some rotation.
The data reported here all came from the 7.4 m/s impact
velocities as determined using high-speed video recordings. The
impact piston was directed to the top of the skull, midline,
in the approximate area of Bregma. All control and TBI rats
were anesthetized with 2% isoflurane. Rats were awake and
ambulatory within 5–7 min after anesthesia and concussion.
This impact regimen produced no signs of contusion (see
Supplementary Figure 2). Rats were observed twice daily, in
the morning and early evening, for the first week after TBI
and weekly thereafter. Body weights were taken two to three
times/week for the first week and then weekly. Buprenorphine
treatment was available for pain and distress, but it was deemed
unnecessary based upon behavioral observations and response
to handling. There were no unplanned mortalities over the
course of the study.

The impact regimen was based on a rich body of data
detailing the effects of acute and rmTBI in various rodent models
(Shultz et al., 2012; Xiong et al., 2013; Aungst et al., 2014;
Fidan et al., 2016). Studies were scheduled one (n = 13) or
three (n = 9) concussive head impacts under 2% isoflurane
anesthesia, with a 48-h interval between each impact. Control
rats (n = 9) were exposed to isoflurane anesthesia three times
with 48 h intervals to control for the effects of anesthesia.
Rats were not tested for neurological deficits after head injury;
instead, they were returned to their home cage after their final
TBI and left undisturbed for 6 weeks. Between 6 and 7 weeks
after head injury, all animals were tested for cognitive and
motor behavior. Between 7 and 8 weeks post injury all animals
were imaged. Rats were euthanized with a combination of
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carbon dioxide asphyxiation until the cessation of respiration
followed by thoracotomy.

Neuroimaging
Imaging sessions were conducted using a Bruker Biospec
7.0T/20-cm USR horizontal magnet (Bruker, Billerica, MA,
United States) and a 20-G/cm magnetic field gradient insert
(ID = 12 cm) capable of a 120-µs rise time. Radio frequency
signals were sent and received with a quadrature volume coil built
into the animal restrainer (Animal Imaging Research, Holden,
MA, United States). The design of the restraining system included
a padded head support obviating the need for ear bars helping
to reduce animal discomfort while minimizing motion artifact.
All rats were imaged under 1–2% isoflurane while keeping a
respiratory rate of 40–50/min. At the beginning of each imaging
session, a high-resolution anatomical data set was collected using
the RARE pulse sequence with following parameters, 35 slice of
0.7 mm thickness; field of view (FOV) 3 cm; 256 × 256; repetition
time (TR) 3900 ms; effective echo time (TE) 48 ms; NEX 3; 6 min
14 s acquisition time.

Diffusion Weighted Imaging –
Quantitative Anisotropy
Diffusion weighted imaging was acquired with a spin-echo
echo-planar-imaging (EPI) pulse sequence having the following
parameters: TR/TE = 500/20 ms, eight EPI segments, and 10
non-collinear gradient directions with a single B-value shell
at 1000 s/mm2 and one image with a B-value of 0 s/mm2

(referred to as B0). Geometrical parameters were: 48 coronal
slices, each 0.313 mm thick (brain volume) and with in-plane
resolution of 0.313 × 0.313 mm2 (matrix size 96 × 96; FOV
30 mm2). The imaging protocol was repeated two times for signal
averaging. Each DWI acquisition took 35 min and the entire MRI
protocol lasted ca. 70 min. Image analysis included DWI analysis
of the DW-3D-EPI images to produce the maps of fractional
anisotropy (FA) using a 3D MRI Rat Brain Atlas©(Ekam
Solutions LLC, Boston, MA, United States). DWI analysis was
completed with MATLAB and MedINRIA (1.9.01) software.
Because sporadic excessive breathing during DWI acquisition can
lead to significant image motion artifacts that are apparent only
in the slices sampled when motion occurred, each image (for each
slice and each gradient direction) was screened, prior to DWI
analysis. If found, acquisition points with motion artifacts were
eliminated from analyses.

For statistical comparisons between rats, each brain volume
was registered to the 3D rat atlas allowing voxel- and region-
based statistics. All image transformations and statistical analyses
were carried out using the in-house MIVA software2. For each
rat, the B0 image was co-registered with the B0 template (using
a six-parameter rigid-body transformation). The co-registration
parameters were then applied on the DWI indexed maps for the
different indices of anisotropy. Normalization was performed on
the maps since they provided the most detailed visualization of
brain structures and allowed for more accurate normalization.

1http://www-sop.inria.fr/asclepios/software/MedINRIA/index.php
2http://ccni.wpi.edu/

The normalization parameters were then applied to all DWI
indexed maps that were then smoothed with a 0.3-mm Gaussian
kernel. To ensure that FA and RD values were not affected
significantly by the pre-processing steps, the “nearest neighbor”
option was used following registration and normalization.

Statistical differences in measures of DWI between
experimental groups were determined using a nonparametric
Mann–Whitney U-test (alpha set at 5%). The formula below was
used to account for false discovery from multiple comparisons.

P(i) ≤
i
V

q
c(V)

,

where P(i) is the p-value based on the t-test analysis. Each of
171 regions of interest (ROIs) (i) within the brain containing (V)
ROIs was ranked in order of its probability value (Table 1). The
false-positive filter value q was set to 0.2 and the predetermined
c(V) was set to unity (Benjamini and Hochberg, 1995). The
corrected probability is noted on each table.

Resting-State Functional Connectivity
Scans were collected using a spin-echo triple-shot EPI sequence
[imaging parameters: matrix size = 96 × 96 × 20 (H × W × D),
TR/TE = 1000/15 ms, voxel size = 0.312 × 0.312 × 1.2 mm,
slice thickness = 1.2 mm, with 200 repetitions, time of acquisition
10 min]. There are numerous studies detailing the benefits
of multi-shot EPI in BOLD imaging (Menon et al., 1997;
Hoogenraad et al., 2000; Poser and Norris, 2009; Swisher et al.,
2012; Kang et al., 2015). We avoided using single shot EPI
because of its sever geometrical distortion at high field strengths
(≥7T) and loss of effective spatial resolution as the readout
period increases (Farzaneh et al., 1990; Jesmanowicz et al., 1998;
Hoogenraad et al., 2000). There is also the possibility of signal loss
in single shot EPI due to accumulated magnetic susceptibility or
field inhomogeneity (Kang et al., 2015).

Preprocessing in this study was accomplished by combining
Analysis of Functional NeuroImages (AFNI_17.1.123), FMRIB
Software library (FSL, v5.0.94), Deformable Registration via
Attribute Matching and Mutual-Saliency Weighting (DRAMMS
1.4.15), and MATLAB (Mathworks, Natick, MA, United States).
Brain tissue masks for resting-state functional images were
manually drawn using 3DSlicer6 and applied for skull-stripping.
Motion outliers (i.e., data corrupted by extensive motion) were
detected in the dataset and the corresponding time points were
recorded so that they could be regressed out in a later step.
Functional data were assessed for the presence of motion spikes.
Any large motion spikes were identified and removed from the
time-course signals. This filtering step was followed by slice
timing correction from interleaved slice acquisition order. Head
motion correction (six motion parameters) was carried out
using the first volume as a reference image. Normalization was
completed by registering functional data to the 3D MRI Rat
Brain Atlas©using affine registration through DRAMMS. The

3http://afni.nimh.nih.gov/afni/
4http://fsl.fmrib.ox.ac.uk/fsl/
5https://www.cbica.upenn.edu/sbia/software/dramms/index.html
6https://www.slicer.org/
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TABLE 1 | Measures of motor behavior.

Apparatus and
parameter

Control 1-Hit 3-Hit Statistics

Balance beam

Total foot faults 2.0 ± 0.7 2.2 ± 0.6 2.8 ± 0.9 F = 0.31, p = 0.74a

Faults per segment:

Wide 0.3 ± 0.1 0.5 ± 0.2 0.5 ± 0.2 –

Middle 0.2 ± 0.1 0.1 ± 0.1 0.3 ± 0.2 p < 0.01b

Thin 0.5 ± 0.2 0.6 ± 0.1 0.6 ± 0.1 p < 0.02b

Goal box latency (s) 12.7 ± 2.2 9.9 ± 1.2 14.7 ± 3.7 F = 0.99, p = 0.38a

Rota-rod

Fall latency (s) 107.8 ± 9.7 83.2 ± 9.6 100.5 ± 19.8 F = 1.05, p = 0.36a

Data represent mean ± SEM. For balance beam testing, there were no significant differences between groups for goal box latency [F(2,27) = 0.99, p > 0.1] or total
foot faults [F(2,27) = 0.30, p > 0.1]. Similarly there was no difference between groups for fall latency on the rota-rod task [F(2,27) = 1.05, p > 0.1]. Analysis of balance
beam performance, in terms of the widths of the three specific beam segments (i.e., Wide, Middle, and Thin), resulted in a significant main effect of segment width
[F(2,52) = 11.7, p < 0.0001] with all groups showing a higher number of foot faults on the thinnest and middle portion of the beam compared to the widest portion of the
beam (p < 0.05 for both). aNon-significant; bsignificant.

MRI rat atlas containing 173 annotated brain regions was used for
segmentation. Data are reported in 166 brain areas, as five regions
in the brain atlas were excluded from analysis due to the large size
of three brains. These brains fell slightly outside our imaging FOV
and thus we did not get any signal from the extreme caudal tip of
the cerebellum. Whole brains that contain all ROIs are needed
for analyses so rather than excluding the animals, we removed
the brain sites across all animals. After quality assurance, band-
pass filtering (0.01–0.1 Hz) was preformed to reduce low-
frequency drift effects and high-frequency physiological noise
for each subject. The resulting images were further detrended
and spatially smoothed (full width at half maximum = 0.8mm).
Finally, regressors comprised of motion outliers, the six motion
parameters, the mean white matter, and cerebrospinal fluid time
series were fed into general linear models for nuisance regression
to remove unwanted effects.

The region-to-region functional connectivity method was
performed in this study to measure the correlations in
spontaneous BOLD fluctuations. A network is comprised of
nodes and edges; nodes being the brain ROI and edges being
the connections between regions. Data are reported in 166 brain
areas, as five regions in the 3D MRI Rat Brain Atlas were excluded
from analysis due to the large size of three brains that fell slightly
outside then FOV excluding signal from the most caudal tip of
the cerebellum. Voxel time series data were averaged in each
node based on the residual images using the nuisance regression
procedure. Pearson’s correlation coefficients across all pairs of
nodes (14,535 pairs) were computed for each subject among all
three groups to assess the interregional temporal correlations.
The r-values (ranging from −1 to 1) were z-transformed using
the Fisher’s Z transform to improve normality. 166 × 166
symmetric connectivity matrices were constructed with each
entry representing the strength of edge. Group-level analysis
was performed to look at the functional connectivity in the
experimental groups. The resulting Z-score matrices from one-
group t-tests were clustered using the K-nearest neighbors
clustering method to identify how nodes cluster together and
form resting-state networks. A Z-score threshold of |Z| = 2.3

was applied to remove spurious or weak node connections for
visualization purposes.

Behavioral Testing
The novel object recognition (NOR) task was used to assess
episodic learning and memory (Bevins and Besheer, 2006;
Antunes and Biala, 2012). The apparatus consisted of a black
cube-shaped Plexiglass box (L: 60.9, W: 69.2, H: 70.5 cm) with
no lid, indirectly illuminated with two 40 W incandescent bulbs.
Animals were placed in the empty box (15 min) for acclimation
on day 1. On day 2, for the familiar phase (5 min), animals were
placed in the box with two identical objects arranged in diagonal
corners, 5 cm from each wall. After a 90 min rest period in their
home cage, animals were placed back in the box for the novel
phase (3 min) with one of the familiar objects and a novel object.

The Barnes Maze was used to assess spatial learning and
memory (Barnes, 1979; Fox et al., 1998; Harrison et al., 2009).
The maze consists of a circular platform (121 cm in diameter,
elevated 40 cm), with 18 escape holes along the perimeter at
30 cm intervals. A black, removable enclosed Plexiglas goal box
was positioned under a single escape hole on the underside of
the maze (L:40.0 × W:12.7 × H:7.6 cm) in the same position
relative to the testing room across all trials. Between trials, the
maze was rotated 45 degrees and the goal box shifted accordingly
for cardinal consistency. Animals were placed inside the goal box
for 1 min and then under an enclosed container at the center of
the circular platform for 30 s, that was then lifted to start the
trial. If animals did not find the goal box within the test period
(4 min), they were gently nudged into the box and allowed to
stay for 1 min, and then placed back in their home cages between
trials (three trials/day for 4 days). For both the NOR and the
Barnes maze, all trials were video recorded and analyzed using
manual methods by experimenters blind to treatment condition
and verified with automated scoring using ANY-maze R©software
(Stoelting, Wood Dale, IL, United States).

A tapered balance beam (Dragonfly Inc., Ridgeley, WV,
United States) and rota-rod were used to measure motor behavior
(Williams et al., 2005; Sackheim et al., 2017). The balance beam
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(L: 150 cm, W: 5.5 cm tapering down to 1.5 cm, elevated 120 cm)
was equally divided into three sections (L:47 cm each; “wide,”
“middle,” “thin” sections) that were lined with touch-sensitive
sensor ledges (width: 2 cm) that ran the length of the beam and
were arranged on each side, 4 cm below the surface of the beam
to count paw slips (or foot faults). At the start of the maze (“wide”
section) was a wooden start platform, and at the end of the beam
(immediately following the “thin” section) was a black enclosed
Plexiglas goal box. After 2 days of training (three trials per day),
animals were tested (three trials/day for 2 days). Prior to each
trial, animals were placed inside the goal box for 1 min. Animals
were then placed on a start platform and timed for traversing
into the goal box, where they remained for 1 min, and were
then placed back in their home cage until the next trial (30 min
intertrial interval).

Following 2 days of training (three trials/day), animals were
tested over 2 days (three trials/day) using the rota-rod by placing
them on a rotating cylinder (diameter: 4 cm) that rotated at an
increasing frequency starting at 1 rpm and increasing linearly at
a 0.1 v/t2 acceleration rate for a total of 210 s ending at a max
frequency of 50 rpm. Latency to fall off the rod was recorded
for each animal and averaged across trials and days. For all
behavioral measures, GraphPad Prism version 6.0 (GraphPad
Software, La Jolla, CA, United States) was used for statistical
analyses. One-sample t-tests assessed differences from chance
levels (i.e., =50%) of exploration in the NOR task, for each
experimental group individually. Comparisons among groups
were conducted using one-way analysis of variance (ANOVA) or
mixed ANOVAs followed by Fisher’s protected least significant
difference post hoc test.

RESULTS

Cognitive and Motor Behavior
Across days, there was a significant main effect of testing day
on goal box latency in the Barnes maze test [F(3,81) = 9.3,
p < 0.0001], with no significant difference between groups
[F(2,27) = 0.38, p > 0.1, Figure 1]. All groups had significantly
shorter latencies to enter the goal box on testing day 3
(p < 0.0001), and 4 (p < 0.0001) compared to day 1. In addition,
all groups showed shorter latencies on the last day of testing
compared to the second day of testing (p < 0.01). In the NOR,
single-sample t-tests showed that control, one, and three hit
animals [t(11) = 6.84, p < 0.0001; t(9) = 3.86, p < 0.01; and
t(7) = 4.9, p < 0.001, respectively] all had a significantly greater
preference for the novel object that was beyond chance (>50%)
during the novel phase (Figure 1). The DWI and rsFC data
showed no evidence of alterations in the hippocampal complex
as shown in Figures 2, 3. Table 1 summarizes the results of
locomotor testing and shows no differences between the groups.

Diffusion Weighted Imaging and
Quantitative Anisotropy
Measures of anisotropy at 7–8 weeks post injury were registered
to the 3D MRI Rat Atlas with 173 segmented brain areas
to identify possible changes in gray matter microarchitecture

(Kulkarni et al., 2015). The data for FA are shown in Figure 2.
These probability heat maps show statistical differences between
the one and three hit groups compared to controls. The right
column of activation maps shows three hits compared to one
hit. The effects on FA from a single hit were limited to the
dorsal striatum and central amygdala. However, rats exposed to
three hits showed significant FA changes in the olfactory system,
basal ganglia, central amygdala, cerebellum, and deep cerebellar
nuclei. Many of the same differences are noted when comparing
three hits to one hit, evidence of a dose effect with repeated
mild head injuries (see Supplementary Tables 1–3).

Resting-State Functional Connectivity
The delineated areas in the two correlation matrices in Figure 3
show that a single hit favors an increase in rsFC, while repeated
hits show reduced rsFC. For example, the posterior cerebellum
of the one hit group shows a much larger cluster than both the
three hit and control animals. Indeed, this area has grown to
include the paramedian lobule, crus 1 and 2, cerebellar lobules
7, 8, 9, and 10 plus the deep cerebellar nuclei. The rsFC between
brain regions for the three experimental groups are shown in the
right-hand panels of Figure 3 for the olfactory system/prefrontal
cortex, suprachiasmatic n. (SCN) of the hypothalamus, and the
midbrain dopaminergic system. The areas in red comprise the
key nodes for each panel. For instance, the olfactory system
is made up of the three layers of the olfactory bulb and the
anterior olfactory nucleus. In control rats, these combined areas
have significant functional connections to the marked areas of
the adjacent prefrontal ctx (e.g., rostral piriform, ventral, medial
and lateral orbital cortex, and the tenia tecta, highlighted in
yellow). The 3D organization of these brain areas and the others
is shown in the glass brains. Rats hit once showed increase
functional connectivity 7 weeks post injury that includes the
anterior cerebellum (three to five lobules) and deep cerebellar
nuclei (lateral and interposed). In contrast, rats exposed to three
hits have reduced connectivity that is limited only to the olfactory
bulb. The SCN, the key node in the brain controlling circadian
rhythms and sleep/wake cycles, has functional connections with
adjacent areas of the hypothalamus in control rats that are
reduced with one hit and eliminated with three hits.

The ventral tegmental area (VTA) as well as the substantia
nigra compacta (SNc) and reticularis (SNr) make up the
core nodes of the midbrain dopaminergic system. From these
regions, control animals have diffuse connectivity to areas
in the amygdala, hypothalamus, thalamus, medulla oblongata,
and cerebellum. Following a single mild hit, the functional
connectivity primarily coalesces around the thalamus. Animals
exposed to repeated TBI showed reduced connectivity compared
to the other groups, and had no connectivity between
the SN and the VTA.

The sensitivity of the cerebellum and its efferent connections
to the brain through the deep cerebellar nuclei was examined
further by seeding the combined lateral, fastigial, and interposed
nuclei, and mapping areas of connectivity in the one and three hit
groups that were significantly different from control (Figure 4).
In addition, the posterior cerebellum was also seeded using
an aggregate of multiple areas (6–10 lobules, cupola, crus 1
and 2, paramedian, and paraflocculus). The purpose of this
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FIGURE 1 | Cognition testing. (A) Barnes maze heat maps for the last day of testing. Qualitatively, on the last day of testing, animals exposed to three hits spent
more time on the maze searching for the goal box, however, this effect failed to reach quantitative significance. (B) Search patterns for the Barnes maze goal box
resulted in no significant differences between groups across days for all maze parameters including goal box latency and path efficiency. There was a main effect of
path efficiency on the Barnes maze with all experimental groups showing relatively steady increases across days [F (3,81) = 3.29, p < 0.05] (Inset). When averaged
over days, there were no significant differences between groups for goal box latency [F (2,27) = 0.20, p = 0.82] or path efficiency [F (2,27) = 0.22, p = 0.80]. (C) Novel
object recognition (NOR) – novel phase heat maps (averaged across days). Qualitative data show an equal pattern of exploration across groups with the greatest
amount of time spent in close proximity to the novel object indicated by the presence of red on the lower right corner of the maps. (D) Quantitative data reflect
qualitative patterns and show that all three treatment groups spent a greater than chance amount of time (i.e., >50%) with the novel object. Conversely, there were
no differences between hit groups for the NOR index [F (2,27) = 0.34, p > 0.1], total time exploring the novel object [F (2,27) = 0.57, p > 0.1], or the percentage of
novel object encounters during the novel phase [F (2,27) = 1.16, p > 0.1]. Crosses on heat maps indicate goal box location and novel object location on the Barnes
maze and NOR, respectively. ∗∗p < 0.05, ∗∗∗p < 0.01 for single sample t-test.

seeding strategy was to identify putative afferent connections
to the posterior cerebellum given its enhanced functional
connectivity following a single concussion. For the one hit
group, there was strong connectivity with the olfactory bulb,
prelimbic ctx, tenia tecta, and endopiriform ctx (sections E
and F). The amygdala (central, medial, and basal, section D),
hippocampus (CA3 dorsal and ventral, CA1 dorsal, sections D
and C), motor ctx (section D), and medulla oblongata (olivary
n., vestibular n. principle sensory n. trigeminal, and parvicellular
reticular n., sections A and B) all showed strong connectivity
to the posterior cerebellum. These cerebellar connections were
fewer and less significant with repeated concussions. The
reorganization of functional connectivity in the cerebellum
and brainstem shown in Figures 3, 4 compliment the FA data
(Figure 2), which showed alterations in water diffusion and
putative gray matter microarchitecture across many of the same
brain areas. The Excel files with the raw Z scores for all brain
areas for zero, one and three hit conditions are provided in
Supplementary Tables 4A–C.

DISCUSSION

The study was designed to evaluate the long-term
neuroradiological consequences of one versus three mild
repetitive head injuries using the momentum exchange model.
The model had the expected effect of delivering repetitive mild
head injury without signs of contusion. This model enabled

the question – are there any differences between a single
mild hit and three mild hits to the head delivered over the
course of several days? The imaging data from DWI and rsFC
collected 7–8 weeks post injury were very different between a
single and three mild hits and suggest a reorganization of gray
matter microarchitecture and functional neural circuitry to
repetitive head injury.

One vs. Three TBI
A single, mild TBI caused few changes in indices of anisotropy
reflecting minor alterations in central water diffusion. With three
concussions, there was evidence of white and gray matter injury,
and loss of connectivity between various regions of the brain.
This was consistent with several human and animal studies that
showed that repetitive injury separated by short intervals poses a
greater risk than single insults or multiple head injuries separated
by longer intervals (Laurer et al., 2001; Yoshiyama et al., 2005;
Meehan et al., 2012; Prins et al., 2013; Silverberg et al., 2013;
Bolton and Saatman, 2014; Weil et al., 2014).

The availability and utilization of glucose necessary for brain
function following repeated head injury appears to play a critical
role in recovery (Selwyn et al., 2016). The change in brain
metabolism following injury is triphasic, with an initial period
of hyperglycolysis followed by depressed glucose metabolism
and finally recovery (Yoshino et al., 1991; Ginsberg et al., 1997;
Bergsneider et al., 2000, 2001; Selwyn et al., 2016). The reduction
in glucose metabolism may reflect a “dormant” period helping
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FIGURE 2 | Diffusion weighted imaging. Shown are 2D probability maps with quantitative anisotropy highlighting the brain areas (pink/red) that are significantly
different in FA between one (n = 13) and three (n = 9). Most of these areas are associated with the basal ganglia, cerebellum, and brainstem. The 3D representations
of these areas are presented in different orthogonal directions to the left. The forebrain areas shown in sections B–D are near the impact site and include the
underlying ctx and striatum (caudate/putamen), while the hindbrain areas (sections F–I) include various components of the pons and medulla oblongata that are
associated with arousal (raphe, parvicellular reticular, pedunculopontine tegmental, reticulotegmental areas), sensory integration (principle sensory n, facial n,
vestibular n.), and autonomic regulation (solitary tract n.). The pontine and olivary nuclei have efferent connections to the cerebellum as do the many sensory nuclei in
medulla. The posterior cerebellum comprising the vermis (5th–10th cerebellar lobules), flocculus, paramedian lobules, cupola of the pyramis, and deep cerebellar n.
were all affected with three hits.

in recovery. In a recent study, Selwyn et al. (2016) looked at
repeated head injury in rodents timed to coincided with this
“dormant” phase of glucose metabolism and reported greater
neurological damage and deficits in motor function compared
to injury at other times. Concussions that occur closer together
have greater cognitive and behavioral consequences, with deficits
that can be present up to year later in preclinical models (Selwyn
et al., 2016). In accord with this finding, a repeated imaging
study showed that at multiple time points both during and after
repeated head strikes, FA and mean diffusivity, as well as axial and
radial diffusivity, continue to change across various regions of the
brain (Qin et al., 2018).

Diffusion Weighted Imaging
There were few changes in indices of anisotropy at 7–8 weeks
following a single hit. Those that occurred were localized to the

central and medial amygdala, and the dorsal/ventral striatum
(caudate/putamen). These areas are related to the control
of emotion and dopaminergic regulation of motor function,
respectively (Lanteaume et al., 2007; Fazio et al., 2011; Smith
and Lane, 2015). Rats exposed to three hits showed significant
changes in FA within the white matter tracts, olfactory system,
basal ganglia, central amygdala, cerebellum, and deep cerebellar
nuclei. Comparing three hits to one hit showed a similar
pattern of change underscoring a dose effect of repeated head
injury on the brainstem and cerebellum. The decrease in FA
values in white matter tracts following head injury is well
established in the clinical literature (Shenton et al., 2012) and
again reported by Wright et al. (2017) in rmTBI using the
momentum exchange model and most recently by Fidan et al.
(2018) in a closed head cortical impact model. The resulting
putative changes to gray matter microarchitecture show a distinct
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FIGURE 3 | Functional connectivity correlation matrices. Shown are correlation matrices of 166 rat brain areas for rsFC comparing controls to one concussion (top
left) and three concussions (bottom left). Each dark red pixel for control rats represents 1 of 166 brain areas that is significantly correlated with other brain areas. The
brain areas with significant correlations appear as clusters because they are contiguous in their neuroanatomy and function. The diagonal line separates the control
and one concussed groups. The pixels for one concussion are a mirror image of those pixels (i.e., brain areas for controls). Interesting, rats with a single concussion
(n = 13) showed greater rsFC within the anterior and posterior cerebellum and deep cerebellar n., olfactory system, and prefrontal ctx when compared to no hit
controls (n = 9).

separation between forebrain and hindbrain (see 3D sagittal
representation in Figure 2). These results align with numerous
reports showing that the cerebellum is particularly vulnerable
to mild TBI (Bolton and Saatman, 2014; Ordek et al., 2014;

Nathan et al., 2015; Schroeter et al., 2015; Meabon et al., 2016;
Manktelow et al., 2017). Furthermore, in a recent study, rsFC
data from human mTBI patients identified altered connectivity to
the cerebellum as an important biomarker (Vergara et al., 2017).
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FIGURE 4 | Seeding the cerebellum. The deep cerebellar nuclei (lateral, fastigial, and interposed) and collective areas comprising the posterior cerebellum served as
seeds point to focus on the connectivity of the brain to the cerebellum following one and three concussions (hits) as compared to 0 hit sham controls. Areas denoted
in red/yellow are significantly greater than control while blue are significantly less than control. Sections A and B show increased connectivity between the deep
cerebellar nuclei and the posterior cerebellum (lobules 5–9), crus 1 of the ansiform lobule, and paraflocculus in one hit rats. Additionally, the primary sensory n. of the
trigeminal nerve, vestibular n., parvicellular reticular n., and the olivary n. of the underlying medulla oblongata are all part of the enhanced functional connectivity that
is present in one hit rats compared to control animals. These same cerebellar/brain stem connections were reduced in the three hit rats (controls < three hit < one
hit, sections A and B). At the level of the pons (section C) there is clear bilateral connectivity to the lateral part of the SN in one hit rats and, to a lesser degree, a
unilateral connection in the three hit rats. Three hit rats show a reduced connectivity (blue) in the red n., dorsal CA1, and dorsal subiculum of the hippocampus (three
hit < control) but an increased connectivity in the ventral CA1, visual 1 and 2 cortices (control < three hit). At the level of the thalamus (section D) there is only one
area that differs between one hit and control animals, the retrosplenial ctx. In contrast, the three hit rats show enhanced bilateral connectivity in the ventral posterior
thalamus and paracentral thalamic n., and reduced connectivity in dorsal CA3 hippocampus and piriform ctx. At the level of the striatum (section E) there is reduced
connectivity in one and three hit rats in the accumbens shell (one hit ≤ three hit < control). Three hit rats show a bilateral reduction in the primary somatosensory
cortex representing the jaw, a unilateral reduction in connectivity to the motor ctx, and enhanced connectivity in the piriform ctx and diagonal band of Broca.

Related to this finding, data from retired military personnel
show that decreased metabolic activity in the cerebellum is
negatively correlated with the number of blast-related mild TBIs
(Selwyn et al., 2016). Given the heterogeneity of TBIs, the
consistency of alterations to cerebellar function due to head
injury in both humans and across animal models suggests that
the cerebellum is an important region for characterizing the
progression of head injury.

Resting-State Functional Connectivity:
Midbrain Dopamine System
This study included a global analysis of rsFC of 166 brain
regions extending from the rostral-most portion of the olfactory

bulb to the caudal brainstem and cerebellum. Animals hit
once showed a combination of hyper- and hypoconnectivity
across several networks, while rats concussed three times
presented with only hypoconnectivity (Figure 3). The altered
connectivity of the midbrain dopaminergic system demonstrates
injury-dependent hypoconnectivity and reorganization of an
extended neural network to a smaller cluster. The VTA and
SN make up the core nodes of the midbrain dopaminergic
system and have diffuse connectivity to areas in the amygdala,
hypothalamus, thalamus, medulla oblongata, and cerebellum
in control animals. Following a single concussion, functional
connectivity primarily coalesces around the thalamus. This
clustering, or “small-world” effect (Bassett and Bullmore, 2009;
Nakamura et al., 2009; Roy et al., 2017), shortens the pathway
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length or aggregate neural connections, reducing the metabolic
cost of signal transduction. Repeated concussions show reduced
connectivity in these areas compared to one concussion and
control groups, as well as loss of connectivity between the
SN and the VTA. Both the SN and the VTA contain a
high density of dopamine (DA) neurons, and the loss of
functional connections with afferent brain regions due to
depletion of these DA neurons is associated with Parkinson’s
disease onset. The midbrain DA system and its projections to
the striatum may be particularly sensitive to TBI. There are
numerous preclinical studies reporting damage to the midbrain
dopaminergic system and striatum months after moderate to
severe TBI (Hicks et al., 1996; Bales et al., 2009; Hutson
et al., 2011; Acosta et al., 2015, 2017; Impellizzeri et al., 2016;
Liu et al., 2017). The damage is characterized by loss of DA
neurons in the SN, increased accumulation of α-synuclein
aggregates and putative Lewy bodies, and neuroinflammation
marked by activated microglia. The data reported here show
rmTBI-induced hypoconnectivity in the SN and VTA, along
with altered DWI in the basal ganglia. These data corroborate
an expanding literature that head injury is a risk factor for
development of Parkinson’s later in life (Jafari et al., 2013;
Crane et al., 2016; Taylor et al., 2016; Gardner et al., 2018;
Jenkins et al., 2018).

Resting-State Functional Connectivity:
Olfactory System/Cerebellum
One of the more interesting observations from rsFC is the
relationship between the olfactory system and the cerebellum.
Non-concussed rats showed the olfactory bulb and anterior
olfactory n. have close adjacent connections to the orbital and
piriform cortices. Six–seven weeks post injury, rats concussed
only once showed increased connectivity in the forebrain
olfactory system and limbic ctx with hindbrain regions that
include the anterior cerebellum (three to five lobules) and
deep cerebellar nuclei (lateral and interposed). In contrast,
rats exposed to three concussions had reduced connectivity
limited only to the olfactory bulb and isolated from the
anterior olfactory n.

BOLD imaging in response to odors that involve both
systems show brain activation in the olfactory cortex, insula,
thalamus, and cerebellum (Pellegrino et al., 2017). Indeed,
the cerebellum is consistently activated in human imaging
studies that use an odor stimulus (Mainland et al., 2005).
While the pathway from the olfactory bulbs to cerebellum
has not yet been defined, the circuitry appears to cross over
the midline as lesions in the left cerebellum impair odor
processing in the contralateral nostril (Mainland et al., 2005).
Moreover, data based on changing odor intensity suggest that
the intranasal trigeminal system may be responsible for odor-
induced activation of the cerebellum (Iannilli et al., 2011;
Pellegrino et al., 2017). Disrupted olfaction is commonly found
long after initial head trauma in TBI patients (Schofield
et al., 2014) and is a highly prevalent, early symptom of
Parkinson’s and Alzheimer’s disease (Doty et al., 1988, 1992;
Mesholam et al., 1998; Katzenschlager and Lees, 2004).

Resting-State Functional Connectivity:
Cerebellum
The sensitivity of the cerebellum and its efferent connections
to the brain through the cerebellar nuclei was examined by
seeding the combined dentate, fastigial, and interposed nuclei
as well as the posterior cerebellum, and then mapping their
connectivity. The cerebellum has reciprocal interactions with
much of the brain (Witter and De Zeeuw, 2015). Excitatory
outputs from the cerebellar nuclei impact the motor and
somatosensory cortices (Allen and Tsukahara, 1974), thalamus
(Kalil, 1981; Aumann and Horne, 1996; Aumann et al., 1996),
hypothalamus, amygdala, basal ganglia (Hoshi et al., 2005; Bostan
et al., 2010; Chen et al., 2014), and hippocampus (Onuki et al.,
2015). A single concussion increased connectivity between the
cerebellar nuclei and the posterior cerebellum. The primary
sensory n. of the trigeminal nerve, vestibular n., parvicellular
reticular n., and olivary n. of the underlying medulla oblongata,
all of which have reciprocal connections with the cerebellum
(Teune et al., 2000; Witter and De Zeeuw, 2015), are part
of the enhanced functional circuitry that we observed. The
posterior cerebellum showed connectivity in the hindbrain that
was similar to the cerebellar nuclei, with additional connections
with the limbic ctx, amygdala, and hippocampus. The functional
connectivity to these brain regions is consistent with the growing
literature on cerebellar involvement in emotion and cognition
and its reciprocal connections to these areas (Snider and
Maiti, 1976; Heath et al., 1978; Haines et al., 1984; Sacchetti
et al., 2002; Schutter and van Honk, 2006; Rogers et al., 2011;
Calcagnoli et al., 2015).

The altered connectivity observed after seeding the cerebellar
nuclei and posterior cerebellum following three concussions
showed a loss of “small worldness,” with reduced connectivity
with the cerebellum as well as the underlying brainstem.
The motor ctx, basal ganglia, hippocampus, and amygdala
showed negative connectivity compared to controls. The
sensitivity of these areas to rmTBI may be a risk factor for
the cognitive, emotional, and/or motor dysfunction associated
with neurodegenerative diseases. For example, similar to
our three hit model, Alzheimer’s patients show decreased
functional connectivity between the hippocampus and the
cerebellum (Allen et al., 2007), and elderly individuals
with mild cognitive impairment show reduced connectivity
of the hippocampus within a functional network that
includes the cerebellum (Bai et al., 2009). In line with our
three hit rsFC data, functional connectivity is reduced in
Parkinson’s patients between the amygdala and the contralateral
cerebellum, and also between the amygdala and the putamen
(Hu et al., 2015).

Limitations and Considerations
This model using momentum exchange for rmTBI and
neuroradiology to assess changes in brain structure and function
potentially mirrors the human experience and condition. We
were unable to identify any changes in cognitive or motor
function at 6–7 weeks post injury in one or three hit rats.
While it is possible that cognitive and motor deficits would
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have been revealed with different assays, our assessments
showed no overt problems with general health and behavior.
However, noninvasive imaging using DWI and rsFC protocols
revealed significant alterations in putative gray and white matter
architecture and functional connectivity 7–8 weeks post injury,
a duration comparable to over 4 years in a human life (11.8
adult rat days = 1 human year) (Sengupta, 2013). In the context
of translational neuroscience, this would be sustained injury
in humans. The absence of any overt behavioral deficits after
an extended period following injury is consistent with mild
concussions in humans.

As previously reported, the momentum exchange model
for rmTBI produces a constellation of neurological deficits
that resolve within a week of head injury (Mychasiuk et al.,
2016; Wright et al., 2017). Therefore, it is likely that rats had
recovered from these earlier neurological deficits but it cannot
be certain. While we tested for cognitive and motor behaviors
it would have been of interest had we tested for changes in
affective behavior given the reports that head injury in different
rodent models of mild TBI increase anxiety (Petraglia et al.,
2014; Rowe et al., 2016). Still another, and probably a more
relevant behavioral measurement, would have been sleep/waking
activity given the loss of functional coupling in the SCN
(Castriotta et al., 2007).

These studies were done on adult male rats. Recently, there
have been numerous reports addressing sex differences in rmTBI
and the vulnerability of adolescence given the increased incidence
of head injury in organized sports (Lovell et al., 2003; McCrea
et al., 2004; Broshek et al., 2005; Colvin et al., 2009). Wright
et al. (2017) clearly showed sex differences in behavior, imaging,
and molecular markers in 30–38-day adolescent rats following
rmTBI with momentum exchange. RmTBI using control cortical
impact on immature 18-day male mice causes changes in
white matter FA values and neurochemistry (Fidan et al.,
2018). Would the neuroradiological data presented here be
different between males and females and dependent upon age
of injury?

Recently, there have been many preclinical studies using
MRI to interrogate the brain following rmTBI (Wright et al.,
2016; Fidan et al., 2018; Meconi et al., 2018; Wortman et al.,
2018). DTI is routinely done but the focus is primarily on
white matter and only then is predefined areas such as the
corpus callosum. The DWI described here with quantitative
anisotropy combining a 3D rat MRI atlas with 173 segmented
and annotated areas with computational analysis provides an
unbiased global interrogation of the brain for subtle changes in
gray and white matter microarchitecture (Kulkarni et al., 2015).
We are not aware of any preclinical rmTBI studies that use
rsFC to follow the long-term consequences of mild head injury.
This imaging method is becoming more important in the clinic
to diagnose brain function in asymptomatic patients as noted
below and focused attention in the clinic on the cerebellum as
a biomarker of rmTBI. When our rsFC data are analyzed using
the rat MRI atlas, global networks of functional coupling can
be reconstructed. Indeed, without this capability the changes in
cerebellum and positive correlation with the olfactory system
would not have been noted.

It is generally held that the abatement of biopsychosocial
deficits is accompanied by a parallel resolution of
neuroradiological evidence of brain injury. Indeed, the
preclinical images studies cited above show both recovery
of behavior and DWI measures shortly after head injury. This
was not the case in this study as DWI and rsFC measures in
the 1- or 3-hit groups persisted for 7–8 weeks post injury.
Similar to the present results, Rajesh et al. (2017) using rsFC
reported that neural disruptions and structural insult in mTBI
may persist up to 10 years following injury in subjects with
normal cognitive function. Hypoconnectivity in the forebrain
thought to be responsible for initial cognitive deficits persisted
for years after injury and cognitive recovery, suggesting the brain
may compensate for disrupted function through reorganization.
A time lapse of 7–8 weeks in an adult rat’s life is comparable to
4–5 years in humans (Sengupta, 2013), and thus the continued
presence of injury after rmTBI suggests that the hyper- and
hypoconnectivity observed in these studies may persist for an
extended period.

The site of impact was limited to the rostral cranium at the
level of bregma, directly affecting the underlying motor ctx.
Although striking this specific site may have produced a unique
mechanical force responsible for the observed global changes
as described by Mychasiuk et al. (2016), we believe that the
neurological effects of TBI are more generalized and agnostic
to the site of impact. While concussions can occur on any part
of the head, the general neuropathology is reasonably similar
among cases. The cerebellum has been recognized as being
particularly vulnerable to mTBI (Peskind et al., 2011; Nathan
et al., 2015; Meabon et al., 2016; Vergara et al., 2017) and
neuroradiological evidence of cerebellar dysfunction has been
advanced as a diagnostic biomarker of TBI (Vergara et al., 2017).
Our findings of changes in cerebellar connectivity in response
to impact to the forebrain support this position. Previously, we
addressed whether general markers of dysfunction reliably occur
after TBI between subjects and found that concussive injuries
to the forebrain or hindbrain of rats result in a similar pattern
of neuropathology in the amygdala, hippocampus, and thalamus
(Kulkarni et al., 2015).

One of the confounds in preclinical TBI research is the use
of anesthesia during head impact as required by many IACUCs.
Nonetheless, there are published methods for awake closed
head injury and resulting studies with rmTBI in rats reporting
behavioral and imaging data that are not dissimilar from that
reported with anesthesia (Wright et al., 2016). Anesthesia was
used in these studies for both head impact and imaging. The
rsFC data were necessarily collected under low dose isoflurane
anesthesia to minimize motion artifact and physiological stress
(Guilfoyle et al., 2013). Although not optimal, numerous studies
comparing anesthetized and conscious states show similar rsFC
data (Jonckers et al., 2014; Gorges et al., 2017).

CONCLUSION

Recent clinical studies report mild TBI early in life is a
significant risk factor for future dementia (Taylor et al., 2016;
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Gardner et al., 2018; Jenkins et al., 2018; Richardson et al.,
2018). The momentum exchange model developed by the
National Football League to study player concussions was
adapted for use in rats to produce mild concussions without
neuroradiological evidence of brain contusions or changes in
cognitive or motor behavior. Nonetheless, 7–8 weeks post
injury there are significant changes in brain gray matter
microarchitecture and function as determined by MRI. The
midbrain dopaminergic system and striatum are particularly
vulnerable to rmTBI. The sensitivity of the cerebellum to
rmTBI corroborates findings in the clinic and may represent
a key biomarker in the diagnosis of head injury. Building
on the present findings can provide an opportunity to more
fully characterize recovery from mild TBI, the efficacy of
early intervention strategies to resolve structural and functional
alterations, and the risk of dementia later in life associated with
mild repetitive TBI.
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A key question in systems neuroscience is to identify how sensory stimuli are represented

in neuronal activity, and how the activity of sensory neurons in turn is “read out” by

downstream neurons and give rise to behavior. The choice of a proper model system

to address these questions, is therefore a crucial step. Over the past decade, the

increasingly powerful array of experimental approaches that has become available

in non-primate models (e.g., optogenetics and two-photon imaging) has spurred a

renewed interest for the use of rodent models in systems neuroscience research. Here,

I introduce the rodent whisker-mediated touch system as a structurally well-established

and well-organized model system which, despite its simplicity, gives rise to complex

behaviors. This system serves as a behaviorally efficient model system; known as

nocturnal animals, along with their olfaction, rodents rely on their whisker-mediated touch

system to collect information about their surrounding environment. Moreover, this system

represents a well-studied circuitry with a somatotopic organization. At every stage of

processing, one can identify anatomical and functional topographic maps of whiskers;

“barrelettes” in the brainstem nuclei, “barreloids” in the sensory thalamus, and “barrels”

in the cortex. This article provides a brief review on the basic anatomy and function of

the whisker system in rodents.

Keywords: rodents, whisker system, vibrissae, vibrissal system, somatosensory, barrel field, thalamic barreloids

1. INTRODUCTION

A fundamental goal of systems neuroscience is to identify how sensory stimuli are represented in
neuronal activity, and how the activity of sensory neurons is “read out” by downstream neuronal
structures to generate behavior. Researchers dissect this goal into the following questions:

1. What elemental features of sensory stimuli are encoded in the neuronal activity of
sensory neurons?

2. How is each elemental feature represented in the activity of sensory neurons?
3. How do the downstream neuronal areas decode the activity of sensory neurons?
4. How does spatial and temporal context affect the efficiency with which single neurons and

neuronal ensembles encode sensory stimuli?
5. How does the activity of neurons give rise to perception and ultimately behavior?

Over the past decade, the increasingly powerful array of experimental approaches such as
optogenetics and two-photon imaging which has become available in non-primate models,
particularly in rodents, has spurred a renewed interest for the use of rodents in neuroscience
research. The aim of this article is to introduce the rodent whisker-mediated touch system as
a model system suitable for investigating the fundamental questions in systems neuroscience.
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Adibi Rodent Whisker-Mediated Touch System

This model serves as an anatomically well-established and
behaviorally efficient system; as nocturnal animals, rodents rely
on their whisker-mediated touch system to collect information
about their surrounding environment. Moreover, this system
represents a well-studied circuitry with an elegant structural
organization. At every stage of processing, one can identify
anatomical and functional topographic maps of whiskers. These
clusters are referred to as “barrelettes” in the brainstem nuclei,
“barreloids” in the thalamus, and “barrels” in the cortex. Mapping
studies have revealed that whisker-related areas occupy a
relatively large proportion of neural tissue at trigeminal medullar
level (28%) (Nord, 1967), at the level of thalamic sensory
nuclei (27%) (Emmers, 1965), and at the cortical level (20%)
(Welker, 1971).

In the following sections, I first provide a brief introduction to
the basic anatomy and then the function of the whisker system
in rodents.

2. THE WHISKER-MEDIATED TOUCH
SYSTEM

2.1. Vibrissae and Follicles
Rat vibrissae, or whiskers, form a grid-wise layout on either
side of the snout. The main distinction of the vibrissae from
ordinary hairs is their large follicles which contain dense nerve
terminals and sensory receptors. As mechanical transducers, the
vibrissae mediate the transfer of the touch signal into these
receptors. The vibrissae are categorized into two classes: (i) the
micro-vibrissae, which are short and thin hairs around the nose
tip, and (ii) macro-vibrissae, which are the long stiff mystacial
hairs caudal to micro-vibrissae on the whisker pad (Brecht et al.,
1997). Macro-vibrissae consist of four follicles in rows A and B,
seven to nine follicles in row C, D and E, and four straddlers
(α,β , γ , δ) straddling between rows caudal to the mystacial
pad (see Figure 1).

These two classes of vibrissae are believed to be functionally
distinct (Vincent, 1912; Brecht et al., 1997); the macro-
vibrissae transmit spatial information such as localization in
space, as they sweep the environment by intrinsic muscles.
However micro-vibrissae are considered to be involved in
acquisition of detailed tactile information for object and texture
recognition. Nevertheless, there is evidence from behavioral
studies demonstrating that rodents are able to perform
texture and vibration discrimination tasks using their macro-
vibrissae (Carvell and Simons, 1990; Krupa et al., 2001; von
Heimendahl et al., 2007; Adibi and Arabzadeh, 2011; Morita
et al., 2011; Adibi et al., 2012).

The nerve terminals and mechanoreceptors around the
vibrissa shaft are of various types, morphologies and distributions
(Melaragno and Montagna, 1953) including Merkel cell-neurite
complexes, lanceolate receptors, Ruffini corpuscles—sometimes
referred to as reticular endings—and free nerve endings
(Renehan and Munger, 1986; Rice et al., 1986; Ebara et al.,
2002). Different receptors show different tuning properties
and sensitivity to a variety of tactile stimulus parameters
such as amplitude, frequency, duration, velocity, acceleration

and direction of whisker deflections/motion (Fitzgerald, 1940;
Kerr and Lysak, 1964; Zucker and Welker, 1969; Hahn, 1971;
Pubols et al., 1973; Dykes, 1975; Gibson and Welker, 1983a,b;
Lichtenstein et al., 1990). These receptors also exhibit different
profiles of adaptation. Merkel cells are the most prominent
mechanoreceptors. These receptors adapt slowly to sustained
whisker deflections, whereas lanceolate receptors and simple
corpuscles are rapidly-adapting (Iggo and Muir, 1969; Zucker
and Welker, 1969; Munger et al., 1971; Gottschaldt et al., 1973;
Pubols et al., 1973; Dykes, 1975).

Each follicle is innervated by 150–200 myelinated and 100
unmyelinated distal axons of trigeminal ganglion neurons (Lee
and Woolsey, 1975; Waite and Cragg, 1982; Renehan and
Munger, 1986; Rice et al., 1986, 1997; Henderson and Jacquin,
1995). These axons arborize around the hair shaft, sensing
movements in different directions.

2.2. Whisking
Whisking is the rhythmic cyclic vibrissae sweeping action,
consisting of repetitive forward (protraction) and backward
(retraction) movements at an average frequency of about 8 Hz
(Welker, 1964; Wineski, 1983; Carvell et al., 1991). Whisking is
often synchronous to respiratory, head, and nose movements,
suggesting coordination of activity among many muscle groups
(Welker, 1964; Cao et al., 2012). Berg and Kleinfeld (2003)
observed two different patterns of whisking; the first pattern,
referred to as the exploratory whisking, consists of wide-angle
sweeps with a frequency range of 1 to 5 Hz in bouts of
1 to 10 s. The whisking frequency within a bout remains
remarkably constant, while it changes between bouts (Vincent,
1912; Welker, 1964; Wineski, 1983; Carvell and Simons, 1990;
Carvell et al., 1991). The second pattern of whisking consists
of small-amplitude high-frequency (ranging from 15 to 25 Hz)
sweeps for a period of 0.5 to 1 s while whiskers are thrust
forward in a dense pattern (Carvell and Simons, 1990, 1995;
Berg and Kleinfeld, 2003). This pattern resembles the dense
focalized arrangement of photoreceptors in the retina fovea,
and is therefore referred to as “foveal whisking”. Movement
of the follicle is controlled by the facial motor nerve. Macro-
vibrissae are moved by two sets of striated musculatures (Dörfl,
1982; Wineski, 1983, 1985); the intrinsic and extrinsic muscles.
Intrinsic muscles lack a bony attachment and have their origin
and insertions in the skin (Dörfl, 1982). They are associated with
individual whiskers and generate the forward whisker motion
(protraction) by pulling the base of the follicle backwards (Carvell
et al., 1991). Extrinsic muscles are located superficially in the
mystacial pad with no direct connection with follicles. They
move all whiskers together (Wineski, 1983, 1985; Dörfl, 1985;
Carvell et al., 1991). On the basis of anatomical observations,
Dörfl (1982, 1985) and Wineski (1985) concluded that mystacial
pad muscles move the whiskers forward (protraction), whereas
backward motion (retraction) is mainly a result of the elastic
properties of the facial tissue, and is therefore passive. A more
recent finding, however, demonstrated that retraction is under
the active muscular control as well (Berg and Kleinfeld, 2003).

Whisking is controlled by a neuronal oscillator located in
the vibrissa-related region of intermediate reticular formation
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FIGURE 1 | Schematic representation of whisker-barrel system. Each whisker is identified by a unique letter-number combination corresponding to its row (A to E

from dorsal to ventral) and arc (identified by numbers 1, 2 and etcetera from caudal to rostral), with α, β, γ , and δ straddlers between rows. Colors indicate rows.

Barrel, barreloid and barrelets are redrawn from Durham and Woolsey (1984). PMBSF, posterior-medial barrel sub-field; PO, posterior thalamic nucleus; PrV, principal

trigeminal nucleus; SC, superior colliculus; SpVi, spinal trigeminal nuclei pars interpolaris; SpVo, pars oralis; SpVc, pars caudalis; TRN, thalamic reticular nucleus;

VPM, ventro-posterior medial nucleus; vMI, vibrissal primary motor cortex; vSI, vibrissal primary somatosensory cortex; vSII, secondary somatosensory cortex with the

somatotopic map from Benison et al. (2007); DLS, dorsolateral striatum; ZIv, ventral zona inserta. The evidence for somatotopic map in vM1 is provided in Ferezou

et al. (2007) and Sreenivasan et al. (2016).

of the medulla (vIRt) (Moore et al., 2013, 2014; Deschênes
et al., 2016). This region includes facial premotor neurons and
neurons that their spiking activity is either in phase or in anti-
phase with whisking protraction. Selective lesions in vIRt abolish
whisking on the side of the lesion, and activation of the vIRt by
iontophoretic injection of kainic acid (KA) induces long episodes
of whisking under light ketamine anesthesia (Moore et al.,
2014). Glycinergic/GABAergic neurons in vIRt rhythmically
inhibit vibrissa facial motoneurons innervating the intrinsic
muscles (Deschênes et al., 2016), suggesting that rhythmic
whisking is driven by inhibition. During whisking, the intrinsic
muscles protracting individual whiskers follow the whisking
oscillation, while extrinsic muscles that move the mystacial
pad follow the breathing rhythm. Both rhythms are phase-
locked during sniffing (rapid rhythmic breathing) (Deschênes
et al., 2012; Kleinfeld et al., 2014). This is compatible with the
unidirectional connections from the pre-Bötzinger complex—
the inspiratory oscillator for respiration located in medulla
adjacent to IRt (Feldman and Kam, 2015)—to vIRt, revealing
the contribution of pre-Bötzinger complex to the mystacial
pad control by driving the extrinsic muscles together with
the potential contribution of putative parafacial neurons that
receive their input from pre-Bötzinger complex (Deschênes et al.,
2016). There are no bilateral vIRt to vIRt connections. Thus,
the bilateral synchronization of whisking is mediated by the
medullary commissural fibers connecting the left and right pre-
Bötzinger complexes (Deschênes et al., 2016).

Whiskers on the right and left sides can move asymmetrically
and asynchronously (Knutsen et al., 2006; Towal and Hartmann,

2008). Additionally, rostral and caudal whiskers on a single
side of the snout can sometimes move independently. Recently,
using a three-dimensional model of the vibrissal array, Huet and
Hartmann (2014) quantified the search space during whisking
and protraction. According to their calculations, the parabolic
intrinsic curvature of the whiskers increases the volume of the
search space by over 40% compared to that of the straight
whiskers, while the elevation—whisker’s angle relative to the
horizontal plane—and torsion—torsional rotation of a whisker
about its own axis—had modest effect on the search space.
Elevation and torsion, however, affect the trajectory of the
whisker tips. Dynamics of whisker movement reveal a rodent’s
expectations about the environment (Mitchinson et al., 2007;
Grant et al., 2009). During locomotion, direction and speed
of running are coupled with average whisker position (Towal
and Hartmann, 2006, 2008; Mitchinson et al., 2011; Sofroniew
et al., 2014). The fine-scale kinematics of the whisking motion
in freely moving rodents, however, is difficult to characterize.
Machine learning techniques such as deep learning (Hong et al.,
2015), visually enhanced whiskers for tracking using florescent
dyes (Rigosa et al., 2017) and precise controlled locomotion in
virtual reality for head-fixed animal (Sofroniew et al., 2014) are
promising future approaches for high precision characterization
of whisker motion kinematics during locomotion.

2.3. Trigeminal Ganglion
Trigeminal ganglion (also called semilunar ganglion) consists of
the cell bodies of pseudo-unipolar neurons with their proximal
axons innervating the ipsilateral brainstem trigeminal complex
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(BTC) (Vincent, 1913; Ma and Woolsey, 1984) and their distal
axons innervating the vibrissae follicles. Each ganglion cell
innervates only one whisker follicle (Fitzgerald, 1940; Zucker
and Welker, 1969; Dykes, 1975; Gibson and Welker, 1983a; Rice
et al., 1986; Lichtenstein et al., 1990). The trigeminal ganglion is
somatotopically organized with caudal arcs represented dorsally,
and dorsal rows represented medially (Zucker and Welker,
1969; Lichtenstein et al., 1990). Early studies indicate that
a great majority of the ganglion cells are slowly adapting
(Fitzgerald, 1940; Kerr and Lysak, 1964; Zucker and Welker,
1969; Lichtenstein et al., 1990, but see Pubols et al., 1973;
Gibson and Welker, 1983b). The rapidly adapting ganglion
cells have generally higher velocity thresholds (Zucker and
Welker, 1969; Lichtenstein et al., 1990). Different trigeminal
ganglion units show various tuning properties, with evidence
suggesting sensitivity to the following parameters: amplitude,
frequency, duration, velocity, acceleration and direction of
whisker deflections/motion (Fitzgerald, 1940; Kerr and Lysak,
1964; Zucker and Welker, 1969; Hahn, 1971; Pubols et al.,
1973; Dykes, 1975; Gibson and Welker, 1983a,b; Lichtenstein
et al., 1990). These neurons are highly sensitive to whisker
deflection with over 50% of units responding to <1◦ of whisker
deflection (Gibson andWelker, 1983a). The spontaneous activity
of these units is considered to be zero (Zucker and Welker,
1969; Gibson and Welker, 1983a; Lichtenstein et al., 1990), and
any discharge is potentially attributed to the high sensitivity
of the units to tiny movements such as pneumatic vibrations,
mechanical hysteresis of hair shaft, or tissue damage caused by
microelectrode penetration (Gibson and Welker, 1983a).

2.4. Brainstem Trigeminal Complex (BTC)
Traditionally, the whisker-recipient trigeminal complex in the
brainstem is subdivided into the principal sensory nucleus (PrV)
and the spinal nucleus (SpV). The latter is further subdivided
rostro-caudally into 3 sub-nuclei: oralis (SpVo), interpolaris
(SpVi) and caudalis (SpVc) (Arvidsson, 1982; Ma and Woolsey,
1984). Trigeminal nuclei neurons receive inputs from trigeminal
ganglion cells and form discrete aggregated neuronal clusters—
called barrelettes—in each nucleus except for SpVo (Erzurumlu
and Killackey, 1980; Durham and Woolsey, 1984; Bates and
Killackey, 1985; Chiaia et al., 1991; Ma, 1991; Jacquin et al., 1993).
Brainstem barrelettes preserve the somatotopic organization of
whiskers on the mystacial pad (Belford and Killackey, 1979;
Hayashi, 1980; Arvidsson, 1982). Each barrelette is about 55 µm
in diameter and 1.2 mm long along the rostro-caudal direction
and contains 160–200 neurons (Timofeeva et al., 2003). The PrV
and SpVi sub-nuclei provide themajority of the projections to the
thalamus. Similar to first-order neurons in trigeminal ganglion,
the more sensitive BTC units (with low velocity thresholds) were
slowly adapting, whereas the less sensitive units (high velocity
thresholds) were rapidly adapting.

A majority of PrV barrelette neurons have barrelette-bounded
dendritic trees (Jacquin et al., 1993; Veinante and Deschênes,
1999). These neurons mainly project into single barreloids—
neuronal aggregates representing individual whiskers—of the
ventro-posterior medial nucleus (VPM) in the contralateral
thalamus (Jacquin et al., 1988; Veinante and Deschênes, 1999).

Other groups of neurons in PrVwith largemultipolar somata and
expansive dendritic branches spread over multiple barrelettes
(Jacquin et al., 1988; Jacquin and Rhoadesi, 1990; Veinante and
Deschênes, 1999), and also respond to multiple whiskers. This
population mainly projects into the posterior thalamic nucleus
(POm) in thalamus, tectum, superior colliculus, zona incerta, the
medial part of the medial geniculate nucleus (MGm), inferior
olive and medial dorsal part of VPM (VPMdm) (Huerta et al.,
1983; Bruce et al., 1987; Bennett-Clarke et al., 1992; Van Ham and
Yeo, 1992; Williams et al., 1994; Veinante and Deschênes, 1999).
The electrophysiological studies identified two broad classes of
neurons in PrV; tonic neurons which represent a single whisker,
and phasic units which are driven by single or multiple whiskers
(Shipley, 1974; Veinante and Deschênes, 1999; Minnery and
Simons, 2003; Minnery et al., 2003).

Neurons in SpVi spread their dendritic arbors into a broader
area across multiple barrelettes, and thus respond to multiple
whiskers (Woolston et al., 1982; Jacquin et al., 1986). These
neurons project to different brain areas, such as ventrobasal
complex (mainly ventro-lateral VPM, VPMvl), the zona incerta,
superior colliculus, medial geniculate nucleus, cerebellum and
spinal cord (Erzurumlu and Killackey, 1980; Huerta et al., 1983;
Silverman and Kruger, 1985; Jacquin et al., 1989; Van Ham and
Yeo, 1992; Williams et al., 1994). SpVc also projects to VPMvl
similar to the thin axons of SpVi. SpVo sends a few axons only to
POm (Veinante et al., 2000).

2.5. Thalamus
VPM, POm and the intralaminar thalamic nuclei form the
major thalamic targets of second-order neurons of brainstem
trigeminal complex (Williams et al., 1994; Diamond, 1995;
Veinante andDeschênes, 1999). The vibrissae representation area
in VPM is somatotopically organized into discrete finger-like
structures, called barreloids (van der Loos, 1976). Barreloids are
oblong cylinder-like structures, with a length of 500–900µm
and contain 250 to 300 neurons each (van der Loos, 1976;
Saporta and Kruger, 1977; Land et al., 1995; Timofeeva et al.,
2003; Oberlaender et al., 2012). The size of the barreloids is
positively correlated with the length of whiskers (Haidarliu and
Ahissar, 2001). Cells within a barreloid have receptive fields
composed of one principal and several surrounding whiskers
(Friedberg et al., 1999). POm is more homogeneous than VPM,
with no barreloid-like structures. However, there is evidence
that POm is organized topographically (Diamond et al., 1992;
Alloway et al., 2003). Compared to VPM cells, the receptive
field of POm neurons is larger (6–8 whiskers) (Diamond et al.,
1992). Moreover, POm neurons show a weaker response to
single whisker deflections than VPM neurons do, and unlike
VPM neurons, POm neurons exhibit less preference to a
particular principal whisker (Diamond et al., 1992). Instead,
POm neurons are strongly driven by simultaneous disturbance
of multiple whiskers.

Thalamic barreloids receive three main inputs:

1. an ascending excitatory input from the principal trigeminal
nucleus (PrV),
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2. an excitatory corticothalamic input from the barrel field in the
primary somatosensory cortex (SI),

3. an inhibitory input from the thalamic reticular nucleus.

In all of these pathways, terminal fields of axons are mainly
confined to the barreloid representing the corresponding
principal whisker of their receptive field (Williams et al., 1994;
Veinante and Deschênes, 1999; Desilets-Roy et al., 2002; Varga
et al., 2002). The distal dendritic arbors of a proportion of VPM
cells, however, spread in the surrounding barreloids, leading to
a cross-whisker interaction (Varga et al., 2002). In contrast to
the sensory-thalamic nuclei for other modalities, there are few,
if any, dendrodendritic synapses and no local axon collaterals
and inhibitory interneurons in rat VPM (Barbaresi et al., 1986;
Harris, 1986).

Afferents of VPMdm neurons of thalamic barreloids arborize
in the corresponding neuronal aggregates—barrels—in layer
IV of primary somatosensory cortex and form a one-to-one
connection between the VPM barreloids and cortical barrels
(Herkenham, 1980; Jensen and Killackey, 1987; Chmielowska
et al., 1989; Lu and Lin, 1993). Multi-barrel projections of
VPM neurons have never been observed. However, some axonal
innervations into septal regions surrounding the barrels were
found. Thalamic reticular nucleus and the upper part of layer
VI of barrel field in SI are innervated by collaterals of the
ascending projections from VPM (Jones, 1975; Herkenham,
1980; Jensen and Killackey, 1987; Chmielowska et al., 1989; Lu
and Lin, 1993). The VPMvl neurons do not directly project to
the barrels. They receive presynaptic inputs from the caudal
division of SpVi and branch their axons in the secondary
somatosensory cortex (SII) as well as septal and dysgranular zone
in SI (Pierret et al., 2000) and form the extralemniscal pathway
(Yu et al., 2006). An additional ascending pathway parallel to
lemniscal pathway originates from multi-whisker PrV neurons
passing through the head of the thalamic barreloids (Urbain and
Deschênes, 2007). The neurons in the head of barreloids have
multi-whisker receptive fields, innervate layer 4 septa and receive
corticothalamic feedback from layer 6 of vibrissal MI (Urbain
and Deschênes, 2007; Furuta et al., 2009). Hence it suggests this
pathway is involved in relaying information related to the phase
of whisking.

POm projects to almost all sensory-motor areas of the
neocortex, including the primary somatosensory, secondary
somatosensory (SII), perirhinal, insular and motor cortices, and
to a lesser extent to thalamic reticular nucleus (Deschênes et al.,
1998). The laminar distribution of the terminal fields of POm
projection to cortex are mainly to layers Va and I (Deschênes
et al., 1998). Similarly, POm axon terminals in SI are distributed
from upper layer V to layer I of the dysgranular zone and
interbarrel septa, as well as in layers V and I of the barrels
(Herkenham, 1986; Koralek et al., 1988; Lu and Lin, 1993;
Deschênes et al., 1998).

The thalamic reticular nucleus (TRN) with ventrobasal
thalamic nuclei forms an inhibitory feedback loop which is
believed to play role in thalamic spindling (Steriade et al., 1985;
Fuentealba and Steriade, 2005), sleep-related thalamocortical
oscillations (Steriade et al., 1993; Pinault, 2004; Fernández et al.,

2018b), arousal (Steriade et al., 1986, 1993; Lewis et al., 2015),
and selective attention (Skinner and Yingling, 1977; Crick, 1984).
Optogenetic activation of TRN switches the thalamocortical
firing pattern from tonic to bursting and enhances cortical
spindles and delta waves (Halassa et al., 2011; Lewis et al., 2015).
Neurons in the reticular nucleus receive vibrissae-related input
from cortical Layer VI neurons in SI (Bourassa et al., 1995),
collaterals from thalamocortical neurons in VPM and POm
(Harris, 1987), as well as inputs from neighboring neurons in
reticular nucleus (Landisman et al., 2002). In turn, they send their
GABAergic inhibitory projections back to ventrobasal nucleus
and POm (Scheibel and Scheibel, 1966; Pinault et al., 1995;
Lam and Sherman, 2007). These inhibitory back-projections can
account for the inter-barreloid inhibition in VPM (Desilets-Roy
et al., 2002; Lavallée andDeschênes, 2004).While the topographic
organization of the reticular neurons that project to VPM is
somatotopic, no somatotopic map was found in the reticular
neurons projecting to POm (Pinault et al., 1995).

In addition to thalamic reticular nucleus, a group of thalamic
nuclei—termed extra-reticular inhibitory system—innervate
POm with prominent GABAergic inhibitory projections (Bokor
et al., 2005; Lavallée et al., 2005). The extra-reticular inhibitory
system includes the anterior pretectal nucleus (APT) (Bokor
et al., 2005), zona incerta (Barthó et al., 2002; Trageser and
Keller, 2004; Lavallée et al., 2005) and pars reticulate division
of substantia nigra (Buzsaki, 2009). Zona incerta (ZI) and APT
are reciprocally connected, both project to PO and brainstem
motor centers and receive layer V cortical inputs (Terenzi
et al., 1995; May et al., 1997). ZI receives direct whisker input
from both PrV and SpVi (Kolmac et al., 1998; Simpson et al.,
2008) in addition to input from SI (Mitrofanis and Mikuletic,
1999; Barthó et al., 2007). Neurons in the dorsal and ventral
divisions of ZI exhibit multi-whisker receptive fields (Nicolelis
et al., 1992) with partial somatotopy in dorsal division and a
complete somatotopic organization in ventral division (Nicolelis
et al., 1992; Shaw and Mitrofanis, 2002). The ventral division
of the zona incerta (ZIv) receives the main input from SpVi
(Kolmac et al., 1998) and serves as a relay by feed-forward
GABAergic inhibition of thalamocortical neurons in higher order
thalamic nuclei including the paralemniscal pathway and POm
for whisker-related motor activity (Trageser and Keller, 2004;
Lavallée et al., 2005). The activation of vibrissal motor cortex
suppresses vibrissal responses in ZIv (Urbain and Deschênes,
2007), providing a dis-inhibition mechanism for sensory gating
in higher order thalamic nuclei during whisker-related motor
activity and active touch. For a thorough review refer to
Mitrofanis (2005).

2.6. Barrel Field Cortex
The cortical vibrissae representation in rodents is formally
referred to as the posterior-medial barrel sub-field (PMBSF)
and occupies about 20% of the somatosensory cortex (Zucker
and Welker, 1969; Welker, 1971). The cortex is organized
in 6 layers (Figure 2). In rodents, Layer IV of the vibrissae
region of primary somatosensory cortex—referred to as the
granular zone—contains anatomically distinguishable clusters
of neurons called “barrels” (Woolsey and van der Loos, 1970).
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FIGURE 2 | The laminar organization of SI. A coronal section of the

somatosensory cortex with cresyl violet Nissl Staining (left panel). The white

arrowheads indicate barrels in layer IV. Excitatory neurons in layer II/III are GFP

labeled with their terminals in Layer Va. The laminar pathway containing

glutamatergic excitatory projections from VPM to layer IV and sparsely to

layers Vb and VI (labeled red). The paralaminar pathway containing the

projections from POm to layer Va and I (labeled cyan). The pink boxes

represent the barrels, and the light purple boxes represent infrabarrels.

Adopted from Petersen (2007) and modified. Immunohistology and confocal

microscopy image by Ehsan Kheradpezouh and Mehdi Adibi.

Each elliptically shaped barrel is approximately 0.3–0.5 mm
in maximal diameter (Hodge et al., 1997) and contains an
average of 2500 neurons (Woolsey and van der Loos, 1970;
Lee and Woolsey, 1975; Jones and Diamond, 1995). Barrels are
somatotopically arranged in an identical order as the whiskers
on the snout, with the most dorsal posterior whiskers being
represented by the most lateral posterior barrels (Woolsey
and van der Loos, 1970). Neurons within each barrel produce
their strongest and fastest response to the stimulation of the
anatomically-associated whisker, also known as the “principal”
whisker (Welker, 1971). There is a precise one-to-one connection
between thalamic barreloids and cortical barrels, with no
evidence of a multi-barrel innervation by thalamocortical axons
(Bernardo and Woolsey, 1987; Chmielowska et al., 1989; Agmon
et al., 1995; Land et al., 1995). In rats, there are sparse-
celled regions between barrels called septa (Woolsey and van
der Loos, 1970; Welker and Woolsey, 1974). Inter-barrel septa
together with regions surrounding the barrel field form the
dysgranular zone.

There are two main types of neurons in layer IV barrels: spiny
stellate and star-pyramidal excitatory neurons, and GABAergic
interneurons. Both excitatory and inhibitory neurons receive
direct inputs from VPM. Neurons in layer IV heavily project
into supragranular layer II/III within the same cortical column
(along the barrel). Septal neurons project above septum to

layer II/III and to some extent coarsely to surrounding barrels,
secondary somatosensory cortex (SII) and primary motor cortex
(Feldmeyer et al., 1999; Kim and Ebner, 1999; Petersen and
Diamond, 2000; Chakrabarti and Alloway, 2006). Some layer IV
barrel axons innervate into the adjacent barrels as well (Kim
and Ebner, 1999; Petersen and Diamond, 2000; Brecht and
Sakmann, 2002). The targets of layer II/III neurons include the
adjacent barrel layer II/III, layer V, primary and secondary motor
cortices, secondary somatosensory cortex, dysgranular zone,
perirhinal temporal association cortex, dorsolateral striatum and
the contralateral SI (Koralek et al., 1990; Hayama and Ogawa,
1997; Kim and Ebner, 1999; Yamashita et al., 2018). The laminar
organization of neurons along a barrel form functional barrel
columns across cortical layers which mainly represent the barrel’s
principal whisker.

Thalamic afferents innervate layer Vb and VI neurons
concurrently to layer IV neurons (Constantinople and Bruno,
2013). Their synapses with layer V pyramidal neurons reliably
elicit action potentials (Constantinople and Bruno, 2013). Axons
of the layer V pyramidal neurons ramify extensively within
this layer with ascending collaterals targeting the supragranular
layers and descending collaterals projecting to infragranular
layer VI (Thomson and Bannister, 2003; Lübke and Feldmeyer,
2010; Feldmeyer, 2012; Ramaswamy and Markram, 2015). Layer
Va is predominantly populated by slender-tufted pyramidal
neurons characterized by their slender apical dendrites, while
layer Vb is predominantly populated by thick-tufted pyramidal
neurons characterized by pyramidal-like somas and thick apical
dendrites and the untufted pyramidal cells (Ramaswamy and
Markram, 2015). The pyramidal neurons in layer Va (both
slender and thick-tufted)may function as integrators of lemniscal
and paralemiscal thalamic pathways through monosynaptic
connections with layer IV spiny stellate neurons (Feldmeyer
et al., 2005). The layer Vb thick-tufted pyramidal neurons mainly
project to anterior midbrain and thalamic nuclei, including the
posterior thalamus, ZI and APT. These projections maintain the
somatotopic organization beyond the cortex (Sumser et al., 2017).
For a detailed recent review of the neuroanatomy and physiology
of the layer V refer to Ramaswamy and Markram (2015).

Layer VI is the main source of corticothalamic feedback
projections (Bourassa et al., 1995; Feldmeyer, 2012).
Corticothalamic neurons, in addition to projections to sensory
thalamic nuclei, ramify both excitatory and inhibitory neurons
in layer IV as well as pyramidal neurons in layer Va (Feldmeyer,
2012; Harris and Mrsic-Flogel, 2013; Kim et al., 2014). Paired
whole-cell recording (Lefort et al., 2009) and laser scanning
photo-release of caged glutamate (Hooks et al., 2011) revealed
layer VI inter-laminar input and output are weak. However,
repetitive optogenetic excitation of layer VI corticothalamic
neurons evokes action potentials in layer Va pyramidal neurons
as well as fast-spiking interneurons in both layer IV and Va
by activating facilitating synapses (Kim et al., 2014), while
the overall effect on layer IV excitatory neurons is weak
excitation or disynaptic inhibition (Kim et al., 2014). Layer VIa
corticothalamic neurons form aggregated barrel-like structures
(called infrabarrels) organized somatotopically align with
the layer VI barrels (Crandall et al., 2017). Corticocortical
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neurons, on the other hand, predominantly populate between
infrabarrels. By optogenetic stimulation of VPM and POm
thalamic nuclei, Crandall et al. (2017) found VIa corticocortical
neurons receive strong synaptic input from both VPM and POm,
whereas corticothalamic neurons exhibit weaker responses to
VPM input and little response to POm. The receptive field
properties of neurons in the barrel field are different across
layers. The receptive fields in general have an excitatory center
and excitatory surround structure; cortical neurons respond
vigorously to the corresponding principal whisker as well as to
the adjacent/surrounding whiskers with a weaker and delayed
response (Simons, 1978; Armstrong-James and Fox, 1987).
However, septal neurons similar to their presynaptic POm
neurons, respond to multiple whiskers without preference to a
certain whisker as principal (Armstrong-James and Fox, 1987;
Brecht and Sakmann, 2002). Consistent with their pattern of
connectivity, layer II/III neurons, show a broader receptive
field with a lower response magnitude (Ito, 1985; Armstrong-
James and Fox, 1987; Armstrong-James et al., 1992). Synaptic
integration in layer V neurons is more complex, as these
neurons receive input from layers II/III (Reyes and Sakmann,
1999), IV (Feldmeyer et al., 2005; Schubert et al., 2006), from
other pyramidal neurons in the infragranular layers (Markram
et al., 1997; Schubert et al., 2001), as well as substantial direct
thalamic input (Bureau et al., 2006). This leads to broad receptive
fields and sometimes whisker non-specific response profiles
(Sachdev et al., 2001). For a more detailed review on SI laminar
organization refer to Ahissar and Staiger (2010). Also, for a
review on the functional organization of barrel cortex refer to
Petersen (2007).

Across all cortical laminae, increasing the
velocity/acceleration of stimuli applied to the principal whisker
increased the amplitude of excitatory post synaptic potentials
(EPSPs) and decreased their latency to peak (Wilent and
Contreras, 2004). The changes in the EPSP were accompanied
by a transient increase in the spiking activity of cortical neurons
(Simons, 1978; Ito, 1985; Pinto et al., 2000; Arabzadeh et al.,
2003; Wilent and Contreras, 2004; Adibi and Arabzadeh,
2011), typically followed by a rapid decline (within 10–20
ms of the response onset) to a lower level of tonic spiking
rate. The synaptic response of supragranular (layer II/III) and
infragranular (layer V and VI) neurons was on average delayed
with respect to that of the granular (layer IV) neurons (Brecht
and Sakmann, 2002; Brecht et al., 2003; Manns et al., 2004;
Wilent and Contreras, 2004, but see Constantinople and Bruno,
2013). The peak of the spiking response of Layer IV neurons
was followed by infragranular neurons’ response peak and
then by the response peak of layer II/III neurons (Wilent and
Contreras, 2004). Layer IV neurons exhibit a short integration
window of a few milliseconds compared to other layers. These
findings suggest that layer IV neurons function as coincidence
detectors, whereas supra- and infragranular circuits function
as input integrators (Wilent and Contreras, 2004; Brecht,
2007). Layer V neurons are proposed to integrate lemniscal
and paralemniscal inputs in addition to inputs from most or all
cortical layers (Brecht, 2007). Layer IV, III and II, on the contrary,

might operate as functionally segregated circuits contributing
to separate lemniscal and paralemniscal processing streams
(Brecht, 2007).

The sequence of cortical activation across layers is consistent
with interlaminar interacortical local field potential recordings
and current source analysis which exhibit early current sinks in
layer IV followed by activation of layers II/III and V (Di et al.,
1990; Agmon and Connors, 1991; Kenan-Vaknin and Teyler,
1994). Multi-electrode array electrophysiology from SI neurons
revealed whisker deflection stimulation quenches trial-by-trial
variability (Adibi et al., 2013b); the Fano factor, defined as the
ratio of the variance of neuronal responses to their average,
decreased as the stimulus intensity (and hence the population
activity) increased (Figures 3A,B). This decrease is consistent
with previous findings in areas V4 (Cohen and Newsome, 2009)
and MT (Uka and DeAngelis, 2003; Osborne et al., 2004),
premotor cortex (Churchland et al., 2006), and superior temporal
sulcus (Oram, 2011) of monkeys (for a detailed review see
Churchland et al., 2010). Stimulation quenches the correlation
in trial-to-trial variability between neurons (noise correlation)
(Figures 3C,D). Noise correlation is usually characterized in
terms of the correlation coefficient of the spike counts for pairs
of neurons. Using principal component analysis of neuronal
responses, Adibi et al. (2013b) extended this measure to neuronal
populations of larger than 2 neurons (see Figure 3E). The
functional connectivity map constructed based on the strength
of pairwise correlations of ongoing spontaneous activity of
urethane-anesthetized rats recorded using 10 × 10 array of
electrodes predicted the anatomical arrangement of electrodes
on the sensory cortex (Sabri et al., 2016). Neurons with stronger
correlations to the population during episodes of spontaneous
activity, carried higher information about the sensory stimuli
in their evoked response (Figure 3F). It is, however, not clear
whether this higher level of correlations is due to common
input from thalamus or originates from the cortical circuitry.
Moreover, the correlation profile of electrode pairs during
spontaneous activity predicted both signal and noise correlations
(Adibi et al., 2014) during sensory stimulation (Figures 3G,H).

It has been demonstrated that barrel cortex neurons in
anesthetized rats robustly encode the velocity of whisker motion
(Simons, 1978; Pinto et al., 2000; Arabzadeh et al., 2003,
2004; Estebanez et al., 2012). The whisker motion features that
these neurons encode form a common low-dimensional feature
subspace of whisker motion, comprising linear combination of
whisker velocity and position, and to a lesser extent whisker
acceleration (Maravall et al., 2007; Estebanez et al., 2012).
Estebanez et al. (2012) recently demonstrated that the feature
encoding properties of cortical neurons differ depending on the
level of spatial correlation in multi-whisker sensory stimuli. In
addition to velocity, cortical neurons in the whisker-related area
of SI exhibit directional selectivity (Simons, 1978; Simons and
Carvell, 1989; Bruno and Simons, 2002; Wilent and Contreras,
2005; Puccini et al., 2006; Kremer et al., 2011).

The feedback projections from infragranular layers to
the vibrissae-related thalamic sensory nuclei consist of three
main routes:
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FIGURE 3 | Neural activity in somatosensory cortex. (A) The population activity increases with the magnitude of whisker deflection stimulation (single-cycle sine-wave

at 80 Hz). Error bars represent the standard error of means across populations with more than five simultaneously recorded units (n = 8). (B) Trial-to-trial variations in

neuronal response (in terms of Fano factor) as a function of stimulus intensity for single neurons (n = 64). The inset depicts the histogram of the linear regression slope

of the Fano factor with respect to the z-scored neuronal activity for individual neurons. The dark bars correspond to recordings with a significant linear regression

(p<0.05). (C) Color indicates the proportion of joint spike counts for a pair of simultaneously recorded neurons. White circles indicate mean spike counts for each

stimulus. The Pearson’s correlation coefficient of the spike counts is indicated by ρ for each panel. (D) The mean Pearson’s correlation coefficient across all possible

pairs of neurons (n = 245) as a function of stimulus intensity. Error bars indicate standard error of means. The inset depicts the histogram of regression slopes of noise

correlation against average firing rate for pairs of neurons. Dark bars indicate the cases with significant linear regression (p<0.05). (E) The noise correlation index (Adibi

et al., 2013b) as a function of stimulus magnitude averaged across populations containing at least five simultaneously recorded neurons (data from A). Error bars are

standard error of mean across populations (n = 8). Most of the neurons exhibit a negative slope indicating Fano factor (B) and noise correlations decrease with firing

rate. (F) The strength of correlation, denoted by h: the peak of the cross correlation of a pair of electrodes relative to the chance level (denoted by C). Electrodes were

divided into two groups of “Responsive” and “Nonresponsive” based on the median of the mutual information between neuronal responses and whisker stimulation.

The distribution of h values for Responsive pairs (where both electrodes were from the Responsive group; cyan) and Nonresponsive pairs (where both electrodes in a

pair were from the Nonresponsive group; gray). The inset depicts the average and standard error of means of strength of correlation, h, across electrode pairs as a

function of their distance for each category. (G) The histogram shows the joint distribution of h values and noise correlations. r represents the correlation coefficient.

(H) Same as (G), but for signal correlation. Inset depicts the histogram of r value calculated for groups of electrode pairs with identical distance. The distribution of r

values is positive with a mean of 0.3 indicating that the positive correlation between h and signal correlation is independent of the distance between electrodes and is

present across all distances. (A–E) are based on Adibi et al. (2013b), and (F–H) are from Sabri et al. (2016).

1. Neurons in the upper part of layer VI of a barrel exclusively
project to the corresponding barreloid in VPM (Bourassa
et al., 1995; Land et al., 1995) forming a reciprocal barreloid-
barrel connection.

2. Neurons in the lower part of layer VI project to POm and also
a major proportion of these axons make collaterals in VPM
to form rostro-caudal rod-like bands representing an arc of
vibrissae (Hoogland et al., 1987; Bourassa et al., 1995).

3. The corticothalamic projections of layer V cells exclusively
terminate in POm (Bourassa et al., 1995).

The axons originated from layer VI along the inter-barrel septa
exclusively target POm (Bourassa et al., 1995). The Layer VI
corticothalamic axons, but not those of layer V give off collaterals
in the reticular nucleus while traversing it (Bourassa et al., 1995;
Deschênes et al., 1998).

The primary somatosensory cortex projects to the secondary
somatosensory cortex, the primary motor cortex (MI), thalamus
sensory nuclei, superior caliculus and dorsolateral neostriatum
(White and DeAmicis, 1977; Carvell and Simons, 1986, 1987;
Welker et al., 1988; Deschênes et al., 1998; Alloway et al., 2006;

Chakrabarti and Alloway, 2006; Hattox and Nelson, 2007; Larsen
et al., 2007). Also, the barrel cortices on two hemispheres are
linked by a callosal connection (White and Czeiger, 1991). In
turn, primary somatosensory cortex receives inputs from the
secondary somatosensory cortex and motor cortex (Carvell and
Simons, 1987; Kim and Ebner, 1999). Unlike in primates (Hsiao
et al., 1993; Jiang et al., 1997; Iwamura, 1998; Mima et al., 1998;
Karhu and Tesche, 1999; Salinas et al., 2000; Romo et al., 2002),
little is known about the functional properties of the secondary
somatosensory cortex in rodents, and this knowledge is limited
to anesthetized preparations (Carvell and Simons, 1986; Kwegyir-
Afful and Keller, 2004).

2.7. Parallel Ascending Subcortical Routes
for Whisking and Touch Signals to Cortex
The whisker information from trigeminal complex is channeled
to cortex through three parallel pathways (Pierret et al., 2000; Yu
et al., 2006, also see Figures 1, 2):

1. The lemniscal pathway is the major pathway through which
the touch signal is channeled to cortex. This pathway includes
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ipsilateral PrV barrelettes to contralateral VPMdm barreloids
to cortical barrel columns layer IV and sparsely to Layer VI
in SI. The lemniscal pathway conveys a combination of touch
and whisking signals and is speculated to represent the “what”
pathway (analogous to the ventral stream in the visual system).

2. The paralemniscal pathway channels the sensory information
from rostral part of alaminar spinal trigeminal nucleus
(nucleus interpolaris or SpVi) into the thalamic posterior
medial nucleus (POm), and then to the following cortical
areas: layer I and Va of SI, the septal regions, SII, MI
and superior colliculus. The paralemniscal pathway primarily
conveys whisking signals, which can be employed to form
sensory-motor coordination and positional reference signals
during exploration/whisking (Ahissar et al., 2000; Kleinfeld
et al., 2006). Hence the paralemniscal pathway is speculated to
represent the “where” system in somatosensation in rodents
(analogous to the dorsal stream in the visual system).

3. The extralemniscal pathway conveys touch information from
SpVc and caudal division of SpVi to VPMvl thalamus and then
to SII and the septal regions of SI cortex.

The lemniscal and paralemniscal pathways interact; the lemniscal
pathway has been shown to suppress the paralemniscal pathway
through cortically-activated rapid GABAergic inhibitory
projections of zona incerta to POm (Lin et al., 1990; Nicolelis
et al., 1992; Power et al., 1999).

3. PHYSIOLOGY AND FUNCTION

3.1. Modes of Whisker-Mediated Sensation
As in vision where controlled eye movements—saccades—
enhance the efficacy of the visual system to browse the
environment and extract relevant visual information, rodents
sweep their mystacial vibrissae to scan the environment and
collect behaviorally-relevant information. A body of literature
referred to this purposively information-seeking manipulation of
sensory apparatus as “active sensing” (Gibson, 1962; Aloimonos
et al., 1988; Aloimonos, 1990; Szwed et al., 2003, 2006;
Mitchinson et al., 2007; Grant et al., 2009; Sullivan et al., 2012).
In the realm of engineering, however, “active sensing” against
“passive sensing” means emitting energy (e.g., in electromagnetic
form as in radar or in mechanical form as in sonar) and sensing
the reflections of the emitted signal to obtain information about
the medium/environment. To avoid this ambiguity, here, I follow
the terminology as in Diamond and Arabzadeh (2013) which
categorize the whisker-mediated perception in rodents into two
modes: “generative” and “receptive.”

Whisking is the self-generated exploratory whisker motion
through which rodents sense their surrounding environment
in the “generative mode.” This generative mode of whisking
is used in the perception of surface textures, identification of
objects and shapes, estimation of distances and localization of
objects. As a whisker comes in contact with an object or palpates
the object, its instantaneous motion changes following every
contact and release from the surface with high acceleration and
high velocity—stick-slip events. The sequence of these stick-
slip events along with the self-generated component of the

whisker motion uniquely reconstructs the kinetics of surface and
determines the texture of a surface, or the shape or location of
an object. A body of research has focused on quantification of
behavioral capacities and characterization of whisker motion and
its consecutive neuronal activity in the generative mode. These
include a variety of behavioral tasks or simulated conditions
such as texture discrimination (Carvell and Simons, 1990; Guić-
Robles et al., 1992; Prigg et al., 2002; Arabzadeh et al., 2005; von
Heimendahl et al., 2007; Diamond et al., 2008; Itskov et al., 2011;
Morita et al., 2011; Zuo et al., 2011), identification of shape and
size of objects (Brecht et al., 1997; Harvey et al., 2001; Polley
et al., 2005), distance, gap and aperture width detection (Hutson
and Masterton, 1986; Guic-Robles et al., 1989; Harris et al., 1999;
Jenkinson and Glickstein, 2000), object localization (Knutsen
et al., 2006; Mehta et al., 2007; Ahissar and Knutsen, 2008;
Knutsen and Ahissar, 2009; O’Connor et al., 2010) and natural
exploratory whisking (Fee et al., 1997; Kleinfeld et al., 2002,
2006; O’Connor et al., 2002; Berg and Kleinfeld, 2003; Szwed
et al., 2003; Ganguly and Kleinfeld, 2004; Knutsen et al., 2005).
For other paradigms, such as width discrimination described in
(Krupa et al., 2001) whisking may not be essential. However, I
categorized such behavioral tasks in the generative mode as they
require controlled head positioning and movements.

As in vision where fixating the gaze on a focal target provides
more accurate visual information, in receptive mode, rats can
immobilize their vibrissae to achieve efficient vibro-tactile signal
collection from a mobile object. In vision, saccades during a fine
visual task such as counting degrade the performance. Similarly,
there is behavioral evidence that self-generated whisker motion
reduces the rodent’s performance when detecting vibrations
(Ollerenshaw et al., 2012). This aspect of whisker-mediated
sensation is less investigated in the literature (Hutson and
Masterton, 1986) and research has been mainly limited to head-
fixed rodents performing a go/no-go licking task (Stüttgen and
Schwarz, 2008, 2010; Gerdjikov et al., 2010; Schwarz et al., 2010).

Recent studies revealed that the response dynamics of
cortical neurons changes with the mode of sensation and
the behavioral state (Fanselow and Nicolelis, 1999; Castro-
Alamancos, 2004; Crochet and Petersen, 2006; Ferezou et al.,
2006, 2007). The response of cortical neurons to whisker
stimuli was suppressed in the generative mode compared
to the receptive mode or quiescent state (Castro-Alamancos,
2004; Crochet and Petersen, 2006; Ferezou et al., 2006, 2007;
Crochet et al., 2011). Likewise, neurons in rat auditory
cortex show sensory-evoked response suppression during active
behavioral states (Otazu et al., 2009). Additionally, fluctuations
in local field and membrane potentials of layer II/III cortical
neurons exhibit prominent slow synchrony during receptive
mode (Crochet and Petersen, 2006; Poulet and Petersen, 2008;
Gentet et al., 2010, 2012). In the generative mode during
free whisking, however, membrane potential fluctuations were
suppressed and desynchronized across nearby neurons. This
cortical state of desynchrony was accompanied by an increase
in the spiking activity of thalamocortical neurons (Poulet et al.,
2012). Cutting the sensory peripheral afferents innervating
whisker follicles did not affect the generative mode response
suppression and desynchrony, indicating that its origin is not
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peripheral (Poulet et al., 2012). Pharmacological inactivation
of thalamocortical neurons, however, halted the generative-
mode desynchronization. Consistently, optogenetic stimulation
of thalamocortical neurons induced similar desynchronized
cortical state (Poulet et al., 2012). For further details refer to the
review article by Petersen and Crochet (2013).

3.2. Behavioral Approaches to Systems
Neuroscience: Linking Circuitry and
Function
How does neuronal activity give rise to sensation and ultimately
perception? To what extent does the neuronal readout match
the perception of whisker vibration? In order to draw a causal
link between neuronal activity and sensorimotor, perceptual,
and cognitive functions, it is crucial to develop appropriate
behavioral methods and combine them with requisite methods of
observation and perturbation of neuronal activity. The behavioral
approaches in rodent model system are either based on native
forms of natural behavior such as whisking, hence require
minimum training—for instance, free navigation or exploration,
whisking and aperture or gap crossing (Harris et al., 1999;
Jenkinson and Glickstein, 2000; Crochet and Petersen, 2006;
Celikel and Sakmann, 2007; Sofroniew et al., 2014; Kandler et al.,
2018)—or paradigms embedded in an artificial task and require
extensive training of the animal to interact with the environment
and express specific behaviors in response to events and stimuli—
in this context, neutral tactile stimuli such as textures, vibrations
or object contacts. The body of literature mainly divides into two
forms of behavioral tasks: (i) go/no-go or lick/no-lick, and (ii)
two- or multiple-alternative-choice tasks.

Go/no-go (or lick/no-lick) tasks are often used in the head-
fixed preparation predominantly in mice and sometimes in rats
(Topchiy et al., 2009; Schwarz et al., 2010; Guo et al., 2014a;
Fernández et al., 2018a; Helmchen et al., 2018). It provides
the mechanical stability and a fixed head position ideal for
precise whisker stimulation, whisker motion tracking, eye/pupil
and gesture tracking, as well as electrophysiology (for instance,
intracellular recording) and imaging from cortex (two-photon
calcium imaging or voltage-sensitive dye imaging). To prevent
learning about timing of the reward as a confounding cue,
and to minimize impulsive or anticipatory responses based
on the periodicity of the sensory events and reward, go/no-
go tasks usually do not have a discrete trial structure, or the
initiation of a trial is at random time instances with variable
delays. The proportion of the trials followed by no-go should be
precisely balanced in order to minimize excessive reinforcement
of spontaneous incorrect go choices (false alarms) and to avoid
formation of a bias toward go or no-go choices. Other limitations
of the go/no-go tasks in head-fixed preparation include no
re-enforcement (reward) for correct no-go choices, suppressed
vestibular signals which may play a crucial role for coordination
of whisking behavior and body movements, and relying on
licking behavior with highly reflexive components (Keehn and
Arnold, 1960; Schaeffer and Premack, 1961; Hulse and Suter,
1968) as a representation of a cognitive goal-directed behavior.
Using conditioned level-press responses, Mehta et al. (2007)

found that rats with only a single whisker combine touch and
whisker movement to distinguish the location of objects at
different angular positions along the sweep of whisker. The other
limitation of go/no-go head-fixed tasks is the lack of control
over motivational factors (e.g., satiation) affecting the likelihood
of go choices. The motivation can be controlled by employing
a self-initiation mechanism for trials. Go/no-go paradigm is
commonly used to quantify the behavioral performances for
detection of a stimulus or the detection of change (Stüttgen
and Schwarz, 2008; Ollerenshaw et al., 2012; Bari et al., 2013)
and discrimination of two sets of stimuli, one associated with
go (and hence reward), and one associated with no-go (Mehta
et al., 2007; Gerdjikov et al., 2010; O’Connor et al., 2010; Chen
et al., 2013). Lee et al. (2016) applied a visuo-tactile detection
go/no-go task in freely moving rats with the minimum level of
temporal uncertainty; upon the initiation of a trial by nose-poke
into a port, the sensory cue (whisker deflection or visual flicker)
appeared after a delay of either 300 or 800 ms each of which
with equal likelihood. After stimulus onset, the rat had a 500
ms window of opportunity to elicit the go choice and collect the
reward. For a hypothetically “logical” rat, the optimal strategy is
to detect the sensory stimulus only at the time instance associated
to the short delay (300 ms). Upon no detection at 300 ms, the
hypothetical rat makes an anticipatory non-sensory go choice at
800 ms, as the hazard rate for stimulus presentation (and hence
reward delivery) at 800 ms equals 1 (i.e., absolute certainty). This
non-sensory anticipatory strategy explains the faster response
time to 800-ms stimulation compared to 300-ms stimulation
observed in (Lee et al., 2016). Additionally, this strategy predicts
a higher proportion of misses for short delay stimulation and
higher hit rate for the long delay stimulation (see also Lee et al.,
2019). Extracellular array recording from vSI neurons during this
task revealed enhanced cortical activity to whisker stimulation
with higher expectancy (likelihood compared to visual stimulus)
(Lee et al., 2016, 2019). This supports a plausible multiplicative
gain modulation of evoked responses or alternatively an additive
modulation of baseline activity. This response enhancement
may be induced by expectation or attentional factors, motor
preparation or sensory events related to motor output (as the task
lacks a delay after stimulus presentation to withhold the go choice
and to separate stimulus presentation from choice), decision
processes and motor output. This is a common drawback in
go/no-go, and in particular, lick/no-lick paradigms. In contrast
to go/no-go tasks in which it is difficult to distinguish a lack
of motivation or lapses of attention from false rejections or
correct rejections, two-alternative-choice tasks provide a clear
distinction of correct, incorrect, and missed trials.

Two- or multiple-alternative-choice tasks can be divided into
two main categories: sensory discrimination/comparison and
categorization tasks (Figure 4). In sensory discrimination
tasks, every trial includes presentation of two stimuli.
Discrimination/comparison tasks take two forms depending
on the association of the two choices with the stimuli. In the
“comparative” discrimination (Figure 4A), the task is to compare
an attribute of the two stimuli against each other [e.g., roughness
of textures (Carvell and Simons, 1990), frequency (Adibi et al.,
2012; Mayrhofer et al., 2012), magnitude (Adibi and Arabzadeh,

Frontiers in Systems Neuroscience | www.frontiersin.org 10 August 2019 | Volume 13 | Article 4048

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Adibi Rodent Whisker-Mediated Touch System

FIGURE 4 | The two-alternative-choice behavioral tasks in rodents. (A) Schematic representation of the comparative discrimination paradigm. On every trial, two

vibrations Si and Sj were presented. (B) Four rats were trained in the detection/discrimination task to identify the vibration with the higher amplitude. The neuronal

performance is the average performance (based on the area under ROC) across single-units (n = 35) and multiunit clusters (n = 58) from Adibi and Arabzadeh (2011).

For each neuron, the stimulus intensity whose detection performance was closest to 60% was chosen as detection threshold (Th). The stimuli corresponding to 1
2−,

1 1
2−, and 2-fold Th were then selected for estimating the discrimination performances. The same threshold of 60% defined as detection threshold for rats. The rats

performed the comparison task between 0− Th, 1
2 − 1 1

2 and Th− 2Th. Error bars indicate standard error of means across rats or neurons. (C) Schematic

representation of the categorical discrimination paradigm. Stimuli were defined as either S+ or S−. In each trial, one of the two vibrations was S+ and the other was

S−. Having identified the S+ vibration, the rodent expressed its choice by turning toward the corresponding drinking spout. (D) (Left) Stimulus space. Each circle

represents the frequency–amplitude combination of one stimulus. Two groups of rats were trained in the task. For one group (top-left), two frequencies (f = 80 Hz and

2f = 160 Hz) and three amplitudes ( 12A = 8 µm, A = 16µm, and 2A = 32 µm) were used to generate five vibrations, and for second group (bottom-left) three

frequencies ( 12 f = 40 Hz, f = 80 Hz and 2f = 160 Hz) and two amplitudes (A = 16 µm and 2A = 32 µm) were used to generate five vibrations. Stimuli that were

presented together and had to be discriminated (paired stimuli) are connected by lines. The right panel shows the proportion of correct trials (performance) for the

corresponding four stimulus-pairs averaged across rats. Error bars are s.e.m. across rats. Re-plotted from (Adibi et al., 2012). (E) The schematic representation of the

categorization paradigm. The stimuli are divided into two categories of SL and SR, corresponding to left and right choices, respectively. A stimulus S was presented

on every trial. The rat identifies the category which stimulus S belongs to. (F) Rats were trained to categorize the orientation of a 9.8 cm-diameter disc with alternating

ridges and grooves by licking at one of the two reward spouts. Psychometric functions correspond to two rats trained to categorize orientations 0–45◦ as horizontal,

and 45–90◦ as vertical (green), and another two rats trained to categorize orientations 0–22.5◦ as horizontal, and 22.5–90◦ as vertical (blue). The curves correspond

to a Gaussian cumulative function fitted to data. The dots on each curve represent the perceptual decision boundary of each rat. The blue and green vertical dashed

lines represent the categorization boundaries of 22.5◦ and 45◦, respectively.

2011; Adibi et al., 2012; Fassihi et al., 2014, 2017), or duration
(Fassihi et al., 2017) of two vibrations]. Each outcome of the
comparison is associated with one of the two reward ports. The
two stimuli may present simultaneously at two distinct positions
(e.g., two whiskers, or two sides of snout Carvell and Simons,
1990; Adibi and Arabzadeh, 2011; Adibi et al., 2012) or at one
position but at distinct time instances (Fassihi et al., 2014, 2017).
In the “categorical” discrimination (Figure 4C), the stimuli
are divided into two categories of rewarded/target (S+) vs.
unrewarded/distractor (S−). Each trial comprises presentation
of one stimulus from each of the two categories. The task is to

select the choice associated to the position of the target/rewarded
stimulus (Morita et al., 2011; Adibi et al., 2012; Mayrhofer et al.,
2012; Musall et al., 2014).

In the categorization tasks, the stimuli are divided into
two categories, each of which associated with one of the
two choices (Figure 4E). On every trial, one stimulus is
presented, and the task is to identify the category to which the
stimulus belongs. Categorization tasks can be considered as a
discrimination/comparison task against a reference or boundary
dividing the physical feature space of the stimulus into two
categories. Alternatively, it can be considered as a mapping of
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individual stimuli with one of the two choices. Rodents can
perform whisker-mediated tactile categorization tasks on sensory
attributes such as textures (von Heimendahl et al., 2007; Zuo
et al., 2011; Grion et al., 2016; Zuo and Diamond, 2019b), whisker
deflection amplitude pattern (McGuire et al., 2016), aperture
width (Krupa et al., 2001), location (Guo et al., 2014b; Li et al.,
2015; Helmchen et al., 2018) and orientation (our recent data in
Figure 4F, also see Nikbakht et al., 2018) of objects.

Discrimination and detection behavioral studies quantify the
psychometric response function (the likelihood of the choices
as a function of stimulus attribute) which along with the
acquisition of neuronal activity allows linking the behavioral
function to the neuronal activity. Comparison of the neuronal
and psychophysical performances started in the late 1960s
in the classic electrophysiological experiments in cat retina
(Barlow and Levick, 1969; Barlow et al., 1971) and in the
somatosensory cortex (Talbot et al., 1968; Mountcastle et al.,
1972). Thereafter, more studies have combined psychophysical
and neurophysiological experiments in order to relate neuronal
responses to perception (Romo et al., 1998, 2000; Hernández
et al., 2000; Salinas et al., 2000; Ress and Heeger, 2003; Luna
et al., 2005; de Lafuente and Romo, 2006; Stüttgen and Schwarz,
2008) and decision making (Newsome et al., 1989; Shadlen
et al., 1996; Romo et al., 2004; Hanks et al., 2006; Kiani et al.,
2008). Instead of the traditional comparison of behavioral and
neuronal thresholds or sensitivities, Adibi and Arabzadeh (2011)
compared the non-linearity of the behavioral and neuronal
response profiles to the amplitude of vibration. In a series of
vibration detection and amplitude discrimination tasks, Adibi
and Arabzadeh (2011) first quantified the detection threshold
of both cortical neurons and rats (denoted by Th, Figure 4B).
For near-threshold stimuli with identical amplitude difference,
both the neuronal and behavioral discrimination performances
surpassed the detection performances (Figure 4B). This is
consistent with the accelerating nonlinearity of neurometric and
psychometric functions at low stimulus intensities. The results
revealed the nonlinearity in the neuronal response function
predicts behavioral detection and discrimination performances.
This study presents the first observation of the “pedestal
effect”—frequently reported in human psychophysics—in animal
literature. Using the same behavioral detection task, McDonald
et al. (2014) showed rats’ behavior indicated a dynamic stimulus
sampling whereby stimulus sampling was continued until the
stimulus was correctly identified or the rat experienced a false
alarm. This is consistent with the recent evidence from texture
identification task (Zuo and Diamond, 2019a,b) suggesting
similar to primates, rats’ choices are governed by bounded
integration of primacy-weighted touch-by-touch evidence.

Previous electrophysiology studies identified the physical
features of whisker motion that are encoded in the activity
of cortical neurons to be the product of elemental features of
whisker motion, its frequency (f ) and amplitude (A) (Simons,
1978; Ito, 1985; Pinto et al., 2000; Arabzadeh et al., 2003,
2004). Consistently, behavioral studies revealed rats are unable
to discriminate these elemental features independently of their
product (Adibi et al., 2012); two groups of rats were trained
to discriminate either based on the frequency or based on the

amplitude of the vibrations delivered to both whisker pads.
The stimulus pairs with identical Af product (marked in red,
Figure 4D) were not discriminable, while the other stimulus
pair with the same feature difference in the physical space
(marked with orange, Figure 4D) were highly discriminable. In
both groups, rats’ performance in discriminating two stimuli is
accounted for by the difference in Af but not by differences
in either elemental feature (A and f ) alone. This is consistent
with the electrophysiological findings that neurons reduced the
dimensionality of the stimulus from two features (A, f ) to a single
feature: the product Af (Arabzadeh et al., 2003, 2004). Af defines
a real physical property: the speed of whisker motion averaged
over cycles.

The bridge linking neuronal activity to perception is the
readout mechanism of sensory neurons. The interlaced synaptic
architecture of neural networks provides strong evidence
for decoding by downstream neuronal structures based on
“populations” of neurons rather than individual single neurons.
Such a synaptic organization together with physiological
properties of dendritic processes by which neurons receive
information simulates an integration model in which the activity
of neurons in the relevant population is summed with different
weights. This provides a simple framework to investigate how
a biologically plausible ideal observer of neuronal responses, a
linear “decoder,” extracts information about the stimuli. Linear
decoders are simple in their structure and compatible with the
architecture of the brain.With optimizing the weights, it provides
an upper limit to the amount of information extractable from
neuronal responses. There are two limiting factors affecting the
reliability of the neuronal code for sensory stimuli: the response
variability of individual neurons to a given stimulus, and co-
variability (noise correlation) across the neurons. In our previous
studies, we characterized the neuronal response statistics in
terms of neuronal variability (Fano factor) and co-variability
(noise correlation) and parsed out the effect of each of these
components on the coding as well as decoding efficiency of
cortical populations (Adibi et al., 2013a,b, 2014). Adibi et al.
(2014) further quantified the effect of noise correlations on the
optimal linear decoder and characterize the cost of ignoring noise
correlations during decoding.

3.3. Motion Detection and Spatial
Invariancy in Whisker-Mediated Touch
System
A majority of neurons across different layers of the rat
barrel cortex exhibit multi-whisker receptive fields (Simons,
1978; Armstrong-James and Fox, 1987; Moore and Nelson,
1998; Ghazanfar and Nicolelis, 1999; Brecht and Sakmann,
2002; Brecht et al., 2003). The spatial extent of the receptive
field of a cortical neuron depends on the intra-cortical
connections between barrel columns (Armstrong-James et al.,
1991). Anatomical studies revealed that intra-cortical inter-barrel
connections are stronger between barrels within a row (Bernardo
et al., 1990a,b; Hoeflinger et al., 1995), with directionally-biased
fiber projections into the anterior barrel (Hoogland et al., 1987;
Bernardo et al., 1990a). Additionally, intra-cortical projections
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from septal columns extend two to three barrels along the
rows (Kim and Ebner, 1999). Consistently, the activity pattern
of VPM and cortical neurons to single-whisker deflections is
elongated along rows (Simons, 1978; Armstrong-James and Fox,
1987; Armstrong-James et al., 1992; Lee et al., 1994; Kleinfeld
and Delaney, 1996). Electrophysiological studies also revealed
that the multi-whisker interaction along rows and arcs is not
symmetric. Suppressive two-whisker interactions have been
reported to be more prominent during within-row stimulation
than during within arc stimulation (Ego-Stengel et al., 2005),
while within-arc multi-whisker stimulation yields more supra-
linear response integration (Ghazanfar and Nicolelis, 1997; Ego-
Stengel et al., 2005). However, multi-whisker interactions are
highly dependent upon the temporal order and timing of the
stimulation (Shimegi et al., 1999, 2000). Estebanez et al. (2012)
demonstrated that the feature encoding properties of cortical
neurons changes with the level of spatial correlation in multi-
whisker sensory stimuli. In addition to its anatomical and
functional importance, the rostro-caudal axis is behaviorally
relevant. Through exploratory behavior, rats whisk (move their
vibrissae) rostro-caudally, leading to a functional asymmetry
between rows and arcs; as the whiskers palpate an object,
whiskers within a row contact the object successively relative to
their rostro-caudal position in the row, whereas whiskers within
an arc usually contact the object nearly simultaneously. Thus, a
potential function of within-arc facilitatory interactions might
be to boost up the contact signal which is more likely to arise
from whiskers within an arc. Alternatively, the spatiotemporal
multi-whisker interactions could be an indication of cross-
whisker motion detection (e.g., head relative to environment
and vice versa) at the level of neurons in the rat primary
somatosensory cortex or secondary somatosensory cortex (Jacob
et al., 2008). Simple biologically-plausible models such as the
Reichardt model (Hassenstein and Reichardt, 1956; Reichardt,
1961)—a correlation detector based on temporal delays—or
energy models (Adelson and Bergen, 1985) provide plausible
frameworks underlying movement detection in barrel cortex.
Such motion detectors are more likely to be identified in SII
or in the infra-granular layers of SI where neurons have broad
multi-whisker receptive fields. In addition to information about
the velocity of moving objects or the ego motion, such motion
detectors can provide information about the location of objects
with respect to head during whisking or head movements. A
recent study (Curtis and Kleinfeld, 2009) showed that barrel
neurons provide a representation of the position of contacted
objects in a coordinate frame that is normalized to the trajectory
of the motor output (i.e., phase of whisking). Contact was
encoded independently of the angular whisker position and
was shown to be invariant with respect to the amplitude
and frequency of whisking. The representation of contact in
a coordinate system that is dynamically normalized by the
motor output provides the basis for encoding the spatiotemporal
properties of an externally induced movement.

Le Cam et al. (2011) demonstrated that functional principal
whisker—the whisker eliciting the strongest response with the
shortest latency—differed based on the direction of whisker
deflection along the rostro-caudal axis. The stimulus-induced

changes in the spatial structure of the receptive field of
the neurons was not limited to the principal whisker, and
included stimulus-dependent changes in the size, response
latency and receptive field center of mass. Although the neuronal
mechanisms underlying these dynamic changes are not clear,
they suggest invariancy of whisker position through whisking
along the rostro-caudal axis; as the rat whisks, the position of
the whiskers changes along the rostro-caudal axis with respect
to the head leading to potential ambiguity about the position
of an object in contact with the whisker. Such a dynamic
shift in the receptive fields might help to adjust the position
of contact with respect to the head instead of the whisker.
This position invariant information can potentially give rise
to whisker-mediated coordination, and contribute to spatio-
topic representations in grid cells (Hafting et al., 2005) in the
entorhinal cortex, head-direction cells in classic Papez circuit
(Taube, 1998) and place cells (O’Keefe, 1976; O’keefe and
Conway, 1978; O’Keefe and Nadel, 1978) in parahippocampal
and hippocampal cortices.

3.4. Directional Selectivity in
Whisker-Mediated Touch System
There are several lines of evidence that cortical neurons in the
whisker area of SI exhibit directional selectivity (Simons, 1978;
Simons and Carvell, 1989; Bruno and Simons, 2002; Wilent
and Contreras, 2005; Puccini et al., 2006; Kremer et al., 2011;
Kwon et al., 2018). Direction preference is also observed in the
response of thalamic and trigeminal neurons (Shosaku, 1985;
Lichtenstein et al., 1990; Hartings et al., 2000; Minnery et al.,
2003; Timofeeva et al., 2003; Furuta et al., 2006; Bellavance
et al., 2010). Although the directional selectivity in the periphery
and brainstem originates in the uneven arborization of nerve
terminals around the follicle (Lichtenstein et al., 1990), direction-
dependent differences in the temporal profile of synaptic
excitation and inhibition in barrels (Wilent and Contreras, 2005)
and non-linear dendritic processes (Lavzin et al., 2012) also may
contribute to the directional tuning in barrel cortex neurons.
The directional selectivity decreases along the ascending whisker-
to-barrel pathway. The functional and behavioral correlate of
directional selectivity in the whisker-to-barrel system is not
understood and it is not clear whether rats perceive the direction
of vibro-tactile stimulus. However, several lines of research
provide evidence against an angular selectivity readout such that
leads to a sensation of direction. First, neurons with multi-
whisker receptive fields in cortex and thalamus do not necessarily
exhibit the same angular preference to different whiskers in
their receptive field (Hemelt et al., 2010, but see Kida et al.,
2005). Second, in the visual system, orientation selectivity arises
from specific convergence of directionally non-tuned thalamic
inputs in layer IV of striate cortex and gives rise to selectivity
to more complex features along the cortical visual hierarchy. On
the contrary, in the whisker-mediated touch system, directional
selectivity exists in the peripheral sensory afferents innervating
vibrissae follicles and gets weaker along the ascending whisker-
to-barrel pathway. Thirdly, in contrast to visual system where
the arrangement of neurons across the cortical surface forms a
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precise “pinwheel”-like orientation preference topographic map
(Hubel and Wiesel, 1974; Blasdel and Salama, 1986; Grinvald
et al., 1986; Bonhoeffer and Grinvald, 1991; Ohki et al., 2005,
2006), the evidence on a topographic directional tuning map
in barrel field of SI is weak and controversial in the literature.
While directional preference mapping was observed in VPM
(Timofeeva et al., 2003), neurons in layer IV barrels exhibit
weak direction preference map (Bruno et al., 2003; Andermann
and Moore, 2006). Weak correlation between the angular tuning
and position of neurons with respect to the center of barrel
column was observed in layer II/III of adult rats through
tetrode recording (Andermann and Moore, 2006) as well as
two-photon calcium imaging (Kremer et al., 2011). However,
such an angular preference spatial mapping is absent in supra-
granular layers in juvenile rats (Kerr et al., 2007). In layer II/III,
two-photon imaging revealed orientation-specific responses were
organized in a locally heterogeneous and spatially distributed
manner (Kwon et al., 2018). Additionally, neurons with similar
orientation preference exhibited higher correlation in their trial-
to-trial response variability.

Although it has been shown that rats are capable of
discriminating between different orientations of an object using
all of their whiskers (Polley et al., 2005), direction selectivity
of single cortical units may or may not contribute to this
discrimination. Difference in the kinematics of the contact of
multiple whiskers along with the ego headmotions could provide
the information about the orientation of an object. Thus, the
extent to which rats can extract the direction of a vibro-tactile
stimulus using only one whisker is not yet known. Recent
findings revealed that mice learned to detect optical micro-
stimulation of a sparse group of supra-granular neurons in SI
(Huber et al., 2007), as well as the difference between temporal
patterns of electrical micro-stimulation (Yang and Zador, 2012).
As vibrations with different orientation elicit responses in distinct
populations of cortical neurons, the rat might be able to use that
population information to decode orientation. A key test is to see
if rats generalize the learned behavior when stimulus is presented
to another whisker.

3.5. Linking Cortical Function and
Behavioral Context
A given sensory stimulus may convey different meanings
depending on the time and context of its occurrence, requiring
the organism to take different courses of action. Sensory
processing also changes with behavioral context: for example,
high amplitude oscillations (known as mu rhythm) are observed
in sensorimotor areas when subjects are immobile with focused
attention (Kuhlman, 1978; Rougeul et al., 1979; Bouyer et al.,
1981). Similar oscillations were observed in membrane potentials
recorded from layer II/III neurons of mice SI in receptive
mode (Crochet and Petersen, 2006). In generative mode during
free whisking, however, the synchronous fluctuations were
suppressed and decorrelated (Crochet and Petersen, 2006; Poulet
and Petersen, 2008; Gentet et al., 2010, 2012). Beyond the
spontaneous oscillations, sensory stimuli delivered to whiskers
of awake rats and mice evoked a smaller response amplitude

in the generative mode compared to receptive mode (Castro-
Alamancos, 2004; Ferezou et al., 2006, 2007). Similar response
suppression during active behavior was observed in rat auditory
cortex (Otazu et al., 2009), while a response enhancement was
observed in visual cortex (Niell and Stryker, 2010; Keller et al.,
2012). Functional interaction between sensory andmotor areas at
different behavioral modes (Matyas et al., 2010; Niell and Stryker,
2010; Keller et al., 2012) and thalamocortical synaptic depression
(Castro-Alamancos and Oldford, 2002; Otazu et al., 2009;
Poulet et al., 2012) could account for changes in the sensory-
driven response dynamics during active behavior. Grion et al.
(2016) reported increased hippocampal theta band oscillations
during texture discrimination task compared to a memory
task in rats. This was accompanied by an enhanced phase-
lock synchronization between whisking rhythm, SI neuronal
spiking activity and hippocampal theta oscillation. Future paired
recordings from primary somatosensory cortex and primary
motor cortex or sensorimotor thalamic areas in awake rodents
are required to understand the functional role and interaction of
these areas in sensory processing and sensation.

Cortical neurons process information on a background of
ongoing activity with distinct spatiotemporal dynamics forming
various cortical states. During wakefulness, cortical state changes
constantly in relation to behavioral context, attentional level
or general motor activity. A common observation in awake
rodents is the rapid change in spontaneous cortical activity
from high-amplitude, low-frequency fluctuations referred to as
synchronized state (e.g., when animals are quiet), to faster and
smaller fluctuations, referred to as desynchronized state (e.g.,
when animals are active). Fazlali et al. (2016) recently showed
this re-organization of the activity of cortical networks strongly
affects sensory processing. In the desynchronized state, cortical
neurons showed lower stimulus detection threshold, higher
response fidelity, and shorter response latency with a prominent
enhanced late response. Interestingly, changes in the activity of a
small population of locus coeruleus (LC) neurons preceded and
predicted the changes in the cortical state: the cross-correlation
of the LC firing profile with the cortical state was maximal at an
average lag of -1.2 s.

3.6. Link to Perception
It is not clear how and where in neocortex the perception of
the tactile information emerges. However, a prime candidate
for perceptual judgments and navigation based on tactile
information is the prefrontal cortex (PFC). Somatosensory cortex
projects into the dorsal part of medial prefrontal cortex (mPFC)
(Conde et al., 1995)—homolog of primate dorsolateral prefrontal
cortex. There are several lines of evidence indicating that in rats,
mPFC and in particular its dorsal bank is involved in memory
and delayed tasks (Larsen and Divac, 1978; Thomas and Brito,
1980; Eichenbaum et al., 1983; Wolf et al., 1987; Brabander et al.,
1991; Granon et al., 1994; Verma and Moghaddam, 1996, but
see de Bruin et al., 1994; Sánchez-Santed et al., 1997; Ragozzino
et al., 1998). Prefrontal cortex also projects to hippocampus both
directly and indirectly through lateral entorhinal cortex. The
entorhinal cortex gates sensory information to hippocampus and
its lesioning impairs spatial representation (Brun et al., 2008).
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Moreover, population dynamics of place-selective grid cells
in the medial entorhinal cortex predict adaptive hippocampal
remapping (Fyhn et al., 2007). Somatosensory cortex projects
to the lateral entorhinal cortex through indirect projections via
perirhinal cortex and also via weaker direct projections. This
potentially forms an additional pathway of vibrissal information
to hippocampus.

4. CONCLUDING REMARKS

Recent years have witnessed a revitalization of interest in
rodent models not only in systems neuroscience, but also in
the whole body of neuroscience research. This revitalization
is partly due to availability of an increasingly powerful array
of experimental approaches from optogenetics and two-photon
imaging to whole-cell and intracellular electrophysiology and
labeling that are challenging to apply to their full potential in
primates. Availability of a broad range of genetically modified
mouse lines offer scientists the tools to precisely target neuronal
circuits and specific cell-types to study their function. The flat
surface of the cortex in rodents without sulci and gyri along with
its relatively small size is an asset for application of the state-
of-the-art battery of techniques in observation and perturbation
of neuronal activity. While the rodent somatosensory cortex is
probably the most studied system in the literature, providing
an immense amount of data from genome expression to cell
types and neuronal circuitry, yet there is a huge gap in our
understanding and knowledge about how this system functions.
Filling this gap requires a comprehensive and coordinated drive
from multiple disciplines including but not limited to cellular,
systems, computational, behavioral and cognitive neuroscience.

The somatosensory system is an expert system in rodents.
This system comprises one of the major channels through
which rodents as nocturnal animals collect information about
their surrounding environment, making this system an ideal
model system to understand the neuronal computations

and their underlying cellular and neuronal mechanisms in
information processing and decision making. Recent studies
reveal complex cognitive functions in rodent somatosensation
previously reported in humans and primates such as evidence
accumulation for optimal decision making and forming abstract
concepts of noisy stimulation patterns (Fassihi et al., 2014;
Zuo and Diamond, 2019b). Yet, further behavioral studies are
required to unveil the cognitive abilities in rodents. The role
of different connections and areas in this system (see Figure 1)
such as vSII, vMI, TRN, ZI, and SC in different contextual and
behavioral conditions is yet to be understood. Within cortical
areas, the effect of different laminae and a variety of cell types
(Narayanan et al., 2017) within this architecture on different
aspects of sensory processing and behavior is not clear, and
requires further investigation in future studies.

AUTHOR CONTRIBUTIONS

MA drafted and wrote the manuscript.

FUNDING

MA is supported by an CJ Martin Early Career Fellowship
(GNT1110421) from the Australian National Health andMedical
Research Council (NMHRC).

ACKNOWLEDGMENTS

The author would like to thank the members of the Tactile
Perception and Learning Lab, SISSA, Italy and the Neural Coding
Lab, JCSMR, ANU, Australia, particularly Mathew Diamond and
Ehsan Arabzadeh for their comments. The author would like to
express gratitude to all people who supported this work at the
University of New SouthWales and theUniversity of Padova. The
author also would like to thank Nelly Redolfi for the inspiration
and support to complete this work.

REFERENCES

Adelson, E. H., and Bergen, J. R. (1985). Spatiotemporal energy models for the

perception of motion. J. Opt. Soc. Am. A 2, 284–299.

Adibi, M., and Arabzadeh, E. (2011). A comparison of neuronal and behavioral

detection and discrimination performances in rat whisker system. J.

Neurophysiol. 105:356. doi: 10.1152/jn.00794.2010

Adibi, M., Clifford, C. W., and Arabzadeh, E. (2013a). Informational basis

of sensory adaptation: entropy and single-spike efficiency in rat barrel

cortex. J. Neurosci. 33, 14921–14926. doi: 10.1523/JNEUROSCI.1313-

13.2013

Adibi, M., Diamond, M. E., and Arabzadeh, E. (2012). Behavioral study of whisker-

mediated vibration sensation in rats. Proc. Natl. Acad. Sci. U.S.A. 109, 971–976.

doi: 10.1073/pnas.1116726109

Adibi, M., McDonald, J. S., Clifford, C. W., and Arabzadeh, E. (2013b). Adaptation

improves neural coding efficiency despite increasing correlations in variability.

J. Neurosci. 33, 2108–2120. doi: 10.1523/JNEUROSCI.3449-12.2013

Adibi, M., McDonald, J. S., Clifford, C. W., and Arabzadeh, E. (2014).

Population decoding in rat barrel cortex: optimizing the linear readout

of correlated population responses. PLoS Comput. Biol. 10:e1003415.

doi: 10.1371/journal.pcbi.1003415

Agmon, A., and Connors, B. W. (1991). Thalamocortical responses of

mouse somatosensory (barrel) cortex in vitro. Neuroscience 41, 365–379.

doi: 10.1016/0306-4522(91)90333-J

Agmon, A., Yang, L. T., Jones, E. G., and O’Dowd, D. K. (1995). Topological

precision in the thalamic projection to neonatal mouse barrel cortex. J.

Neurosci. 15, 549–561. doi: 10.1523/JNEUROSCI.15-01-00549.1995

Ahissar, E., and Knutsen, P. (2008). Object localization with whiskers. Biol. Cybern.

98, 449–458. doi: 10.1007/s00422-008-0214-4

Ahissar, E., Sosnik, R., and Haidarliu, S. (2000). Transformation from temporal to

rate coding in a somatosensory thalamocortical pathway. Nature 406, 302–306.

doi: 10.1038/35018568

Ahissar, E., and Staiger, J. (2010). S1 laminar specialization. Scholarpedia 5:7457.

doi: 10.4249/scholarpedia.7457

Alloway, K. D., Hoffer, Z. S., and Hoover, J. E. (2003). Quantitative

comparisons of corticothalamic topography within the ventrobasal complex

and the posterior nucleus of the rodent thalamus. Brain Res. 968, 54–68.

doi: 10.1016/S0006-8993(02)04265-8

Alloway, K. D., Lou, L., Nwabueze-Ogbo, F., and Chakrabarti, S. (2006).

Topography of cortical projections to the dorsolateral neostriatum in rats:

multiple overlapping sensorimotor pathways. J. Compar. Neurol. 499, 33–48.

doi: 10.1002/cne.21039

Frontiers in Systems Neuroscience | www.frontiersin.org 15 August 2019 | Volume 13 | Article 4053

https://doi.org/10.1152/jn.00794.2010
https://doi.org/10.1523/JNEUROSCI.1313-13.2013
https://doi.org/10.1073/pnas.1116726109
https://doi.org/10.1523/JNEUROSCI.3449-12.2013
https://doi.org/10.1371/journal.pcbi.1003415
https://doi.org/10.1016/0306-4522(91)90333-J
https://doi.org/10.1523/JNEUROSCI.15-01-00549.1995
https://doi.org/10.1007/s00422-008-0214-4
https://doi.org/10.1038/35018568
https://doi.org/10.4249/scholarpedia.7457
https://doi.org/10.1016/S0006-8993(02)04265-8
https://doi.org/10.1002/cne.21039
https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Adibi Rodent Whisker-Mediated Touch System

Aloimonos, J. (1990). “Purposive and qualitative active vision,” in 10th

International Conference on Pattern Recognition, Vol. 1, (Atlantic City, NJ),

346–360. doi: 10.1109/ICPR.1990.118128

Aloimonos, J., Weiss, I., and Bandyopadhyay, A. (1988). Active vision. Int. J.

Comput. Vis. 1, 333–356. doi: 10.1007/BF00133571

Andermann, M. L., and Moore, C. I. (2006). A somatotopic map of vibrissa

motion direction within a barrel column. Nat. Neurosci. 9, 543–551.

doi: 10.1038/nn1671

Arabzadeh, E., Panzeri, S., and Diamond, M. E. (2004). Whisker vibration

information carried by rat barrel cortex neurons. J. Neurosci. 24, 6011–6020.

doi: 10.1523/JNEUROSCI.1389-04.2004

Arabzadeh, E., Petersen, R. S., and Diamond, M. E. (2003). Encoding of whisker

vibration by rat barrel cortex neurons: implications for texture discrimination.

J. Neurosci. 23, 9146–9154. doi: 10.1523/JNEUROSCI.23-27-09146.2003

Arabzadeh, E., Zorzin, E., and Diamond, M. E. (2005). Neuronal

encoding of texture in the whisker sensory pathway. PLoS Biol. 3:e17.

doi: 10.1371/journal.pbio.0030017

Armstrong-James, M., Callahan, C. A., and Friedman, M. A. (1991). Thalamo-

cortical processing of vibrissal information in the rat. I. Intracortical origins of

surround but not centre-receptive fields of layer IV neurones in the rat S1 barrel

field cortex. J. Compar. Neurol. 303, 193–210. doi: 10.1002/cne.903030203

Armstrong-James, M., and Fox, K. (1987). Spatiotemporal convergence and

divergence in the rat S1 “barrel” cortex. J. Compar. Neurol. 263, 265–281.

doi: 10.1002/cne.902630209

Armstrong-James,M., Fox, K., andDas-Gupta, A. (1992). Flow of excitation within

rat barrel cortex on striking a single vibrissa. J. Neurophysiol. 68, 1345–1358.

doi: 10.1152/jn.1992.68.4.1345

Arvidsson, J. (1982). Somatotopic organization of vibrissae afferents in the

trigeminal sensorynuclei of the rat studied by transganglionic transport of HRP.

J. Compar. Neurol. 211, 84–92. doi: 10.1002/cne.902110108

Barbaresi, P., Spreafico, R., Frassoni, C., and Rustioni, A. (1986). GABAergic

neurons are present in the dorsal column nuclei but not in the ventroposterior

complex of rats. Brain Res. 382:305. doi: 10.1016/0006-8993(86)91340-5

Bari, B. A., Ollerenshaw, D. R., Millard, D. C., Wang, Q., and Stanley, G. B.

(2013). Behavioral and electrophysiological effects of cortical microstimulation

parameters. PLoS ONE 8:e82170. doi: 10.1371/journal.pone.0082170

Barlow, H. B., and Levick, W. R. (1969). Three factors limiting the reliable

detection of light by retinal ganglion cells of the cat. J. Physiol. 200:1.

doi: 10.1113/jphysiol.1969.sp008679

Barlow, H. B., Levick, W. R., and Yoon, M. (1971). Responses to single quanta

of light in retinal ganglion cells of the cat. Vis. Res. 11(Suppl. 3), 87–101.

doi: 10.1016/0042-6989(71)90033-2

Barthó, P., Freund, T., and Acsády, L. (2002). Selective GABAergic innervation

of thalamic nuclei from zona incerta. Eur. J. Neurosci. 16, 999–1014.

doi: 10.1046/j.1460-9568.2002.02157.x

Barthó, P., Slézia, A., Varga, V., Bokor, H., Pinault, D., Buzsáki, G., et al.

(2007). Cortical control of zona incerta. J. Neurosci. 27, 1670–1681.

doi: 10.1523/JNEUROSCI.3768-06.2007

Bates, C. A., and Killackey, H. P. (1985). The organization of the neonatal rat’s

brainstem trigeminal complex and its role in the formation of central trigeminal

patterns. J. Compar. Neurol. 240, 265–287. doi: 10.1002/cne.902400305

Belford, G. R., and Killackey, H. P. (1979). Vibrissae representation in subcortical

trigeminal centers of the neonatal rat. J. Compar. Neurol. 183, 305–321.

doi: 10.1002/cne.901830207

Bellavance, M.-A., Demers, M., and Deschênes, M. (2010). Feedforward inhibition

determines the angular tuning of vibrissal responses in the principal trigeminal

nucleus. J. Neurosci. 30, 1057–1063. doi: 10.1523/JNEUROSCI.4805-09.2010

Benison, A. M., Rector, D. M., and Barth, D. S. (2007). Hemispheric mapping

of secondary somatosensory cortex in the rat. J. Neurophysiol. 97, 200–207.

doi: 10.1152/jn.00673.2006

Bennett-Clarke, C. A., Chiaia, N. L., Jacquin, M. F., and Rhoades, R. W. (1992).

Parvalbumin and calbindin immunocytochemistry reveal functionally distinct

cell groups and vibrissa-related patterns in the trigeminal brainstem complex

of the adult rat. J. Compar. Neurol. 320, 323–338. doi: 10.1002/cne.903200305

Berg, R. W., and Kleinfeld, D. (2003). Rhythmic whisking by rat: Retraction as well

as protraction of the vibrissae is under active muscular control. J. Neurophysiol.

89, 104–117. doi: 10.1152/jn.00600.2002

Bernardo, K. L., McCasland, J. S., and Woolsey, T. A. (1990a). Local

axonal trajectories in mouse barrel cortex. Exp. Brain Res. 82, 247–253.

doi: 10.1007/BF00231244

Bernardo, K. L., McCasland, J. S., Woolsey, T. A., and Strominger, R. N. (1990b).

Local intra- and interlaminar connections in mouse barrel cortex. J. Compar.

Neurol. 291, 231–255. doi: 10.1002/cne.902910207

Bernardo, K. L., and Woolsey, T. A. (1987). Axonal trajectories between

mouse somatosensory thalamus and cortex. J. Compar. Neurol. 258, 542–564.

doi: 10.1002/cne.902580406

Blasdel, G. G., and Salama, G. (1986). Voltage-sensitive dyes reveal a

modular organization in monkey striate cortex. Nature 321, 579–585.

doi: 10.1038/321579a0

Bokor, H., Frère, S. G., Eyre, M. D., Slézia, A., Ulbert, I., Lüthi, A., et al. (2005).

Selective gabaergic control of higher-order thalamic relays. Neuron 45, 929–

940. doi: 10.1016/j.neuron.2005.01.048

Bonhoeffer, T., and Grinvald, A. (1991). Iso-orientation domains in cat

visual cortex are arranged in pinwheel-like patterns. Nature 353, 429–431.

doi: 10.1038/353429a0

Bourassa, J., Pinault, D., and Deschênes, M. (1995). Corticothalamic projections

from the cortical barrel field to the somatosensory thalamus in rats: a single-

fibre study using biocytin as an anterograde tracer. Eur. J. Neurosci. 7, 19–30.

doi: 10.1111/j.1460-9568.1995.tb01016.x

Bouyer, J. J., Montaron,M. F., and Rougeul, A. (1981). Fast fronto-parietal rhythms

during combined focused attentive behaviour and immobility in cat: cortical

and thalamic localizations. Electroencephalogr. Clin. Neurophysiol. 51, 244–252.

doi: 10.1016/0013-4694(81)90138-3

Brecht, M. (2007). Barrel cortex and whisker-mediated behaviors. Curr. Opin.

Neurobiol. 17, 408–416. doi: 10.1016/j.conb.2007.07.008

Brecht, M., Preilowski, B., and Merzenich, M. M. (1997). Functional

architecture of the mystacial vibrissae. Behav. Brain Res. 84, 81–97.

doi: 10.1016/S0166-4328(97)83328-1

Brecht, M., Roth, A., and Sakmann, B. (2003). Dynamic receptive fields of

reconstructed pyramidal cells in layers 3 and 2 of rat somatosensory barrel

cortex. J. Physiol. 553, 243–265. doi: 10.1113/jphysiol.2003.044222

Brecht, M., and Sakmann, B. (2002). Dynamic representation of whisker deflection

by synaptic potentials in spiny stellate and pyramidal cells in the barrels

and septa of layer 4 rat somatosensory cortex. J. Physiol. 543, 49–70.

doi: 10.1113/jphysiol.2002.018465

Bruce, L. L., McHaffie, J. G., and Stein, B. E. (1987). The organization

of trigeminotectal and trigeminothalamic neurons in rodents: a double-

labeling study with fluorescent dyes. J. Compar. Neurol. 262, 315–330.

doi: 10.1002/cne.902620302

Brun, V. H., Leutgeb, S. Q., Wu, H., Schwarcz, R., Witter, M. P., Moser, E. I., et al.

(2008). Impaired spatial representation in CA1 after lesion of direct input from

entorhinal cortex. Neuron 57, 290–302. doi: 10.1016/j.neuron.2007.11.034

Bruno, R. M., Khatri, V., Land, P. W., and Simons, D. J. (2003). Thalamocortical

angular tuning domains within individual barrels of rat somatosensory cortex.

J. Neurosci. 23, 9565–9574. doi: 10.1523/JNEUROSCI.23-29-09565.2003

Bruno, R. M., and Simons, D. J. (2002). Feedforward mechanisms of excitatory

and inhibitory cortical receptive fields. J. Neurosci. 22, 10966–10975.

doi: 10.1523/JNEUROSCI.22-24-10966.2002

Bureau, I., von Saint Paul, F., and Svoboda, K. (2006). Interdigitated paralemniscal

and lemniscal pathways in the mouse barrel cortex. PLoS Biol. 4:e382.

doi: 10.1371/journal.pbio.0040382

Buzsaki, G. (2009). Rhythms of the Brain. Oxford: Oxford University Press.

Cao, Y., Roy, S., Sachdev, R. N., and Heck, D. H. (2012). Dynamic correlation

between whisking and breathing rhythms in mice. J. Neurosci. 32, 1653–1659.

doi: 10.1523/JNEUROSCI.4395-11.2012

Carvell, G. E., and Simons, D. J. (1986). Somatotopic organization of the second

somatosensory area (SII) in the cerebral cortex of the mouse. Somatosens. Mot.

Res. 3, 213–237. doi: 10.3109/07367228609144585

Carvell, G. E., and Simons, D. J. (1987). Thalamic and corticocortical connections

of the second somatic sensory area of the mouse. J. Compar. Neurol. 265,

409–427. doi: 10.1002/cne.902650309

Carvell, G. E., and Simons, D. J. (1990). Biometric analyses of

vibrissal tactile discrimination in the rat. J. Neurosci. 10, 2638–2648.

doi: 10.1523/JNEUROSCI.10-08-02638.1990

Frontiers in Systems Neuroscience | www.frontiersin.org 16 August 2019 | Volume 13 | Article 4054

https://doi.org/10.1109/ICPR.1990.118128
https://doi.org/10.1007/BF00133571
https://doi.org/10.1038/nn1671
https://doi.org/10.1523/JNEUROSCI.1389-04.2004
https://doi.org/10.1523/JNEUROSCI.23-27-09146.2003
https://doi.org/10.1371/journal.pbio.0030017
https://doi.org/10.1002/cne.903030203
https://doi.org/10.1002/cne.902630209
https://doi.org/10.1152/jn.1992.68.4.1345
https://doi.org/10.1002/cne.902110108
https://doi.org/10.1016/0006-8993(86)91340-5
https://doi.org/10.1371/journal.pone.0082170
https://doi.org/10.1113/jphysiol.1969.sp008679
https://doi.org/10.1016/0042-6989(71)90033-2
https://doi.org/10.1046/j.1460-9568.2002.02157.x
https://doi.org/10.1523/JNEUROSCI.3768-06.2007
https://doi.org/10.1002/cne.902400305
https://doi.org/10.1002/cne.901830207
https://doi.org/10.1523/JNEUROSCI.4805-09.2010
https://doi.org/10.1152/jn.00673.2006
https://doi.org/10.1002/cne.903200305
https://doi.org/10.1152/jn.00600.2002
https://doi.org/10.1007/BF00231244
https://doi.org/10.1002/cne.902910207
https://doi.org/10.1002/cne.902580406
https://doi.org/10.1038/321579a0
https://doi.org/10.1016/j.neuron.2005.01.048
https://doi.org/10.1038/353429a0
https://doi.org/10.1111/j.1460-9568.1995.tb01016.x
https://doi.org/10.1016/0013-4694(81)90138-3
https://doi.org/10.1016/j.conb.2007.07.008
https://doi.org/10.1016/S0166-4328(97)83328-1
https://doi.org/10.1113/jphysiol.2003.044222
https://doi.org/10.1113/jphysiol.2002.018465
https://doi.org/10.1002/cne.902620302
https://doi.org/10.1016/j.neuron.2007.11.034
https://doi.org/10.1523/JNEUROSCI.23-29-09565.2003
https://doi.org/10.1523/JNEUROSCI.22-24-10966.2002
https://doi.org/10.1371/journal.pbio.0040382
https://doi.org/10.1523/JNEUROSCI.4395-11.2012
https://doi.org/10.3109/07367228609144585
https://doi.org/10.1002/cne.902650309
https://doi.org/10.1523/JNEUROSCI.10-08-02638.1990
https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Adibi Rodent Whisker-Mediated Touch System

Carvell, G. E., and Simons, D. J. (1995). Task- and subject-related differences

in sensorimotor behavior during active touch. Somatosens. Mot. Res. 12, 1–9.

doi: 10.3109/08990229509063138

Carvell, G. E., Simons, D. J., Lichtenstein, S. H., and Bryant, P. (1991).

Electromyographic activity of mystacial pad musculature during

whisking behavior in the rat. Somatosens. Mot. Res. 8, 159–164.

doi: 10.3109/08990229109144740

Castro-Alamancos, M. A. (2004). Absence of rapid sensory adaptation in

neocortex during information processing states. Neuron 41, 455–464.

doi: 10.1016/S0896-6273(03)00853-5

Castro-Alamancos, M. A., and Oldford, E. (2002). Cortical sensory suppression

during arousal is due to the activity-dependent depression of thalamocortical

synapses. J. Physiol. 541, 319–331. doi: 10.1113/jphysiol.2002.016857

Celikel, T., and Sakmann, B. (2007). Sensory integration across space and in time

for decision making in the somatosensory system of rodents. Proc. Natl. Acad.

Sci. U.S.A. 104, 1395–1400. doi: 10.1073/pnas.0610267104

Chakrabarti, S., and Alloway, K. (2006). Differential origin of projections from si

barrel cortex to the whisker representations in SII and MI. J. Compar. Neurol.

498:624. doi: 10.1002/cne.21052

Chen, J. L., Carta, S., Soldado-Magraner, J., Schneider, B. L., and Helmchen, F.

(2013). Behaviour-dependent recruitment of long-range projection neurons in

somatosensory cortex. Nature 499:336. doi: 10.1038/nature12236

Chiaia, N. L., Bennett-Clarke, C. A., and Rhoades, R. W. (1991). Effects

of cortical and thalamic lesions upon primary afferent terminations,

distributions of projection neurons, and the cytochrome oxidase pattern

in the trigeminal brainstem complex. J. Compar. Neurol. 303, 600–616.

doi: 10.1002/cne.903030407

Chmielowska, J., Carvell, G. E., and Simons, D. J. (1989). Spatial organization of

thalamocortical and corticothalamic projection systems in the rat smi barrel

cortex. J. Compar. Neurol. 285, 325–338. doi: 10.1002/cne.902850304

Churchland, M. M., Byron, M. M., Cunningham, J. P., Sugrue, L. P., Cohen,

M. R., Corrado, G. S., et al. (2010). Stimulus onset quenches neural

variability: a widespread cortical phenomenon. Nat. Neurosci. 13, 369–378.

doi: 10.1038/nn.2501

Churchland, M. M., Byron, M. M., Ryu, S. I., Santhanam, G., and

Shenoy, K. V. (2006). Neural variability in premotor cortex provides

a signature of motor preparation. J. Neurosci. 26, 3697–3712.

doi: 10.1523/JNEUROSCI.3762-05.2006

Cohen, M. R., and Newsome, W. T. (2009). Estimates of the contribution of single

neurons to perception depend on timescale and noise correlation. J. Neurosci.

29:6635. doi: 10.1523/JNEUROSCI.5179-08.2009

Conde, F., Mairelepoivre, E., Audinat, E., and Crepel, F. (1995). Afferent

connections of the medial frontal-cortex of the rat. 2. Cortical and subcortical

afferents. J. Compar. Neurol. 352, 567–593. doi: 10.1002/cne.903520407

Constantinople, C. M., and Bruno, R. M. (2013). Deep cortical layers are activated

directly by thalamus. Science 340, 1591–1594. doi: 10.1126/science.1236425

Crandall, S. R., Patrick, S. L., Cruikshank, S. J., and Connors, B. W. (2017).

Infrabarrels are layer 6 circuit modules in the barrel cortex that link long-range

inputs and outputs. Cell Rep. 21, 3065–3078. doi: 10.1016/j.celrep.2017.11.049

Crick, F. (1984). Function of the thalamic reticular complex: the

searchlight hypothesis. Proc. Natl. Acad. Sci. U.S.A. 81, 4586–4590.

doi: 10.1073/pnas.81.14.4586

Crochet, S., and Petersen, C. C. (2006). Correlating whisker behavior with

membrane potential in barrel cortex of awake mice. Nat. Neurosci. 9, 608–610.

doi: 10.1038/nn1690

Crochet, S., Poulet, J. F., Kremer, Y., and Petersen, C. C. (2011). Synaptic

mechanisms underlying sparse coding of active touch. Neuron 69, 1160–1175.

doi: 10.1016/j.neuron.2011.02.022

Curtis, J. C., and Kleinfeld, D. (2009). Phase-to-rate transformations encode touch

in cortical neurons of a scanning sensorimotor system. Nat. Neurosci. 12,

492–501. doi: 10.1038/nn.2283

de Brabander, J. M., de Bruin, J. P., and van Eden, C. G. (1991). Comparison

of the effects of neonatal and adult medial prefrontal cortex lesions on

food hoarding and spatial delayed alternation. Behav. Brain Res. 42, 67–75.

doi: 10.1016/S0166-4328(05)80041-5

de Bruin, J., Sánchez-Santed, F., Heinsbroek, R., Donker, A., and Postmes,

P. (1994). A behavioural analysis of rats with damage to the medial

prefrontal cortex using the morris water maze: Evidence for behavioural

flexibility, but not for impaired spatial navigation. Brain Res. 652, 323–333.

doi: 10.1016/0006-8993(94)90243-7

de Lafuente, V., and Romo, R. (2006). Neural correlate of subjective sensory

experience gradually builds up across cortical areas. Proc. Natl. Acad. Sci. U.S.A.

103:14266. doi: 10.1073/pnas.0605826103

Deschênes, M., Moore, J., and Kleinfeld, D. (2012). Sniffing and whisking in

rodents. Curr. Opin. Neurobiol. 22, 243–250. doi: 10.1016/j.conb.2011.11.013

Deschênes, M., Takatoh, J., Kurnikova, A., Moore, J. D., Demers, M., Elbaz, M.,

et al. (2016). Inhibition, not excitation, drives rhythmic whisking. Neuron 90,

374–387. doi: 10.1016/j.neuron.2016.03.007

Deschênes, M., Veinante, P., and Zhang, Z.-W. (1998). The organization of

corticothalamic projections: reciprocity versus parity. Brain Res. Rev. 28,

286–308. doi: 10.1016/S0165-0173(98)00017-4

Desilets-Roy, B., Varga, C., Lavallée, P., and Deschênes, M. (2002). Substrate

for cross-talk inhibition between thalamic barreloids. J. Neurosci. 22,

RC218–RC218. doi: 10.1523/JNEUROSCI.22-09-j0002.2002

Di, S., Baumgartner, C., and Barth, D. S. (1990). Laminar analysis of extracellular

field potentials in rat vibrissa/barrel cortex. J. Neurophysiol. 63, 832–840.

doi: 10.1152/jn.1990.63.4.832

Diamond, M. E. (1995). “Somatosensory thalamus of the rat,” in Cerebral Cortex:

The Barrel Cortex of Rodents, Vol. 11, eds E. G. Jones and I. T. Diamond (New

York, NY: Plenum Press), 189–219.

Diamond, M. E., and Arabzadeh, E. (2013).Whisker sensory system: from receptor

to decision. Prog. Neurobiol. 103, 28–40. doi: 10.1016/j.pneurobio.2012.05.013

Diamond, M. E., Armstrong-James, M., and Ebner, F. F. (1992). Somatic sensory

responses in the rostral sector of the posterior group (POM) and in the ventral

posterior medial nucleus (VPM) of the rat thalamus. J. Compar. Neurol. 318,

462–476. doi: 10.1002/cne.903180410

Diamond, M. E., Von Heimendahl, M., and Arabzadeh, E. (2008).

Whisker-mediated texture discrimination. PLoS Biol. 6:e220.

doi: 10.1371/journal.pbio.0060220

Dörfl, J. (1982). The musculature of the mystacial vibrissae of the white mouse. J.

Anat. 135(Pt 1):147.

Dörfl, J. (1985). The innervation of the mystacial region of the white mouse: a

topographical study. J. Anat. 142, 173–184.

Durham, D., and Woolsey, T. A. (1984). Effects of neonatal whisker lesions

on mouse central trigeminal pathways. J. Compar. Neurol. 223, 424–447.

doi: 10.1002/cne.902230308

Dykes, R. (1975). Afferent fibers from mystacial vibrissae of cats and seals. J.

Neurophysiol. 38, 650–662. doi: 10.1152/jn.1975.38.3.650

Ebara, S., Kumamoto, K., Matsuura, T., Mazurkiewicz, J. E., and Rice, F. L. (2002).

Similarities and differences in the innervation of mystacial vibrissal follicle-

sinus complexes in the rat and cat: a confocal microscopic study. J. Compar.

Neurol. 449, 103–119. doi: 10.1002/cne.10277

Ego-Stengel, V., Mello E Souza, T., Jacob, V., and Shulz, D. E. (2005).

Spatiotemporal characteristics of neuronal sensory integration in the barrel

cortex of the rat. J. Neurophysiol. 93, 1450–1467. doi: 10.1152/jn.00912.2004

Eichenbaum, H., Clegg, R. A., and Feeley, A. (1983). Reexamination of functional

subdivisions of the rodent prefrontal cortex. Exp. Neurol. 79, 434–451.

doi: 10.1016/0014-4886(83)90224-8

Emmers, R. (1965). Organization of the first and the second somesthetic

regions (SI and SII) in the rat thalamus. J. Compar. Neurol. 124, 215–227.

doi: 10.1002/cne.901240207

Erzurumlu, R. S., and Killackey, H. P. (1980). Diencephalic projections of

the subnucleus interpolaris of the brainstem trigeminal complex in the rat.

Neuroscience 5:1891. doi: 10.1016/0306-4522(80)90037-8

Estebanez, L., El Boustani, S., Destexhe, A., and Shulz, D. E. (2012). Correlated

input reveals coexisting coding schemes in a sensory cortex. Nat. Neurosci. 15,

1691–1699. doi: 10.1038/nn.3258

Fanselow, E. E., and Nicolelis, M. A. (1999). Behavioral modulation of tactile

responses in the rat somatosensory system. J. Neurosci. 19, 7603–7616.

doi: 10.1523/JNEUROSCI.19-17-07603.1999

Fassihi, A., Akrami, A., Esmaeili, V., andDiamond,M. E. (2014). Tactile perception

and working memory in rats and humans. Proc. Natl. Acad. Sci. U.S.A. 111,

2331–2336. doi: 10.1073/pnas.1315171111

Fassihi, A., Akrami, A., Pulecchi, F., Schönfelder, V., and Diamond, M. E. (2017).

Transformation of perception from sensory to motor cortex. Curr. Biol. 27,

1585–1596. doi: 10.1016/j.cub.2017.05.011

Frontiers in Systems Neuroscience | www.frontiersin.org 17 August 2019 | Volume 13 | Article 4055

https://doi.org/10.3109/08990229509063138
https://doi.org/10.3109/08990229109144740
https://doi.org/10.1016/S0896-6273(03)00853-5
https://doi.org/10.1113/jphysiol.2002.016857
https://doi.org/10.1073/pnas.0610267104
https://doi.org/10.1002/cne.21052
https://doi.org/10.1038/nature12236
https://doi.org/10.1002/cne.903030407
https://doi.org/10.1002/cne.902850304
https://doi.org/10.1038/nn.2501
https://doi.org/10.1523/JNEUROSCI.3762-05.2006
https://doi.org/10.1523/JNEUROSCI.5179-08.2009
https://doi.org/10.1002/cne.903520407
https://doi.org/10.1126/science.1236425
https://doi.org/10.1016/j.celrep.2017.11.049
https://doi.org/10.1073/pnas.81.14.4586
https://doi.org/10.1038/nn1690
https://doi.org/10.1016/j.neuron.2011.02.022
https://doi.org/10.1038/nn.2283
https://doi.org/10.1016/S0166-4328(05)80041-5
https://doi.org/10.1016/0006-8993(94)90243-7
https://doi.org/10.1073/pnas.0605826103
https://doi.org/10.1016/j.conb.2011.11.013
https://doi.org/10.1016/j.neuron.2016.03.007
https://doi.org/10.1016/S0165-0173(98)00017-4
https://doi.org/10.1523/JNEUROSCI.22-09-j0002.2002
https://doi.org/10.1152/jn.1990.63.4.832
https://doi.org/10.1016/j.pneurobio.2012.05.013
https://doi.org/10.1002/cne.903180410
https://doi.org/10.1371/journal.pbio.0060220
https://doi.org/10.1002/cne.902230308
https://doi.org/10.1152/jn.1975.38.3.650
https://doi.org/10.1002/cne.10277
https://doi.org/10.1152/jn.00912.2004
https://doi.org/10.1016/0014-4886(83)90224-8
https://doi.org/10.1002/cne.901240207
https://doi.org/10.1016/0306-4522(80)90037-8
https://doi.org/10.1038/nn.3258
https://doi.org/10.1523/JNEUROSCI.19-17-07603.1999
https://doi.org/10.1073/pnas.1315171111
https://doi.org/10.1016/j.cub.2017.05.011
https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Adibi Rodent Whisker-Mediated Touch System

Fazlali, Z., Ranjbar-Slamloo, Y., Adibi, M., and Arabzadeh, E. (2016).

Correlation between cortical state and locus coeruleus activity: implications

for sensory coding in rat barrel cortex. Front. Neural Circuits 10:14.

doi: 10.3389/fncir.2016.00014

Fee, M. S., Mitra, P. P., and Kleinfeld, D. (1997). Central versus peripheral

determinants of patterned spike activity in rat vibrissa cortex during whisking.

J. Neurophysiol. 78, 1144–1149. doi: 10.1152/jn.1997.78.2.1144

Feldman, J. L., and Kam, K. (2015). Facing the challenge of mammalian

neural microcircuits: taking a few breaths may help. J. Physiol. 593, 3–23.

doi: 10.1113/jphysiol.2014.277632

Feldmeyer, D. (2012). Excitatory neuronal connectivity in the barrel cortex. Front.

Neuroanat. 6:24. doi: 10.3389/fnana.2012.00024

Feldmeyer, D., Egger, V., Lübke, J., and Sakmann, B. (1999). Reliable synaptic

connections between pairs of excitatory layer 4 neurones within a single

‘barrel’ of developing rat somatosensory cortex. J. Physiol. 521, 169–190.

doi: 10.1111/j.1469-7793.1999.00169.x

Feldmeyer, D., Roth, A., and Sakmann, B. (2005). Monosynaptic connections

between pairs of spiny stellate cells in layer 4 and pyramidal cells in layer

5a indicate that lemniscal and paralemniscal afferent pathways converge

in the infragranular somatosensory cortex. J. Neurosci. 25, 3423–3431.

doi: 10.1523/JNEUROSCI.5227-04.2005

Ferezou, I., Bolea, S., and Petersen, C. C. (2006). Visualizing the cortical

representation of whisker touch: voltage-sensitive dye imaging in freely moving

mice. Neuron 50, 617–629. doi: 10.1016/j.neuron.2006.03.043

Ferezou, I., Haiss, F., Gentet, L. J., Aronoff, R., Weber, B., and Petersen, C.

C. (2007). Spatiotemporal dynamics of cortical sensorimotor integration in

behaving mice. Neuron 56, 907–923. doi: 10.1016/j.neuron.2007.10.007

Fernández, L. M., Vantomme, G., Osorio-Forero, A., Cardis, R., Béard, E., and

Lüthi, A. (2018b). Thalamic reticular control of local sleep in mouse sensory

cortex. eLife 7:e39111. doi: 10.7554/eLife.39111

Fitzgerald, O. (1940). Discharges from the sensory organs of the cat’s vibrissae

and the modification in their activity by ions. J. Physiol. 98, 163–178.

doi: 10.1113/jphysiol.1940.sp003841

Friedberg, M. H., Lee, S. M., and Ebner, F. F. (1999). Modulation of receptive field

properties of thalamic somatosensory neurons by the depth of anesthesia. J.

Neurophysiol. 81, 2243–2252. doi: 10.1152/jn.1999.81.5.2243

Fuentealba, P., and Steriade, M. (2005). The reticular nucleus revisited: intrinsic

and network properties of a thalamic pacemaker. Prog. Neurobiol. 75, 125–141.

doi: 10.1016/j.pneurobio.2005.01.002

Furuta, T., Kaneko, T., and Deschenes, M. (2009). Septal neurons in barrel cortex

derive their receptive field input from the lemniscal pathway. J. Neurosci. 29,

4089–4095. doi: 10.1523/JNEUROSCI.5393-08.2009

Furuta, T., Nakamura, K., and Deschênes, M. (2006). Angular tuning bias of

vibrissa-responsive cells in the paralemniscal pathway. J. Neurosci. 26, 10548–

10557. doi: 10.1523/JNEUROSCI.1746-06.2006

Fyhn, M., Hafting, T., Treves, A., Moser, M. B., and Moser, E. I. (2007).

Hippocampal remapping and grid realignment in entorhinal cortex. Nature

446, 190–194. doi: 10.1038/nature05601

Ganguly, K., and Kleinfeld, D. (2004). Goal-directed whisking increases phase-

locking between vibrissa movement and electrical activity in primary

sensory cortex in rat. Proc. Natl. Acad. Sci. U.S.A. 101, 12348–12353.

doi: 10.1073/pnas.0308470101

Gentet, L. J., Avermann, M., Matyas, F., Staiger, J. F., and Petersen, C. C. H.

(2010). Membrane potential dynamics of GABAergic neurons in the barrel

cortex of behaving mice. Neuron 65, 422–435. doi: 10.1016/j.neuron.2010.

01.006

Gentet, L. J., Kremer, Y., Taniguchi, H., Huang, Z. J., Staiger, J. F., and Petersen,

C. C. H. (2012). Unique functional properties of somatostatin-expressing

GABAergic neurons in mouse barrel cortex. Nat. Neurosci. 15, 607–612.

doi: 10.1038/nn.3051

Gerdjikov, T. V., Bergner, C. G., Stüttgen, M. C., Waiblinger, C., and

Schwarz, C. (2010). Discrimination of vibrotactile stimuli in the rat

whisker system: behavior and neurometrics. Neuron 65, 530–540.

doi: 10.1016/j.neuron.2010.02.007

Ghazanfar, A. A., and Nicolelis, M. A. (1997). Nonlinear processing of tactile

information in the thalamocortical loop. J. Neurophysiol. 78, 506–510.

doi: 10.1152/jn.1997.78.1.506

Ghazanfar, A. A., and Nicolelis, M. A. (1999). Spatiotemporal properties of layer

V neurons of the rat primary somatosensory cortex. Cereb. Cortex 9, 348–361.

doi: 10.1093/cercor/9.4.348

Gibson, J. (1962). Observations on active touch. Psychol. Rev. 69:477.

doi: 10.1037/h0046962

Gibson, J. M., andWelker,W. I. (1983a). Quantitative studies of stimulus coding in

first-order vibrissa afferents of rats. 1. receptive field properties and threshold

distributions. Somatosens. Mot. Res. 1, 51–67. doi: 10.3109/07367228309144540

Gibson, J. M., and Welker, W. I. (1983b). Quantitative studies of stimulus coding

in first-order vibrissa afferents of rats. 2. Adaptation and coding of stimulus

parameters. Somatosens. Mot. Res. 1, 95–117. doi: 10.3109/07367228309144543

Gottschaldt, K. M., Iggo, A., and Young, D. W. (1973). Functional characteristics

of mechanoreceptors in sinus hair follicles of the cat. J. Physiol. 235, 287–315.

doi: 10.1113/jphysiol.1973.sp010388

Granon, S., Vidal, C., Thinus-Blanc, C., Changeux, J. P., and Poucet, B.

(1994). Working memory, response selection, and effortful processing

in rats with medial prefrontal lesions. Behav. Neurosci. 108:883.

doi: 10.1037/0735-7044.108.5.883

Grant, R. A., Mitchinson, B., Fox, C. W., and Prescott, T. J. (2009).

Active touch sensing in the rat: anticipatory and regulatory control of

whisker movements during surface exploration. J. Neurophysiol. 101:862.

doi: 10.1152/jn.90783.2008

Grinvald, A., Lieke, E., Frostig, R. D., Gilbert, C. D., and Wiesel, T. N. (1986).

Functional architecture of cortex revealed by optical imaging of intrinsic

signals. Nature 324, 361–364. doi: 10.1038/324361a0

Grion, N., Akrami, A., Zuo, Y., Stella, F., and Diamond, M. E. (2016). Coherence

between rat sensorimotor system and hippocampus is enhanced during tactile

discrimination. PLoS Biol. 14:e1002384. doi: 10.1371/journal.pbio.1002384
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Microglial cells, which are highly plastic, immediately respond to any change in
the microenvironment by becoming activated and shifting the phenotype toward
neurotoxicity or neuroprotection. The polarization of microglia/macrophages after spinal
cord injury (SCI) seems to be a dynamic process and can change depending on the
microenvironment, stage, course, and severity of the posttraumatic process. Effective
methods to modulate microglia toward a neuroprotective phenotype in order to stimulate
neuroregeneration are actively sought for. In this context, available approaches that
can selectively impact the polarization of microglia/macrophages regulate synthesis of
trophic factors and cytokines/chemokines in them, and their phagocytic function and
effects on the course and outcome of SCI are discussed in this review.

Keywords: microglia, phenotypes, modulation, spinal cord injury, neuroregeneration

INTRODUCTION

Spinal cord injury (SCI) is characterized by numerous pathologic reactions that involve every cell
type of the central nervous system (CNS). The activation of microglial cells, which are the first
to respond to nervous tissue damage, is one of the essential events of posttraumatic reactions
(Gensel and Zhang, 2015). Activated microglia can synthesize not only trophic biomolecules
such as neurotrophins, glutamate transporters, and antioxidants, but also effectors such as nitric
oxide (NO) and pro-inflammatory cytokines that can be potentially neurotoxic (Persson et al.,
2005; Lai and Todd, 2006; Hellwig et al., 2013). In addition to synthesis of many biomolecules,
a phagocytic function of microglia is critically important also due to its essential for the removal
of degenerating/lost neurons and neuroglial cells, and rearrangement or destruction of synaptic
connections (Chen and Trapp, 2016; Jin and Yamashita, 2016; Wolf et al., 2017). Previous studies
have shown that the activation of microglia is not a single phenomenon and that there are several
different “states of activation” when microglia can have a selective neurotoxic or neuroprotective
effect. Given the diversity of microglia functions, the M1/M2 paradigm is a simplified model
that reflects two opposite effects on inflammatory responses. However, one should take into
consideration that the microglia microenvironment in vivo is diverse and its phenotype may rarely
shift directly to the other state.
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MICROGLIA PHENOTYPES

To date, several states of microglia polarization have been
described: they are classic activation (M1), alternative activation
(M2a), alternative type II activation (M2b), and acquired
deactivation (M2c). A number of investigators question whether
microglia can acquire an M3 phenotype (Malyshev and Malyshev,
2015; Walker and Lue, 2015). A number of principal studies
have identified which markers are specific for classically
or alternatively activated microglia (Martinez et al., 2006;
Martinez et al., 2013).

M1 microglia are capable of producing active oxygen species
that promote a respiratory burst, as well as produce cytokines
such as tumor necrosis factor-α (TNF-α), IL-1β, IL-6, and IL-
12, thereby mediating inflammatory tissue damage (Liu et al.,
2018). M1 microglia are involved in secondary damage after
SCI, producing proinflammatory molecules and the formation
of a glial scar, which, in turn, creates an environment at the
site of injury that is adverse for neuroprotection. Therefore, this
phenotype is commonly referred to as neurotoxic (Shechter and
Schwartz, 2013; Fan et al., 2016). The phagocytic activity was
shown to be inhibited in M1 polarization (Durafourt et al., 2012);
at the same time, M1 microglia regulate synaptic pruning and
labeling synapses for phagocytosis (Schafer et al., 2012).

Alternative activation is subdivided into two subcategories:
M2a and M2b. M2à microglia are considered to respond to
IL-4 and IL-13; to have an increased phagocytic activity; to
produce an insulin-like growth factor-1, trophic polyamines,
and anti-inflammatory cytokines such as IL-10; and to express
G-CSF, GM-CSF, and CD209 (Martinez and Gordon, 2014;
Franco and Fernandez-Suarez, 2015; Peferoen et al., 2015). The
microglia of this type can eliminate cellular debris and stimulate
tissue regeneration. M2b microglia are induced by ligation
of immunoglobulin Fc-gamma-receptors that results in IL-12
expression, increased IL-10 secretion, and HLA-DR expression.
This phenotype is also characterized by active phagocytosis and
an increased expression of CD32 and CD64, which are detected
in the cerebral microglia in Alzheimer’s disease (Peress et al.,
1993). M2c (acquired deactivation) polarization can be caused
by the anti-inflammatory cytokine IL-10 or glucocorticoids,
an increased expression of transforming growth factor (TGF),
sphingosine kinase (SPHK1), and CD163, a membrane-
bound receptor for haptoglobin/hemoglobin complexes
(Wilcock, 2014). The polarization of microglia/macrophages
toward the M2 phenotype occurs to resolve inflammation and
degeneration as a whole; thus, this phenotype is characterized as
neuroprotective. It is worth noting, however, that although the
M2 phenotype of microglia/macrophages plays a positive role in
neuroregeneration processes, it has an absolutely opposite role in
the case of neoplastic processes in the CNS and has a pro-tumor
action (Wu and Watabe, 2017).

A similar pattern of polarization is involved in peripheral
macrophages that actively migrate after injury when the
blood–brain barrier is damaged. It should be noted that
most researchers do not distinguish between microglia and
macrophages, subsuming them into the same cell population
and using pan markers for their identification. This might be

due to the lack of highly specific markers for resident microglia
and macrophages migrating toward a site of injury (Franco and
Fernandez-Suarez, 2015; Martin et al., 2017).

BEHAVIOR OF
MICROGLIA/MACROPHAGES IN SPINAL
CORD INJURY

It has been previously shown that microglia are activated
within the first 24 h after SCI. In the acute period,
polarization shifts primarily toward M1 microglia, which
release proinflammatory cytokines and chemokines. This
results in progression of inflammatory processes after primary
mechanical injury (Lee et al., 2009; Nakajima et al., 2012). Shortly
thereafter (2–3 days post-injury, dpi), blood monocytes that
subsequently differentiate into macrophages phenotypically
and morphologically indistinguishable from activated microglia
migrate toward the site of injury (Donnelly and Popovich, 2008;
Beck et al., 2010). The appearance of M2 microglia/macrophages
and their secretion of anti-inflammatory cytokines and
chemokines results in inhibiting excessive inflammatory
reactions around the site of injury and stimulating regeneration
of damaged spinal cord tissues (Gratchev et al., 2008; Varnum
and Ikezu, 2012; Shechter and Schwartz, 2013; Weisser et al.,
2013). M2 microglia/macrophages are shown to possess an
increased phagocytic activity that promotes clearance of
posttraumatic debris, leading to accelerated demyelination
and resolution of the initial traumatic events (Redondo-
Castro et al., 2013; Lampron et al., 2015; Orihuela et al., 2016;
Akhmetzyanova et al., 2018).

The primary phase of microglia/macrophage activation peaks
on 7 dpi; microglia are reactivated after 14 dpi and then
peak on 60 dpi and remain for up to 180 dpi (Beck et al.,
2008; Conta and Stelzner, 2008; Kigerl et al., 2009; Bellver-
Landete et al., 2019). M1 and M2 microglia/macrophages co-
exist at the injury site within the 1st week after SCI, with M1
cells prevailing. However, other researchers have demonstrated
that there were no M2 cells and the population of M1 cells
significantly decreased after 28 dpi (Kigerl et al., 2009; Francos-
Quijorna et al., 2016). These results confirm data on the
population of ED1+ phagocytic macrophages/microglia, which
peak by day 7 after SCI, significantly decreasing by 28 dpi
and abruptly increasing again by 90 dpi (Beck et al., 2010).
At the same time, Bellver-Landete et al. (2019) showed that
activated, proliferating microglia play an important role in
the healing process, having a positive effect on tissue sparing
and functional recovery after SCI, and this effect persists for
5 weeks after SCI.

These phases of microglia/macrophage activation in SCI
can be paralleled with changes observed in the population
of macrophages when other tissues and organs are damaged.
For example, at the end of the remodeling phase when the
main healing processes are completed, macrophages are
deactivated, and inflammation resolves. The behavior of
microglia/macrophages whose number reduces significantly
though variably by 2–4 weeks after SCI is possibly the same.
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With effective healing, the level of macrophages in non-nervous
tissues returns to normal within several weeks after injury in
parallel with its healing. On the contrary, wounds that do not
heal within 3 months result in a stable activation of macrophages
that is a distinctive feature of chronicity (Sindrilaru et al., 2011).
In turn, we observed a similar picture during the second phase of
microglia/macrophage activation that seems to be triggered by
ongoing neurodegeneration in response to which re-activation
of these cells prevents a subsequent loss of function.

The polarization of microglia/macrophages after SCI seems
to be a dynamic process and can be altered depending on the
microenvironment, the stage of the posttraumatic process, and
its severity (Kigerl et al., 2009; David and Kroner, 2011). This
phenomenon has been demonstrated in several studies and has
shown that the behavior of microglia/macrophages depended
on the factors of activation, in particular, the type of cells that
activated them and the specific activating molecule (Nakajima
and Kohsaka, 2002; Nakajima and Kohsaka, 2004; Stout and
Suttles, 2004; Shaked et al., 2005; Lai and Todd, 2006; Nakajima
et al., 2006; Menzies et al., 2010). An effective method to
modulate microglia toward a neuroprotective phenotype in order
to stimulate neuroregeneration is actively sought for in addition
to investigation into the factors of activation. For this purpose,
new approaches are being developed and different biomolecules
potentially possessing a selective effect on the polarization of
microglia/macrophages regulate their synthesis of trophic factors,
cytokines/chemokines, and a phagocytic function tested. The
latter can be achieved by affecting the signaling pathways that
control microglia activation and polarization, discussed in the
following section.

MICROGLIAL SIGNALING PATHWAYS

It is now increasingly evident that there are various ways of
activation for microglia that determine the generation of cells
with divergent abilities (Figure 1). Toll-like receptors (TLRs) are
a class of transmembrane receptors involved in the activation
of cell-mediated immune response. Out of more than 10 TLRs,
identified in both rodents and humans, microglia express at least
9 TLRs along with their adapter proteins (Laflamme et al., 2001;
Bsibsi et al., 2002; Dalpke et al., 2002; Olson and Miller, 2004;
Zhang et al., 2013). Previous studies have demonstrated TLR-
dependent microglia activation in neurodegenerative disorders
and different types of CNS injury (Heneka et al., 2005; Fernandez-
Lizarbe et al., 2009; Song et al., 2011; Yao et al., 2013).
A classical/canonical activation of the nuclear factor κB (NF-
κB) signaling, which is essential for both acute and chronic
inflammatory responses, is initiated by TLRs, as well as other
cell surface receptors, including those for IL-1 and TNF (Shih
et al., 2015; Noort et al., 2015). The activated NF-κB allows
translocation to the nucleus that results in production of anti-
inflammatory cytokines, release of reactive oxygen species (ROS),
and microglia modulation toward the M1 phenotype (Pan et al.,
2010; Taetzsch et al., 2015; Zhang et al., 2017). The activation of
NF-κB transcription factors also plays a key role in neurogenesis,
synaptic plasticity, and protection of neurons (O’Riordan et al.,

2006; Ahn et al., 2008; Koo et al., 2010). Therefore, NF-κB should
be selectively inhibited in microglia and possibly in astrocytes
in order to neutralize its neurotoxic role and maintain the
neuroprotective one (Brambilla et al., 2005; Crosio et al., 2011;
Frakes et al., 2014).

In the presence of inflammation, microglia are activated
by means of phosphorylation of p38 mitogen-activated protein
kinase (p38/MAPK) and extracellular signal–regulated kinases
(ERKs), thereby enhancing phagocytosis, chemotaxis, and the
expression of proinflammatory cytokines (Wang et al., 2011; Fan
et al., 2017). At the same time, the phosphorylation of p38/MAPK
inhibited ULK1 kinase activity and reduced autophagy, allowing
the full induction of the inflammatory process during microglia
activation (He et al., 2018). The activation of glial cells and
the p38/MAPK signaling pathway was demonstrated to be
involved in the development of a chronic neuropathic pain that
affects up to 80% of patients with SCI (Finnerup et al., 2001;
Crown et al., 2008; Detloff et al., 2008). Therefore, p38/MAPK
inhibitors are intensively used to reduce activation of the spinal
microglia, to prevent/reverse the neuropathic pain symptoms and
neuroinflammation in general (Rojewska et al., 2014; Cheng et al.,
2015; Kim et al., 2016; Taves et al., 2016).

A phosphatidylinositol 3-kinase (PI3K)/protein kinase B
(Akt)/mammalian target of rapamycin (mTOR) signaling
pathway that is involved in neuropathic pain progression, as well
as astrocyte and microglia activation, is known. Its inhibition
reduces the ability of microglial cells to migrate and their
number in the site of neurodegeneration (Guo et al., 2017).
PI3K/Akt/mTOR is triggered through the CD74 receptor, whose
activation is promoted by a macrophage migration inhibitory
factor (MIF). The use of MIF suppresses the microglia M1
activation and mitigates the severity of secondary injury around
the lesion site in the murine dorsal hemisection model of SCI
(Emmetsberger and Tsirka, 2012). At the same time, there is
quite contradictory evidence that this pathway affects the shift of
the microglia/macrophage phenotype toward M1 or M2 stages
(Wang G. et al., 2015; Wang et al., 2016). Therefore, the role
of the PI3K/Akt/mTOR pathway in microglia activation and
neuroregeneration as a whole following SCI is still controversial
(Kanno et al., 2012; Chen et al., 2016). Some researchers relate
this to the possibility of isoform-specific cross-talk between
PI3K, Akt, and mTORC (Vergadi et al., 2017).

There are natural (phosphatase and tensin homolog deleted on
chromosome 10, PTEN) and artificial (ZSTK474, NVP-BEZ235,
LY294002, PI828, etc.) inhibitors of the PI3K/Akt/mTOR
signaling pathway. PTEN is a lipid and protein phosphatase that
has dual substrate specificity and serves as the main negative
regulator of PI3K and the PI3K/Akt/mTOR signaling pathway
by converting phosphatidylinositol (3,4,5)-trisphosphate (PIP3)
into phosphatidylinositol (4,5)-biphosphate (P1P2). In a model of
chronic peripheral nerve injury, the PTEN gene overexpression
resulted from its delivery with an adenoviral vector (Ad5-
PTEN) in the spinal cord. It significantly reduced activation
of microglia and astrocytes and prevented a neuropathic pain
(Huang et al., 2015). At the same time, such microglia modulation
in neurotrauma therapy can negatively affect regeneration as
the PTEN expression has been shown to be able to attenuate
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FIGURE 1 | Microglial signaling pathways determining development of cells with divergent abilities. Classical activation of the NF-κB signaling is initiated by TLRs, as
well as other cell surface receptors, including specific IL-1 and TNF, and provides M1 polarization of microglia. PI3K/Akt/mTOR is triggered through the CD74
receptor, whose activation is promoted by MIF. There is quite contradictory evidence that this pathway affects the shift of the microglia/macrophage phenotype
toward M1 or M2. Anti-inflammatory cytokines IL-10 and IL-4 induce STAT3 and STAT6 phosphorylation, respectively, via JAK1, which promotes polarization toward
the M2 phenotype. The activation of STAT1, in turn, leads to polarization toward a neurotoxic M2 phenotype of microglia. Normally, there is a balance between the
activation of STAT1 and STAT3/STAT6 that strictly regulates the microglia polarization and activity.

neuroprotection and lead to an impairment of axonal growth
in particular (Zukor et al., 2013; Ohtake et al., 2014; Yin et al.,
2018). Thus, the system regulation at the level of this enzyme is a
quite dangerous process leading to disarrangement of oppositely
directed processes.

A Janus tyrosine kinase (JAK)/signal transducer and activator
of transcription (STAT) signaling pathway is one of the most
important cascades triggered in response to many modulators
of inflammation. Most studies focused on activation of the
JAK/STAT3 signaling pathway in the case of neoplastic activity
of microglia/macrophages (Zhang et al., 2009; Zhang et al.,
2011; Oliva et al., 2012; Koscsó et al., 2013; Popiolek-Barczyk
and Mika, 2016). As for microglia/macrophage modulation
after SCI, anti-inflammatory cytokines IL-10 and IL-4 induce
STAT3 and STAT6 phosphorylation, respectively, via JAK1,
and promote polarization toward the M2 phenotype (Koscsó
et al., 2013; Wang et al., 2014; Cianciulli et al., 2015; Popiolek-
Barczyk and Mika, 2016). Activation of STAT1 and NF-κB
transcription factors leads, in turn, to polarization toward
a neurotoxic phenotype of microglia/macrophages. There is
normally a balance between the activation of STAT1 and

STAT3/STAT6 that strictly regulates the microglia/macrophage
polarization and activity.

STAT3 is recognized as the main mediator of IL-6 and IL-17
functions (Camporeale and Poli, 2012). There are two main types
of IL6 signalization: pro-inflammatory and anti-inflammatory.
In microglia, the IL-6 pro-inflammatory signaling pathway
is carried out through gp-130, which acts as an antagonist
sequestering IL-6 (Hodes et al., 2016). Results obtained by Ma
et al. (2010) indicate that SOCS3 can function as a negative
regulator of NF-κB, p38 MAPK, and JNK signaling; moreover,
an important role for SOCS3 in the regulation of IL-17 and
IL-6/R-dependent induction of IL-6 was elucidated. Guerrero
et al. (2012) demonstrated that classical microglia activation
in mouse SCI could be inhibited by IL-6 blockade. Redondo-
Castro et al. (2013) used glibenclamide, an inhibitor of ATP-
sensitive potassium channels KATP to relieve a neuropathic
pain in rats with SCI. The inhibition of IL-17, as a mediator
of microglia activation, when injecting hyperforin enabled
microglia polarization toward the M2 phenotype (Ma et al.,
2018). Although studies to inhibit individual mediators of
microglia activation demonstrate certain positive changes in
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some neurodegenerative disorders, they cannot completely
neutralize the neurotoxic potential of these cells that is related
to their possible activation by means of a common regulator in a
signaling cascade.

DIFFERENT APPROACHES TO
MODULATION OF
MICROGLIA/MACROPHAGES

Supplementary Table 1 contains published data available on the
different approaches to modulation of microglia/macrophages
in vitro and in vivo.

Receptor-Mediated Modulation
Peroxisome proliferator-activated receptor (PPARγ) is a key
regulator of the microglia/macrophage M2 phenotype. It is a
nuclear receptor capable of modulating inflammatory processes
and controlling lipid and lipoprotein metabolism as well as
glucose homeostasis (Chinetti et al., 2003; McTigue, 2008).
PPARγ was shown to be immediately induced in monocyte
differentiation into macrophages (Chinetti et al., 1998). In
addition, activation of PPARγ signaling can suppress an
inflammatory response by inhibiting NF-κB (Zolezzi et al., 2017).
Therefore, PPARγ is described as the main anti-inflammatory
regulator of macrophages (Ahmadian et al., 2013). Han et al.
(2017) demonstrated that 6-Shogaol, a pungent constituent
extracted from Zingiber officinale Roscoe can enhance PPARγ

expression. Also, the addition of 6-Shogaol to an in vitro
microglia culture could reduce the lipopolysaccharide-induced
(LPS) expression of proinflammatory factors TNF-α, IL1β, IL6,
and PGE2 as measured using ELISA. The use of a PPARγ

agonist, rosiglitazone, was shown in vitro with PCR and flow
cytometry to lead to monocyte modulation toward the M2
phenotype (Bouhlel et al., 2007). Additionally, in a murine brain
injury model intravenously injected PPARγ activator, malibatol
A, an anti-oxidant extracted from Hopea hainanensis, could shift
the microglia phenotype toward M2 (Pan et al., 2015). Wen
et al. (2018) compared the effects of intraperitoneal injections
of the PPARγ agonist, rosiglitazone, and the PPARγ antagonist,
GW9662, in a lateral fluid percussion injury model in mice. Using
ELISA, real-time PCR and immunohistochemistry, they observed
that 72 h after injury, expression levels of proinflammatory
cytokines TNF-α, IL-1β, and IL-6 were significantly higher and
that of anti-inflammatory IL-10 was lower in the group treated
with GW9662. Further in vitro experiments in a primary culture
of mouse microglia were conducted and results demonstrated
that rosiglitazone increased the expression of M2 markers
(CD206 and YM-1) and decreased that of M1 markers (TNF-α,
IL-6, IL-1β, and IL-10). Interesting results were obtained by Park
et al. (2007) using pioglitazone in a rat model of SCI. They showed
that intraperitoneal injection of pioglitazone causes a decrease
in the number of reactive macrophages, attenuates myelin loss,
and improves functional recovery from SCI. The results of
this study were confirmed by McTigue et al. (2007), where
the rat electromagnetic SCI model again showed pioglitazone’s

ability to reduce the number of activated phagocytic microglia
by 7 dpi.

Neuropeptides Y (NPY), Y1 receptor activators, suppress
the innate immune response by reducing the release of
interleukin-1β and NO, migration, and phagocytosis of activated
microglial cells (Farzi et al., 2015). NPY were demonstrated
to significantly restrain the microglia activation by inhibiting
LPS-induced Fc-receptor-mediated phagocytosis (Ferreira et al.,
2012). Macrophage antigen complex-1 receptor (MAC1R), a
molecule mediating the macrophage activation in response to
various stimuli, plays an important role in phagocytosis (Le
Cabec et al., 2002). In fact, MAC1R is a key receptor for
both toxins and classic acute-phase reactants such as fibrinogen,
which activate microglia/macrophages manifesting in enhanced
phagocytic activity and a release of ROS (Adams et al., 2007; Pei
et al., 2007). The investigation of the role that NPY and MAC1R
play in regulation of phagocytic activity of microglial cells is
promising and requires further research.

Rapamycin, an inhibitor of the mTOR receptor in mammals, is
involved in numerous cellular processes such as neuroprotection
in neurodegenerative disorders (Ravikumar et al., 2004;
Malagelada et al., 2010) and neuroregeneration after cerebral
injury and SCI (Erlich et al., 2007; Kanno et al., 2012).
Rapamycin inhibits the mTOR pathway by preventing the
activation of p70S6K protein kinase (Schmelzle and Hall, 2000).
Rapamycin neuroprotective properties are due to its ability
to stimulate autophagy (Ravikumar et al., 2004; Malagelada
et al., 2010). It is also involved in suppression of microglia
activation and reduction of inflammation in the CNS by selective
inhibition of the mTORC1 complex (Russo et al., 2009). In vivo
studies using rat SCI model showed the ability of rapamycin to
attenuate microglial activation and neuroinflammation processes
by reducing the number of M1 cells and, as a result, TNF-α
production (Chen et al., 2013; Song et al., 2015). However,
Eldahan et al. (2018) caution against the use of rapamycin as
a therapeutic intervention for SCI due to its toxic effects and
exacerbation of cardiovascular dysfunction.

FTY720 is an agonist of the S1P receptor and a derivative
of ISP-1 (myriocin), a metabolite of the Chinese fungus Iscaria
sinclairii, as well as a sphingosine structural analog. This
is a novel immunomodulator that promotes transplantability
in numerous models by inhibiting lymphocytes. FTY720
plays the role of a switch in the polarization of microglia
from M1 to M2 through the STAT3 protein activation that
has been established in a white matter ischemic injury
model (Qin et al., 2017). The results obtained also provide
evidence that FTY720 has a protective effect against structural
damage to the nodes of Ranvier and demyelination after
hypoperfusion. It should be noted that, in some cases,
FTY720 was effective in treating SCI but did not affect the
activation of microglia/macrophages (Norimatsu et al., 2012;
Wang J. et al., 2015).

Cytokines/Chemokines
Cytokines play an important role in posttraumatic processes; in
particular, microglia cells can influence healing by controlling
levels of some of them. Activating and blocking agents to
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modulate inflammatory processes for most of these cytokines
are under development. For example, IL-4 is considered the
strongest polarizing cytokine for M2a microglia response. In
the IL-4R-deficient mice SCI model, there was a decrease in
the production of anti-inflammatory cytokines such as arginase,
IL-1, and CCL2, which indicates the predominance of M1
microglia (Fenn et al., 2014). A single intraspinal injection of
IL-4 48 h after SCI was shown to be sufficient to switch the
microglia phenotype toward M2 and, what is more important,
it was associated with improved functional recovery in mice
with an SCI (Francos-Quijorna et al., 2016). Interestingly, in
response to exposure, IL-4 can modulate the morphology of
microglia in vitro from amoeboid (activated) to a more ramified
(quiescent) one associated with a more activated phenotype; at
the same time, IFN-γ and GM-CSF have the opposite effect
(Rostam et al., 2017).

IL-6 is a key factor triggering inflammation after SCI; it
also promotes microglia M1 activation (Bethea and Dietrich,
2002). An IL-6 blocking agent—monoclonal anti-mouse receptor
antibody IL-6 (MR16-1)—administered into the site of SCI in
mice promoted alternative M2 microglia activation and resulted
in improved tissue integrity as well as an increased number of
myelinated fibers (Guerrero et al., 2012). Moreover, inhibition
of the EGFR/MAPK pathway that suppresses microglia
activation and associated cytokine production decreases
neuroinflammation-related secondary damage and thereby
provides neuroprotection in rats after SCI (Qu et al., 2012). It
is thought that EGFR can be a therapeutic target and inhibitors
C225 and AG1478 have the potential to be used in the treatment
of SCI (Qu et al., 2012). Chemokine CCL21 neutralization was
also shown to reduce microglia M1 activation and to cause
neuronal hyperexcitability of lateral posterior thalamic nuclei
(Zhao et al., 2007).

IL-6 is a key cytokine accelerating the IL-17 production
(Camporeale and Poli, 2012). IL-17 is a well-known
proinflammatory cytokine associated with M1 activation of
microglia (Kim and Moalem-Taylor, 2011; Zong et al., 2014).
The inhibition of IL-17 as a mediator of microglia activation after
hyperforin injection promoted microglia polarization toward
the M2 phenotype in a murine acute cerebral mechanic trauma
model (Ma et al., 2018). TGF-β1 is a polypeptide component of a
transforming cytokine factor. It was shown in an in vivo murine
stroke model that cerebro-ventricular injections of TGF-β1
promoted microglia M2 activation as well as improvement of
functional recovery in mice (Taylor et al., 2017).

MicroRNA
Lately, special emphasis is being given to the role that miRNA
plays in the pathogenesis of many diseases including diseases
of the CNS. It has been shown that miRNA administration
can be an effective therapeutic approach to the management of
neurodegenerative processes. MiRNAs regulate the expression
of a great number of genes by stimulating RNA interference
pathway degradation or by preventing the translation of
target genes. High miR-124 levels were reported in resident
cerebral and spinal microglia, as well as their activation
in vitro and in vivo to promote a decreased miR-124

expression (Ponomarev et al., 2011). miR-124 is considered
to regulate the activity of microglia/macrophages by down-
regulating the expression of CCAAT-enhancer-binding protein-
α, a transcription factor regulating the differentiation of myeloid
cells. Therefore, high miR-124 levels are thought to be required
to maintain microglia in a quiescent state. Willemen et al. (2012)
demonstrated that intrathecally injected miR-124 promoted
the maintenance of microglia in this quiescent state and
alleviated chronic posttraumatic processes in the spinal cord
of rats with hyperalgesia. Im et al. (2012) reported similar
results when injecting miR-23b intrathecally to mice in a
neuropathic pain model. Based on their results, a return
of miR-23b to normal levels decreased the expression of
inflammatory proteins, reduced the number of Iba1+ cells
in the spinal cord tissue, and alleviated a neuropathic pain
resulting from SCI.

Cell Cycle Modulation
It was found that exposure on a cell cycle course can also
modulate cell phenotype. There were changes in cell cycle
course following SCI and effects of systemic administration
of delayed (24 h) flavopiridol, an inhibitor of major cyclin-
dependent kinases, on functional recovery and histopathology
in a rat SCI model (Wu et al., 2012). The treatment with
flavopiridol attenuated the number of Iba-1+-microglia in the
intact tissue and, as a result, increased the myelinated area of the
white matter. Moreover, flavopiridol attenuated the expression
of Iba-1 and glactin-3, associated with microglia M1 activation
and astrocyte reactivity by reducing the GFAP, NG2, and
CHL1 expression.

Neurotrophic Factors
Although there are numerous approaches to modulate microglia
in the CNS, the search for new approaches to effective
polarization strictly toward a neuroprotective phenotype and
introduction of results into clinical practice is still relevant.
Neurotrophic factors are molecules that increase the potential
of nervous system cells to proliferate, survive, migrate, and
differentiate. For instance, a ciliary neurotrophic factor (CNTF)
exerts a positive effect on reactive M1 microglia, promoting their
survival and activation after intracerebral injection to mice in vivo
(Kahn et al., 1995). However, Rocha et al. (2012) demonstrated
that, on the contrary, a glial cell line-derived neurotrophic factor
(GDNF) inhibited the activation of reactive M1 microglia in vitro
(Rocha et al., 2012).

Selective modulation of microglia with recombinant
adenoviruses carrying the GDNF gene in vivo seems
promising. Zhuravleva et al. (2016) demonstrated that
microglia transduction with an adenovirus encoding for
GDNF (Ad5-GDNF) promoted a reduced phagocytic activity
of these cells. We have conducted a study to evaluate
effects of Ad5-GDNF transduction on the morphology
and phenotype of microglial cells as well as effects of
transplanting these cells on posttraumatic processes in the
rat spinal cord. It was shown that microglia transduction
with Ad5-GDNF down-regulated expression of CD45, but
their transplantation into the site of a rat SCI did not
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increase the area of intact tissue as compared to similar
transplantation of Ad5-EGFP microglia with fair phagocytic
activity (Akhmetzyanova et al., 2018).

Physical Methods
Repetitive transcranial magnetic stimulation of the motor cortex
was shown to reduce microglia M1 activation after SCI and
alleviated symptoms of neuropathic pain and allodynia (Kim
et al., 2013). A method of physical exposure to alleviate
SCI consequences is promising as it is non-invasive and has
few side effects. However, this approach to treatment is just
gaining ground and is not yet fully understood. Therefore a
comprehensive assessment of modulation mechanisms triggered
by a physical exposure is required.

Other Approaches
Lipopolysaccharide is an essential molecular component of the
outer membrane of gram-negative bacteria and is recognized
by an immune system as an invasion marker of bacterial
pathogens. LPS is more often used to induce a potent
immunological response and activate microglia/macrophages.
It was found that pre-conditioning of microglia with LPS
48 h prior to transplantation enabled M2 polarization in
mouse SCI (Hayakawa et al., 2014). The results obtained were
evaluated by measuring the expression of mRNA markers
of M1 (iNOS, CD86, and CD16) and M2 (arginase1 and
CD206) microglia.

Histone deacetylases (HDACs) are proteins targeted to
remove acetyl groups from lysine residues of target proteins.
HDAC3 is most commonly found in the brain and is a
regulator of inflammatory processes (Broide et al., 2007).
HDAC3-deficient macrophages have a reduced ability to
activate the expression of inflammatory genes in response to
LPS stimulation (Chen et al., 2012). At the same time, it was
found that HDAC3 is an epigenomic brake in macrophage
alternative (M2) activation (Mullican et al., 2011). Malvaez et al.
(2013) used protein mass spectrometry in the study in vitro to
detect global molecular changes in resident microglia exposed
to RGFP966, a selective HDAC3 inhibitor, by investigating
a signaling pathway through which RGFP966 regulated an
inflammation. They observed that RGFP966 could inhibit
TLR and STAT3/5 signaling pathways of microglia M1
activation and that this resulted in an anti-inflammatory
microglia response manifesting as a reduced expression of
proinflammatory cytokines such as IL-6 and TNF-α (Xia
et al., 2017). This is confirmed by another in vitro study,
where it was shown in a primary culture that treatment with
HDAC inhibitors promoted suppression of the innate immune
activation of microglia (Kannan et al., 2013). A similar study
demonstrated that HDAC3 arrest with the same selective
inhibitor RGFP966 facilitated the shift toward an anti-
inflammatory microglia response that resulted in gaining
a neuroprotective phenotype by these cells and improved
functional recovery in an SCI model in vivo (Kuboyama et al.,
2017). Bromodomain and extraterminal (BET) proteins are
readers of histone acetylation labels, thereby affecting the
transcription of genes and thus playing an important role

in regulation the expression of pro-inflammatory cytokine
expression (Belkina et al., 2013). Sánchez-Ventura et al. (2019)
investigated the influence of BET inhibitor JQ1 in polarizing
microglia on bone-marrow-derived macrophage in vitro
and in vivo in SCI mice and showed that JQ1 promotes
polarization of microglia toward the M2 phenotype, reducing
the expression of pro-inflammatory cytokines IL-6, IL-1β, and
TNF-α and increasing the expression of anti-inflammatory
cytokines Arg1 and CD206.

It was shown that an early administration of minocycline, a
known anti-inflammatory agent, inhibiting poly (ADP-ribose)
polymerase-1 (PARP-1), which both promotes cell death and
inhibits microglia activation and an inflammation in general,
can reduce a degree of neuronal hyperexcitability for up to
4 weeks after SCI (Alano et al., 2006; Tan, 2009). In addition,
minocycline-loaded polymeric nanoparticles (NPs) injected into
the site of an SCI can selectively target activated microglial cells
and modulate their phenotypes toward the anti-inflammatory
one by inhibiting PARP-1 and matrix metalloproteinases 2 and
9, which improves the course of secondary traumatic processes
in a murine SCI model. The treatment with minocycline-
loaded NPs resulted in a reduced activation and decreased
proliferation of microglia around the site of injury. As a result,
the decreased number of cells with a phagocytic phenotype
switched toward quiescent microglia with a low CD68 staining
level. The treatment with these particles appeared effective
for 15 post-injury days and was related to a prolonged anti-
inflammatory stimulus associated with microglia activation (Papa
et al., 2013). Another study demonstrated that the administration
of minocycline-loaded NPs in an acute period following trauma
in a murine SCI model could effectively modulate resident
microglial cells from M1 to M2 phenotype, which reduced a
proinflammatory response, restored the nervous tissue integrity,
and improved behavior test scores for up to 63 post-injury days
(Papa et al., 2016).

CONCLUSION

Although there are many studies aimed at elucidating
mechanisms of microglia/macrophage modulation, their
phenotype, and role in various pathologies, currently, no effective
methods to modulate microglia toward a neuroprotective
phenotype in order to stimulate neuroregeneration are employed
in clinical practice. In addition, there is an urgent need to develop
a highly specific panel of markers for resident microglia and
macrophages migrating to a site of pathology, as well as complete
elucidation of every external (specifically activating molecules
secreted by surrounding cells) and internal factor (signaling
pathways) affecting the modulation of their phenotype.
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Astronauts return to Earth from spaceflight missions with impaired mobility and balance;
recovery can last weeks postflight. This is due in large part to the altered vestibular
signaling and sensory reweighting that occurs in microgravity. The neural mechanisms
of spaceflight-induced vestibular changes are not well understood. Head-down-tilt bed
rest (HDBR) is a common spaceflight analog environment that allows for study of
body unloading, fluid shifts, and other consequences of spaceflight. Subjects in this
context still show vestibular changes despite being in Earth’s gravitational environment,
potentially due to sensory reweighting. Previously, we found evidence of sensory
reweighting and reduced neural efficiency for vestibular processing in subjects who
underwent a 70-day HDBR intervention. Here we extend this work by evaluating the
impact of HDBR paired with elevated carbon dioxide (CO2) to mimic International
Space Station conditions on vestibular neural processing. Eleven participants (6 males,
34 ± 8 years) completed 30 days of HDBR combined with 0.5% atmospheric CO2

(HDBR + CO2). Participants underwent six functional magnetic resonance imaging
(fMRI) sessions pre-, during, and post- HDBR + CO2 while we measured brain activity
in response to pneumatic skull taps (a validated method of vestibular stimulation). We
also measured mobility and balance performance several times before and after the
intervention. We found support for adaptive neural changes within the vestibular system
during bed rest that subsequently recovered in several cortical and cerebellar regions.
Further, there were multiple brain regions where greater pre- to post- deactivation was
associated with reduced pre- to post- balance declines. That is, increased deactivation
of certain brain regions associated with better balance post-HDBR + CO2. We also
found that, compared to HDBR alone (n = 13 males; 29 ± 3 years) HDBR + CO2 is
associated with greater increases in activation of multiple frontal, parietal, and temporal
regions during vestibular stimulation. This suggests interactive or additive effects of bed
rest and elevated CO2. Finally, we found stronger correlations between pre- to post-
HDBR + CO2 brain changes and dependence on the visual system during balance
for subjects who developed signs of Spaceflight-Associated Neuro-ocular Syndrome
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(SANS). Together, these findings have clear implications for understanding the neural
mechanisms of bed rest and spaceflight-related changes in vestibular processing, as
well as adaptation to altered sensory inputs.

Keywords: vestibular, fMRI, head-down-tilt bed rest (HDBR), carbon dioxide (CO2), spaceflight

INTRODUCTION

Microgravity exposure poses unique challenges to human
physiology: astronauts encounter body unloading, headward
fluid shifts, altered vestibular and proprioceptive inputs, inflight
and postflight spatial disorientation (Young et al., 1984), and
confined quarters with carbon dioxide (CO2) levels up to more
than ten times higher than those on Earth (Law et al., 2014).
Upon return to Earth, astronauts present with multi-systemic
consequences, such as declining bone (Sibonga, 2013) and
muscle mass (LeBlanc et al., 1995; Stein, 2013), cardiovascular
changes (Hargens and Richardson, 2009), and mobility and
balance difficulties (Mulavara et al., 2010; Cohen et al., 2012;
Wood et al., 2015). Here we focus on the neural vestibular
consequences of a spaceflight analog environment, as well as the
neural mechanisms underlying declines in vestibularly mediated
mobility and balance.

Animal studies have demonstrated peripheral vestibular
changes with spaceflight; for instance, utricular afferents become
hypersensitive to translational accelerations after return to Earth
(Boyle et al., 2001). Although the specific mechanisms for
these changes remain unknown, one possibility is that the
brain reinterprets afferent sensory input during flight due to
the lack of a gravitational reference vector for the otoliths.
After return to Earth, this re-interpretation is in conflict
with Earth’s gravitational environment and results in postflight
vestibular dysfunction (e.g., balance difficulties), followed by
slow re-adaptation over the days and weeks following spaceflight
(Young et al., 1984; Parker et al., 1985; Mulavara et al., 2010).
Astronauts also present with decreased skin sensitivity on the
soles of the feet following spaceflight (Lowrey et al., 2014),
which has been attributed to in-flight sensory reweighting (i.e.,
the process of adjusting the magnitude of different sensory
contributions to motor control) (Assländer and Peterka, 2014)
in compensation for unreliable vestibular inputs in microgravity.
A single-subject case study (Demertzi et al., 2016) and recent
study of 11 cosmonauts (Pechenkova et al., 2019) examining
resting-state and task-based functional magnetic resonance
imaging (fMRI) connectivity found evidence for vestibular cortex
reorganization and multisensory reweighting following long-
duration spaceflight. This work provides preliminary evidence
of flight-related central vestibular plasticity. Taken together, it
is likely that spaceflight factors influence the neural correlates
of vestibular processing; however, the precise mechanisms
underlying such changes require further study.

Head-down-tilt bed rest (HDBR) is a common spaceflight
analog intervention that permits ground-based study of how axial
body unloading alters sensory inputs that subsequently impact
neural vestibular processing and vestibular system plasticity.
Subjects remain in bed with their head tilted down six degrees to

mimic a subset of spaceflight consequences including headward
fluid shifts, arterial pressure changes, axial body unloading,
and reduced somatosensory input. Although gravitational vector
input does not change during HDBR, there is evidence that,
similar to spaceflight, axial body unloading contributes to
sensory reweighting (Moore et al., 2010; Mulavara et al., 2018;
Yuan et al., 2018b). Even though HDBR does not directly
affect vestibular inputs, sensory reweighting is thought to affect
neural vestibular processing during HDBR; more specifically, the
vestibular nuclei receive inputs from the vestibular organs, in
addition to proprioceptive signals from the limbs (Fredrickson
et al., 1966; Rubin et al., 1979; Yates et al., 2000; Jian et al.,
2002). If either vestibular or somatosensory inputs appear to
be incorrect or abnormal, the central nervous system may use
information from the other system to compensate and maintain
performance (Bles et al., 1984; Dieringer, 1995; Horak and
Hlavacka, 2001; Carriot et al., 2015). Thus, during HDBR, in the
absence of normal somatosensory inputs to the foot, vestibular
processing appears to be altered, with vestibular cues weighted
more heavily (Mulavara et al., 2018). HDBR also results in
reduced functional mobility and decreased postural stability,
which are both behaviors that depend upon the vestibular
system and multisensory integration (Reschke et al., 2009;
Mulder et al., 2014; Koppelmans et al., 2015, 2017; Miller
et al., 2018; Mulavara et al., 2018). Thus, taken together, HDBR
provides an effective environment for studying neural vestibular
adaptation and has applications for both space travel and for
better understanding plasticity of the vestibular system and
multisensory integration.

In recent years, several fMRI-compatible vestibular
stimulation methods, including auditory tone bursts and
pneumatic skull taps, have been used to map central vestibular
processing networks (Schlindwein et al., 2008; Noohi et al.,
2017). Two meta-analyses have revealed a diffuse vestibular
processing network, including portions of insular cortex,
premotor cortex, inferior parietal cortex, cingulate cortex, and
the superior temporal gyri (Lopez et al., 2012a; Zu Eulenburg
et al., 2012). However, the most commonly activated regions
across several different vestibular stimulation methods were
the parietal opercular area (“OP2”) and retroinsular cortex;
consequently, these regions are sometimes referred to as
“vestibular cortex,” and considered to be the core regions
responsible for vestibular processing. In the present work, we
stimulated the vestibular system during fMRI using pneumatic
skull taps, which we have previously validated in young
(Noohi et al., 2017) and older adults (Noohi et al., 2019),
and successfully employed in our past HDBR work (Yuan
et al., 2018b). Pneumatic skull taps elicit both activation in
the vestibular cortex and deactivation in cross-modal sensory
regions. Across both young and older adults, we have found
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associations between greater deactivation of certain subcortical
and cerebellar regions in response to vestibular stimulation
and better static balance performance (Noohi et al., 2019).
This suggests the importance of both brain activation and
deactivation, potentially reflecting sensory reweighting, for
successful vestibular functioning.

In our past HDBR work, using this skull tap technique, we
identified longitudinal brain changes suggestive of upregulation
of vestibular processing in response to reduced somatosensory
input during 70 days of HDBR (Yuan et al., 2018b). We also
found associations between increased frontal, parietal, and
occipital brain activity and greater HDBR-related mobility
and balance declines, suggestive of reduced neural efficiency
post-HDBR (Yuan et al., 2018b). Further, we identified
post-HDBR increases in resting state connectivity for a
network including the vestibular cortex and the cerebellum
(Cassady et al., 2016). These findings indicate that the
neural correlates of vestibular processing are altered with
HDBR and have functional implications for vestibularly
mediated behaviors.

No previous work has investigated the neural correlates of
vestibular processing during an intervention combining HDBR
with elevated CO2, which would better mimic the actual
conditions on the International Space Station (ISS). Among other
effects, exposure to heightened CO2 increases blood flow to the
brain (at least initially) due to cerebral vasodilation (Atkinson
et al., 1990; Zhou et al., 2008) and mildly impairs visuomotor
function (Manzey and Lorenz, 1998). Although reduced blood
levels of CO2 during voluntary hyperventilation have been
associated with increased postural sway (Sakellari et al., 1997), it
is unknown how elevated atmospheric CO2 interacts with central
or peripheral vestibular processing.

Here we used fMRI to test changes in the neural response
to vestibular stimulation with 30 days of HDBR paired
with elevated CO2 (which we refer to as “HDBR + CO2”).
We hypothesized that similar brain changes would emerge
compared to our past work (referred to as “HDBR”), including
evidence for HDBR-related upregulation of vestibular networks
and reduced neural efficiency. Further, we anticipated that
the interaction of HDBR and elevated CO2 would result in
additive neural effects.

We addressed three primary aims in this small pilot sample
(n = 11): (1) assess the time course of changes in the neural
correlates of vestibular processing and recovery patterns with
HDBR + CO2; (2) examine the functional consequences of
HDBR + CO2 by associating brain changes with mobility
and balance declines; and (3) characterize how HDBR + CO2
differentially affects the neural correlates of vestibular processing
compared to HDBR alone. We developed an additional,
exploratory aim (4) after about half of the HDBR + CO2
subjects developed signs of Spaceflight-Associated Neuro-ocular
Syndrome (SANS) (Laurie et al., 2019), a condition which
manifests with symptoms such as optic disk edema and is
estimated to affect between approximately 16 and 50 percent
of long-duration astronauts (i.e., those who have completed
an ISS mission, which typically last for about 6 months)
(Stenger et al., 2017). We characterized subgroup differences

between those HDBR + CO2 subjects who did and did not
develop signs of SANS.

MATERIALS AND METHODS

HDBR + CO2
Participants
Eleven healthy individuals (six males, five females; mean ± SD
age = 34 ± 8 years) provided their written informed consent and
participated in 30 days of HDBR + CO2. This intervention was
implemented within the larger study, VaPER (Visual impairment
intracranial pressure and Psychological:envihab Research), in
which separate investigators evaluated other physiological
systems. All study procedures were approved by the local ethical
commission of the regional medical association, Ärztekammer
Nordrhein, as well as the University of Florida and NASA
Institutional Review Boards.

Testing Timeline
Subjects were admitted to:envihab at the German Aerospace
Center (Deutsches Zentrum für Luft- und Raumfahrt, DLR) in
Cologne, Germany 14 days before the start of HDBR + CO2.
During this time, they completed two baseline data collection
(BDC) sessions (Figure 1). Subjects then underwent 30 days
of six-degree HDBR with approximately 0.5% (partial
pressure = 3.8 mmHg) elevated atmospheric CO2 (HDT),
to match average ISS conditions (Law et al., 2014). Subjects
kept a “strict” head-down-tilt position at all times, verified
by 24/7 video monitoring. Subjects were instructed to always
keep at least one shoulder in contact with the mattress. They
were not permitted to use a pillow or to raise or stretch their
legs aside from standardized physiotherapy sessions. Subjects
remained at the facility for 14 days after HDBR + CO2
and completed two recovery (R) data collection sessions
during this time.

fMRI images were collected at six time points: two times pre-,
two times during, and two times post-HDBR + CO2 (Figure 1).
Subjects completed mobility and balance testing on the same days
as fMRI scans, except for the time points during HDBR + CO2.
Subjects completed one additional mobility and balance testing
session on the first recovery day (R0). One individual began
testing late and thus did not complete BDC 13; however, this
individual did complete the second baseline session (BDC 7).

Head-Down-Tilt Bed Rest
Participants
Thirteen healthy individuals (all males; mean ± SD
age = 29 ± 3 years) provided their written informed consent
and participated in 70 days of HDBR. All study procedures
were approved by the University of Michigan, University
of Texas Medical Branch, and NASA Institutional Review
Boards. These subjects represent a subset of the 18 total
HDBR participants who received the same mode of vestibular
stimulation caused by pneumatic skull taps as the HDBR + CO2
cohort. There were no significant age differences between
the HDBR + CO2 and HDBR participants, and both cohorts
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FIGURE 1 | Testing timeline. Top: testing timeline for the HDBR + CO2 group, who completed 30 days of head-down-tilt bed rest (HDBR) with 0.5% elevated
atmospheric CO2. Bottom: testing timeline for the HDBR group, who completed 70 days of HDBR with normal atmospheric CO2 levels. BDC, baseline data
collection; HDT, head-down-tilt bed rest; R, recovery. Circles indicate the day for each MRI scan. Circles with asterisks represent the three time points used to create
intercept and slope images for between-group comparisons. All HDBR + CO2 subjects completed MRI scans on exactly the same days with respect to bed rest.
There was some variability in testing days for the HDBR group; average day is plotted, with error bars indicating standard deviation. Mobility and balance data were
collected at all time points for the HDBR + CO2 group, with the exception of HDT 7 and HDT 29 (i.e., participants did not complete standing tasks during bed rest).
One additional mobility and balance data collection took place on R0 for the HDBR + CO2 group within ∼3 h of first standing up. Mobility and balance scores at
BDC 7 and R 0 were used for brain-behavior correlations with MRI data from BDC 7 and HDT 29.

passed a minimum physical fitness standard (i.e., an Air
Force Class III equivalent physical examination) to participate
(Lee et al., 2019a).

Testing Timeline
Participants were admitted to the NASA bed rest facility at the
University of Texas Medical Branch, Galveston, TX, United States
and completed two BDC sessions in the two weeks prior to
starting HDBR (Figure 1). Participants underwent 70 days of
HDBR with normal atmospheric CO2 (HDT). They maintained
a six-degree head-down-tilt at all times except for 30 min during
each meal, when they were allowed to support their head with
their hand. Subjects remained at the facility for 14 days after
HDBR and completed two recovery (R) data collection sessions
during this time. All participants were a part of larger bed
rest studies; thus, the timelines for HDBR + CO2 and HDBR
were restricted by NASA and not identically matched between
the two studies.

fMRI images were collected at seven time points: two times
pre-, three times during, and two times post-HDBR (Figure 1).
As we have previously reported neural vestibular changes with
this intervention (Yuan et al., 2018b), here we use these fMRI
data only for group comparisons with the HDBR + CO2 group.
We examine only the fMRI scans from BDC 8, HDT 8, and HDT
50, as these points fell closest in time to those collected pre- and
during bed rest for the HDBR + CO2 group and allowed us to
compare slopes of change over time in the two groups. See Section
“HDBR+CO2 vs. HDBR Group Comparisons” for details on this
analysis approach for making between-group comparisons that
account for these differing testing timelines.

fMRI Data Collection
fMRI Acquisition
For the HDBR + CO2 group, fMRI scans were collected
on a 3 Tesla Siemens MRI scanner. A gradient echo T2∗-
weighted echo-planar imaging sequence was used to collect
the fMRI scans: TR = 2.5 s, TE = 32 ms, flip angle
= 90◦, FOV = 192 × 192 mm, matrix = 64 × 64, slice
thickness = 3.5 mm, voxel size = 3 × 3 × 3.5 mm3, 37 slices,
96 volumes. A T1-weighted gradient-echo pulse sequence was
also collected with parameters: TR = 1.9 s, TE = 2.4 ms, flip
angle = 9◦, FOV = 250 × 250 mm, matrix = 512 × 512, slice
thickness = 1.0 mm, voxel size = 0.49 × 0.49 × 1.0 mm3,
192 slices. Participants maintained the head-down-tilt position
at all times using a foam wedge in the scanner. In addition,
0.5% CO2 was continuously supplied during the HDBR + CO2
intervention phase (through a mask and tank system when
subjects were out of the environmentally controlled wing
of the building).

For the HDBR group, fMRI scans were collected on a
different 3 Tesla Siemens MRI scanner. A gradient echo T2∗-
weighted echo-planar imaging sequence was used to collect
the fMRI scans: TR = 3.66 s, TE = 39 ms, flip angle = 90◦,
FOV = 240× 240 mm, matrix = 94× 94, slice thickness = 4 mm,
slice gap = 1 mm, voxel size = 2.55 × 2.55 × 5.0 mm3, 36 slices,
66 volumes. A T1-weighted gradient-echo pulse sequence was
also collected with parameters: TR = 1.9 s, TE = 2.49 ms, flip
angle = 9◦, FOV = 270 × 270 mm, matrix = 288 × 288, slice
thickness = 0.90 mm, voxel size = 0.94 × 0.94 × 0.90 mm3, 192
slices. The HDBR participants did not maintain the head-down-
tilt position in the scanner; they were supine instead.
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Vestibular Stimulation
For both the HDBR + CO2 and the HDBR cohorts, subjects
received vestibular stimulation during fMRI. Subjects received
skull taps via a pneumatic tactile pulse system [MR-compatible
Pn Tactile Pulse System (PnTPS), Engineering Acoustics Inc.]
placed over the lateral cheekbones (Noohi et al., 2017; Yuan
et al., 2018b). The skull tapper used compressed air (50–55 psi)
to power a small piston that delivered low-force taps (0.6 kg)
to the cheekbone. We have recently shown that this approach
is well tolerated by subjects, it activates vestibular cortical
regions, it results in vestibular-evoked myogenic potentials in
eye muscles, and it does not cause excessive head motion
(Noohi et al., 2017).

Taps were delivered at 1 Hz, and each tapping block
contained 24 taps. Both groups completed one fMRI run
with five 24-s blocks of taps on the left cheekbone. Each
block of taps was preceded and followed by 20-s rest periods.
The HDBR group also completed a second run with taps
to the right cheekbone; however, here we examine only
the HDBR left tap run to enable direct comparison to the
HDBR+CO2 group. Of note, although the vestibular stimulation
parameters and total sequence duration were identical between
groups, as the HDBR + CO2 fMRI sequence included a
faster TR and more volumes (TR = 2.5 s; 96 volumes)
than the HDBR sequence (TR = 3.66 s; 66 volumes), we
acquired more data and thus had more statistical power
for the HDBR + CO2 group. This represents a potential
limitation of the present work and is discussed further in
Section “Limitations.”

For both groups, the force of the taps was sufficiently low that
they did not induce head motion that was greater than for other
task runs. No subject moved more than 2.1 mm within any run,
which is smaller than the size of one voxel.

fMRI Preprocessing and Subject-Level
Analyses
Preprocessing
Image preprocessing was completed using Statistical Parametric
Mapping 12 (SPM12, version 7219) (Ashburner et al., 2016)
with MatLab R2016a, version 9.0. We used a standard SPM
preprocessing pipeline for fMRI (Ashburner et al., 2016). All
functional images were corrected for slice timing then realigned
and resliced to correct for head motion. As an additional
quality check, we used the Artifact Detection Tool (ART)1

with motion threshold = 2.5 mm and global brain signal Z
threshold = 9. There were no within-session movement outliers
for either group. Only one individual in the HDBR + CO2
group had a global intensity outlier present in 4 of 96 volumes
for one session; we used the subject-level covariate outputted
by ART to minimize effects of these volumes on group-
level analyses.

After resetting the origins of each T1 image to the anterior
commissure, the T1 images were coregistered to the mean
functional image with separation of [2, 1 mm]. The T1 images

1www.nitrc.org/projects/artifact_detect/

were segmented using the SPM12 Dartel algorithm with a
sampling distance of 1 mm. The forward deformation fields
from the T1 segmentation were used to normalize the functional
images and the T1 to MNI space. We used 7th degree
B-spline normalization for optimal performance (Ashburner
et al., 2016). The warped images were spatially smoothed with
an 8 mm full−width at half−maximum three−dimensional
Gaussian kernel.

Subject-Level Whole Brain Statistical Analyses
At the subject level, we calculated brain activity for each
participant on a voxel-by-voxel basis for left cheekbone
vestibular stimulation versus rest. We set the first level masking
threshold to -infinity and masked out non-brain areas using the
“mask_ICV.nii” SPM intracranial volume mask. This allowed
for inclusion of all voxels in the first level general linear model
(GLM), as opposed to the default SPM masking threshold of
0.80, which includes in the GLM only those voxels with a mean
value ≥ 80% of the global signal. We included ART-derived
head motion parameters as nuisance variables in the subject-
level analyses.

Cerebellar Processing
To improve normalization of the cerebellum and avoid
over-stretching (Diedrichsen, 2006; Diedrichsen et al., 2009),
we applied specialized processing using portions of both
the CEREbellum Segmentation (CERES) (Romero et al.,
2017) pipeline and the Spatially Unbiased Infratentorial and
cerebellar Template (SUIT) (Diedrichsen, 2006; Diedrichsen
et al., 2009) pipeline. We used CERES to segment the
cerebellum from each person’s structural T1-weighted image.
We then reset the origin of each individual’s cerebellum
segmentation in native space to fall within the space of
the segment. This allowed us to coregister each subject’s
native space segmentation to the SUIT.nii template. We
created binary gray matter, white matter, and full cerebellar
masks from the CERES native space output and then used
the suit_normalize_dartel function to obtain the Affine
transformation matrix and flowfield needed to normalize these
images into SUIT space.

We coregistered all of the slice timing-corrected,
realigned/resliced (but not normalized) whole brain images
to the T1-weighted whole brain image that was entered into the
CERES pipeline and re-ran the subject-level statistical analyses
described above on these non-normalized whole brain images.
Then, using the Affine transformation and flowfield from
normalizing the structural cerebellar segments to SUIT space,
as well as each subject’s native space full cerebellar mask, we
applied suit_reslice_dartel to the whole brain functional images
to reslice all of the images into SUIT space. Given the small size
of cerebellar structures, we applied a 2 mm smoothing kernel to
the final functional cerebellar images and masked all second-level
statistical results with a binary version of the SUIT.nii template,
to avoid any spillover off the cerebellum due to the spatial
smoothing. We performed all second-level statistical analyses
described below twice: once for the whole brain (excluding the
cerebellum) and a second time for only the cerebellum.
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fMRI Group-Level Statistics
Neural Response to Vestibular Stimulation
To demonstrate that our pneumatic tapper method was eliciting
the expected vestibular system response, we first tested the
main effect of vestibular stimulation averaged across all sessions
for the HDBR + CO2 participants at peak-level p < 0.0005
(uncorrected), extent threshold = 10 voxels, controlling for age
and sex differences.

Time Course of Neural Vestibular Response to
HDBR + CO2
Similar to our past work (Yuan et al., 2016, 2018a,b), we
tested for regions of immediate and cumulative change during
bed rest followed by both quick and gradual recovery of
brain activation patterns during vestibular stimulation across
all six time points. We used flexible factorial analysis (SPM’s
mixed model equivalent), controlling for age and sex, assuming
independence between but not within subjects, and assuming
equal variances between and within subjects (Gläscher and
Gitelman, 2008; Kurth et al., 2010). We used several contrast
vectors as weights for the statistical analyses to test the
hypothesized relative level of activation during each session.
Cumulative change (Figure 2A) was modeled as a progressive
increase in activity across the course of HDBR + CO2, with a
peak at the end of HDBR + CO2, and gradual restoration after
the conclusion of HDBR + CO2. Immediate change (Figure 2B)
was assumed to onset shortly after the start of HDBR + CO2,
to maintain during HDBR + CO2, and to end shortly after the
conclusion of HDBR + CO2. We hypothesized that recovery
would be either quick (Figure 2C), occurring during bed rest
(i.e., between HDT 7 and HDT 29), or that recovery would
be more gradual, with altered brain activation patterns still
evident at HDT 29 (Figures 2A,B). We tested for both increases
and decreases in activation with each of these contrast shapes.
To better detect within−subject changes with the complex
longitudinal models used in this pilot study, the alpha level
was set at p < 0.001 (uncorrected). We report clusters that
are at least 10 voxels for the whole brain and k = 5 voxels
for the cerebellum.

Correlations of Brain and Behavioral Changes With
HDBR + CO2
We computed brain activation differences during vestibular
stimulation between the final pre- HDBR + CO2 time point
(BDC 7) and the final time point during HDBR + CO2 (HDT
29). We also computed the change in mobility and balance
scores from BDC 7 to the first post-HDBR + CO2 time
point, R0. To examine regions in which HDBR + CO2 brain
changes were associated with changes in mobility and balance
performance, we used a one-sample t-test model controlling
for age and sex and included the behavioral change score as a
covariate of interest. For each model, we used the Statistical Non-
Parametric Mapping (SnPM version 13)2 (Nichols and Holmes,
2002) toolbox to run non-parametric permutation tests with
15,000 permutations, variance smoothing = 8 mm kernel for

2http://warwick.ac.uk/snpm

the whole brain analyses and 2 mm kernel for the cerebellar
analyses, minimum cluster size = 10 voxels, and threshold = non-
parametric p < 0.0005 (uncorrected). The SnPM toolbox is
recommended for studies with small sample sizes that may not
meet assumptions for parametric testing. The SnPM toolbox
calculates pseudo t-statistic images and uses non-parametric
permutation testing to assess for significance.

HDBR + CO2 vs. HDBR Group Comparisons
To examine differences in neural response to vestibular
stimulation between bed rest with and without elevated CO2,
we compared both baseline (i.e., intercept) differences between
the HDBR + CO2 and HDBR groups, as well as the slope
of change in brain activation across bed rest. As each cohort
followed a different testing timeline, we compared the three
time points that fell the closest together in time between the
groups (indicated by asterisks in Figure 1). As in our previous
work (Yuan et al., 2016, 2018b), we calculated a regression
intercept and slope for each person using the scans from these
three time points. The last image collected before the start
of HDBR + CO2 or HDBR was treated as time = 0 days,
assuming that pre-bed rest activation was stable. Calculating the
regression intercept allowed us to examine baseline differences
between groups, and calculating the regression slope allowed
us to compare the rate of change in brain activation during
vestibular stimulation between groups.

We used two sample t-tests to examine between-group
differences in intercept and slope images. For all group
comparisons, we used SnPM non-parametric permutation tests
with 15,000 permutations, variance smoothing = 8 mm kernel for
whole brain analyses and 2 mm kernel for cerebellar analyses,
minimum cluster size = 10 voxels, and threshold = non-
parametric p < 0.0005 (uncorrected). In each model, we
accounted for age and sex differences. We excluded two
individuals from the HDBR cohort from group analyses: one
individual had severe artifacts in their HDT 50 scan, and another
individual had abnormally high contrast values at the single-
subject level, possibly also due to artifacts. Thus there were n = 11
subjects per group for group comparisons.

There were several differences between the HDBR + CO2
and HDBR images. Images were collected on different scanners,
HDBR images showed evidence of greater orbitofrontal dropout
compared to HDBR + CO2 images, and HDBR individuals
presented with slightly smaller ventricles. To address this and
remain conservative in our analyses, we do not report any
between-group orbitofrontal results, and we report with caution
one between-group result in close proximity to the ventricles.
As these two groups represent highly unique cohorts who have
undergone a rare, intensive bed rest intervention with nearly
identical behavioral and neuroimaging protocols, we feel that
it is still valuable to report on group differences between these
two cohorts, although the results of these specific analyses
should be interpreted with caution. As we previously reported
on longitudinal neural vestibular changes and brain-behavior
correlations for the HDBR group (Yuan et al., 2018b), the only
HDBR results reported here are the group differences between
HDBR+ CO2 and HDBR.
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FIGURE 2 | Hypothesized changes in neural vestibular response to HDBR + CO2. We hypothesized three different longitudinal patterns of brain change:
(A) Cumulative change, in which brain changes would slowly increase over the course of HDBR + CO2, followed by recovery after the conclusion of HDBR + CO2.
(B) Instant change, in which brain changes would immediately onset after the start of HDBR + CO2, followed by recovery post-HDBR + CO2. (C) Instant change, in
which brain changes would immediately onset the start of HDBR + CO2, but begin recovery during bed rest. We tested each of these hypotheses by using the
contrast vectors shown here as weights in our longitudinal statistical model which assessed brain changes over all six time points for the HDBR + CO2 group. Solid
lines depict the positive version of each contrast; dotted lines depict the negative version of each contrast.

SANS Versus No-SANS Group Comparisons
We performed two exploratory analyses to examine group
differences between those HDBR+ CO2 subjects who developed
signs of SANS (SANS; n = 5; two males, three females) and those
who did not (no-SANS; n = 6; four males, two females). First,
we tested for differences between the intercept and slope images
for each group. We conducted two-sample parametric t-tests with
threshold p < 0.0005, k = 10. Non-parametric testing would not
have been possible here, as less than 500 permutations exist for
this combination of sample sizes.

Next, we tested for regions where the SANS versus no-SANS
groups showed differences in the correlation between pre- to
post-HDBR + CO2 brain change and pre- to post- change
in the ratio between the balance—eyes open and balance—
eyes closed condition. This ratio score was calculated as:
(balance—eyes open score/balance—eyes closed score) ∗100 and
provides a metric of the degree to which an individual relies
on vision for maintaining quiet upright stance. Each of these
balance tasks is described in Section “Balance Testing.” We
selected to compare brain-behavior correlations only for this
ratio score here because we previously identified significant
differences between the two SANS subgroups on this measure,
in which SANS individuals showed greater increases from pre-
to post-HDBR + CO2 in their reliance on vision during
balance compared to no-SANS individuals (Lee et al., 2019a).
One of the five SANS subjects was excluded from this
analysis due to outlier values for the balance—eyes closed
condition (described in Section “Balance Testing”). Thus there
were n = 4 for the SANS group and n = 6 for the no-
SANS group.

Mobility and Balance Testing:
HDBR + CO2 Cohort Only
Although the HDBR + CO2 participants completed a battery of
neurocognitive and sensorimotor assessments at each time point,
here we focus on only mobility and balance testing, as these
tasks were the most directly related to vestibular processing. We
have previously published comprehensive behavioral profiles for
both the HDBR + CO2 (Lee et al., 2019a) and HDBR groups

(Koppelmans et al., 2015), as well as vestibular brain-behavior
correlations for the HDBR group (Yuan et al., 2018b).

Functional Mobility Test (FMT)
The Functional Mobility Test (FMT) is sensitive to the effects
of spaceflight (Mulavara et al., 2010) and to the effects of
bed rest (Reschke et al., 2009; Koppelmans et al., 2017). The
FMT requires subjects to arise from a seated position and walk
through a 6-m × 4-m two-part obstacle course consisting of
foam hurdles, pylons, and bars. The first part of the course was
completed on a hard floor, and the second part was completed
on medium-density foam. Participants were instructed to walk
through the course as quickly as possible without touching any
of the obstacles. Participants repeated the FMT 10 times per
session on five different testing days (Figure 1). Here we analyze
only the total time needed to complete the course for the first
trial of each session, as we have found this measure to be the
most sensitive to intervention-related change. We excluded one
subject from FMT analyses, as the subject showed substantial pre-
to post- slowing (> ± 2.5 standard deviations from the group
average pre- to post- change) and exerted considerable influence
on group-level statistics. Thus there were n = 10 subjects for
analyses involving FMT.

Balance Testing
Participants completed three balance tasks: (1) balance—eyes
open; (2) balance—eyes closed; and (3) balance—eyes closed
dynamic head tilt. Details of these tasks have been previously
described (Mulder et al., 2014). Participants stood on a foam
pad on top of a force platform (Leonardo Mechanograph,
Novotec Medical GmbH, Pforzheim, Germany). Participants
were instructed to maintain a comfortable stance, keep their arms
folded across their chest and remain in a stable, upright posture
for 30 s. Foot markers on the foam pad were used to ensure
consistent foot placement across trials and between subjects. For
the first two conditions, participants kept their head erect and
eyes either open or closed. For the eyes closed dynamic head
tilt condition, participants kept their eyes shut and made head
pitch motions of ±20◦, synchronized to a 0.33 Hz metronome
tone. Participants repeated all conditions three times during each
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testing session, and the order of conditions was semi-randomized
to ensure that identical conditions did not repeat back-to-back.
To minimize the effect of outlier trials, for each condition we
examined the median score of the three trials. Scores are reported
as equilibrium quotients (EQ), where 100% is a perfect score. EQ
scores were calculated using instantaneous anterior-to-posterior
peak-to-peak center-of-mass sway angle. For the eyes closed
condition only, we excluded one subject, as the subject showed
pre- to post-HDBR + CO2 declines > ± 2 standard deviations
from the group average and exerted considerable influence on
group-level statistics. Thus there were n = 10 subjects for analyses
involving balance-eyes closed scores, but there were n = 11
subjects for all other balance analyses.

Statistical Analyses of Behavioral Data
For completeness, we tested pre- to post- HDBR + CO2
behavioral change, and we tested recovery for the mobility and
balance tasks. In R 3.5.1 (R Core Team, 2013), using the last pre-
bed rest time point (BDC 7) and the end of bed rest time point
(HDT 29), we calculated a slope of pre- to post- performance
change for each subject and conducted a one-sample t-test to
determine if the group-average slope was different from 0. We
also examined post-HDBR + CO2 recovery trajectories for the
three post-bed rest time points using a linear mixed model with
restricted maximum likelihood (REML) estimation via the “lme”
function. The model included a random intercept for subject (to
allow for different starting points for each person) and the fixed
effect of time. In each case, we were interested in whether the fixed
effect of time was significant; we tested a quadratic fit for time for
each measure as well, but the model including the linear effect of
time performed better in all cases.

RESULTS

Neural Response to Vestibular
Stimulation
Average BOLD signal during vestibular stimulation versus rest
across all subjects and all time points is shown in Figure 3
to illustrate the neural response to the skull tap method. In
line with previous work (Lopez et al., 2012b; Zu Eulenburg
et al., 2012; Noohi et al., 2017; Yuan et al., 2018b) vestibular
stimulation resulted in activation of clusters in the right and left
insula (Table 1). Also, as anticipated, we observed widespread
deactivation of frontal, temporal, occipital, subcortical, and
cerebellar regions. These results demonstrate that our skull tap
method was able to engage the vestibular system and produce the
expected neural response.

Time Course of Neural Vestibular
Response to HDBR + CO2
We identified multiple longitudinal changes in the neural
response to vestibular stimulation across HDBR+ CO2, followed
by recovery (Figure 4 and Table 2). Several frontal, parietal,
and temporal regions (Figure 4A) showed immediate decreases
in activation with HDBR + CO2, followed by recovery during
the intervention and complete recovery by the final bed rest

time point, HDT 29. For instance, right inferior temporal gyrus
showed a conversion from activation to deactivation with the
onset of HDBR+ CO2, followed by recovery of activation of this
region by HDT 29.

Several other regions showed patterns of fast change, with
changes sustaining throughout HDBR + CO2 and not restoring
until after the conclusion of bed rest. Right superior medial
gyrus and right cerebellar lobule VI both showed decreases in
deactivation and a conversion to activation with the start of
bed rest, followed by recovery by 12 days post- bed rest. While
neither of these clusters precisely overlaps with the regions that
deactivated on average during vestibular stimulation (Figure 3
and Table 1), other nearby parts of the superior medial gyrus and
right cerebellar lobule VI did significantly deactivate in response
to vestibular stimulation.

One brainstem cluster showed a fast decrease in activation with
bed rest, with a conversion to deactivation of this region during
HDBR + CO2, followed by recovery. Of note, we did not find
differences between the brain regions that emerged as significant
for the “instant” versus “cumulative change post-HDBR + CO2
recovery” contrasts, so we have reported only results for the
instant change post-HDBR+ CO2 recovery contrasts.

Functional Behavioral Implications
Mobility and Balance Changes With HDBR + CO2
Subjects showed pre- to post-HDBR+ CO2 declines in mobility,
followed by a linear recovery pattern (Figure 5 and Table 3); that
is, participants were slower to complete the FMT obstacle course
post-HDBR + CO2, but sped back up by 12 days post-bed rest.
The slope of decline in balance scores was only significant for the
balance—eyes open condition; however, visually (Figure 5), there
was a clear trend that HDBR+ CO2 negatively impacted balance
across all three tasks. Similarly, only the balance—eyes closed
dynamic head tilt condition showed a significant linear recovery
pattern post-HDBR + CO2, but again, visually, a recovery trend
was evident post-bed rest for each of the balance tasks.

Brain—Behavior Correlations
We identified several dozen regions for which pre- to post-
HDBR+CO2 change in neural response to vestibular stimulation
correlated with pre- to post- change in mobility and balance
performance (Figures 6A–D and Table 4). In general, across all
tasks and almost all clusters, we found that greater deactivation
of various brain regions was associated with reduced decline or
even improvement in behavioral measures. For instance, for the
balance—eyes open condition, we found that greater deactivation
of the right superior temporal gyrus (Figure 6B) associated
with less balance decline and even balance improvement for
a few individuals. That is, those with the greatest decreases in
activation or increases in deactivation of this region had the best
post-HDBR + CO2 balance performance. Similarly, for the eyes
closed and eyes closed dynamic head tilt balance conditions, we
found that greater pre- to post- deactivation of right cerebellar
lobule I-IV and supplementary motor area, respectively, was
associated with less balance decline or even balance improvement
(Figures 6C,D).
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FIGURE 3 | Neural response to vestibular stimulation. Vestibular stimulation resulted in activation of insular cortex and widespread deactivation including (A) frontal,
temporal, occipital, subcortical, and (B) cerebellar regions. Whole brain and cerebellar results are overlaid onto MNI (A) and SUIT (B) standard templates,
respectively; p < 0.0005, k = 10; red = regions of activation; blue = regions of deactivation.

This relationship between greater deactivation and reduced
behavioral decline held across the majority of brain regions
that showed significant brain—behavior correlations, including
sensorimotor cortex (i.e., supplementary motor area and
postcentral gyrus), temporal cortex, occipital cortex, brainstem,
and cerebellum (particularly, anterior cerebellum and crus I and
II). In several cases, increased deactivation was found in regions
that typically deactivate during vestibular stimulation (Figure 3
and Table 1); for instance, this was the case for supplementary
motor area, postcentral gyrus, and occipital gyrus (i.e., clusters
marked with superscript “d” in Table 4).

There were only a few regions where reduced pre- to post-
deactivation was more beneficial for post- HDBR+CO2 mobility
and balance performance. For instance, in the case of right
cerebellar lobule VIIb (Figure 6A), decreased deactivation from
pre- to post- was associated with less FMT slowing (i.e., less
decline). Similarly, for the balance—eyes closed dynamic head tilt
condition, less deactivation from pre- to post- in left cerebellar
crus II was associated with less balance decline.

HDBR + CO2 vs. HDBR Group
Comparisons
Baseline (Intercept) Differences
Only three regions emerged where HDBR+ CO2 and HDBR had
baseline differences in neural response to vestibular stimulation:
left inferior temporal gyrus, right superior occipital gyrus, and
brainstem (Figure 7A and Table 5). That is, both groups
produced similar neural responses to vestibular stimulation pre-
bed rest, and thus between-group slope differences can likely be
attributed to intervention effects.

Slope Differences
There were five clusters across frontal, parietal, and temporal
cortex where the HDBR + CO2 group had a numerically greater
slope of change in neural response to vestibular stimulation
across the course of bed rest (Figure 7B and Table 6). Although
no regions here overlapped with brain areas from the main effect
analysis (Figure 3 and Table 1), these clusters were located in
close proximity to regions that are expected to show deactivation
during vestibular stimulation. In general, the HDBR + CO2
group showed increases in activation of these regions over the
course of bed rest, as well as more within-group variability in
neural response, compared to the HDBR group who generally
showed increases in deactivation of these regions over the
course of bed rest. For instance, in the left middle frontal
gyrus (Figure 7C), the HDBR + CO2 subjects showed a switch
from deactivation of this region during vestibular stimulation
at BDC 7 to activation of this region at HDT 29. The HDBR
group showed the opposite pattern, changing from activation to
deactivation of this region.

There was one cluster in the thalamus where the HDBR+CO2
group showed a reduced slope of change compared to the
HDBR group. Here the HDBR + CO2 group exhibited
decreasing activation, and ultimately deactivation of this region
during vestibular stimulation at HDT 29, whereas the HDBR
group exhibited a transition from deactivation of this region
to activation.

SANS vs. No-SANS Group Differences
Five of the 11 HDBR + CO2 participants developed signs of
SANS, including optic disc edema. While this phenomenon is
commonly reported following spaceflight (Lee et al., 2016), this
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TABLE 1 | Regions of activation or deactivation in response to vestibular stimulation.

Extent (k) Peak T-value Peak p-value MNI coordinates (mm)

x y z

Activation

Insular

R Insula 374 5.269 1.092 × 10−6 38 −24 8

L Rolandic Operculum 150 5.032 2.580 × 10−6
−38 −36 20

Deactivation

Frontal

L Posterior-Medial Frontal Gyrusa 183,700 8.245 1.349 × 10−11
−6 −16 60

R Middle Frontal Gyrus 487 4.775 6.469 × 10−6 24 28 38

R Superior Medial Gyrus 12 3.791 1.821 × 10−4 2 44 36

Temporal

R Inferior Temporal Gyrus 111 4.375 6.067 × 10−6 54 −30 −30

L Superior Temporal Gyrus 79 4.630 1.082 × 10−5
−62 −6 −2

R Superior Temporal Gyrus 133 4.500 1.699 × 10−5 60 −2 −4

R Parahippocampal Gyrus 37 4.224 4.372 × 10−5 28 −14 −24

R Inferior Temporal Gyrus 30 4.068 7.380 × 10−5 48 0 −48

R Olfactory Cortex 11 3.794 1.804 × 10−4 4 10 −12

Occipital

L Superior Occipital Gyrusa 5,868 6.151 4.065 × 10−8
−22 −78 −32

Subcortical

R Thalamus 25 4.163 5.373 × 10−5 14 −24 16

R Caudate Nucleus 11 3.889 1.328 × 10−4 8 14 8

Anterior Cerebellum

R Cerebellar Lobule V 20 4.143 5.733 × 10−5 14 −54 −21

Cerebellar Crus I

L Cerebellar Crus I 49 4.165 5.335 × 10−5
−24 −74 −29

L Cerebellar Crus I 10 4.033 8.289 × 10−5
−48 −72 −31

Significance level set at p < 0.0005 and cluster size k = 10 for all analyses. Table shows all local maxima separated by more than 20 mm. Whole-brain results are listed
first, followed by cerebellar results. Cortical regions were labeled using the AnatomyToolbox atlas via the SPM toolbox BSPMview. Cerebellar regions were labeled using
the SUIT atlas. aPortions of four deactivation clusters listed above passed Family Wise Error (FWE) < 0.05 correction:

(1) L Posterior-Medial Frontal Gyrus: k = 5,036, FWE-corrected p = 2.203 × 10−6; MNI = −6, −16, 60
(2) L Superior Occipital Gyrus: k = 60, FWE-corrected p = 0.003; MNI = −22, −78, 32
(3) R Superior Frontal Gyrus: k = 32, FWE-corrected p = 0.006; MNI = 24, −10, 60
(4) L Inferior Occipital Gyrus: k = 24, FWE-corrected p = 0.014; MNI = −44, −78, 0

is the first bed rest study to induce such effects (Laurie et al.,
2019), possibly due to the careful testing for SANS symptoms and
the strict head-down-tilt conditions, or the addition of elevated
CO2. As SANS was not anticipated a priori but represents a
substantial subgroup of the HDBR + CO2 cohort, we conducted
two exploratory analyses of this unique sample.

At p < 0.0005 and k = 10, there were no regions of intercept
or slope difference between the SANS and no-SANS participants.
We previously found that SANS individuals increased their
reliance on visual information during balance from pre- to post-
HDBR + CO2 (Lee et al., 2019a); that is, SANS subjects had
greater increases in their ratio of eyes open balance compared to
eyes closed balance. Here we identified multiple frontal, parietal,
temporal, and occipital regions where the SANS subjects showed
stronger correlations with this balance ratio score compared to
the no-SANS subjects (Figure 8 and Table 7). For instance, SANS
subjects showed a stronger correlation between greater activation
of left middle frontal gyrus (Figure 8) and increased pre- to post-

balance ratio score. Several of these clusters included regions
typically activated during vestibular stimulation (indicated with
a superscript “d” in Table 7). There were no regions of stronger
correlation for the no-SANS subjects.

DISCUSSION

Key Findings
Here we identified changes in the neural correlates of vestibular
processing with 30 days of HDBR + CO2. We found multiple
regions where brain activation during vestibular stimulation
changed quickly after participants started HDBR + CO2 and
recovered either during or post-bed rest, providing support
for adaptive plasticity of the vestibular system in response to
altered sensory inputs. In multiple cases, increased deactivation
of cortical and cerebellar areas was associated with less decline
in balance from pre- to post-HDBR + CO2, suggesting that
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FIGURE 4 | Time course of neural vestibular response to HDBR + CO2. Left panels: Regions showing whole brain (A,B) and cerebellar (C) longitudinal changes in
activation during vestibular stimulation across the six time points. Whole brain and cerebellar results are overlaid onto MNI and SUIT standard templates,
respectively; p < 0.001, k = 10 for whole brain analyses; k = 5 for cerebellar analyses. Three clusters survived p < 0.0005, k = 10 correction (see Table 2). Right
panels: Example contrast values plotted for peak coordinate within the cluster with the largest T value in each case (cluster indicated by red arrow). Points represent
group mean contrast values; error bars represent standard error. Dotted lines depict the hypothesized longitudinal contrasts for “instant decrease,
during-HDBR + CO2 recovery” (A), “instant decrease, post-HDBR + CO2 recovery” (B), and “instant increase, post-HDBR + CO2 recovery” (B,C).

some of the adaptive neural changes during bed rest may benefit
post-bed rest performance of vestibularly mediated behaviors.
We found several differences for HDBR + CO2 compared to
HDBR subjects, suggesting interactive or additive effects of bed
rest and CO2. Finally, we noted differences in brain—behavior
relationships for SANS versus no-SANS subjects, indicating the
need for further study of bed rest-induced ocular symptoms.

Time Course of Neural Vestibular
Response to HDBR + CO2
Similar to our past work (Yuan et al., 2018b), we found
multiple longitudinal changes in the neural response to vestibular
stimulation, including in several areas in close proximity to
regions typically involved in processing vestibular information,
as well as in several regions that are not normally activated
during vestibular stimulation. These responses could represent
adaptive plasticity, in which the enhanced demands of neural
processing of altered sensory inputs during HDBR + CO2 are
requiring greater neural resources. For instance, the finding of
decreased deactivation in right superior medial gyrus and right
cerebellar lobule VI (which are anatomically near to regions that,
on average, deactivated in response to vestibular stimulation)
suggests a compensatory response. That is, functional brain

regions that typically deactivate in response to vestibular input
are deactivating less during exposure to an altered sensory
environment, potentially to allow for additional brain pathways
to aid in processing the novel sensory information. Here, more
specifically, it could be that down-weighting of somatosensory
input during HDBR, paired with upweighting of vestibular input
due to vestibular-somatosensory convergence at the vestibular
nuclei (Mulavara et al., 2012), is resulting in a higher neural
processing demand. The fast recovery of several of these regions
during bed rest suggests an ability of the vestibular system to
adjust rapidly to such altered sensory conditions.

In contrast to our past work (Yuan et al., 2018b), we did not
identify any unique regions of slow, cumulative brain changes;
instead, we found clusters that were statistically significant for
both the immediate and cumulative models. This suggests that
interactive effects of CO2 with bed rest might accelerate neural
vestibular changes. It could also be that CO2-related increases
in cerebral perfusion enhanced the BOLD signal (Corfield et al.,
2001) for HDBR + CO2 participants, making it easier to detect
bed rest-related changes earlier during that intervention. Further,
given that the HDBR + CO2 intervention was about half the
duration of the HDBR intervention, it could be that some of
the slow, cumulative brain changes that we previously identified
require longer than 30 days to develop.
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TABLE 2 | Regions showing longitudinal increases and decreases in activation during vestibular stimulation across all six time points.

Extent (k) Peak T-value Peak p-value MNI coordinates (mm)

x y z

Instant Decrease, During-HDBR + CO2 Recovery

Frontal

R Middle Frontal Gyrusa 21 −3.953 1.238 × 10−4 48 46 20

L Middle Frontal Gyrus 15 −3.617 3.517 × 10−4
−30 26 44

Parietal

R Supramarginal Gyrus 12 −3.999 1.071 × 10−4 58 −30 54

R Supramarginal Gyrusa 59 −3.835 1.798 × 10−4 52 −36 38

Temporal

R Inferior Temporal Gyrusa,b 46 −4.271 4.463 × 10−5 60 −48 −16

Instant Increase, Post-HDBR + CO2 Recovery

Frontal

R Superior Medial Gyrusb 15 3.781 2.123 × 10−4 6 50 50

Anterior Cerebellum

R Cerebellar Lobule VIb 9 4.093 7.938 × 10−5 22 −76 −21

Instant Decrease, Post-HDBR + CO2 Recovery

Subcortical

Brainstemb 15 −3.645 3.229 × 10−4
−4 −16 −16

Clusters that emerged as significant were the same for the “instant, slow recovery” and “cumulative, slow recovery” increase and decrease contrasts. Thus here we report
only the statistics for the instant increase and decrease contrasts. Significance level set at p < 0.001 and cluster size k = 10 for whole brain analyses and cluster size k = 5
for cerebellar analyses. Table includes all local maxima separated by more than 20 mm. Whole-brain results are listed first, followed by cerebellar results. Cortical regions
were labeled using the AnatomyToolbox atlas via the SPM toolbox BSPMview. Cerebellar regions were labeled using the SUIT atlas. aPortions of three “instant decrease,
during HDBR + CO2 recovery” clusters survived p < 0.0005 and k = 10 thresholding:

(1) R Inferior Temporal Gyrus: k = 24
(2) R Middle Frontal Gyrus: k = 12
(3) R Supramarginal Gyrus: k = 59

bWhole brain and cerebellar clusters with largest T value for each contrast; contrast values are plotted for the peak coordinate within each of these four clusters in
Figure 4.

Previously we found that HDBR resulted in upregulation
of the vestibular system (Yuan et al., 2018b), which we
attributed to either increased sensitivity of the vestibular system
during HDBR or to reduced neural efficiency, in which greater
activation of vestibular cortical regions would be needed to
process vestibular information during HDBR. Here, we did not
find clear evidence for reduced neural efficiency (Yuan et al.,
2018b). That is, we did not identify any HDBR + CO2-related
increases in activation of vestibular cortical regions. This suggests
that elevated CO2 may augment vestibular processing, as this
environment did not produce the same longitudinal reduction in
neural efficiency as HDBR alone.

Functional Behavioral Implications
We identified predominantly regions for which increased pre-
to post- deactivation during vestibular stimulation associated
with reduced balance performance decline, or even performance
improvement. This may represent adaptive plasticity during the
HDBR + CO2 intervention, in which some individuals show
an enhancement of the expected cortical deactivation response,
paired with a dampening of activity in other brain regions
that could interfere with processing of vestibular information.
This adaptive change could then later manifest as superior
post-bed rest balance due to underlying increased specificity
of activation of vestibular cortex and deactivation of other

sensory regions during the balance tasks. More specifically, it
could be that the reduced plantar somatosensory input during
HDBR+CO2 results in down-weighting of somatosensory input,
but upweighting of vestibular input. While this reweighting is
likely modulated at the level of the vestibular nuclei where
the somatosensory and vestibular systems converge (Bles et al.,
1984; Dieringer, 1995; Horak and Hlavacka, 2001; Carriot et al.,
2015), this reorganization could plausibly manifest as increased
deactivation of cortical sensorimotor processing regions, with
those individuals who had the most successful reweighting
processes presenting with enhanced preservation of balance
abilities post- HDBR + CO2. Given these possible mechanisms,
it thus makes sense that we found the most numerous
brain-behavior correlations for the eyes closed dynamic head
tilt condition, as this condition most specifically tasks the
vestibular system.

We similarly found evidence of brain-behavioral relationships
in our past HDBR work for vestibular processing (Yuan et al.,
2018b) and for neural control of foot movement (Yuan et al.,
2018a). Further, we previously identified several regions for
which better balance (i.e., reduced postural sway while standing
on one leg) correlated with greater deactivation of the brainstem,
cerebellar lobule VI, and crus I and II across healthy young and
older adults at one time point (Noohi et al., 2019). This fits
with the present work, as here we found several brainstem and
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FIGURE 5 | Mobility and Balance Changes with HDBR + CO2. Mobility and balance performance pre- and post-HDBR + CO2. In general, participants showed
performance declines followed by recovery post-HDBR + CO2. The slope of behavioral decline was significant for FMT and a trend for the balance-eyes open
condition. Participants showed a significant linear recovery trajectory for FMT and balance-eyes closed dynamic head tilt. Error bars represent standard error.
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.001.

TABLE 3 | Mobility and balance change with HDBR + CO2 and recovery.

Slope of Changes with HDBR + CO2 Fixed Effect of Time During HDBR + CO2 Recovery

t(DF) p Recovery Day β t(DF) p

Functional Mobility Test (FMT) 5.45(9) <0.001∗∗∗ −0.260 −5.35(19) <0.001∗∗∗

Balance—eyes open −1.91(10) 0.085∗ 0.057 0.86(21) 0.398

Balance—eyes closed −0.51(9) 0.622 0.087 1.38(19) 0.182

Balance—eyes closed dynamic head tilt −1.74(10) 0.113 0.195 2.31(21) 0.032∗∗

∗p < 0.10 (trend); ∗∗p < 0.05; ∗∗∗p < 0.001.

cerebellar regions for which greater post-bed rest deactivation
associated with better balance. Together, these findings provide
further support for the notion that those with a more refined
neural response to vestibular stimulation in the scanner (e.g.,
including greater deactivation of brainstem and cerebellum) likely
also produce a more refined neural response during balance tasks
outside of the scanner and therefore perform better.

Similarly, several mobile neuroimaging studies have identified
that older adults exhibit poorer balance paired with increased
brain activation during vestibular stimulation (Karim et al., 2013;
Lin et al., 2017). For instance, using functional near-infrared
spectroscopy (fNIRS), Lin et al. (2017) found greater activation
in frontal and occipital regions during vestibular stimulation
for older compared to middle-aged adults. This suggests
compensatory processes in which older adults require greater
neural resources to process the same vestibular information. This
fits with the present findings, as those who had the largest post-
bed rest balance declines also showed bed rest-related increases
in activation or reductions in deactivation across various cortical
regions, including frontal and occipital regions. It could be
that, similar to older adults, these individuals were recruiting
extra brain regions to aid in processing vestibular information

in the scanner and then engaging similar compensatory over-
recruitment mechanisms outside the scanner during the post-bed
rest balance assessments, which ultimately resulted in poorer
balance performance.

HDBR + CO2 vs. HDBR Group
Comparisons
CO2-specific effects or interactive effects of bed rest and CO2
may be contributing to the identified differences in slope of
activation change for the HDBR + CO2 group versus the HDBR
group. CO2 is a strong vasodilator and, among other effects,
results in increased blood flow to the brain (Atkinson et al.,
1990; Zhou et al., 2008), as well as increased intensity of the
blood oxygen level-dependent (BOLD) signal measured by fMRI
(Corfield et al., 2001). This increased cerebral perfusion could
be contributing to the identified group differences here. Elevated
CO2 selectively favors frontal lobe perfusion (Bhogal et al.,
2015); thus increased slope of change for frontal regions (e.g.,
middle frontal gyrus) among the HDBR + CO2 group could
be particularly related to perfusion effects on the BOLD signal.
As brain deactivation is also an active process, the widespread
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FIGURE 6 | Functional behavioral consequences. Brain—behavior correlations for functional mobility test (FMT; A) and three balance tasks (B–D). Brain change was
calculated as the difference in brain activation from pre-HDBR + CO2 (time BDC 7) to the end of HDBR + CO2 (time HDT 29). Behavior change was calculated as the
difference in mobility and balance performance from pre-HDBR + CO2 (time BDC 7) to post-HDBR + CO2 (time R0). Whole brain and cerebellar results are overlaid
onto MNI and SUIT standard templates, respectively; non-parametric p < 0.0005, k = 10. Warm colors indicate regions of positive correlation between brain change
and behavior change. Cool colors indicate regions of negative correlation between brain change and behavior change. Right side correlation plots include contrast
values extracted from peak coordinate inside an example cluster (indicated with red arrows), graphed against behavior change score.

increases in deactivation that we noted (which were generally
associated with better behavioral performance) could also be
influenced by CO2-related perfusion effects.

It has been demonstrated that decreased CO2 (through
voluntary hyperventilation) negatively impacts postural sway,
resulting in unsteadiness of balance (Sakellari et al., 1997).

Although the mechanisms here are unknown, it has been
suggested that hyperventilation disrupts vestibular system
compensation, including interfering with central and peripheral
somatosensory signals from the lower limbs (Sakellari et al.,
1997). Here the differential effects between HDBR + CO2
and HDBR subjects demonstrate that increased CO2 may
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TABLE 4 | Regions showing associations between pre- to post-HDBR + CO2 differences in behavioral scores and pre- to post-HDBR + CO2 change in brain activation
during vestibular stimulation.

Extent (k) Peak T-value Non-parametric Peak p-value MNI coordinates (mm)

x y z

FMTa, negative association

Posterior Cerebellum

R Cerebellar Lobule VIIbc 23 5.110 2.000 × 10−4 26 −70 −47

Balance—eyes open, negative association

Temporal

R Superior Temporal Gyrusc 10 3.662 1.333 × 10−4 68 −26 4

R Inferior Temporal Gyrus 12 3.205 4.000 × 10−4 42 2 −36

Occipital

R Lingual Gyrus 29 5.128 1.333 × 10−4 12 −32 0

Subcortical

Brainstem 10 3.812 2.667 × 10−4
−8 −36 −4

Balance—eyes closedb, negative association

Anterior Cerebellum

R Cerebellar Lobule I-IVc 12 6.895 2.000 × 10−4 12 −46 −19

Balance—eyes closed, dynamic head tilt, positive association

Frontal

R Frontal Superior Orbital Cortex 55 4.196 2.000 × 10−4 28 66 0

Cerebellar Crus

L Cerebellar Crus II 10 4.821 2.667 × 10−4
−22 −74 −41

L Cerebellar Crus I 15 4.103 6.667 × 10−5
−40 −76 −41

Balance—eyes closed, dynamic head tilt, negative association

Frontal

R Precentral Gyrus 17 5.112 4.667 × 10−4 56 −14 48

Supplementary Motor Areac,d 90 4.769 1.333 × 10−4 0 −16 74

L Frontal Inferior Orbital Cortex 20 3.754 1.333 × 10−4
−22 18 −22

L Precentral Gyrusd 14 3.524 4.667 × 10−4
−30 −32 70

Parietal

L Postcentral Gyrus 14 3.553 4.000 × 10−4
−58 −20 50

Temporal

R Fusiform Gyrus 549 6.929 1.333 × 10−4 32 −86 2

L Superior Temporal Gyrus 45 5.165 2.000 × 10−4
−54 −50 26

L Middle Temporal Gyrus 37 4.715 4.667 × 10−4
−60 −40 4

Occipital

L Lingual Gyrus 144 6.071 1.333 × 10−4
−18 −92 −14

L Middle Occipital Gyrusd 51 5.560 2.667 × 10−4
−34 −90 6

Subcortical

L Thalamus 47 4.555 6.667 × 10−4
−8 −14 20

Anterior Cerebellum

Right Cerebellar Lobule V 12 6.018 2.000 × 10−4 10 −62 −11

Significance level set at non-parametric p < 0.0005 and cluster size k = 10 for all analyses. Table includes all local maxima separated by more than 20 mm. Whole-brain
results are listed first, followed by cerebellar results. Cortical regions were labeled using the AnatomyToolbox atlas via the SPM toolbox BSPMview. Cerebellar regions
were labeled using the SUIT atlas. aOne outlier subject was excluded from FMT analyses so n = 10; see section “Materials and Methods.” bOne outlier subject excluded
from balance—eyes closed analyses so n = 10; see section “Materials and Methods.” c Indicates clusters for which values from peak coordinate within cluster are plotted
against behavior change score in Figure 6. dPeak coordinate in cluster falls within region of brain deactivation in response to vestibular stimulation (Figure 3 and Table 1).

also disrupt normal vestibular processing and vestibular
compensatory mechanisms.

SANS vs. No-SANS Group Differences
SANS subjects showed stronger correlations between pre- to
post-HDBR + CO2 change in balance ratio score and brain
changes. This suggests a relationship between SANS status and

visual contributions to balance. Higher ratio scores are associated
with more reliance on external visual cues for balance. As those
with the greatest activation of regions such as middle frontal
gyrus also showed the greatest pre- to post- increase in visual
dependence, this could indicate reduced neural efficiency—in
which these individuals are recruiting extra brain regions to aid
in processing of the same vestibular information. This indicates
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FIGURE 7 | HDBR + CO2 vs. HDBR group comparisons. (A) Regions of intercept differences between HDBR + CO2 and HDBR groups. (B) Regions of slope
differences between HDBR + CO2 and HDBR groups. Results overlaid onto MNI standard template; non-parametric p < 0.0005, k = 10. Cool colors indicate
regions where the intercept or slope for the HDBR + CO2 group was numerically less than the intercept or slope for the HDBR group. Warm colors indicate regions
where the slope for the HDBR + CO2 group was numerically greater than the slope for the HDBR group. (C) Example slope values extracted from L Middle Frontal
Gyrus (i.e., the cluster with greatest T value for the HDBR + CO2 > HDBR contrast). Here, the HDBR + CO2 group showed increased activation of this region across
bed rest, while the HDBR group showed increased deactivation of this region across bed rest.

TABLE 5 | Regions with intercept differences between HDBR + CO2 and HDBR subjects.

Extent (k) Peak T-value Non-parametric Peak p-value MNI coordinates (mm)

x y z

HDBR + CO2 < HDBR

Temporal

L Inferior Temporal Gyrus 56 4.692 6.667 × 10−5
−62 −28 −28

Occipital

R Superior Occipital Gyrus 10 3.798 2.668 × 10−4 22 −76 52

Subcortical

Brainstem 67 3.752 3.333 × 10−4
−12 −22 −40

Significance level set at non-parametric p < 0.0005 and cluster size k = 10. Table includes all local maxima separated by more than 20 mm. Cortical regions were labeled
using the AnatomyToolbox atlas via the SPM toolbox BSPMview. There were no significant intercept differences for the cerebellum.

reduced efficiency of the vestibular system that manifested
behaviorally as greater reliance on the visual system during post-
bed rest balance. These findings require validation in future
studies to more clearly understand implications for the one third
of astronauts who develop SANS (Lee et al., 2016).

Limitations
Limitations of the present work include the small pilot sample,
lack of ambulatory control group, and differences in scanning
timeline and parameters between the two groups. As the
HDBR + CO2 and HDBR groups were each part of separate,
larger bed rest campaigns, the respective testing timelines
were restricted by NASA and not matched between groups.

Further, only males were included in the HDBR group, as these
participants were control subjects for a different investigator’s
testosterone supplementation study. Although the vestibular
stimulation parameters and sequence duration were identical
between the HDBR + CO2 and HDBR groups, these data were
collected on two different Siemens scanners with two slightly
different fMRI sequences. The HDBR + CO2 fMRI sequence
included a faster TR and more volumes (TR = 2.5 s; 96 volumes)
than the HDBR sequence (TR = 3.66 s; 66 volumes). This
amounts to greater statistical power for the HDBR+ CO2 group.
While these differences represent a limitation of the between-
group comparisons that we report here, multisite neuroimaging
studies are increasing in popularity; such studies generally
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TABLE 6 | Regions with differences in slope of activation change with bed rest between HDBR + CO2 and HDBR subjects.

Extent (k) Peak T-value Non-parametric Peak p-value MNI coordinates (mm)

x y z

HDBR + CO2 > HDBR

Frontal

L Middle Frontal Gyrusa 20 4.373 1.333 × 10−4
−30 8 64

Parietal

R Angular Gyrus 19 4.053 2.000 × 10−4 56 −54 34

L Precuneus 88 3.899 6.667 × 10−5
−6 −56 72

Temporal

L Inferior Temporal Gyrus 27 4.313 6.667 × 10−5
−58 −22 −32

R Inferior Temporal Gyrus 28 4.120 2.667 × 10−4 60 −32 −12

HDBR + CO2 < HDBR

Subcortical

L Thalamus 29 4.073 6.667 × 10−5
−6 −14 20

Significance level set at non-parametric p < 0.0005 and cluster size k = 10. Table includes all local maxima separated by more than 20 mm. Cortical regions were labeled
using the AnatomyToolbox atlas via the SPM toolbox BSPMview. There were no significant slope differences for the cerebellum. a Indicates cluster for which values from
peak coordinate within cluster are plotted by group in Figure 7C.

FIGURE 8 | SANS vs. No-SANS Group Differences. Left: regions in which HDBR + CO2 participants who developed signs of Spaceflight-Associated Neuroccular
Syndrome (SANS) showed a stronger correlation between pre- to post- change in brain activity during vestibular stimulation and pre- to post- change in balance
ratio compared to those who did not develop signs of SANS (no-SANS). Balance ratio was calculated as: (balance—eyes open score/balance—eyes closed score) ∗

100. Results overlaid onto MNI standard template; non-parametric p < 0.0005, k = 10. One of the five SANS subjects was excluded from analysis here due to outlier
values for their eyes closed balance score; thus n = 4 for the SANS group and n = 6 for the no-SANS group. Right: correlation between brain changes and visual
dependence balance ratio change for an example cluster; SANS subjects are shown in pink, no-SANS subjects are shown in purple. Regression lines are shown for
each group for reference only and do not represent the results of any statistical tests.

indicate that functional neuroimaging data is robust across sites
(Costafreda et al., 2007; Biswal et al., 2010; Gountouna et al., 2010;
Noble et al., 2017). Further, the analyses in the present work focus
on differences in within-subject brain changes. That is, we have
tested for between-group differences in within-person intercepts
and slopes of change in brain activity. This makes the present
results more robust to any introduced variance due to scanner
or sequence differences.

Due to the limited pilot sample size, we use uncorrected
p-values for the neuroimaging statistical tests to better detect
within- and between-subject differences. Nonetheless, here we
demonstrate for the first time the feasibility of characterizing
vestibular brain changes during multiple weeks of bed rest
combined with elevated CO2. We present compelling preliminary
findings based on these highly unique data, which should be
validated in future work.

It should also be noted that it is difficult to fully generalize
these bed rest findings to spaceflight. HDBR + CO2 and HDBR

mimic only some of the effects of spaceflight, such as body
unloading, altered sensory input, and fluid shifts, but these
analogs do not include all features of spaceflight that could impact
vestibular processing. Finally, as is typical with the pneumatic
skull tap method, the stimulus did not induce any vestibular
perception, motion sensation, or movement in head position.
Instead of using subjective perception of the vestibular stimulus,
assessment of vestibular-evoked myogenic potentials in the eye
muscles (oVEMPs) outside of the scanner was used to validate
successful stimulation of vestibular organs.

Applications to Spaceflight and Future
Directions
The present findings document changes in functional vestibular
processing with spaceflight analog environments. These findings
support that spaceflight factors do likely influence the neural
correlates of vestibular processing; however, there is limited
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TABLE 7 | Regions where SANS subjects showed greater correlations compared to no-SANS subjects between pre- to post HDBR + CO2 change in visual
dependence balance ratio and pre- to post-HDBR + CO2 change in brain activation during vestibular stimulation.

Extent (k) Peak T-value Peak p-value MNI coordinates (mm)

x y z

SANS > no-SANS

Frontal

L Middle Frontal Gyrusa 120 62.762 1.930 × 10−7
−52 18 42

L Superior Frontal Gyrus 121 47.969 5.650 × 10−7
−16 42 52

R Paracentral Lobule 11 35.986 1.780 × 10−6 2 −48 72

R Precentral Gyrus 56 26.726 5.826 × 10−6 48 6 38

L Rectal Gyrus 56 25.731 6.775 × 10−6
−2 30 -24

R Inferior Frontal Gyrus 11 23.941 9.027 × 10−6 56 20 2

R Precentral Gyrusb 22 18.232 2.661 × 10−5 28 −14 60

L Middle Orbital Gyrus 12 11.352 1.717 × 10−4
−38 40 4

R Superior Frontal Gyrus 17 11.211 1.802 × 10−4 28 42 44

L Precentral Gyrus 17 11.186 1.818 × 10−4
−52 −4 52

Parietal

R Postcentral Gyrusb 35 38.070 1.422 × 10−6 38 −26 40

R Precuneus 34 33.849 2.272 × 10−6 16 −66 30

L Superior Parietal Lobule 20 29.913 3.719 × 10−6
−18 −62 46

R Postcentral Gyrusb 14 18.030 2.782 × 10−5 48 −28 48

L Postcentral Gyrus 27 17.676 3.009 × 10−5
−66 −20 34

R Postcentral Gyrus 12 14.543 6.500 × 10−5 66 −8 24

Temporal

L Hippocampus 24 64.347 1.747 × 10−7
−28 −18 −18

R Medial Temporal Pole 32 27.635 5.099 × 10−6 46 20 −34

R Fusiform Gyrus 10 24.758 7.898 × 10−6 24 −4 −40

R Fusiform Gyrus 100 24.756 7.901 × 10−6 22 −48 −8

R Inferior Temporal Gyrus 86 21.709 1.332 × 10−5 52 −48 −6

R Inferior Temporal Gyrus 11 20.383 1.711 × 10−5 60 −54 −20

L Middle Temporal Gyrus 17 19.939 1.867 × 10−5
−50 −12 −10

L Fusiform Gyrus 11 19.920 1.874 × 10−5
−36 −46 −22

L Fusiform Gyrus 14 18.070 2.757 × 10−5
−38 −6 −38

R Medial Temporal Pole 13 16.837 3.647 × 10−5 46 10 −38

Occipital

R Middle Occipital Gyrusb 20 27.454 5.235 × 10−6 30 −74 40

L Calcarine Gyrus 117 24.386 8.388 × 10−6
−6 −96 −6

L Mid-Occipital Gyrusb 10 12.832 1.063 × 10−4
−28 −84 14

Significance level set at p < 0.0005 and cluster size k = 10. Table includes all local maxima separated by more than 20 mm. Cortical regions were labeled using the
AnatomyToolbox atlas via the SPM toolbox BSPMview. There were no significant results for the cerebellum. a Indicates cluster for which values from peak coordinate within
cluster are plotted against behavior change score in Figure 8. bPeak coordinate in cluster falls within region of brain deactivation in response to vestibular stimulation
(Figure 3 and Table 1).

past work investigating vestibular processing in astronauts.
Two previous studies suggest changes from pre- to post-
spaceflight in resting-state (Demertzi et al., 2016) and task-
based connectivity (Pechenkova et al., 2019) in brain networks
that support vestibular function. Our past work has identified
disrupted white matter structural connectivity in several tracts
that underlie sensory integration and vestibular processes and
associations of these brain changes with balance declines (Lee
et al., 2019b). For instance, we found that astronauts with
the largest spaceflight-associated balance disruptions also had
the greatest white matter declines in the superior longitudinal
fasciculus (Lee et al., 2019b), which connects the temporoparietal

and prefrontal cortices and is thought to subserve vestibular
functions (Spena et al., 2006). However, no studies to date have
tested spaceflight-related changes in functional brain activity
during processing of vestibular information. To address this
critical literature gap, an ongoing prospective study by our
group is measuring brain activity with the pneumatic skull
tap paradigm at two time points before and four time points
after astronauts complete ISS missions. Comparing these results
with the present work will help to elucidate how additional
microgravity factors not induced by bed rest (e.g., an altered
gravitational vector) might affect the neural correlates of
vestibular processing.
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CONCLUSION

Here we demonstrate the feasibility of assessing longitudinal
neural vestibular changes following 30 days of HDBR+ CO2. We
identify support for specific effects of combined HDBR + CO2
on vestibular processing, adaptive plasticity of the vestibular
system during HDBR + CO2 followed by fast and slow
recovery, and relationships between adaptive plasticity and
spared behavioral performance post-HDBR + CO2. We note
some differences between neural processing of vestibular
information for HDBR + CO2 versus HDBR subjects, as well
as implications for dependence on visual cues during balance
for SANs versus no-SANS subjects. Together, these findings
contribute to understanding of how the vestibular system adapts
to altered sensory inputs and to understanding of how spaceflight
may influence the neural correlates of vestibular processing.
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Tinnitus is one of the most prevalent auditory disorders worldwide, manifesting in
both chronic and acute forms. The pathology of tinnitus has been mechanistically
linked to induction of harmful neural plasticity stemming from traumatic noise exposure,
exposure to ototoxic medications, input deprivation from age-related hearing loss, and
in response to injuries or disorders damaging the conductive apparatus of the ears,
the cochlear hair cells, the ganglionic cells of the VIIIth cranial nerve, or neurons
of the classical auditory pathway which link the cochlear nuclei through the inferior
colliculi and medial geniculate nuclei to auditory cortices. Research attempting to more
specifically characterize the neural plasticity occurring in tinnitus have used a wide
range of techniques, experimental paradigms, and sampled at different windows of
time to reach different conclusions about why and which specific brain regions are
crucial in the induction or ongoing maintenance of tinnitus-related plasticity. Despite
differences in experimental methodologies, evidence reveals similar findings that strongly
suggest that immediate and prolonged activation of non-classical auditory structures
(i.e., amygdala, hippocampus, and cingulate cortex) may contribute to the initiation
and development of tinnitus in addition to the ongoing maintenance of this devastating
condition. The overarching focus of this review, therefore, is to highlight findings from
the field supporting the hypothesis that abnormal early activation of non-classical
sensory limbic regions are involved in tinnitus induction, with activation of these regions
continuing to occur at different temporal stages. Since initial/early stages of tinnitus are
difficult to control and to quantify in human clinical populations, a number of different
animal paradigms have been developed and assessed in experimental investigations.
Reviews of traumatic noise exposure and ototoxic doses of sodium salicylate, the most
prevalently used animal models to induce experimental tinnitus, indicate early limbic

Abbreviations: ABR, acoustically evoked brainstem responses; AC, auditory cortex; ACC, anterior cingulate cortex;
ALFF, amplitude of low-frequency fluctuations; Arc (arg3.1), activity-related cytoskeletal protein; BA, basal amygdala;
BLA, basolateral amygdala; CA, cornu ammonis; CeA, central amygdala; CORT, corticosterone; dB SPL, decibels,
sound pressure level; DCS, D-cycloserine; DCX, doublecortin; DG, dentate gyrus; Egr-1, early growth response 1;
HPA, hypothalamic-pituitary-adrenal; IEG, immediate-early gene; IHC, inner hair cells; i.p., intraperitoneally; LA, lateral
amygdala; LFP, local field potential; MeA, medial amygdala; MGN, medial geniculate nucleus; NBW, narrow band white
noise; NR2B, NMDA receptor subunit 2B.

Frontiers in Systems Neuroscience | www.frontiersin.org 1 January 2020 | Volume 13 | Article 8896

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://www.frontiersin.org/journals/systems-neuroscience#editorial-board
https://doi.org/10.3389/fnsys.2019.00088
http://crossmark.crossref.org/dialog/?doi=10.3389/fnsys.2019.00088&domain=pdf&date_stamp=2020-01-24
https://creativecommons.org/licenses/by/4.0/
mailto:mkapolow@hs.uci.edu
https://doi.org/10.3389/fnsys.2019.00088
https://www.frontiersin.org/articles/10.3389/fnsys.2019.00088/full
https://loop.frontiersin.org/people/798487/overview
https://loop.frontiersin.org/people/22256/overview
https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Kapolowicz and Thompson Early Plasticity in Tinnitus

system plasticity (within hours, minutes, or days after initial insult), supports subsequent
plasticity in other auditory regions, and contributes to the pathophysiology of tinnitus.
Understanding this early plasticity presents additional opportunities for intervention to
reduce or eliminate tinnitus from the human condition.

Keywords: tinnitus, amygdala, hippocampus, cingulate cortex, noise trauma, salicylate

INTRODUCTION

Tinnitus is described as a perception of sound(s), such as ringing,
buzzing, or hissing, when no external sound is present. Tinnitus
is the most widespread auditory disorder, steadily growing in
incidence due to a rise in traumatic noise exposure (e.g., from
combat, recreation, and work) and to an increase in the aging
population (Rauschecker et al., 2010). Despite a growing amount
of research effort focused on tinnitus, there still remains no
consistent treatment or cure for this condition.

Systems-level approaches using neurophysiological and
imaging techniques have shown numerous brain regions exhibit
hyperactivity in tinnitus, in both classic lemniscal auditory
regions (Arnold et al., 1996; Melcher et al., 2009) as well as in
non-classic regions (Lockwood et al., 1998; Schlee et al., 2009) in
human patients diagnosed with tinnitus. Despite the wide range
of brain regions and networks seemingly altered in tinnitus, there
is considerable disagreement in the literature as to where tinnitus
initially manifests; i.e., there is no consensus as to the specific
mechanisms or loci involved in the generation of tinnitus. While
it is widely agreed that tinnitus is often triggered by cochlear
damage resulting in maladaptive plasticity in the central auditory
system (Mühlnickel et al., 1998), general scientific or clinical
consensus regarding the consequences of this maladaptation has
not emerged.

Overwhelming evidence shows that sensorineural hearing
loss caused by either noise trauma (Dobie, 2008; Kujawa and
Liberman, 2009) or exposure to ototoxic drugs, such as salicylate
(Stypulkowski, 1990; Bisht and Bist, 2011; Yorgason et al., 2011),
may result in a reduction in transmission of neural activity from
the cochlea to the central auditory system. Consequently, activity
in the central auditory system is enhanced at suprathreshold
intensities. This compensatory increase in the central auditory
system due to the loss of sensory input led to the dominant
‘‘central gain enhancement hypothesis’’ as a means to explain
a potential mechanism for tinnitus induction (for a review,
see Auerbach et al., 2014). Notably, Auerbach et al. (2014)
also discuss central gain enhancement in non-lemniscal limbic
regions, including the amygdala. Since debilitating tinnitus is
often accompanied by negative emotions including anxiety,
stress, depression, and sleep disturbances (Rizzardo et al., 1998),
it is not surprising that evidence has accumulated showing that
the amygdala, in addition to classic auditory structures, can be
involved in tinnitus (e.g., Crippa et al., 2010). The amygdala
has been widely accepted for its role in processing aversive
auditory stimuli (e.g., Zald and Pardo, 2002), though alternative
findings have been reported regarding auditory fear conditioning
(Weinberger, 2011). The amygdala has reciprocal connections
to the medial geniculate nucleus (MGN) and auditory cortex

(A1; LeDoux and Farb, 1991). For example, it has been shown
that when salicylate is applied locally to the amygdala, local
field potential (LFP) responses in the A1 are greatly enhanced
(Chen et al., 2012), consistent with the notion of central gain
enhancement involving a limbic region of the brain.

Other hypotheses involving the aberrant filtering of auditory
information by limbic regions have been put forth to explain the
origin of tinnitus. Jastreboff and Jastreboff (2000) proposed that
limbic hyperactivity observed in tinnitus patients plays a limited
role, with this hyperactivity specifically causing the emotional
reactions in tinnitus. However, Rauschecker et al. (2010)
proposed that if limbic structures fail to block hyperactive signals
generated in classic auditory structures, this ‘‘filter failure’’ leads
to chronic forms of tinnitus. Both models assume that cortical
regions are responsible for the origin of tinnitus. The latter
model also asserts that certain limbic regions are responsible
for the ability to cancel the tinnitus percept. Specifically, certain
limbic regions may serve an inhibitory gating role for tinnitus
perception by functioning as part of a feedback pathway from the
amygdala to the auditory system. This inhibition may suppress
tinnitus subcortically prior to reaching the A1 and consciousness.
Rauschecker et al. (2010) focused on data from various human
imaging studies, which give a clear picture of brain states well
after the initial stages of tinnitus, but do not reflect potential
plastic changes occurring at much earlier time points that
can contribute to the initiation as well as the maintenance
of tinnitus. Since humans do not present clinically until the
disorder is readily apparent, assessment of early plasticity is
best characterized in animal models of tinnitus (see Figure 1
for diagram showing established connections linking known
auditory structures with limbic structures).

Kraus and Canlon (2012) elaborated on the importance
of limbic involvement, citing studies reporting evidence for
reciprocal interactions between auditory areas and limbic regions
contributing to the generation of tinnitus (e.g., Mühlau et al.,
2006). Kraus and Canlon (2012) also discussed the potential
role of limbic involvement in the stabilization or cancellation
of tinnitus (as proposed by Rauschecker et al., 2010), noting
that, since limbic and auditory systems are interconnected,
tinnitus can affect emotional as well as cognitive processing,
which can, in turn, affect auditory percepts. Kraus and Canlon
(2012) focused their review on tinnitus linked to traumatic noise
exposure. Although noise trauma is a common cause of tinnitus,
it is important to determine whether other common causes of
tinnitus, such as ototoxic medications, share similar mechanisms
and time courses for development.

Evidence supporting the hypothesis that limbic regions play
a strong role in the generation, induction, maintenance, and
suppression of tinnitus has accrued, suggesting the limbic system
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FIGURE 1 | Schematic of classical and non-classical auditory pathways.
The medial geniculate nucleus of the thalamus (MG) can follow the classical
auditory pathway to the primary auditory cortex (A1), or it can branch off to
directly activate limbic pathways. These pathways may be stimulated
simultaneously with parallel processing occurring between the
amygdala-hippocampal circuits. Additional abbreviations: cochlear nucleus
(CN), superior olive (SO), inferior colliculus (IC), anterior (Ant), medial dorsal
(MD) thalamic nuclei, association cortices (Assoc Ctx), prefrontal cortex (PFC),
cingulate (Cg), secondary auditory cortex (A2), entorhinal cortex (EC), septum
(Sep), lateral (LA), basolateral (BLA), and central (CA) amygdaloid nuclei, and
hippocampal subregions consisting of dentate gyrus (DG), cornu ammonis 3
(CA3), cornu ammonis 1 (CA1), subiculum (Sub). Circuitry compiled from
established auditory-limbic connections as reported in Møller et al. (1992),
Møller and Rollins (2002) and Kandratavicius et al. (2012) using draw.io online
software (www.draw.io).

could be considered as a viable target for tinnitus treatment.
Three key limbic regions are strongly implicated: the amygdaloid
complex, the hippocampus, and the cingulate cortex. This review
summarizes plasticity, excitation, and inhibition across early
stages of tinnitus pathology resulting from either acute traumatic
noise exposure or sodium salicylate treatment (the two most
commonly used inductive paradigms in animals) in these key
limbic regions. Hyperexcitability and other forms of plasticity
within the amygdala, hippocampus, or cingulate cortex often
occur immediately after initial exposure to either traumatic
noise or to an ototoxic substance, and continues until well after
behavioral evidence of tinnitus has been observed. Enhanced
excitability within these limbic regions does not always co-occur
with markers depicting decreases in inhibition (disinhibition).
Remarkably, only a few studies to date have measured potential
changes in inhibition in these key limbic regions in models
of the development of tinnitus, so it is not currently possible
to accurately characterize specific changes in inhibition in
the early stages of tinnitus. The available evidence, however,
supports the hypothesis that a maladaptive down-regulation
of GABAergic neurotransmission occurs throughout the
central auditory pathway in tinnitus (Wang et al., 2011;
Richardson et al., 2012).

ANIMAL MODELS OF TINNITUS

Given the growing population of tinnitus sufferers worldwide, it
has become essential to develop reliable animal models, both to

understand its underlyingmechanisms and in hope of developing
treatments that can reverse tinnitus’ maladaptive plasticity. Such
models permit approaches beyond what is possible in human
patients, with experiments capable of addressing individual
neurons, reduced or enhanced networks, as well as characterizing
the disorder at multiple time points. Animal models allow for use
of invasive procedures with high spatial and temporal resolution.
As noted, the two most common methods implemented to
induce tinnitus in animal models are exposure to traumatic
noise and treatment with high doses of sodium salicylate. These
methods cause cochlear damage, which triggers a sequence of
events leading to the development of tinnitus in both humans
and in animal models. Both exposure to traumatic noise and
treatment with high doses of sodium salicylate cause tinnitus in
human populations, aiding translation from the laboratory to the
clinic. For a detailed review of these two models, see von der
Behrens (2014).

Traumatic noise exposure is one of the most common risk
factors for tinnitus in human populations. Traumatic noise
exposure has also been well established to induce tinnitus in
animal models (e.g., Brozoski and Bauer, 2005; Turner et al.,
2006; Engineer et al., 2011), though the parameters for induction
are variable. Typically, a specific tone frequency is played at a
high volume for 1–2 h either unilaterally or bilaterally while the
animal is under anesthesia. Few studies, however, expose animals
while they are freely behaving (which would be more analogous
to human exposure conditions), hence the results from the noise
trauma exposure are potentially confounded with the effects of
anesthesia. For additional information on the role of anesthesia
in tinnitus development, see von der Behrens (2014).

Since the probability of developing tinnitus after traumatic
noise exposure is relatively inconsistent, researchers have also
utilized paradigms consisting of treatment with ototoxic drugs,
with sodium salicylate the most commonly used in animal
models (Cazals, 2000). High doses of sodium salicylate, the
active ingredient in aspirin, can cause temporary hearing
loss and also consistently induces reversible tinnitus in both
humans and animals (Jastreboff et al., 1988; Day et al.,
1989; Jastreboff, 1990; Brien, 1993; Bauer et al., 1999; Chen
et al., 2012). Salicylate inhibits cyclooxygenase and stimulates
arachidonic acid production, which has been shown to facilitate
NMDA receptor-mediated responses to glutamate released
spontaneously by inner hair cells (IHC; Ruel et al., 2008).
Treatment with salicylate is a useful paradigm to infer whether
the neuronal enhancement seen after noise-induced hearing
loss is also consistently seen in animals that are experiencing
tinnitus, and its effects are rapid (Auerbach et al., 2014). For
a thorough review of the salicylate model of tinnitus, see
Stolzberg et al. (2012).

Animal models of tinnitus should ideally model human
pathogenesis. It is widely suspected that traumatic noise exposure
is the most common causative event for human tinnitus
populations, which supports using an acoustic trauma paradigm
to induce tinnitus in animals in preference over using an
ototoxic substance. However, tinnitus induction via high doses
of salicylate in animals yields a rapid (and higher percentage)
onset of tinnitus. Given the widespread use of both methods
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for tinnitus induction in animal models, this review will cover
the neural correlates of both models within the amygdaloid
complex, the hippocampus, and the cingulate cortex. Evidence
will be summarized supporting the notion that outcomes from
both methods of induction are consistently similar at early
time points post-treatment. This review will also cover specific
cases of animal models of noise trauma exposure which are
not directly linked to tinnitus. Given that noise trauma is
the most common cause of tinnitus and hearing loss, such
animal models are important to be considered given that
results from these noise trauma paradigms share similarities
with reports from studies where behavioral evidence of tinnitus
was also provided. Interestingly, while relatively homogenous
outcomes are observed in these limbic structures (discussed
below), traumatic noise exposure and salicylate affect classic
auditory structures, including the cochlea and the central
auditory system, in a much more heterogeneous manner. For
more information on the divergence of observed mechanisms
and patterns of maladaptive plasticity resulting from these two
inductive paradigms in classical auditory pathway regions, see
Eggermont (2016).

KEY LIMBIC REGIONS INVOLVED IN THE
PATHOPHYSIOLOGY OF TINNITUS

Amygdaloid Complex
The amygdaloid complex (amygdala) is noted for processing
emotionally salient information (Phelps and LeDoux, 2005).
The amygdala is strongly involved in a range of behavioral
functions and psychiatric disorders, and it has been implicated
in tinnitus (e.g., De Ridder et al., 2006). The amygdala is
divided into the lateral (LA), basal (BA), central (CeA) and
medial (MeA) nuclei (LeDoux, 2007). The LA receives input
from multiple sensory systems; the MeA receives information
from the olfactory bulb; the CeA receives input from the
viscerosensory cortex and sensory brainstem; the BA receives
input from polymodal association cortex areas and from regions
processing memory and cognition, i.e., it is linked functionally
with the hippocampus (Kraus and Canlon, 2012). The LA is
important in sound processing because it receives direct neuronal
inputs from the MGN and from secondary auditory association
areas (Sah et al., 2003; LeDoux, 2007). Additionally, auditory
information reaching the LA through the MGN can signal
this region to activate the hippocampus via output projections,
which influence the sensitivity of neurons in the A1 (Chavez
et al., 2009). Amygdalar responses to sound depend on how
important the sound is in the individual’s sensory environment
(Klinge et al., 2010), and it is sensitive to stimuli with emotional
valence (Anders et al., 2008). Activation of BA and LA neurons
is critically involved in the maintenance of emotional salience
(Sengupta et al., 2018) and in the processing of emotionally
salient stimuli by hippocampal neurons (McIntyre et al., 2005;
Farmer and Thompson, 2012; Lovitz and Thompson, 2015).

Hippocampus
The hippocampus is widely known for its involvement
in learning and the formation of new memories. It is

active in explicit or declarative memory (Dickerson and
Eichenbaum, 2010), including episodic and semantic memory.
The hippocampus is also involved with spatial memory
(Thompson and Best, 1989, 1990; O’Keefe et al., 1998; Goble
et al., 2009). Hippocampal synaptic integrity has also been shown
to be impaired by hearing loss (Yu et al., 2011), and hippocampal
neurogenesis is decreased by acoustic trauma (Liu et al.,
2016). The hippocampus consists of several subregions: dentate
gyrus (DG), cornu ammonis (CA) CA1, CA2, CA3, CA4 and
adjacent subicular subregions. Major excitatory afferents enter
the hippocampus from the entorhinal cortex (EC) via the
perforant path, projecting to granule cells in the DG, which
then project via the mossy fibers to CA3, with CA3 neurons
projecting to CA1 via Schaffer collaterals, with major cortical
efferents projecting from CA1 neurons; CA1 also projects to the
subiculum, which has outputs to subcortical regions (Amaral
et al., 2007). Once information leaves the hippocampus (via
either CA1 or subicular projections), it can be passed directly
to the lateral, basal and medial nuclei of the amygdala as well
as to its intercalated cells (Kishi et al., 2006; Cenquizca and
Swanson, 2007). The amygdala, via the lateral or basal nuclei,
has direct projections to hippocampus as well via CA3, CA1 or
the subiculum as well as indirect projections via the EC (Kraus
and Canlon, 2012). Like the amygdala, the hippocampus also
responds to sound by either direct or indirect input from various
auditory association cortices (Mohedano-Moriano et al., 2007;
Munoz-Lopez et al., 2010). There are also direct connections
from CA1 to the auditory association cortex as well as to the
primary A1 (Cenquizca and Swanson, 2007) which are involved
in the formation of long-term auditory memories (Squire et al.,
2001). The hippocampus is also indirectly connected to auditory
regions via the front medial cortex, the insula and the amygdala
(Kraus and Canlon, 2012).

Cingulate Cortex
The cingulate cortex is involved with emotional responsivity
(Hadland et al., 2003; Vogt, 2005). It is also involved in
learning (Aly-Mahmoud et al., 2017) and memory (Kozlovskiy
et al., 2012). The cingulate has a major role in behavioral
drive and regulation of affective behavior, e.g., it is involved
in emotional processing and inhibitory control (Shackman
et al., 2011; Holloway-Erickson et al., 2012; Xie et al., 2013).
The cingulate gyrus is also critically involved in attentional
processing and in sleep staging, with greatest activity observed
in response to emotionally arousing stimuli in the waking state
and during REM sleep periods crucial for memory consolidation
(Oniani et al., 1989; Wang and Ikemoto, 2016). Wang and
Ikemoto (2016), for example, found an increase in anterior
cingulate cortex (ACC) neuronal firing which is influenced by
hippocampal ripple activity during sleep and speculated that this
aids inmemory consolidation. Functional reciprocal connectivity
between the ACC and the A1 has also been shown, particularly
for auditory attention or by way of ACC-dependent modulation
of spontaneous activity in the A1 (Benedict et al., 2002; Hunter
et al., 2006; Mulert et al., 2007). The cingulate cortex also
has extensive connections with the prefrontal cortex, amygdala,
thalamus, and striatum, receives extensive inputs from pain
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pathways, and contributes to the corticospinal tract (Vogt et al.,
1979; Pandya et al., 1981; Finch et al., 1984; Vogt, 2005). The
recognized role of the ACC in the pathophysiology of individuals
suffering from chronic pain in the absence of nociceptive inputs
(Fuchs et al., 2014; Sellmeijer et al., 2018) is consistent with
the ACC also playing a significant role in tinnitus, driving the
perceived ringing in the absence of auditory inputs (Chen et al.,
2018). Enhanced activity in the cingulate cortex has also been
observed in tinnitus distress (Vanneste et al., 2010; Vanneste and
De Ridder, 2013).

CENTRAL CHANGES IN TRAUMATIC
NOISE-EXPOSED ANIMALS

Amygdala
Supplementary Table S1 compares the species and
methodologies used and briefly summarizes the results obtained
examining aberrant plasticity in six experimental animal models
of traumatic noise exposure in the amygdala at time points
ranging from 45 min through 40 days post-exposure.

It was shown in Syrian golden hamsters that traumatic noise
exposure with a 10 kHz tone at 125–127 dB SPL (decibels
Sound Pressure Level) presented to the left ear for 4 h
significantly increased expression of c-fos immunoreactivity in
CeA, LA and basolateral amygdala (BLA; Zhang et al., 2003).
No laterality of differences were observed other than in CeA,
where concentrations were higher ipsilateral to the exposed ear
33–40 days post-exposure. Animals exposed to traumatic noise
were also screened for behavioral evidence of tinnitus using
a conditioned lick suppression/avoidance paradigm. Hearing
loss was measured by examining thresholds of the acoustically
evoked brainstem responses (ABR), which reflect differences in
sound-induced auditory nerve activity and brainstem activity
within the ventral cochlear nucleus (CN) and the ascending
auditory nuclei. Zhang et al. (2003) also reported that expression
of c-fos in a ‘‘stimulated,’’ non-traumatic noise-exposed group
(10 kHz tone, 80± dB SPL for 45 min) was increased in
CeA, LA, and BLA immediately after this non-traumatic noise
exposure, although the magnitude of this increase in this
reduced exposure condition was not quantified nor compared
across hemispheres. Neuronal expression of the immediate-
early gene (IEG) product, c-fos, is one of a family of genes
that are rapidly and transiently activated and translated in
response to particular stimuli (Gall et al., 1998) and are
widely used as a marker of neuronal activity. IEGs represent
an early transcriptional and translational response mechanism
activated in the first round of cellular responses to stimuli.
C-fos plays a role in neuronal plasticity and is expressed when
processing or associating novel sensory stimuli (Tischmeyer and
Grimm, 1999). The immunocytochemical findings of Zhang
et al. (2003) indicate that multiple amygdalar nuclei respond
strongly to sound (traumatic and non-traumatic) at early
(non-traumatic noise: c-fos upregulation observed immediately
after sound exposure) and later time points (traumatic noise:
c-fos upregulation observed at time points spanning over
a month).

Wallhäusser-Franke et al. (2003) also investigated the effects
of noise exposure on c-fos expression in the amygdala after
freely behavingMongolian gerbils were exposed to acute impulse
noise exposure. A toy pistol was fired once close to each ear
at a reported intensity level of 136–142 dB SPL. Gerbils were
sacrificed at varying times post-impulse noise exposure (1, 3,
5 or 7 h). C-fos expressing cells were present bilaterally in
MeA, LA and BLA, with the highest expression observed 1 h
after noise exposure. C-fos immunoreactivity was only seen in
CeA nuclei 7 h post-noise exposure, indicating a non-uniform
increase in neuronal excitability in different amygdalar nuclei.
Wallhäusser-Franke et al. (2003) also compared c-fos expression
in other limbic brain regions, but reported the greatest IEG
immunoreactivity was observed in the amygdala after acute
impulse noise exposure.

C-fos immunoreactivity was, again, explored in relation to
noise exposure by Mahlke and Wallhäusser-Franke (2004) in
freely behaving Mongolian gerbils. Gerbils were acutely exposed
to narrowband (1/3 octave) white noise (NBW) of 80 ± 5 dB
SPL centered on either 1 or 8 kHz with a rise/fall time of 5 ms
followed by an 800 ms pause for 10 min. Gerbils were perfused
3 h post-noise stimulation, and higher levels of c-fos expression
were observed in LA, but rarely in CeA and minimally in MeA
regardless of the noise condition. In addition to c-fos, arg 3.1
(activity-related cytoskeletal protein; also commonly referred to
as ‘‘Arc’’; henceforth, the term ‘‘Arc’’ will be maintained for
consistency) immunoreactive neurons were also quantified. Arc
is involved in long-term memory consolidation and synaptic
plasticity (Plath et al., 2006). Arc mRNA and protein levels are
mobilized by intense synaptic activity in glutamatergic neurons
in an NMDA-receptor-dependent manner (Link et al., 1995;
Steward and Worley, 2001). Arc binds to actin, is trafficked to
dendrites, and accumulates at sites of synaptic activity where
it is locally translated and induces homeostatic scaling of
AMPA receptors and cellular structural modifications (Shepherd
et al., 2006). Similar to their findings for c-fos, Mahlke and
Wallhäusser-Franke (2004) found that NBW exposure increased
Arc expression in LA 3 h post-exposure, withminimal expression
observed at that time point in CeA or inMeA. Overall, they found
that NBW did not elicit as much immunoreactivity as treatment
with salicylate (results for salicylate treatment reported below).
Moreover, they found that gerbils passively exposed to ambient
background noise displayed comparable results in c-fos and Arc
expression to gerbils exposed to NBW.

Singer et al. (2013) investigated BLA changes in Arc
regulation in a rat model of tinnitus after varying intensities of
sound exposure [80 dB SPL (a non-damaging condition) or more
intense 100, 110 or 120 dB SPLs at 10 kHz]. Rats were bilaterally
exposed to these sounds under anesthesia for 1–2 h, then
sacrificed 6–30 days post-exposure. ABR waveform correlation
factors were calculated, and the hearing thresholds of a subset of
the animals were taken 6–14 days post-exposure. A further subset
of animals was behaviorally trained and analyzed for tinnitus
perception using an operant conditioned foraging task. A trend
toward increased Arc mRNA expression was reported in the
BLA of animals exposed to 110 dB SPL for 1–2 h. A separate
group exposed to 120 dB SPL for 1–2 h exhibited behavioral
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evidence of tinnitus; on day 14 after this initial noise exposure,
these rats expressed reduced ArcmRNA and reduced Arc protein
expression in BLA, similar to levels observed in controls. To
better characterize this finding, the number of CtBP2/RIBEYE-
positive particles in ribbon synapses of the IHC was also
measured. Quantification of CtBP2/RIBEYE-positive particles
allowed assessment of the degree of deafferentation/degeneration
of cochlear hair cells, nerve terminals, and the connecting
synapses (Khimich et al., 2005). These findings were related
to the integrity of the ABR, and linked to Arc expression in
BLA: Singer et al. (2013) observed that a failure to up-regulate
Arc occurs after severe ribbon loss and is associated with
reduced ABR waves and with behavioral evidence of tinnitus.
Singer et al. (2013) also utilized the social stressor paradigm
to elevate corticosterone (CORT) levels in rats exposed to
120 dB SPL for 1 h. The social stressor caused CORT levels
to elevate within 48 h after the social stressor. Fourteen days
after, when hearing capacity was analyzed, the mean ABR wave
of the stressed animals showed more consistent maintenance of
ABR waveforms compared to controls, indicating that CORT
elevation may enable a more stable and persistent responsiveness
to sound signals than otherwise would have been achieved. Noise
trauma was given 2 days after stress priming Arc expression
in groups with either moderate or high CORT levels at time
of trauma. Those with significantly lower Arc expression in
BLA were animals with higher CORT, while Arc up-regulation
was observed with moderate CORT levels. This suggests that
moderate stress may positively influence VIIIth nerve IHC
ribbon numbers by recruiting Arc up-regulation proportional
to the extent of damage at the IHC synapse following acoustic
trauma, whereas very high or very low CORT levels at the time
of trauma promote less protection from ribbon loss, leading to
persistently reduced ABR wave sizes and a failure to up-regulate
Arc expression.

Electrophysiological changes in BLA resulting from exposure
to a 10 kHz tone at 105 dB SPL for 3 h have also been
investigated using multichannel electrode arrays in rats with
and without behavioral evidence of tinnitus at 2 and 6 week
post-traumatic noise exposure by Zhang et al. (2016). Behavioral
evidence of tinnitus was assessed at week 5–6 post-noise exposure
using a gap-prepulse inhibition of the acoustic startle paradigm
(also referred to as a gap detection acoustic startle reflex).
This paradigm, originally suggested for studies involving animal
models of tinnitus by Turner et al. (2006), provides a relatively
fast screening for evidence of tinnitus in animals by assuming
that if a background signal is perceptually similar to the
animal’s perception of tinnitus, then the animal will show poorer
detection of a silent gap embedded in the background signal.
Control animals experience the silent gap, and their reflexive
startle responses on trials with this gap are lower in amplitude
than on trials without the silent gap; in experimental animals
the tinnitus ‘‘fills in the silence’’ on some or all gap trials, and
their responses are similar to those of controls on non-gap trials.
Zhang and colleagues also utilized a conditioned lick suppression
paradigm (Pace et al., 2016) to assess behavioral evidence of
tinnitus at 7 week post-noise exposure. Here, water-deprived rats
were trained to lick a water spout when they heard narrowband

sounds in order to receive water as a reward. If rats licked
during silent trials, they received a mild foot shock to train
them to only lick during narrowband noise trials. Post-noise
exposure, rats were considered to have evidence of tinnitus if
they increased licking behaviors during silent trials relative to
baseline performance. Zhang et al. (2016) found significantly
higher spontaneous BLA firing rates in rats with behavioral
evidence of noise-induced tinnitus at 6 week post-noise exposure,
but no alteration in firing observed at 2 week post-noise exposure
when compared with rats that were exposed to the same
noise that did not present with behavioral evidence of tinnitus.
Essentially, 2 weeks after rats were exposed to traumatic noise,
all had significant increases in spontaneous BLA firing rates,
independent from behavioral evidence of tinnitus (assessment of
behavioral evidence was only reported for weeks 5–7 post-noise
exposure); however, spontaneous firing rates from rats without
evidence of tinnitus (as reported for weeks 5–7) returned to basal
levels 6 week post-noise exposure, whereas spontaneous BLA
firing rates of rats presenting with evidence of tinnitus remained
elevated. In the same study, Zhang et al. (2016) also reported
significantly higher spontaneous neural synchrony in BLA of rats
with behavioral evidence of tinnitus as compared to rats without
evidence of tinnitus at both 2 and 6 week post-traumatic noise
exposure, indicative of additional BLA plasticity in tinnitus.

Kapolowicz and Thompson (2016) also investigated changes
in the amygdala after traumatic noise exposure. After bilaterally
exposing freely behaving rats to 1 h of traumatic noise (16 kHz,
115 dB SPL), an upregulation of Arc protein expression
was observed in the amygdaloid complex within 45–60 min
post-noise exposure. To assure that changes were due to
traumatic noise exposure rather than to the novelty of exposure
to a sustained sound itself (novelty often up-regulates Arc
expression in other brain regions), Kapolowicz and Thompson
(2016) also tested the effect of non-traumatic noise exposure
(16 kHz, 70 dB SPL) for the same duration and found no
significant change in Arc protein expression for this condition
relative to controls. In an attempt to understand if the
observed upregulation of Arc resulting from traumatic noise
exposure was linked to disinhibition, potential changes in GAD
expression resulting from traumatic noise exposure were also
quantified. GAD is the biosynthetic enzyme that catalyzes
the decarboxylation of glutamate into the major inhibitory
neurotransmitter, GABA, and it is expressed in two isoforms:
GAD 65 and GAD 67 (Erlander et al., 1991). Kapolowicz and
Thompson (2016) reported no significant changes in GAD 65 +
GAD 67 after exposure to acute high-intensity noise. In order to
see if the observed upregulation of Arc protein expression was
linked to a stress response, Kapolowicz and Thompson (2016)
also tested circulating serum CORT levels in rats exposed to
traumatic noise at the same time point as animals were sacrificed
(45–60min post-sound exposure), but found no change in CORT
when compared to controls at this early time point post-noise
exposure. In the same study, the authors were also interested in
whether D-cycloserine (DCS), an NMDA NR1 receptor partial
agonist, would be able to reduce or prevent traumatic noise-
related plastic changes in Arc protein expression. They found
that, when intraperitoneally (i.p.) injected 15 min prior to the
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start of sound exposure, acute traumatic noise-exposed rats
treated with DCS did not exhibit an increase in Arc expression.
Although the rats in this study were sacrificed within 1 h
post-noise exposure, future research could monitor rats for
behavioral evidence of tinnitus across relevant time intervals to
determine how effective DCS could be in preventing, delaying,
or reducing the manifestation of tinnitus.

Hippocampus
Supplementary Table S2 compares the species and
methodologies used and briefly summarizes the results obtained
examining aberrant plasticity in six experimental animal models
of traumatic noise exposure in the hippocampus at multiple time
points from 30 min to 10 weeks post-exposure.

Goble et al. (2009) reported plasticity-related changes in
hippocampal CA1 neurons in freely behaving rats after acute
bilateral noise exposure of 4 kHz at 104 dB SPL for 30 min. They
reported that previously stable CA1 place cell responses were
immediately altered after noise trauma and never re-stabilized
to their original firing properties while being monitored and
recorded for 24 h post-noise exposure. This noise-induced
plasticity in place-field location specificity is noteworthy since
prior work has demonstrated extreme stability of location-
specific firing in the absence of specific changes in the spatial
environment, stability persisting for periods of at least months at
a time (Thompson and Best, 1989, 1990). After noise exposure
sufficient to induce tinnitus, Goble et al. (2009) observed
rapid (i.e., within <1 h) changes in place-field position, in
spatial location correlation values, in grand-mean firing rates,
in in-field and out-of-field firing rates, and in peak-firing rates
compared to controls. These effects persisted for >24 h post-
noise exposure and resulted in long-term plasticity in the spatial
firing correlates of hippocampal neurons. Results from this study
showed that evidence for plasticity resulting from traumatic noise
exposure occurs in the hippocampus very rapidly after traumatic
noise exposure and leads to long-term changes in hippocampal
functional correlates.

Kraus et al. (2010) investigated whether neurogenesis in
the hippocampal dentate subgranular zone was affected by a
unilateral exposure to an acute 12 kHz tone at 126 dB SPL for
2 h in a rat model of tinnitus. When the animals were sacrificed
10 weeks post-noise exposure, they found that doublecortin
(DCX; used for immunolabeling neuronal precursor cells) was
reduced. DCX is a microtubule-associated protein expressed
in neuronal precursor cells, but not in glial cells nor in
neural stem cells from which the precursor cells develop.
Upon migration and maturation into functional neurons, DCX
expression is downregulated (Brown et al., 2003); DCX is thus
a viable marker of neurogenesis. Immunolabeling of Ki67 (to
label proliferating cells) was also reduced from exposure to
the same acoustic trauma. Ki67 is a mitosis marker for cell
proliferation that is expressed during all active phases of the
cell cycle but absent in differentiated neurons (Scholzen and
Gerdes, 2000). Taken together, Kraus et al.’s (2010) results
were indicative that noise trauma impairs neurogenesis in the
dentate of the hippocampus. All animals exposed to traumatic
noise also exhibited sensory hair cell loss in their exposed

ear. These animals were also tested for behavioral evidence
of tinnitus using the gap-prepulse inhibition of the acoustic
startle paradigm (Turner et al., 2006), and only a subset of rats
presented behavioral evidence of tinnitus. While noise trauma
specifically impaired later hippocampal neurogenesis, it did
not necessarily lead to behavioral evidence of tinnitus in the
gap-startle paradigm used.

Given the previous cited results showing early plastic changes
in hippocampus due to traumatic noise exposure as well as
others implicating the hippocampus in maintenance of tinnitus
(Rauschecker et al., 2010; Roberts et al., 2010, 2013), Zheng et al.
(2011) wanted to better characterize how hippocampal function
might be impacted by acoustic noise exposure. Specifically, they
investigated whether rats that had been exposed unilaterally
to a 16 kHz tone at 110 dB SPL for 1 h would exhibit
spatial memory deficits. Spatial memory deficits are linked to
hippocampal functional impairments (e.g., in humans, Nunn
et al., 1999; Guderian et al., 2015; in animals, Morris et al., 1982;
Aggleton et al., 1986; Pioli et al., 2014). Using both T-maze and
Morris water maze tasks, they found that spatial memory in
rats with tinnitus was not impaired 2 months after exposure to
acoustic trauma. They also utilized a lick suppression paradigm
to confirm behavioral evidence of tinnitus in their rats 2 weeks
and again at 10 months post-noise exposure, suggesting that
some forms of hippocampal plasticity in tinnitus may not be
directly linked to spatial memory impairments.

Singer et al. (2013) also examined whether changes in the
hippocampus would be observed 14 days after various levels of
noise exposure. They found an increase in Arc mRNA expression
in CA1 after exposure to 100 and 110 dB SPL with a 10 kHz
tone for 1 or 1.5 h. After 120 dB SPL exposure, however, Arc
expression was no different from controls. These results were
independent of whether rats were exposed to the noise for
1.5 h or only 1 h. This finding was further characterized by
measuring the number of CtBP2/RIBEYE-positive particles in
ribbon synapses of the IHC in order to determine the degree
of deafferentation. The results were related to the integrity of
the ABR and Arc expression in CA1 as in BLA: rats exposed
to a 10 kHz tone at 120 dB SPL with behavioral evidence of
tinnitus had the most severe IHC ribbon loss and most severe
loss of ABR wave correlations (an 80% decline from baseline).
Singer et al. (2013) also found that adding a social stressor 2 days
prior to traumatic noise exposure raised circulating CORT levels
in rats, which was linked to a more consistent maintenance
of ABR waveforms compared to non-stressed controls. This
effect indicates that CORT elevation allows for more stable
and persistent responses to sound, a higher number of IHC
ribbons, and greater mobilization of ArcmRNA in limbic regions
(BLA and CA1 of the hippocampus). It suggests that moderately
elevated circulating levels of CORT may serve a protective
mechanism in both the cochlea and limbic regions, whereas high
or very low levels of circulating CORT prevents this synaptic
protection. This protection hypothesis is one that clearly deserves
further study.

Kapolowicz and Thompson (2016) further investigated early
plasticity in dorsal hippocampal processing of traumatic noise.
Freely behaving rats were bilaterally exposed to either a 16 kHz
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tone at 115 dB SPL, a 16 kHz tone at 70 dB SPL, or to
silence, with exposure for each condition lasting 1 h. Rats
were sacrificed 45 min-1 h after cessation of these sound
conditions, and Arc protein expression was quantified for
dorsal hippocampus; this time interval was selected to capture
peak expression of transient Arc protein (McIntyre et al.,
2005; Czerniawski et al., 2011; Holloway-Erickson et al., 2012).
They found that Arc was upregulated after traumatic noise
exposure (115 dB) but not after non-traumatic (70 dB) noise
exposure. The authors also investigated potential changes in
inhibition, using the biomarker GAD, after traumatic noise
exposure. They found no significant changes in GAD 65 +
67 protein expression in the dorsal hippocampus. Kapolowicz
and Thompson (2016) also examined whether the partial
NMDA-receptor agonist, DCS, could maintain Arc protein
expression at basal levels in the dorsal hippocampus after
exposure to acoustic trauma: DCS did not prevent changes in
Arc mobilization. The 6 mg/kg (ip) dose of DCS administered
by Kapolowicz and Thompson (2016) was previously shown
to increase hippocampal intrinsic excitability and Arc protein
expression in non-noise exposed rats (Donzis and Thompson,
2014) as well as facilitate hippocampally-dependent memory in
other species (Thompson et al., 1992; Thompson and Disterhoft,
1997). Although DCS functions as a partial agonist, it was
predicted that, when paired with traumatic noise exposure,
DCS would instead function antagonistically due to NMDA
binding sites being saturated with less potent DCS competing off
serine, the full agonist for the NMDA receptor, as observed in
amygdala post-traumatic noise exposure with the same dosage.
Relative to controls, Kapolowicz and Thompson (2016) observed
elevated levels of Arc expression in dorsal hippocampus after
treatment with DCS paired with traumatic noise exposure,
similar to when rats were exposed to traumatic noise alone
(without DCS treatment). Given that DCS was able to prevent
elevation of Arc in the amygdala of traumatic noise-exposed
rats treated with DCS, unlike for the dorsal hippocampus,
future research should compare these results of DCS treatment
with manipulations using serine, the endogenous ligand for
NR1 subunits of NMDA receptors. Such an investigation would
further address whether NMDA-receptor mediated plasticity is
required at this early stage in tinnitus-related plasticity in the
amygdala and in hippocampus.

Previous in vitro recordings found that long-term
potentiation is inhibited within the CA1 region of the
hippocampus after in vivo long-term exposure to high-intensity
noise (Cunha et al., 2015). To further characterize this result,
work from the same lab found that post-burst hyperpolarizations
are increased due to a decrease in the h (hyperpolarization-
activated) current; they also observed an increase in firing
of CA1 pyramidal neurons, but the mechanism for this
increase in excitability remained unknown (Cunha et al.,
2018). Recently, Cunha et al. (2019) continued to better
characterize this finding that high-intensity sound effects
long term potentiation in CA1 hippocampal neurons using
the same paradigm as their previous work, with rats exposed
to high-intensity broadband noise (110 dB, 2–15 kHz, with
a peak at 7 kHz) twice daily for 10 days, for 1 min each

session. This pattern of noise exposure was meant to emulate
exposure to a loud occupational/recreational sound in an animal
model, as occupational and recreational sounds are common
causes of auditory-related issues reported from both younger
(Lercher et al., 2003) and older (Helfer et al., 2011) populations.
Using in vitro whole-cell patch-clamp recordings to study
synaptic transmission, they found that inhibitory GABAergic
transmission is increased within CA1 after high-intensity noise
exposure over the course of several days. They found no changes
in excitatory glutamatergic activation of AMPA/kainate or
NMDA receptors. While GABAergic enhancement is consistent
with the observed inhibition of long-term potentiation in this
paradigm, Cunha et al. (2019) speculated that this increase in
inhibition could be compensatory and protective against loud
sound exposure.

Cingulate
Supplementary Table S3 compares the species and
methodologies used in two animal models exposed to traumatic
noise exposure and briefly summarizes the results obtained
examining potential changes in the cingulate cortex at different
time points from 1 to 7 h post-exposure. The cingulate cortex is
a limbic structure that has been less well-characterized regarding
its prospective involvement in potentially tinnitus-inducing
maladaptive plasticity. In much of the cognitive neuroscience
literature (e.g., Stevens et al., 2011), important distinctions are
drawn between anterior and posterior cingulate cortex, however
in animal models exposed to traumatic noise, such a distinction
is not always stipulated, or the focus is adhered to strictly the
ACC. Henceforth in the present review, distinctions will be
overtly stated if the distinction was provided in the original
research. Otherwise, the general term of ‘‘cingulate cortex’’ will
be used.

Wallhäusser-Franke et al. (2003) investigated how c-fos
expression could be altered in various classic and non-classic
auditory structures, including the ACC. They found that c-fos
immunoreactivity in cingulate cortex was elevated in gerbils 1 h
after being bilaterally exposed to impulse noise (136–142 dB
SPL) but was reduced to control levels within 7 h post-traumatic
noise exposure. Rapid and transient c-fos induction is associated
with exposure to novel sensory stimuli (Tischmeyer and Grimm,
1999). The C-fos expression has been used to identify activation
in various auditory regions, with upregulation found in relation
to the significance of the acoustic signal (e.g., Carretta et al.,
1999). Aligning with previously reported results, Wallhäusser-
Franke et al.’s (2003) results described here are indicative that
c-fos is also responsive to auditory stimuli within the ACC
shortly after exposure to a traumatic sound.

Mahlke andWallhäusser-Franke (2004) investigated potential
changes in Arc and in c-fos immunoreactivity within the ACC of
gerbils 3 h after 10 min of exposure to approximately 80 dB SPL
NBW centered at two different frequencies (8 kHz or 1 kHz).
They detected an upregulation of Arc within the ACC for both
frequencies of noise exposure, but no significant differences
due to treatment condition. Although they did not statistically
analyze the expression of c-fos across groups, they also observed
increases in c-fos immunoreactivity for all treatment conditions,
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with c-fos expression always outnumbering Arc expression,
though the magnitude of this difference was not given.

CENTRAL CHANGES IN ANIMALS
TREATED WITH SALICYLATE

Amygdala
Supplementary Table S4 lists the species and methodologies
utilized in five animal models exposed to sodium salicylate
and briefly reports on the results obtained from these studies
regarding potential changes in the amygdala at time points from
1 to 5 h post-exposure.

In the thorough study by Wallhäusser-Franke et al. (2003),
the effect of impulse noise exposure on c-fos immunoreactivity
was directly compared to the effects of treatment with either a
high (350 mg/kg) or a low (50 mg/kg) dose of sodium salicylate
in gerbils 3 h post-injection. The overall expression of c-fos
in various brain regions revealed that c-fos immunoreactivity
was lower after impulse noise exposure than after a high dose
injection of salicylate. Within different amygdaloid nuclei (CeA,
LA, BLA, andMeA), an abundance of labeled cells were observed
bilaterally after a high dose of salicylate injection, whereas
treatment with a low dose did not alter labeling from controls.
The highest densities of c-fos expression were observed in
the CeA.

Mahlke and Wallhäusser-Franke (2004) compared both Arc
and c-fos immunoreactive expression resulting from either
NBW exposure or salicylate treatment (350 mg/kg) in gerbils.
Salicylate treated gerbils were further subdivided into groups
also exposed to either ambient background noise or silence.
Within the amygdaloid complex, Arc and c-fos immunoreactive
neurons were substantially increased 5 h after salicylate injections
compared to NBW stimulation, especially in CeA (where Arc
and c-fos immunoreactive neurons were found exclusively after
tinnitus-inducing treatments): Salicylate treatment combined
with exposure to ambient background noise and salicylate
treatment paired with exposure to silence led to strong Arc
expression in CeA (mostly the lateral subdivision) as well as
in LA, but expression was negligible in MeA. In comparison,
gerbils exposed to NBW exhibited Arc staining of neurons
in LA, but negligible staining in both CeA and MeA nuclei.
Saline treatment paired with ambient background noise and
saline treatment paired with silence showed only negligible
expression of Arc in LA and none in CeA and MeA nuclei.
After salicylate (both with and without ambient background
noise), the amygdaloid complex presented with many more
c-fos expressing neurons in CeA and LA nuclei than was
observed in gerbils exposed to NBW. In comparison, after
NBW exposure (paired with either ambient background noise
or silence), c-fos immunoreactive neurons were always present
in LA (a comparable expression to that seen for Arc) but rarely
in CeA. Overall, higher levels of c-fos expression were observed
compared to Arc expression, but the c-fos expression inMeAwas
minimal in all treatment groups.

Chen et al. (2012) investigated the effects of treatment
with salicylate (300 mg/kg) on LFP and frequency receptive

fields of neurons in LA in rats immediate after, 1 h, and
2 h post-treatment. They found that salicylate increased the
amplitude of the LFP, making it hyperactive to sounds greater
than 60 dB SPL. They also found that the frequency receptive
fields of multiunit clusters in LA were also dramatically
altered by salicylate: Neuronal activity at frequencies below
10 kHz and above 20 kHz was depressed at low intensities,
but greatly enhanced for stimuli between 10 and 20 kHz
(frequencies near the observed pitch of salicylate-induced
tinnitus in rats). These frequency-dependent changes caused
the frequency receptive fields of many LA neurons to migrate
towards responses to 10–20 kHz stimuli (i.e., tonotopic
reorganization), thereby amplifying activity in this frequency
band. They also observed that the infusion of salicylate
(20 ml, 2.8 mM) directly into LA enhanced sound-evoked
activity in AC, i.e., increased LFP amplitude and enhanced
AC neuronal activity at these same mid-frequencies,
associated with the pitch of salicylate-induced tinnitus
in rats.

In a separate study, Chen et al. (2014) further investigated
changes in the excitability of LA neurons in rats 2 h
post-treatment with salicylate (200 or 250 mg/kg). To identify
electrophysiological changes within LA, sound-evoked LFPs and
multiunit discharges were recorded before and after salicylate
treatment. A subset of rats was trained on a two-alternative
forced-choice identification task to test for behavioral evidence
of tinnitus resulting from the salicylate treatment. Rats treated
with doses of 200 and 250 mg/kg of sodium salicylate showed
suprathreshold neuronal hyperexcitability in LA. Salicylate
treatment also shortened the temporal response in LA. This
salicylate-induced hyperactivity in LA indicates plastic changes
occurring within LA during induction and early stages
of tinnitus. Physiologically, salicylate treatment significantly
enhanced sound-evoked neural activity in LA. The authors
noted that the enhancement of sound-evoked activity occurred
predominantly at the mid-frequencies [consistent with their
findings in Chen et al. (2012), and again reflecting shifts
of receptive fields of LA neurons towards the mid-frequency
range post-treatment]. The increased number of mid-frequency
neurons led to a relatively higher number of total spontaneous
discharges in the mid-frequency range, regardless of whether
or not the mean discharge rate of each LA neuron increased.
Chen et al. (2014) speculated that this tonotopical overactivity
in the mid-frequency range in quiet can potentially lead to
a tonal sensation within this same range (i.e., tinnitus). The
authors also suggested that this plasticity in LA may also
contribute to the negative effect that many patients associate with
their tinnitus.

Chen et al. (2015) additionally hypothesized that enhanced
functional connectivity between hippocampal and auditory brain
regions provides a substrate for assigning a spatial location to a
phantom sound (findings summarized below), while coordinated
activity between specific auditory areas and the amygdala may
draw attention to and add emotional salience to neural activity
in the auditory pathway. Thus, functionally coordinated activity
within hippocampal, amygdalar and cortical networks may be
essential for bringing tinnitus into consciousness. Although it
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is beyond the scope of this present review to describe results
observed in classic auditory structures, Chen et al. (2015) treated
rats with sodium salicylate (300 mg/kg) and tested responses 2 h
post-injection to investigate their hypothesis (A separate group
of rats was treated with the same dose of salicylate and later
tested for behavioral evidence of tinnitus using a two-alternative
forced-choice paradigm to assure that their drug treatment could
effectively serve as an animal model of tinnitus). Chen et al.
(2015) found that salicylate vigorously amplified sound-evoked
neural responses in LA via changes in LFP amplitude-intensity
functions. These electrophysiological changes were compared
with resting-state fMRI patterns, which revealed hyperactivity
in the auditory network (i.e., inferior colliculus (IC), medial
geniculate, and A1) with connections to amygdala and other
regions via amplitude of low-frequency fluctuations (ALFF).
Functional connectivity revealed enhanced coupling within the
auditory network and other regions including the amygdala,
further strengthening their hypothesis.

Hippocampus
Supplementary Table S5 summarizes the species and
methodologies utilized in five animal models exposed to sodium
salicylate and briefly reports on the results obtained from these
studies regarding potential changes in the hippocampus at
multiple time points from 2 h to up to 39 days post-exposure.

Wallhäusser-Franke et al. (2003) investigated the effects of
treatment with either a single high dose (350 mg/kg) or a single
low dose (50 mg/kg) injection of sodium salicylate in Mongolian
gerbils 3 h post-treatment. They found bilateral expression of
c-fos in both dentate and subiculum of the hippocampus in
gerbils injected with the high dose of salicylate (a dose shown
above to cause behavioral evidence of tinnitus in several animal
models). In all regions assessed by Wallhäusser-Franke et al.
(2003), including hippocampal regions, it was found that the
greatest immunoreactivity was observed after this high dose
treatment with salicylate when compared to the lower dose
treatment group or to the group exposed to loud impulse noise.

Gong et al. (2008) examined potential changes in extrinsic
excitation and inhibition in cultured rat neurons from the
CA1 hippocampus during the in vitro bath application of
sodium salicylate. Extracellular recordings showed that sodium
salicylate enhanced the amplitude of evoked population spikes
in a dose-dependent manner. Salicylate at 1 mM caused a
leftward shift of the evoked EPSP curve, indicating an excitatory
potentiation. This effect was reversible after washout. Salicylate
had no effect on basal field EPSPs, suggesting that synaptic
input remained unchanged during drug treatment. These results
indicate that salicylate enhances the likelihood that EPSPs would
cross the threshold to generate action potentials, reflecting
increased excitation of CA1 neurons. Gong et al. (2008) also
investigated possible changes in inhibition, and found that
salicylate reduced GABAergic inhibition, leading to increased
CA1 neuronal excitation. Both evoked (eIPSCs) and spontaneous
(mIPSCs) were suppressed by salicylate with no change in input
resistance. Only the amplitude, but not the frequency, of mIPSCs
was reduced. Similarly, salicylate directly suppressed GABAaR-
mediated whole-cell currents in cultured CA1, consistent with

the effects on the amplitudes of mIPSCs and eIPSCs. Gong
et al. (2008) concluded that salicylate reduces GABAergic
transmission via suppression of GABAaR-mediated responses.
These acute effects on inhibition were fully reversible by washout.

Chen et al. (2014) investigated the effect of treatment
with salicylate (either 200 or 250 mg/kg) on rats 2 h
post-treatment. Rats treated with both these doses showed
suprathreshold hyperexcitability in the hippocampus (and
in the amygdala, as detailed earlier). Again, this salicylate-
induced hyperactivity is a consistent form of plastic change
in the hippocampus. This electrophysiological plasticity was
significant in recordings of sound-evoked LFPs and of multiunit
discharges 2 h after treatment. Tinnitus-inducing treatment
with salicylate significantly and rapidly enhanced sound-evoked
neural activity in hippocampus. The enhancement of sound-
evoked activity occurred predominantly at the mid-frequencies
(as in the LA, described above), likely reflecting shifts of
neuronal responses towardsmid-frequency ranges post-salicylate
treatment. Chen et al. (2014) explained that the increased
number of mid-frequency responsive neurons would lead to
a relatively higher number of total spontaneous discharges
in the mid-frequency range, even though the mean discharge
rate of each individual neuron need not increase. As also
observed in LA, this tonotopical plasticity (frequency shift and
hyperactivity) within the hippocampus in the mid-frequency
range in quiet environments could lead to tonal mid-frequency
sensations presenting as tinnitus. Again, Chen et al. (2014)
tested a subset of rats given salicylate treatment for behavioral
evidence of tinnitus and found that the treatment inducing early
hippocampal plasticity also produced behavioral signs of tinnitus
in this animal model.

Wu et al. (2015) investigated the effects of acute and
chronic treatment with sodium salicylate (300 mg/kg) on
CA1 hippocampal mRNA and on protein expression of Arc,
Early growth response 1 (Egr-1), and NMDA receptor subunit
2B (NR2B). To reiterate, Arc expression has been shown to
be involved mechanistically in long-term memory consolidation
and synaptic plasticity (Plath et al., 2006). Egr-1 has been
shown to be essential for the persistence of late-phase long-term
potentiation within the hippocampus as well as the consolidation
of several forms of long-term memory (Davis et al., 2010; Penke
et al., 2014; Duclot and Kabbaj, 2017). NR2B is associated
with NMDA receptor activation via glutamate binding, which is
critical for age-dependent thresholds of plasticity and memory
formation (Tang et al., 1999). Wu et al. (2015) acutely treated
one group of rats with a single dose (300 mg/kg) of salicylate, and
these rats were sacrificed 2 h post-treatment. Chronically treated
groups were given salicylate once daily for 10 consecutive days,
and sacrificed either on day 11 or put into in one of two recovery
groups which were sacrificed on either day 25 or day 39.Wu et al.
(2015) found that expression of Arc mRNA and protein were
up-regulated after either acute or chronic salicylate treatments.
Specifically, they reported an upregulation of Arc mRNA and
protein expression after acute treatment, which further increased
significantly for rats chronically treated with salicylate for
10 days. They also observed an increase in the number of
presynaptic vesicles, the thickness of postsynaptic densities, and
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an increase in synaptic interface curvature (i.e., expansion of
synaptic area) in the group sacrificed on day 11. They also
observed an upregulation of Egr-1 and NR2BmRNA and protein
levels solely for rats chronically treated with salicylate. By day
25, expression for all three biomarkers returned to basal levels
(intermediate intervals between 11 and 25 days post-treatment
were not assessed).

As previously detailed, Chen et al. (2015) were interested
in testing for enhanced functional connectivity between
hippocampus and auditory areas in the acute salicylate-treated
rat model of tinnitus. Chen and colleagues speculated that
enhanced functional connectivity between the hippocampus
and auditory areas might provide a substrate for assigning a
spatial location to a phantom sound. In their experiments,
rats were treated with sodium salicylate (300 mg/kg), and a
separate group of rats given this same treatment were tested
for behavioral evidence of tinnitus using a two-alternative
forced-choice paradigm. Rats were tested before (baseline) and
2 h post-injection with MRI BOLD data acquisition. Similar
to their results reported above for the amygdala, Chen et al.
(2015) showed enhanced coupling between the auditory network
and hippocampus.

Cingulate
Supplementary Table S6 displays the species and methodologies
utilized in three animal models exposed to sodium salicylate and
summarizes the results obtained from these studies regarding
potential changes in the cingulate at different time points from
2 to 5 h post-exposure.

The cingulate cortex, another key limbic region investigated
by Wallhäusser-Franke et al. (2003), showed elevation of c-fos
labeled neurons 3 h after a high dose injection of salicylate
(350 mg/kg) in gerbils. The authors noted this upregulation
of c-fos specifically in the ACC subregion. This region has
been implicated in pain processing (Hudson, 2000) and is
often co-activated with the amygdala in affectively stressful
autonomic responses.

Plasticity in the ACC after high dosage of salicylate was
also reported by Mahlke and Wallhäusser-Franke (2004). After
a 350 mg/kg dosage of sodium salicylate, they observed an
upregulation of both Arc and c-fos expressing neurons in gerbils
5 h post-injection. C-fos expressing neurons outnumbered Arc
expressing neurons after this high dose treatment with salicylate
(They also reported a similar finding in the ACC after traumatic
noise exposure, see above). They proposed that since layers 2 and
3 of the cingulate cortex are directly innervated by primary
A1 (Budinger and Scheich, 2009), and they found that Arc
immunoreactivity paralleled their findings of increases in Arc
expression in A1, then this might entail that A1 activation may
exert direct influence on the cingulate cortex.

A third group (Chen et al., 2014) reported no changes
in cingulate cortical neuron excitability or frequency response
after treatment with either 200 or 250 mg/kg of sodium
salicylate, despite behavioral evidence of tinnitus observed
in a subset of treated rats trained on a two-alternative
forced-choice identification task. These experiments assessed
changes in sound-evoked LFPs and in multiunit discharges 2 h

post-treatment. Although Chen et al. (2014) observed no evident
changes in cingulate cortex in this paradigm, hyperactivity was
observed in both LA and hippocampus at this early time point, as
described above.

CONCLUDING REMARKS AND FUTURE
DIRECTIONS

In a variety of different animal models of tinnitus reviewed
here, hyperexcitability, including increases in IEG expression,
increased firing activity, and increased sensitivity to inputs,
is consistently observed in multiple limbic (i.e., non-classical
auditory) regions. The amygdala, the hippocampus, and the
cingulate cortex are rapidly responsive to acoustic trauma,
beginning immediately after cessation of noise exposure, and
continue to exhibit plasticity well beyond the period after noise
exposure ends. These same regions are also rapidly responsive to
treatment with sodium salicylate sufficient to induce behavioral
signs of tinnitus. These results of both early and sustained
plasticity within these limbic regions support the hypothesis that
non-classical auditory (i.e., limbic) regions play a vital role in
both the manifestation and the maintenance of this common
auditory disorder. Moreover, aberrant enhanced connectivity
between limbic and classical auditory structures may contribute
not only to the sensory sensation perceived as tinnitus but also
to the emotional response to the percept of tinnitus, extending
prior sensory gating hypotheses (Rauschecker et al., 2010) that
do not address the potential involvement of limbic regions in
the initiation of tinnitus. Further evidence for the potential
involvement of limbic regions during the initiation phase of
tinnitus is also reviewed by Kraus and Canlon (2012).

What currently remains unclear is the role that
reduced inhibition plays early in tinnitus in these limbic
regions. Considerable evidence of changes in inhibitory
neurotransmission resulting from traumatic noise exposure
have been well-characterized in classic auditory structures,
and is beyond the scope of this review (e.g., Browne et al.,
2012; Zheng et al., 2014; Heeringa and van Dijk, 2016). Also
well-characterized are changes in inhibition in classic auditory
regions resulting from ototoxic treatments such as sodium
salicylate (e.g., Wang et al., 2006, 2016; Liu et al., 2007; Wu
et al., 2018). However, considerably less research has focused
on early changes in inhibition in limbic regions in animal
models of tinnitus. This makes it difficult to assess whether
reduced inhibition or other mechanisms may drive maladaptive
hyperexcitability in different limbic regions in tinnitus. It is
thus difficult to assess speculation that inhibitory gating from
limbic regions may suppress the tinnitus percept at later time
points in the clinical progression of this auditory disorder. At
present, three separate investigations on changes in inhibition
within limbic regions report conflicting results: one report
found no changes in GAD expression within amygdala or
hippocampus soon after acute noise trauma (Kapolowicz
and Thompson, 2016), whereas Gong et al. (2008) found a
decrease in inhibitory transmission in hippocampus after
treatment with salicylate. Conversely, a more recent study
reported an increase in GABAergic inhibition within the
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hippocampus after prolonged exposure to high-intensity sound
(Cunha et al., 2019). These disparate results come from studies
with widely different methodologies, making it difficult to infer
a clear role for inhibitory changes within these limbic regions
in tinnitus.

Even if a decrease in inhibition contributes to
hyperexcitability in some tinnitus models, rectifying such
a change may not prevent the chronic tinnitus percept.
Specifically, Zheng et al. (2014) found that after exposure to
traumatic noise (16 kHz pure tone at 115 dB for 1 h), early
(5 mg/kg s.c., 30 min, and every 24 h for five consecutive days
post-noise exposure) or late (3 mg/day for 45 week beginning
17.5 week post-noise exposure) treatment with L-baclofen, a
GABA-B receptor agonist, failed to prevent development of
behavioral evidence of tinnitus in rats. If limbic regions are
crucially involved from induction through maintenance of
tinnitus, then the better detailed characterization of regional
limbic inhibition at multiple time points is critically needed
to better assess sensory gating hypotheses related to tinnitus
percept and affect.

Tae et al. (2018) used a surface-based vertex analysis of
data collected from magnetic resonance imaging to reveal
evidence of atrophy in the basal and lateral nuclei of the right
amygdala in tinnitus patients compared to controls. The authors
speculated that such atrophy was due to patients’ attempting to
self-modulate their tinnitus percept by a kind of sensory gating,
as suggested by Jastreboff (1990). Tae et al. (2018) also reported a
decrease in left hippocampal volume correlating with an increase
in tinnitus handicap inventory scores, with smaller hippocampi
associated with greater self-reported functional impairment
from tinnitus. Given that none of their tinnitus sufferers
reported evidence of psychological disorders, Tae and coworkers
hypothesized that decreased amygdala and hippocampal volume
was directly related to the pathophysiology of tinnitus or sensory
gating rather than to emotional distress. These results are
insightful, suggesting that individuals who already have reduced
limbic regional volume compared to the normal population may
be more prone to experience tinnitus, or that specific pathologies
in these regions can cause tinnitus.

A recent study supports the latter hypothesis: in mice,
moderate noise exposure (80 dB SPL for 2 h/day) meant to
simulate environmental noise caused an increase in oxidative
stress and tau phosphorylation in hippocampus after just 1 week
of exposure, whereas A1 did not become susceptible to such
changes until after 3 weeks of noise exposure (Cheng et al., 2016).
These results indicate that the hippocampus is more vulnerable
at an earlier time point to potentially damaging sounds than
classical auditory structures such as the A1. Although Cheng
and colleagues did not investigate how increased vulnerability to
potentially traumatic sounds may relate to initiation of tinnitus,
their results indicate early vulnerability in these limbic regions
and warrant further study.

The role played by stress hormones such as cortisol in
humans (or corticosterone/CORT in rats) is unclear in limbic
neuronal plasticity at early or late time points after tinnitus-
inducing acoustic or salicylate treatments. Wallhäusser-Franke
et al. (2003) proposed that tinnitus may be an indirect

consequence of a loss of auditory input associated with stress.
Surprisingly, Kapolowicz and Thompson (2016) found no
change in circulating CORT levels in rats 1 h after traumatic
noise exposure compared to controls. Singer et al. (2013) in fact
reported that heightened stress can result in protection from
acoustic trauma. These sparse and disparate experimental results
suggest that the role of stress in noise trauma-related plasticity
may be complex, and requiremore thorough investigation. Given
data linking altered GABAergic activity with hypothalamic-
pituitary-adrenal (HPA) axis function (Bowers et al., 1998; Dent
et al., 2007; Cullinan et al., 2008) and that the amygdala and
hippocampus are principle brain regions regulating HPA activity
following psychological or emotional distress (Herman and
Cullinan, 1997; Herman et al., 2003), one focus of future animal
models of tinnitus should be to investigate direct relationships
between altered inhibitory neurotransmission and hormonal and
noradrenergic stress responses, and their impacts on neuronal
function in these limbic regions.

As this current review shows, plasticity in both the
amygdaloid complex and in the hippocampus, and to a lesser
degree in the cingulate cortex, has been characterized in
both the initiation and maintenance of experimental models
of tinnitus. Prominent descriptions of tinnitus, such as the
sensory gating hypothesis, should be updated to reflect evidence
that limbic region function is altered not only in tinnitus
maintenance but also at much earlier stages. Additional study
of cingulate cortex plasticity in tinnitus models is needed to
identify additional specific contributions to the development
of tinnitus symptomology. The experimental results reviewed
here suggest that limbic and other non-classical auditory
brain regions are promising targets for researchers seeking a
more comprehensive mechanistic understanding of the auditory
disorder of tinnitus and may yield useful translational targets for
improving treatment.
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Hemianopia is characterized by blindness in one half of the visual field and is a
common consequence of stroke and unilateral injury to the visual cortex. There are few
effective rehabilitative strategies that can relieve it. Using the cat as an animal model
of hemianopia, we found that blindness induced by lesions targeting all contiguous
areas of the visual cortex could be rapidly reversed by a non-invasive, multisensory
(auditory-visual) exposure procedure even while animals were anesthetized. Surprisingly
few trials were required to reinstate vision in the previously blind hemisphere. That
rehabilitation was possible under anesthesia indicates that the visuomotor behaviors
commonly believed to be essential are not required for this recovery, nor are factors
such as attention, motivation, reward, or the various other cognitive features that are
generally thought to facilitate neuro-rehabilitative therapies.

Keywords: multisensory, rehabilitation, vision, cross-modal, hemianopia

INTRODUCTION

Extensive damage to the visual cortex on one side of the brain produces blindness in the opposite
hemifield (hemianopia) despite the sparing of other visual centers far from the site of the physical
insult (Sand et al., 2013; Goodwin, 2014). Of special note is the superior colliculus (SC), a
midbrain structure that plays a major role in detecting, localizing, and orienting to visual targets.
Its multisensory neurons allow it to use non-visual cues to facilitate this process (Stein and
Meredith, 1993), and its location in the midbrain ensures that it is not directly damaged by a
hemianopia-inducing cortical insult. Yet, as shown in the cat model of hemianopia, the loss of
visual responses in the multisensory layers of the SC and the total absence of visual detection and
orientation responses to contralateral visual stimuli following lesions of visual cortex reveal that
it too is compromised, presumably via secondary excitotoxic injuries that may alter other input
structures such as the basal ganglia (Jiang et al., 2009, 2015). Interestingly, the dysfunction of SC
appeared to be limited to its visual role. Its other sensory representations and sensorimotor roles
remained intact: SC-mediated auditory and tactile detection and orientation responses were readily
elicited (see also Sprague and Meikle, 1965).

Previously it was shown that hemianopia could be reversed using a non-invasive multisensory
training paradigm (Jiang et al., 2015). The procedure consisted of presenting cross-modal
combinations of spatiotemporally congruent auditory-visual cues in the blind hemifield of alert
animals engaged in a sensory localization task. Because the animals were not deafened by the
cortical lesion, they readily responded to the auditory-visual stimulus complex. After only a few
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weeks of daily multisensory training sessions, a striking change
occurred: not only could the animals now detect and localize a
visual stimulus throughout the previously blind hemifield, but
they could also discriminate elementary visual patterns there.
Visual responses that had been lost in the multisensory layers
of the ipsilesional SC also returned, and cortico-SC circuits
normally engaged in multisensory integration (i.e., projections
from the anterior ectosylvian sulcus, AES) were found to be
crucial for the recovery. The recovery could not be induced by
training with visual or auditory cues alone. In an important series
of studies in human patients, Làdavas and colleagues (Bolognini
et al., 2005; Leo et al., 2008; Passamonti et al., 2009; Dundon
et al., 2015a,b) used a similar training paradigm and alsomet with
success in evoking contralesional visual responses.

It is commonly believed that the success of this rehabilitative
paradigm is a retraining of the visuomotor targeting behavior
itself (see, review in Dundon et al., 2015a). In this case, the
key factor would be the orienting action (initially elicited by
the auditory stimulus) in the presence of the visual stimulus.
Also, if true, it is reasonable to hypothesize that the effectiveness
of this paradigm would be facilitated by other factors such
as motivation, attention, arousal, and reinforcement, as these
are commonly believed to enhance most neuro-rehabilitative
therapies. An alternative explanation, however, is that the
paradigm operates via the brain’s inherent mechanisms for
multisensory plasticity, which operate independent of these
factors and can be engaged under anesthesia (Yu et al., 2013).
In this case, the requirement would only be repeated, reliable
exposure to the visual-auditory stimulus complex in the blinded
hemifield. The present study examined this possibility directly.

MATERIALS AND METHODS

Adult mongrel cats (four male, three female) were obtained from
a USDA-licensed commercial animal breeding facility (Liberty
Labs, Waverly, NY, USA). The experimental procedures used
were in compliance with the National Institutes of Health ‘‘Guide
for the Care and Use of Laboratory Animals’’ (8th edition, NRC
2011) and approved by the Institutional Animal Care and Use
Committee at Wake Forest School of Medicine. Each animal was
first screened to ensure that it was tractable and responded to
visual and auditory stimuli in both hemifields. All efforts were
made to minimize the number of animals used.

Visual Detection and Orientation Testing
Visual orientation capabilities were quantitatively evaluated in a
semicircular perimetry arena using previously describedmethods
(see Jiang et al., 2015, see also Figure 1A). Animals were
maintained at 80%–85% of body weight and obtained most
of their daily food intake during, or immediately after, each
behavioral session. Each animal was first trained to fixate directly
ahead at a food reward held in forceps by one experimenter
and protruded through a hole in the front wall of the apparatus
58 cm ahead at the 0◦ fixation point. Trial initiation was always
contingent upon the animal establishing fixation. Once released
by the animal handler (a second experimenter), the animal was
required to move directly ahead to obtain the food reward.

It was then trained to respond to the test stimulus (a white
ping-pong ball at the end of a stick) presented at any 15◦ interval
from 105◦ left to 105◦ right. This required little training as
animals responded to the stimulus almost reflexively. Stimuli
were presented manually and introduced suddenly from behind
a black curtain while the animal was fixating. Additionally, on
some trials, the ball remained hidden behind the opaque curtain
and was tapped on the side of the apparatus to produce an
auditory stimulus. If the animal oriented to and approached
any test stimulus it was rewarded there, but could also move
directly ahead to obtain a similar reward at the fixation point. The
animal handler did not know the location of the upcoming test
stimulus. This was determined by the experimenter holding the
food reward, who also ensured that the trial did not begin if the
animal had broken fixation. The verbal command ‘‘Go’’ triggered
the release of the animal. ‘‘Catch trials’’ in which no stimulus was
presented were interleaved with test trials at different locations
to encourage the animal to minimize breaks in fixation, scanning
movements, and ‘‘false’’ responses. Generally, in a given session,
each of the 15◦ locations was tested at least 4–5 times. With
few exceptions, the total number of trials/location was at least
100. The training criterion was an average of 95% correct
responses. All animals reached criterion readily, had normal
visual fields, and their weekly weight records revealed stable
weight profiles.

Visual Cortex Ablation
Surgical procedures were conducted using sterile techniques.
Animals were sedated with an initial injection of buprenorphine
(0.005–0.01 mg/kg, i.m.) /acepromazine (0.05–0.1 mg/kg, i.m.)
to render them tractable. Then, each animal was anesthetized
with sodium pentobarbital (22–30 mg/kg, i.v; Jiang et al., 2009,
2015). Antibiotics (cefazolin, 20–30 mg/kg, i.m.) were provided
preoperatively and, after the loss of reflexes to external stimuli,
the animal was intubated through the mouth for later ventilation
and placed in a stereotaxic head-holder and on a heating pad. A
cannula was placed in the saphenous vein, and body temperature,
expiratory CO2, blood pressure, and heart rate were monitored
via a SurgiVet Advisor (Smith Medical, Dublin, OH, USA) and
maintained within normal physiological limits. The hair over
the surgical site was removed and the area was coated with
betadine. The scalp was opened, a craniotomy was made, the
dura was reflected and the gray matter was aspirated. The lesion
(see Figure 2) was made in the left hemisphere of one animal
and the right hemisphere of six animals (prior work by Jiang
et al., 2015 shows no hemispheric differences) to include the
posterior three-fourths of the lateral and suprasylvian gyri, a
portion of the posterior ectosylvian gyrus, the medial aspect
of the cortex posterior to the cruciate gyrus above the splenial
sulcus so that the lesion targeted Brodmann areas: 17, 18, 19, 20a,
20b, 21a, 21b, 5, 7, and the DLS, VLS, PS, PMLS, PLLS, AMLS,
ALLS, and SVA, but always spared the AES. This large lesion
causes degeneration of the ipsilesional lateral geniculate nucleus
(LGN; Figure 2).

The lesion cavity was filled with moist gel foam, the
cranial bone was replaced, and the incision closed with sutures.
A corticosteroid anti-inflammatory (dexamethasone; 1 mg/kg,
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FIGURE 1 | The testing, training, and multisensory exposure paradigms. (A) Visual and auditory detection/localization capabilities were first assessed on both sides
of space using a simple behavioral task. Cats were trained to fixate forward at 0◦ then orient to, and directly approach, a visual or auditory stimulus at any location in
space. Visual stimuli were produced by lowering a ping pong ball below an obscuring curtain, and auditory stimuli were produced by tapping the ball against the
apparatus wall while still obscured by the curtain. (B) Following surgery, a rehabilitation paradigm consisted of weekly sessions in which animals were exposed to
cross-modal cues while anesthetized. As shown by the schematic at the lower left, the central LED (at 0◦) of the display was briefly illuminated to signal the onset of
the trial. It was followed by the combined LED-broadband noise burst at 45◦ in the contralesional hemifield. Traces illustrate the onset and duration of the stimuli.
Panel (A) adapted from Jiang et al. (2015).

FIGURE 2 | Cortical areas ablated and degeneration of the Lateral Geniculate Nucleus (LGN). (A) Tracings of the brain regions ablated in one animal showing both
the dorsal view and coronal sections. Ablated areas are indicated in gray. All animals received similar lesions. All lesions induced a profound contralesional
hemianopia. (B) Microscopic images of the LGN in this animal. Zoomed images of the outlined area below reveal the near complete absence of large neurons in the
LGN on the same side of the brain (ipsilesional).

i.m.) was given immediately after surgery to control edema,
and analgesics (buprenorphine 0.005–0.01 mg/kg, i.m.) were
routinely administered for a minimum of 24 h after surgery,
and then provided daily as needed. The antibiotic cefazolin

(20–30 mg/kg, i.m.) was given after surgery and continued
as needed. Saline (50–200 ml, s.q. or i.v.) was provided to
compensate for fluid loss. After the return of sternal recumbence
and active locomotion, the animal was returned to its home cage.
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Following surgery, each animal exhibited the characteristic
tonic head deviation toward the lesion side and ipsiversive
circling behavior that is associated with these lesions (Sprague,
1966; Sherman, 1977; Jiang et al., 2015). These symptoms
resolved within 1 or 2 days. However, the absence of orientation
to all manually presented visual stimuli and the total absence of
blink-to-threat reflexes to contralesional visual stimuli persisted
for the 3 month period used as the criterion for a ‘‘permanent’’
visual defect. The animal was then implanted with a head holding
device to be used during rehabilitative training.

Animal Preparation for Multisensory
Exposure and Electrophysiological
Recording
Surgical procedures similar to those described above were
used here. However, in this case, anesthesia was induced with
ketamine hydrochloride (20–30 mg/kg, i.m.) and acepromazine
maleate (0.05–0.1 mg/kg, i.m.), and maintained by artificial
ventilation with isoflurane (0.5–4.0%). Expiratory CO2 was
maintained at 3.5%–4.5%, eyes were covered with a topical
ophthalmic ointment and the craniotomy was made to provide
access to the SC on both sides of the brain. A stainless-steel
recording well/head-holder was fitted over the craniotomy and
anchored to the skull with stainless-steel screws and dental acrylic
(McHaffie and Stein, 1983). After a 10–14 day recovery period,
multisensory rehabilitative exposures began.

During each of the exposure or recording sessions the animal
was anesthetized in its home cage with ketamine hydrochloride
(20–30 mg/kg, i.m.) and acepromazine maleate (0.05–0.1 mg/kg,
i.m.). It was then transported to the experimental room. An
endotracheal tube was inserted, and the animal was artificially
respired. Its head was secured by attaching the head-holder to
the stereotaxic frame without wounds or pressure points, and
paralysis was induced with pancuronium bromide; (0.1 mg/kg,
i.v.) to fix the eyes and pinnae. During the multisensory exposure
period anesthesia, paralysis, and hydration were maintained
via continuous intravenous infusion of ketamine hydrochloride
(5–10 mg/kg/h) and pancuronium bromide (0.04–0.1 mg/kg/h)
in 5% dextrose Ringer’s solution (3–6 ml/h) through the
saphenous vein. Blood pressure, heart rate, SpO2 and respiratory
CO2 level were monitored continuously (Digital Vital Signs
Monitor, SurgiVet V9200). End-tidal CO2 was maintained at
3.5–4.5%. SpO2 was maintained at >90%. Body temperature was
kept at 37–38◦C using a heating pad. The pupils were dilated with
ophthalmic atropine sulfate (1%), and the eyes were fitted with
contact lenses to focus them and prevent corneal drying.

The Multisensory Exposure Paradigm
Previous results have shown that extensive, repeated exposure
to modality-specific visual or auditory stimuli in the blinded
hemifield did not rehabilitate hemianopia, nor did exposure
to visual-auditory pairs that were spatially or temporally
incongruent (Jiang et al., 2015; Dakos et al., 2019a,b).
Thus, all training trials contained spatiotemporally congruent
visual-auditory stimulus pairs. The exposure sessions were
conducted once/week and were preceded by a 2 h period of
adaptation in a darkened room. In each exposure session, a

pair of spatiotemporally congruent auditory-visual stimuli was
repeatedly presented at 6-s intervals at 45◦ in the contralesional
hemifield (Figure 1B). One animal was also tested with a series
of auditory-visual exposures in the ipsilesional hemifield. The
visual stimulus was presented for 1,500 ms against a dark
background (∼0.75 cd/m2). It was composed of a vertically-
displaced pair of 10 mm white LEDs (the speaker for auditory
stimulus delivery was located between the two LEDs), each
covered by a diffusing filter made from a section of a white
ping-pong ball (∼13.8 cd/m2). The diameter of each light circle
produced was approximately 5◦. The center of the top circle
was elevated approximately 2◦ above the animal’s eyes and the
bottom circle was approximately 7◦ below its eyes. The auditory
stimulus was a broadband noise burst, 75 dB SPL against an
ambient background of 48.4–52.7 dB SPL. It was presented for
100 ms. Animals received between 100 and 2,400 auditory-visual
exposures per session. In one animal the number of stimulus
presentations was varied in each session, in all others it was fixed
at either: 100, 600, or 2,400 exposures/session.

Probing for Visual Recovery During the
Multisensory Exposure Period
Rehabilitative success was assessed with ‘‘probe’’ trials in the
perimetry arena (Figure 1A) on days in which there was no
exposure session. These involved detecting the visual stimulus
(the white ping-pong ball) at each of the target locations (see
‘‘Visual Detection and Orientation Testing’’ section above).
Anesthetized exposure sessions were stopped at the first sign
that contralesional visual orientation capabilities were restored.
At that point, only behavioral assays were continued for a
minimum of 2 months to verify the extent and persistence of the
recovered function.

Electrophysiology Procedure
Animals were prepared for recording sessions (see above) after
behavioral tests were completed. The purpose of these recordings
was to determine whether visually-responsive neurons could
be identified in the intermediate and deep layers of the
SC of rehabilitated animals. Previous studies determined
that this visual responsiveness is lost consequent to the
lesions performed here and that it is restored concomitant
with the return of the visually-guided behaviors tested here.
Neuronal activity was recorded extracellularly with epoxylite-
insulated tungsten microelectrodes (2–4 M�), then were
bandpass-filtered, amplified, displayed on an oscilloscope, and
subsequently processed to computer disc using a 1401+ hardware
acquisition system (CED Systems, Cambridge, England). The
single neuronal activity was sorted by running with CED
Spike2 software. The visual receptive fields of isolated SC neurons
were mapped on a Plexiglas hemisphere using a moving or
stationary spot or bar of light from a hand-held ophthalmoscope.
The presence of auditory responsiveness overlapping visual
receptive fields was determined using broadband noise bursts
(100 ms duration, 70 dB SPL) delivered from a movable
speaker. For all quantitative tests, visual and auditory stimuli
were presented repeatedly (n = 10–20 times/test, at 6–10 s
intervals). Visual stimuli of various shapes and sizes were
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presented through an electronically-controlled, galvanometer-
driven mirror system. Auditory stimuli were controlled by a
custom-built audio generator. The magnitudes of responses
to visual and auditory stimuli presented alone and together
in spatiotemporal concordance (i.e., simultaneously) were
quantified as the mean number of stimulus-elicited impulses.
Multisensory enhancement (ME) was quantified as the percent
difference between the response elicited by a visual-auditory pair
and the most robust response elicited by one of the component
stimuli (Meredith and Stein, 1983).

Statistical Methods
All data are illustrated with the lesion depicted on the right side
and the left side of space as contralesional. Data were analyzed
for the central 180◦ of visual space in which pre-lesion visual
performance was most reliable in all animals. Final stimulus
detection and orientation accuracy were assessed with X2 tests.
Logistic regression was used to determine whether any significant
differences in visual recovery were related to the different
multisensory training conditions. This was accomplished by
comparing regression models fit to data pooled across all animals
(using nearest-neighbor interpolation to fill gaps) to models in
which a single animal was extracted and fit separately from the
pool. This allowed each animal’s performance to be compared
to the pooled data. The difference in deviances between the two
models was evaluated against an X2 distribution with 1 degree
of freedom. The significance of physiological responses was
evaluated with two-tailed t-tests.

Histological Evaluation of Cortical Lesions
At the termination of experimentation each animal was
sedated with ketamine hydrochloride (20–30 mg/kg, i.m.) and
acepromazine maleate (0.05–0.1 mg/kg i.m.) and, following the
loss of reflexes, given a lethal dose of pentobarbital (100 mg/kg;
i.p.). It was then perfused transcardially with 0.9% saline
followed by 4% paraformaldehyde. The brain was removed,
cut on a cryostat, and processed using routine histological
procedures (neutral red staining; see Figure 2). The cortical
lesion was reconstructed from photographs of the tissue block
on the cryostat while serial coronal sections were taken. These
were then referenced to standard anatomical maps (Scannell
et al., 1996). Retrograde degeneration of the dorsal LGN was
visualized microscopically.

RESULTS

Behavioral Results
The repeated presentation, to anesthetized animals, of congruent
auditory-visual stimuli in the hemianopic field proved to be
effective in rehabilitating hemianopia. Prior to the lesion, every
animal achieved near-perfect performance in detecting visual
stimuli at each tested location in the central 180◦ (Figures 3,
4, ‘‘pre-lesion’’). However, testing after a week of post-surgical
recovery revealed that responses in contralesional space were
entirely eliminated. Responses to visual stimuli in the ipsilesional
(i.e., normal) hemifield remained intact, as did responses to
auditory stimuli in both hemifields.

The hemianopia in each of these animals persisted throughout
the post-surgical, pre-intervention period, which was aminimum
of 3 months and in one case was extended to 15 months. After
establishing that the defect was stable (Figures 3, 4, ‘‘post-
lesion’’), multisensory exposure sessions began. In each case,
the animal was anesthetized and paralyzed. After 3–7 weeks
of these sessions, all animals began responding to visual
stimuli in contralesional space. The delay between the start
of the exposure sessions and the first signs of recovery was
related to the density of exposures per session, but not
systematically. There were no significant differences in the timing
of recovery onset for animals given 600 exposures/session (range:
3–4 weeks) vs. 2,400 exposures/session (4 weeks; Wilcoxon
test on days-until-recovery: p = 0.63), despite the four-fold
increase in exposure density. However, reducing the density
of exposures/session to 100 doubled the recovery period to
7 weeks. The timeline of six animals’ exposure and recovery
is described in Table 1. The table shows the total number of
auditory-visual exposure trials, the number of exposure sessions,
weeks of exposure, and the number of days between the start
of the recovery, as well as when visual detection/localization
performance had achieved pre-lesion levels. Data from the pilot
animal (09NJO3) are not included despite its recovery, because
cross-modal stimulus exposure was not systematic during this
initial exploratory study (varying in frequency, timing, location,
and identity).

Exposure sessions for each animal were terminated at the
first appearance of contralesional visual responses. These initial
responses always appeared at a location in central visual
space (i.e., 15◦ or 30◦, see Figure 5). The effective region
expanded thereafter to more peripheral locations. However,
within 1–2 weeks every animal reached ceiling performance
at every contralesional location tested (Figures 3, 4, ‘‘post-
exposure’’). This central-to-peripheral pattern was previously
observed in animals rehabilitated while awake (Jiang et al.,
2015), and occurred despite the fact that auditory-visual exposure
stimuli were presented only at 45◦ in contralesional space.
Apparently, the exposure location neither specifies the location
at which responses will first be observed nor the extent of the
restored visual field. The paradigm does not require exposure at
every location to be successful. Furthermore, visual restoration
did not vary systematically by exposure density and, except for
the animal with 100 exposures/sessions, all animals recovered
within approximately the same time period.

As a control, one animal was exposed to cross-modal stimuli
(600 exposures/session for 9 weeks) at the homotopic location
in the unaffected (ipsilesional) hemifield. These exposures
failed to induce recovery. The animal was then switched to
600 exposures/session at 45◦ in the blind (contralesional)
hemifield. It recovered at almost the same rate, and with the same
pattern, as did its counterparts whose training began in the blind
hemifield (Figure 6).

X2 tests showed that each animal’s visual detection and
localization performance showed no significant deficit in the
rehabilitated hemifield (from 15◦ to 90◦ of eccentricity, p-value
range: 0.998–1, DF = 6). There was also no performance
difference from that in ipsilesional space (p-value range: 0.993–1,
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FIGURE 3 | Visual detection and orientation capabilities for each animal before the lesion (pre-lesion column), >3 months after the lesion (post-lesion), and after
multisensory exposure (post-exposure). Polar charts depict the accuracy of responses to visual stimuli presented at eccentricities between 90◦ to the left and right of
fixation (15◦ intervals). Concentric circles in the plot indicate accuracy increments of 20%. Performance of all animals at all locations was near-perfect prior to the
lesion. After the lesion, responses to contralesional visual stimuli disappeared (“BLIND”), but returned to near-perfect following multisensory exposure. For illustration
the contralesional hemifield is always drawn on the left.

Frontiers in Systems Neuroscience | www.frontiersin.org 6 January 2020 | Volume 14 | Article 4117

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Jiang et al. Reversing Hemianopia Under Anesthesia

FIGURE 4 | Summary of the population results. Plotted is the percentage of accurate responses to visual stimuli averaged across animals and locations on the side
of space ipsilateral (ipsi) and contralateral (contra) to the visual cortex lesion at three different time points: before the lesion (pre-lesion), >3 months after the lesion but
before beginning the multisensory exposure series (post-lesion), and after the series was complete and behavior had stabilized (post-exposure, this required
exposure sessions over several weeks). Error bars indicate the standard deviation across animals. Note that the results are highly consistent across animals. Dashed
bar labeled “BLIND” indicates that, after the lesion and prior to rehabilitation, none of the animals detected visual stimuli at any tested location in contralesional
space. Exemplar schematics of the lesion accompany each plot for illustration. ns, not significant, **p < 0.001.

TABLE 1 | Exposure and recovery timelines for six animals (pilot animal
excluded, see text).

Animal name Exposures/Week Exposures until
the first

contralesional
response

Days
from first

contralesional
response to
full recovery

09VID4 600 2,400 (4 weeks) 6
12HHO4 600 3,000 (5 weeks) 7
15KMS1 2,400 12,000 (5 weeks) 10
16JDU4 100 800 (8 weeks) 5
16CPO2 600 2,400 (4 weeks) 7
17LBL2 600 3,000 (5 weeks) 8

The leftmost column indicates animal identity. The second column reports the number of
weekly exposures. The third column shows the total number of auditory-visual exposures
(and a number of weekly sessions), prior to the first response to a contralesional visual
stimulus. The last column indicates the number of days between that first contralesional
response and visual performance reaching pre-lesion levels. Each animal was tested with
a 2–5 visual test/trials/location/day.

DF = 6), or from pre-lesion performance (p-value range: 0.990–1,
DF = 6).

Electrophysiological Results
In the previous Jiang et al. (2015) study, it was noted that the
superficial SC layers of hemianopic animals remained rich in
visually-responsive neurons and that some visually-responsive
neurons were also spared in the deeper, multisensory, layers
of the SC. However, the spared deeper layer visual neurons
had receptive fields that were restricted to central space (<15◦

from the midline). These neurons, which receive visual inputs
directly from the retina and indirectly from extrastriate cortex in
both hemispheres, play an important role in fixation (Baleydier,
1977; Baleydier et al., 1983; Ogasawara et al., 1984; Guitton
and Munoz, 1991; Meredith and Ramoa, 1998) which was
maintained in these animals. In contrast, the deep layer neurons
that lost their visual responsiveness were those with more
peripheral (e.g., >15◦ or more) receptive field centers, and which
play a role in contralateral visuomotor responses (Stein and

Clamann, 1981; Sparks, 1986; Jay and Sparks, 1987; Sparks
and Hartwich-Young, 1989; Guitton and Munoz, 1991; Paré
et al., 1994). This is consistent with the lost visual function
observed here.

To determine whether visual responsiveness was also present
in these deep layer neurons following rehabilitation under
anesthesia, the same electrophysiological recording procedures
used by Jiang et al. (2015) were conducted here in three animals.

Eighty-five neurons were recorded in the multisensory
layers of the ipsilesional SC (n = 46 from an animal
given 600 exposures/session, n = 29 from the animal given
100 exposures/session, and n = 10 from the animal given
2,400 exposures/session). Visually-responsive neurons were
readily found in each of these animals (no inter-animal
differences were observed, see exemplars in Figure 7A), and their
pooled modality convergence patterns are shown in the left plot
of Figure 7B. Many (74%, 58/78) of the visual receptive fields
recorded in rehabilitated animals were very large and extended
into central visual space. An overwhelming majority of these
neurons were also overtly responsive to auditory inputs. The
incidence of visually-responsive neurons also sensitive to the
auditory modality (70%, 26/37) was roughly twice that expected
given their incidence in the normal SC and in recordings from the
contralesional SC of hemianopic animals (Meredith and Stein,
1986; Jiang et al., 2015). Given the high incidence (>30%) of
‘‘covert’’ multisensory neurons (one of the inputs is subthreshold,
see Yu et al., 2013), this is likely to be an underestimate of neurons
receiving an auditory input.

These data are consistent with the suggestion that the
restoration of visual responsiveness depends on the cooperative
interactions of convergent visual and auditory inputs onto the
same neurons. Indeed, all but three (13/16) of the visually-
responsive neurons in the recovered visual hemifield (receptive
fields >15◦ of eccentricity) had their visual (and auditory)
receptive fields encompassing the training site (45◦; Figure 7B,
right). The visual responses of these neurons were often
modulated by auditory stimuli. In only a few cases was their
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FIGURE 5 | Visual responsiveness recovered in a central-to-peripheral pattern. A hemianopic animal remained blind in contralesional space after 4 weeks of
exposure sessions (600 auditory-visual exposures/session). Contralesional visual responses were first observed in the 5th week at 15◦. The effective region
expanded to 45◦ within several days (Day 0 was a day of exposure, and the results depicted were averaged over 2 days), and to at all contralesional locations tested
within 2 weeks.

FIGURE 6 | Multisensory training in the unaffected (ipsilesional) hemifield failed to induce recovery from hemianopia. Nine weeks of ipsilesional multisensory
exposure at 45◦ (600 exposures/session) failed to ameliorate the animal’s hemianopia (conventions are the same as in Figure 4). At week 10 the cross-modal
stimulus was moved to 45◦ in the blind (contralesional) hemifield. A series of exposures (600/session) at this location led to visual recovery within the same time
frame as in animals that only had multisensory exposure in the blind hemifield.

ability to integrate cross-modal cues tested systematically, but
this ability is a characteristic feature of multisensory neurons
in the normal SC and was clearly evident in the exemplar
presented in Figure 7C. Its visual-auditory response was
significantly elevated above that elicited by either modality-
specific component stimulus.

DISCUSSION

That visual responsiveness was restored in hemianopic
animals by exposure to auditory-visual stimuli while they
were anesthetized and paralyzed reveals that overt visuomotor
behavior is not a requirement in this context, nor are any of
the organismic variables that typically play important roles in
learning and in rehabilitative therapies: e.g., alertness, explicit
reward, engagement in the task, and many cognitive and
motivational factors. Although this may seem surprising, it
is consistent with work demonstrating similar visuomotor
‘‘recovery’’ after surgical intervention to remove sources of
inhibitory influence from the intact hemisphere (Sprague and
Meikle, 1965; Sprague, 1966; Sherman, 1977; Wallace et al., 1989,
1990; Lomber and Payne, 1996; Lomber et al., 2002).

The multisensory rehabilitation paradigm has also been
shown to restore some visual responsiveness in human
hemianopic populations (Bolognini et al., 2005; Dundon et al.,
2015a; see also Purpura et al., 2017). However, some differences
in the results have also been noted. Rehabilitated cats appear
capable of extensive visual processing, including rudimentary
pattern discrimination in the previously blind hemifield (Jiang
et al., 2015). This strongly suggests that they are aware of those
visual events. But rehabilitated human patients, despite being

able to respond to visual stimuli in the previously blind hemifield,
report a lack of awareness of those visual events. This may reflect
a species difference, but may also reflect significant procedural
differences. The absence of visual awareness in rehabilitated
patients was concluded based on their reports when required to
maintain fixation during visual stimulus presentation (i.e., they
suppressed orientation responses). Given that visual responses
to peripheral stimuli can also be suppressed in such a paradigm
(including in the SC, e.g., see Rensink et al., 1997; Simons
and Levin, 1997; Meredith and Ramoa, 1998), probably, the
lack of visual awareness as a consequence of how the task
constraints impacted the circuit. This possibility remains to be
examined experimentally.

The anesthetized cross-modal exposure paradigm utilized
here may not be a viable option for human patients; however,
the current observations provide essential insights into the
underlying process of recovery. Of particular interest is that
the present findings, combined with the fact that exposure to
auditory-alone or visual-alone stimuli are both ineffective in this
rehabilitation (Jiang et al., 2015), strongly support the conclusion
that recovery does not rely on merely drawing attention to
the compromised hemifield. Rather, it appears to depend on
mechanisms of multisensory plasticity that are engaged by cross-
modal stimuli in the compromised hemifield. Violating the
spatial or temporal requirements for SCmultisensory integration
in this paradigm also renders it ineffective in rehabilitation (see
Dakos et al., 2019a,b). Repeated auditory-visual stimulation in
the intact hemifield is ineffective in restoring vision, and had no
salutary effect on subsequent multisensory exposure.

It is interesting to note how little experience with cross-
modal stimuli was needed to induce recovery. In the paradigm,
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FIGURE 7 | Physiological recordings from the ipsilesional superior colliculus (SC) in an exemplar animal after rehabilitation. (A) Electrode penetrations were made in
this animal at several different anterior-posterior positions in order to span the region in which visual responsiveness was lost (i.e., beyond the central 15◦). The visual
receptive fields, location, and modality convergence pattern for isolated neurons in these penetrations are indicated by letters (V, visual; A, auditory; S,
somatosensory). Unisensory visual neurons are shown in black (note that all superficial layer visual neurons are unisensory). As in the normal SC, deeper layer visual
receptive fields are far larger than their superficial counterparts, but maintain general spatial alignment with them. Note that almost all visually-responsive neurons in
the region of interest were overtly multisensory. (B; Left) The population data show that a large proportion of the visually responsive neurons in the reactivated region
were also overtly responsive to auditory stimuli (note that the hatched region on yellow bar shows that was also responsive to somatosensory stimuli, VAS). (Right)
The receptive fields of these “recovered” neurons typically encompassed the 45◦ exposure site (incl) without encroaching on central space (15◦). (C) The
multisensory responses of one of these visual neurons are illustrated here in rasters and peristimulus time histograms at the top. The neuron’s multisensory receptive
fields are shown just below (red = V, green = A; icons show stimulus positions). Summary histograms (lower right) show the neuron’s responses to the V and A stimuli
individually and the multisensory enhancement (ME = 50.2%) evoked by their combination (∗∗p < 0.01, 2-tailed t-test). Overlaid dot plots show response magnitude
on each trial. Error bars indicate standard error of the mean.

stimulus exposures were provided every 6 s. Thus, animals
rehabilitated by 600 exposures/session were given only 1 h
of exposure per week, yet were recovered in approximately
4 weeks (4 h of exposure in total). Neither the speed of recovery
nor its extent was significantly facilitated when the number of
exposures was quadrupled from 600 to 2,400. When the number
of exposures/session was reduced to 100, and exposure sessions
only lasted for 10 min per week, recovery was initiated after
8 weeks (80min of exposure in total). In both cases, the exposures
represented a very small amount of the animals’ total sensory
experience during the rehabilitation period. These observations
underscore the power that statistically regular sensory
exposure has to reshape neural processing dynamics (see also
Xu et al., 2017).

The rapidity with which visual responsiveness returned as
a result of repeated exposure to cross-modal cues contrasts
with the general intransigence of hemianopia under normal
circumstances. Cross-modal events are a common feature of
normal environments, and animals are likely to be exposed
to thousands of such events in contralesional space every day.
So, why is this ‘‘natural’’ multisensory exposure insufficient
for rehabilitation while the laboratory exposure paradigm is
so effective? One likely possibility is the difference in the

density and regularity of the cross-modal events in these two
circumstances. Cross-modal stimuli in the current rehabilitative
paradigm were always congruent in space and time, and their
individual physical features, spatiotemporal relationships, and
iterative rates remained constant within and across exposure
sessions. In a normal environment, a host of events gives
rise to visual, auditory, and visual-auditory cues that can vary
substantially in their physical features and in their cross-modal
spatiotemporal relationships. Even repetition of the same event
at different times in the non-laboratory environment is often
accompanied by significant variation in the physical features and
concordance of the cross-modal cues relative to the perceiver.
Variation attributed to these and other sources can produce
‘‘contravening’’ experiences that may degrade the effectiveness of
the stimuli in guiding underlying changes in the circuit.

The sensitivity of multisensory plasticity to regularity and
congruency in cross-modal experience has been observed in
other circumstances. Animals reared to adulthood in dark rooms,
or with omnidirectional sound, have been deprived of the cross-
modal experiences needed to develop the hallmark capability
of normal SC neurons to integrate visual and auditory stimuli
(Stein et al., 2014). Nevertheless, the later development of this
capability in such animals can be rapidly initiated by repeatedly
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exposing them to these spatiotemporally congruent cross-modal
stimuli (Yu et al., 2010; Xu et al., 2012). This is far less
effectively initiated by ‘‘natural’’ sensory experience in normal
environments (Rowland et al., 2014; Xu et al., 2017).

It is important to note that repeated exposure to such
congruent cross-modal stimuli also amplifies the responses of
SC neurons to their modality-specific component responses (Yu
et al., 2009, 2013). In each of these cases, multisensory exposure
is effective in this regard even when animals are anesthetized
as they were here (Yu et al., 2009, 2010; Xu et al., 2012). The
dependence of recovery on multisensory exposure, the required
integrity of the AES-SC projection for this training to be effective
(Jiang et al., 2015), the paucity of other visually-responsive
structures in lesioned animals, and prior work showing that
permanent hemianopia is induced when both cortex and SC are
damaged (Sherman, 1977; Wallace et al., 1990), all point to the
critical role of the SC in this recovery process. However, the
specific neurological changes that enable the return of visual
responsiveness in the SC remain to be determined.

Yet, particularly interesting is that overt visually-guided
behavior returned in a central-to-peripheral progression despite
the single 45◦ exposure site and that once recovery was initiated
in central space, no additional training was required for it to
extend throughout the entire contralesional visual field (see also
Lomber et al., 2002). There are several factors that may have
been involved. Many of the rehabilitated visually-responsive
neurons were found to have receptive fields that extended
into central visual space. Given that the SC has a very high
density of neurons representing central visual space and a rapidly
decreasing proportion representing more peripheral locations,
the critical number of active neurons needed to support visual
behavior may have been first achieved at more central locations
and then successively at more peripheral locations. In addition,
the neurons representing the most central region of visual
space that were retained after the cortical lesion may have
exaggerated this effect by exerting a bias on localization decisions
that steadily weakened as visual responses returned in neurons
representing more peripheral locations. These possibilities also
require further exploration.

It should be noted that removing all contiguous areas of
the visual cortex likely produces significant and permanent
functional consequences that were not explored here.
Physiological changes in SC neurons have been noted with
visual cortex lesions of varying extent and these include
limiting the capabilities of SC neurons to respond selectively to
direction or velocity of movement, and lowering the incidence of
binocularity (e.g., see McIlwain and Fields, 1971; Rosenquist and
Palmer, 1971; Ogasawara et al., 1984; Hardy and Stein, 1988).
Perceptually, it is likely that the lesion compromises higher-order
visual functions such as those related to the identity or meaning
of visual events.

Also important to note is that a region of ipsilateral
association cortex (the AES) distant from the lesion site appears
to play a crucial role in supporting the restored SC visual activity.
Removing AES after training-induced recovery reinstates the
hemianopia and eliminates SC visual responses (Jiang et al.,
2015). This is the case despite the fact that the lesion of visual

cortex also deprives AES of major sources of visual input (Mucke
et al., 1982; Norita et al., 1986; Olson and Graybiel, 1987;
Scannell et al., 1996), which would have initially minimized its
visual contribution to the SC. However, there is a likely active
reconfiguration and functional alteration in the capabilities of
the remaining visual circuits (Payne et al., 1996; Sorenson and
Rodman, 1999; Bridge et al., 2008; Das et al., 2012), possibly
enhancing their visual inputs to AES and, in turn, the effect of
AES on the SC.

A prime candidate for supplying the critical visual inputs
for this role is the superficial SC (see also, Casagrande et al.,
1972). Its neurons can access AES via thalamocortical relays
(Mucke et al., 1982; Olson and Graybiel, 1987; Abramson and
Chalupa, 1988; Harting et al., 1991; Kelly et al., 2003), can
provide it with a rich source of visual information, and, as noted
above, these SC neurons retain their visual responsiveness after
the hemianopia-inducing lesion. Indeed, they are often thought
to play a role in the residual (albeit unconscious) visuomotor
capabilities of human patients referred to as ‘‘blindsight’’ (Leh
et al., 2006, 2010; Cowey, 2010; Tamietto et al., 2010; but see
Schmid et al., 2010). They are also believed to be involved in
one of many functional loops in the nervous system which,
in this context, could allow one part of the SC (the purely
visual superficial layers) to provide functionally relevant input
to another part (its multisensory layers) via AES (McHaffie
et al., 2005). But, to use that visual input, or any other input
that survives the lesion, such as the sparse projections from
retina (Wässle and Illing, 1980), pretectum (Edwards et al.,
1979; Huerta and Harting, 1982), or directly from the overlying
superficial SC (Casagrande et al., 1972; Behan and Appell, 1992;
Schnupp et al., 1995; King et al., 1998; May, 2006), the circuit
must be sensitive to the multisensory exposure paradigm. Once
again this points to the multisensory SC neuron itself and/or
its local circuit as a primary locus of the rehabilitative effect.
This is consistent with the observation that the characteristic
capability of ME was possible in the few neurons examined. This
capability may have already been present before the hemianopia
was resolved via the combination of subthreshold visual and
suprathreshold auditory inputs. Whether this is actually the
case, and whether the process could impact perception and
overt behavior at this time is currently unknown (but see
Ten Brink et al., 2015).

Whatever combination of circuit changes was induced by the
current exposure paradigm to restore visual responsiveness in
the previously blind hemifield, the organismic variables generally
thought to be important in learning and in functional recovery
from brain damage were not essential in this context. It is also
an open question about whether or not they could facilitate
this process. Using alert, interactive, and rewarded animals in
a previous study, Jiang et al. (2015) found that a similar cross-
modal rehabilitative paradigm was effective after 11–12 days.
Although this is half or less the exposure duration required
here with the anesthetized animal, suggesting a facilitation effect,
that exposure paradigm involved sessions 5 days/week, whereas
exposure sessions (albeit, with a higher density of trials) were
provided to the anesthetized animal only once/week. When
measured in terms of the number of hours of ‘‘training’’ that
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led to rehabilitation, there was no obvious benefit of an alert
behaving preparation. Although more controlled comparisons
are clearly necessary before accepting what seems like a
counterintuitive conclusion, the present findings do emphasize
the sensitivity of the visual component of the multisensory
circuit to the simple covariance of cross-modal cues. Repeated
presentation of this stimulus complex led the circuit to regain
many of its functional capabilities, thereby reversing hemianopia,
and did so even when the host may have been unaware of the
training experience.
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Spaceflight missions to the International Space Station (ISS) expose astronauts to
microgravity, radiation, isolation, and elevated carbon dioxide (CO2), among other
factors. Head down tilt bed rest (HDBR) is an Earth-based analog for spaceflight used to
study body unloading, fluid shifts, and other factors unrelated to gravitational changes.
While in space, astronauts need to use mental rotation strategies to facilitate their
adaptation to the ISS environment. Therefore, spatial working memory is essential for
crewmember performance. Although the effects of HDBR on spatial working memory
have recently been studied, the results are still inconclusive. Here, we expand upon
past work and examine the effects of HDBR with elevated CO2 (HDBR + CO2) on
brain activation patterns during spatial working memory performance. In addition,
we compare brain activation between 30 days of HDBR + CO2 and 70 days of
HDBR to test the isolated effect of CO2. Eleven subjects (6 males, 5 females; mean
age = 34 ± 8 years) underwent six functional magnetic resonance imaging (fMRI)
sessions pre-, during, and post-HDBR + CO2. During the HDBR + CO2 intervention,
we observed decreasing activation in the right middle frontal gyrus and left regions of
the cerebellum, followed by post-intervention recovery. We detected several correlations
between brain and behavioral slopes of change with the HDBR + CO2 intervention.
For example, greater increases in activation in frontal, temporal and parietal regions
were associated with larger spatial working memory improvements. Comparing the
HDBR + CO2 group to data from our previous 70-day HDBR study, we found greater
decreases in activation in the right hippocampus and left inferior temporal gyrus for
the HDBR + CO2 group over the course of the intervention. Together, these findings
increase our understanding of the neural mechanisms of HDBR, elevated levels of CO2

and spaceflight-related changes in spatial working memory performance.
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GRAPHICAL ABSTRACT | Top: previous findings regarding spatial working memory performance after bed rest protocols. Citations are presented in the Reference
section. Bottom: Summary of findings from the present study showing (A) no differences in spatial working memory behavior performance; (B) decreasing activation
in some brain regions suggesting that HDBR + CO2 may reduce subjects’ ability to recruit appropriate working memory networks; (C) positive and negative
brain-behavior correlations suggesting adaptive or compensatory brain response to HDBR + CO2.

INTRODUCTION

Spaceflight negatively affects human sensorimotor functioning
and cognition (De la Torre, 2014). Cognitive performance in
astronauts may be impaired by microgravity, radiation, noise,
fatigue, and sleep deprivation, among other factors (De la Torre,
2014). Spatial orientation, mental rotation, and recognition
are among the most common cognitive processes affected by
spaceflight (De la Torre, 2014).

Mental rotation is a type of spatial working memory task
in which a person imagines how an object would appear if
it was rotated away from the presented orientation (Shepard
and Metzler, 1971). Working memory is part of the short-
term memory system, which involves a series of interactive
processes that comprise the ability to temporarily maintain and
manipulate information in the mind (Baddeley, 2017). Spatial
working memory has an important role for executive function
as well as sequence learning and sensorimotor adaptation
(Seidler et al., 2012). Therefore, working memory is essential
for successful crewmember performance. For instance, while in
space, astronauts use mental rotation strategies to facilitate the
recognition of objects and other astronauts’ gestures.

Head down tilt bed rest (HDBR) is a well-established Earth-
based analog of spaceflight used to investigate the physiological
effects of microgravity on human performance (Moore et al.,
2010). HDBR simulates the axial body unloading and fluid shifts
toward the head that occur during spaceflight. Both spaceflight

and HDBR impact sensorimotor function and are associated
with modifications of brain structure and function in healthy
individuals (Bock et al., 2010; Koppelmans et al., 2016; Roberts
et al., 2017; Lee et al., 2019b). The effects of HDBR specifically
on working memory remain unclear. Previous work assessed
20 males that underwent seven days of −6◦ HDBR. These
individuals showed reduced mental rotation ability after three
days of HDBR, but recovered after the end of HDBR, suggesting
that short-duration HDBR temporarily impacts mental rotation
abilities (Wang et al., 2017). Our group previously evaluated 17
males who underwent a 70-day HDBR intervention. We reported
improvements in spatial working memory performance after
70 days of HDBR compared to baseline, suggestive of test practice
effects (Cassady et al., 2016). Further, we found that working
memory performance changes correlated with brain connectivity
alterations (Cassady et al., 2016). This suggests that neuroplastic
mechanisms may facilitate adaptation to the HDBR environment
(Cassady et al., 2016).

In addition to microgravity, chronic exposure to elevated
levels of carbon dioxide (CO2) on the International Space Station
(ISS) may also contribute to cognitive performance impairments
(Manzey and Lorenz, 1998; Allen et al., 2019). Astronauts
aboard the ISS often report hypercapnia-related symptoms
such as headaches (Law et al., 2014), spatial disorientation,
reduced attention and concentration, among other symptoms
(Kanas and Manzey, 2008; De la Torre, 2014). Our group
recently reported the effects of 30 days HDBR coupled with
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elevated CO2 on cognitive and sensorimotor performance (Lee
et al., 2019a). Individuals in this cohort showed improvements
in card rotation performance (i.e., a learning effect and no
effect of the intervention) and no changes in cube rotation
and working memory (Lee et al., 2019a). Although several
recent studies have reported HDBR- and spaceflight-related
changes in spatial working memory abilities (Leone et al.,
1995; Lipnicki et al., 2009; Chen et al., 2013; Wang et al.,
2017), there is still little understanding regarding how HDBR
may affect the neural processing of spatial working memory.
Further, no previous work has investigated neural spatial
working memory changes with a combined HDBR and elevated
CO2, which better mimics the elevated CO2 onboard the ISS
(Law et al., 2014).

In the present pilot study, we examine the effects of 30 days
of HDBR combined with elevated CO2 levels (HDBR + CO2)
on the neural correlates of spatial working memory performance
in eleven participants. We addressed two primary aims: (1) to
investigate the time course of effects of a 30-day HDBR + CO2
intervention on brain activation patterns during spatial working
memory task performance; and (2) to determine whether
any brain changes correlate with changes in spatial working
memory performance. As a secondary aim, to investigate the
additive effects of elevated CO2 and long-duration HDBR,
we compared the data here with those from our previous
HDBR work (Yuan et al., 2016, 2018a; Koppelmans et al.,
2017). This comparison was exploratory, given that the two
HDBR interventions differed on several dimensions including the
exposure duration.

MATERIALS AND METHODS

Participants and Testing Timeline
HDBR + CO2
This longitudinal study conducted at:envihab in the German
Aerospace Center, Cologne, Germany, included eleven
participants (6 males, 5 females) with mean age of 34 ± 8 years
at the beginning of the study. Participants were tested in
six different time points: twice before the protocol started,
twice during intervention and twice after the end of the
bed rest (Figure 1). During the HDBR + CO2 intervention,
subjects maintained 6◦ head down tilt position while exposed
to ambient 0.5% CO2 (3.8 mmHg partial pressure of CO2)
(Law et al., 2014) at all times during 30 days. Oxygen and
nitrogen levels were 20.9% and 78.6%, respectively. These
small changes had no physiological effects neither affected the
oxygen saturation. All participants received a controlled
diet, had daily 8-h sleep opportunities (10:30 PM–6:30
AM) and were not allowed to use a pillow except when
laying on their side.

Three days prior to bed rest and on the first day after bed rest
blood draws were acquired to measure arterial partial pressure
of carbon dioxide (PaCO2). This was part of NASA’s standard
measures assessments.

All procedures were approved by the University of Florida and
NASA Institutional Review Boards as well as by the local ethical

commission of the regional medical association (Ärztekammer
Nordrhein). All subjects provided written informed consent and
received monetary compensation for their participation.

70-day HDBR
Sixteen individuals (all males; mean age = 29 ± 3 years) consented
to participate in this study. All procedures were approved
by the University of Michigan, University of Texas Medical
Branch, and NASA Institutional Review Boards. All participants
were admitted to the NASA bed rest facility at the University
of Texas Medical Branch, Galveston, TX, United States and
completed two baseline data collection sessions in the 2 weeks
prior to starting HDBR. Subjects then underwent 70 days of
HDBR intervention with normal atmospheric CO2 (∼0.04%;
0.3 mmHg partial pressure of CO2). During this campaign,
participants remained lying down with a six-degree head down
tilt at all times. They were allowed to use a pillow and to
support their head with their hand during each meal (30 min).
Subjects stayed at the facility for 14 days after HDBR and
completed two recovery data collection sessions during this
time (Figure 1).

Spatial Working Memory Behavioral
Tasks
Spatial working memory behavioral tasks were acquired at all
time points specified in Figure 1. Three different tasks were used
to assess spatial working memory performance, as follows:

(1) Spatial working memory task during functional magnetic
resonance imaging (fMRI) (Figure 2A): This task was
performed in the MRI scanner. Participants viewed a
three-target set (three solid circles) for 500 ms. Following
the presentation of this target set, participants saw a
blank screen for 3000 ms (retention interval). During the
retention interval, participants were instructed to mentally
“connect the dots” and then mentally rotate the shape.
After the retention interval, participants decided whether a
subsequently presented probe set of open circles formed the
same configuration as the target set they mentally rotated.
Participants performed two runs of this task. Each run
included 30 trials.

Participants also performed a control task in the MRI
scanner (Figure 2A). The control task involved the presentation
of three solid circles for 500 ms, followed by a 200 ms
retention interval, then by the presentation of a single
circle for 2500 ms. At this point, participants determined
whether its spatial location matched that of a previously
observed dot. Participants performed one run of this task
consisting of 40 trials. This control task included all of
the processes of the spatial working memory task, except
for the working memory and mental rotation components.
Thus, the subtraction of images from the control condition
should reveal areas actively involved with spatial working
memory maintenance and mental rotation while omitting
those involved in visual processing and response button
pressing (Reuter-Lorenz et al., 2000; Anguera et al., 2010).
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FIGURE 1 | Testing timelines. Top: testing timeline for the HDBR + CO2 group, who completed 30 days of head down tilt bed rest (HDBR) with 0.5% atmospheric
CO2. Bottom: testing timeline for the HDBR group, who completed 70 days of HDBR with normal atmospheric CO2 levels. BDC = baseline data collection;
HDBR = head down tilt bed rest; R = recovery. Functional MRI and behavioral data were collected at all time points specified here. Stars indicate the three time
points used to create the slope images for between-group comparisons.

For both tasks, we calculated the percentage of correct
responses (spatial working memory and spatial working memory
control accuracy).

(2) Card rotation (Figure 2B): Participants completed
Thurstone’s 2D card rotation test (Ekstrom et al., 1976).
During each trial, they were presented with a 2D drawing
of a card with an abstract shape. To the right of this card,
there were eight drawings of the same card that were either
only rotated or both rotated and mirrored. Participants
determined which cards matched the initial drawing
(S = same, i.e., only 2D rotated) and which cards were
different (D = different, i.e., mirrored or flipped from the
card at the beginning of the row). Time to complete the test
(maximum time allowed is 3 min) and accuracy relative to
completed trials were used as indicators of performance
(Koppelmans et al., 2013; Cassady et al., 2016).

(3) Cube rotation (Figure 2C): Participants compared a
collection of 3D cubes (Shepard and Metzler, 1988). During
each trial, a 3D cube assemblage was presented on a
computer screen for 3 s, followed by a blank screen for 2 s,
and then two cube images. One of the two was a match to
the target but was rotated three dimensionally; the other
was a new cube assemblage. Participants indicated which
cube image matched the target image by pressing a left
or right button. Outcome measures for this task included
reaction time and accuracy.

For both card and cube rotation assessments, the
HDBR + CO2 participants were in head down tilt while
subjects from 70-day HDBR performed this task in the supine
position (Koppelmans et al., 2013; Cassady et al., 2016).

fMRI Acquisition Parameters
HDBR + CO2
Functional images were acquired on a 3 Tesla Siemens MRI
scanner, using a gradient echo T2∗-weighted echo-planar
imaging sequence with the following parameters: TR = 2500 ms,
TE = 32 ms, flip angle = 90◦, FOV = 192 × 192 mm,
matrix = 64 × 64, slice thickness = 3.5 mm, voxel
size = 3 × 3 × 3.5 mm3, 37 slices. A T1-weighted gradient-
echo pulse sequence was also acquired: TR = 1.9 s, TE = 2.4 ms,
flip angle = 9◦, FOV = 250 × 250 mm, matrix = 512 × 512, slice
thickness = 1.0 mm, voxel size = 0.49 × 0.49 × 1.0 mm3, 192
slices. Participants maintained the head down tilt position in
the scanner by lying on a wedge of foam; however, the head was
supine in the head coil.

70-day HDBR
For the 70-day HDBR group, fMRI scans were acquired on a 3
Tesla Siemens MRI scanner using a gradient echo T2∗-weighted
echo-planar imaging sequence: Repetition time (TR) = 3.66 s,
Echo time (TE) = 39 ms, flip angle = 90◦, Field of view
(FOV) = 240 × 240 mm, matrix = 94 × 94, slice thickness = 4 mm,
slice gap = 1 mm, voxel size = 2.55 × 2.55 × 5.0 mm3, 36
slices. A T1-weighted gradient-echo pulse sequence was also
collected with parameters: TR = 1.9 s, TE = 2.49 ms, flip
angle = 9◦, FOV = 270 × 270 mm, matrix = 288 × 288, slice
thickness = 0.90 mm, voxel size = 0.94 × 0.94 × 0.90 mm3,
192 slices. Participants did not maintain the head down tilt
position in the scanner.

fMRI Data Processing and Statistical
Analyses
We used Statistical Parametric Mapping 12 (SPM12, version
7219) and MATLAB R2018a, version 9.0 for preprocessing and
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FIGURE 2 | Spatial working memory performance tasks. (A) Top: Spatial working memory task performed in the MRI scanner. Bottom: Spatial working memory
control task performed in the MRI scanner. (B) Thurstone’s 2D card rotation test. (C) Cube rotation task.

statistical analyses. We used a standard SPM preprocessing
pipeline for fMRI. All functional images were slice timing
and head motion corrected (realigned and resliced). Following
these steps, the Artifact Detection Tool (ART)1 was used as
an additional quality check. We removed volumes with motion
threshold equal or greater than 3 mm (i.e., approximately the
size of one voxel for the HDBR + CO2 group) and global brain

1www.nitrc.org/projects/artifact_detect/

signal Z threshold equal or greater than 9. Two individuals had
movement outliers; for one of them the first 21 of 76 volumes
were excluded, while the first 8 of 76 volumes were excluded
for the other participant. We included head motion parameters
outputted by ART as covariates in the subject-level analyses to
minimize effects of these volumes on group-level analyses.

Next, whole brain fMRI images were normalized to
MNI152 space using Advanced Normalization Tools
(Avants et al., 2011), in a multi-step procedure. First, the
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T1 images were skull stripped using ImCalc (SPM12). Then,
participant-specific templates were created using ANTs’
AntsMultivariateTemplateConstuction.sh function. Next, these
templates were normalized to MNI152 common space using
ANTs’ AntsRegistration.sh function. In order to normalize
the images, we then created mean fMRI participant-specific
templates (using ANTs’ AntsMultivariateTemplateConstuction.sh
function) and used these templates to coregister the functional
images to the T1-specific templates. Coregistration was
performed using AntsRegistration.sh. The resulting warp
parameters were applied to the 4D EPI images using ANTs’
AntsApplyTransforms.sh function. Finally, the normalized data
were spatially smoothed with an 8 mm full-width half-maximum
three-dimensional Gaussian kernel.

In addition to the whole brain normalization, we applied
specialized processing using portions of both the CEREbellum
Segmentation (CERES) (Romero et al., 2017) pipeline and the
Spatially Unbiased Infratentorial Template (SUIT) (Diedrichsen,
2006; Diedrichsen et al., 2009) pipeline. The CERES pipeline
was used to segment the cerebellum from each person’s
structural T1-weighted image. We then coregistered each
subject’s native space segmentation to the SUIT.nii template.
Binary gray matter, white matter, and full cerebellar masks
were created from the CERES native space output, and we
then used the suit_normalize_dartel function to obtain the
affine transformation matrix and normalize these images into
SUIT space. Due to the small size of cerebellar structures, we
applied a 2 mm full-width half-maximum three-dimensional
Gaussian smoothing kernel to the normalized functional
cerebellar images.

We calculated subject-level statistical analyses twice: once
for the whole brain and a second time for the cerebellum.
Brain activity was calculated for each participant on a voxel-by-
voxel basis for the contrast spatial working memory > spatial
working memory control. We set the first level masking threshold
to -Infinity and masked out non-brain areas using the SPM
intracranial volume mask.

fMRI Group-Level Statistical Analyses
Main Effect of Spatial Working Memory
To verify that our spatial working memory task elicited
the expected brain activity, we calculated the main
effect across all subjects and all sessions at peak-level of
p < 0.001 (uncorrected), extent threshold = 10 voxels. In
this model, we controlled for age and sex differences, i.e.,
these variables were included as covariates of no interest.
For all analyses we used the contrast spatial working
memory > control.

Time Course of Neural Spatial Working Memory
Response to HDBR + CO2
We first tested for brain regions that showed a pattern of
cumulative change followed by post-HDBR + CO2 recovery.
These hypothesized cumulative change models are presented in
Figure 3. For these longitudinal analyses, we used flexible
factorial models controlling for age and sex assuming
independence between subjects, and assuming equal variances

FIGURE 3 | Hypothesized contrast weights. Cumulative changes in neural
spatial working memory response to HDBR + CO2. Brain changes would
slowly increase over the course of HDBR + CO2, followed by recovery after
the end of HDBR + CO2. Solid lines represent the positive version while
dotted lines describe the negative version of the contrast.

between and within subjects (Gläscher and Gitelman, 2008).
To better detect within-subject changes with the longitudinal
model used in the present pilot study, the alpha level was set at
p < 0.0005 (uncorrected), and the extent threshold was set at 10
voxels for the whole brain and 5 voxels for the cerebellum.

Brain-Behavioral Correlations
First, we computed the slope of changes in brain activation
(Yuan et al., 2016, 2018b; Hupfeld et al., 2020) between the
2nd, 3rd, and 4th time points (Figure 1). These are the time
points immediately before HDBR started and during HDBR,
respectively. Additionally, we computed the slope of changes in
behavioral performance on the spatial working memory, card
rotation, and cube rotation tasks across the same time points.
We then correlated the slope of brain changes with the slope
of changes in spatial working memory performance. For these
analyses, we used the Statistical Non-Parametric Mapping (SnPM
version 13)2 toolbox to run non-parametric permutation tests
with 15,000 permutations, variance smoothing = 8 mm kernel
for whole brain analyses and 2 mm kernel for cerebellar analyses,
and controlling for age and sex. For these analyses, we used a
non-parametric threshold of p < 0.0005 (uncorrected) and a
minimum cluster size of 10 voxels for the whole brain and 5
voxels for the cerebellum.

HDBR + CO2 vs. 70-day HDBR Group Comparisons
Given that each of the two bed rest studies followed a different
testing timeline, to examine differences in neural response
between HDBR with and without elevated CO2, we compared
only the slopes of change in brain activation between these
two studies. We computed slopes of brain change for the 70-
day HDBR group in an identical manner to those for the

2http://warwick.ac.uk/snpm
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HDBR + CO2 group. Additionally, for each group, we computed
intercept images (i.e., baseline brain activation during spatial
working memory). We then normalized the slope images using
the formula: (slope image/intercept image); this allows us to
compare between-group slope changes while accounting for
baseline differences between the two groups.

We performed a two-sample t-test to test between-group
differences in the normalized slope images. We used SnPM
non-parametric permutation tests with 15,000 permutations,
variance smoothing = 8 mm kernel for the whole brain analyses
and 2 mm kernel for the cerebellar analyses, and controlling
for age and sex. Statistical significance was determined by
applying false discovery rate (FDR) p < 0.05 at the cluster-level
(Nichols and Hayasaka, 2003).

Statistical Analyses
A paired sample one tailed t-test was performed to verify any
increases pre- to post-HDBR + CO2 in the PaCO2 blood levels.
Statistical significance was defined as p < 0.05.

We previously reported some statistical analyses of the spatial
working memory behavioral data for the HDBR + CO2 cohort
(Lee et al., 2019a). Here, we further investigated the spatial
working memory score using the following equation: Spatial
working memory Score = Spatial working memory control
accuracy – Spatial working memory accuracy. We did not have
any outliers nor missing data. We conducted a linear mixed
model regression analysis on the HDBR + CO2 participants,
entering time as a continuous variable to assess the effect of
the intervention on spatial working memory score. We used
R software version 3.6.0 for this analysis entering time as a
continuous variable, and age and sex as covariates. We considered
the first time point to be a practice session and thus excluded it
from the analysis (Lee et al., 2019a).

RESULTS

We observed a small but significant increase in PaCO2 from pre-
(41.4 mmHg) to post- (43.4 mmHg) bed rest (p < 0.05).

Spatial Working Memory Behavioral
Results
We did not observe an effect of HDBR + CO2 on spatial working
memory accuracy score (β = 0.12; p = 0.39). We previously
reported the effects of HDBR + CO2 on spatial working memory
(β = −0.03; p = 0.76), spatial working memory control (β = 0.10;
p = 0.18), card rotation (time: β = −0.30; p < 0.01; accuracy:
β = 0.11; p < 0.05), and cube rotation (time: β = −0.01; p = 0.18
and accuracy: β = −0.15; p = 0.15) (Lee et al., 2019a). We only
found effects of time on card rotation time and accuracy, in
which subjects showed improvement in both measures across
HDBR + CO2 (Lee et al., 2019a).

Main Effect of Spatial Working Memory
The main effect of the spatial working memory task contrasted
to the control task resulted in activation in the expected brain
regions based on prior studies (Lamp et al., 2016). Specifically,

we observed bilateral activation in several frontal, parietal,
temporal and cerebellar regions (Table 1 and Figure 4). We
also found deactivation in parietal and occipital regions (Table 1
and Figure 4).

Time Course of Neural Working Memory
Response to HDBR + CO2
Across HDBR + CO2, we found decreasing activation in the right
middle frontal gyrus and left dentate nucleus of the cerebellum,
followed by recovery after the HDBR + CO2 intervention

TABLE 1 | Brain regions showing activation or deactivation during spatial working
memory.

Extent (k) Peak t-value MNI coordinates (mm)

x y z

Activation

Frontal

R IFG (p. Opercularis) 3989 5.301 50 7 30

R IFG (p. Triangularis) 4049 4.884 44 30 20

L IFG (p. Opercularis) 4296 5.734 −52 8 32

L IFG (p. Triangularis) 1428 4.026 −44 30 20

L Posterior-medial frontal 1714 4.771 −6 16 51

Temporal

R Fusiform gyrus 28771 8.009 34 −81 −8

R Middle occipital gyrus 28771 7.308 25 −92 10

Parietal

R Superior parietal lobule 13689 6.279 27 −58 53

R Post-central gyrus 13689 5.031 54 −22 40

L Inferior parietal lobule 9058 5.087 −30 −56 59

L Post-central gyrus 9058 4.886 −43 −38 51

Occipital

R Middle occipital gyrus 28771 7.308 25 −92 10

L Lingual gyrus 21522 8.799 −18 −92 −7

L Inferior occipital gyrus 21522 6.725 −43 −72 −9

Cerebellum

L Cerebelum (Crus 1) 21522 3.333 −10 −77 −23

L Cerebelum (VIII) 167 3.890 −16 −68 −47

Deactivation

Temporal

R Middle temporal gyrus 2188 −5.441 58 −59 23

L Angular gyrus 1094 −4.144 −44 −76 39

L Middle temporal gyrus 1094 −3.486 −47 −56 16

Parietal

R Precuneus 832 −3.705 3 −54 47

R Inferior parietal lobule 21 −3.577 56 −59 44

Occipital

R Cuneus 326 −4.642 12 −96 20

L Superior occipital gyrus 93 −3.818 −23 −92 30

L Superior occipital gyrus 23 −3.553 −11 −104 15

Significance level set at non-parametric p < 0.001 and cluster size k = 10
for all analyses. Cortical regions labeled using the AnatomyToolbox atlas via
the SPM toolbox BSPMview. Cerebellar regions labeled using the SUIT atlas.
L = Left; R = Right.
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FIGURE 4 | Main effect of spatial working memory. The spatial working memory task resulted in widespread activation (red) and deactivation (green). Whole brain
and cerebellar results are overlaid onto MNI (A) and SUIT (B) standard templates, respectively; p < 0.001, k = 10. Abbreviations: L = Left; R = Right.

FIGURE 5 | Time course of neural spatial working memory response to
HDBR + CO2. Whole brain and cerebellar results showing decreases in
activation (green) followed by recovery. Whole brain and cerebellar results are
overlaid onto MNI (A) and SUIT (B) standard templates, respectively;
p < 0.0005, k = 10 for whole brain analyses; k = 5 for cerebellar analyses.
Abbreviations: L = Left; R = Right.

(Figure 5 and Table 2). We did not observe any increases in brain
activation followed by recovery in response to HDBR + CO2.

Brain-Behavior Correlations
Spatial Working Memory Task
We identified several regions for which the slope of change
in brain activity correlated with the slope of change in spatial
working memory performance (Figure 6A and Table 3). For
instance, for spatial working memory accuracy, we observed that
greater increases in activation of the right angular gyrus were
associated with larger improvements in spatial working memory

TABLE 2 | Brain regions showing cumulative changes during spatial working
memory followed by recovery.

Extent (k) Peak t-value MNI coordinates (mm)

x y z

Decreases in activation

Frontal

R Middle frontal gyrus 62 −3.969 28 44 24

Cerebellum

L Dentate 8 −4.175 −22 −48 −41

Significance level set at non-parametric p < 0.0005 and cluster size k = 10 for
the whole brain analyses and k = 5 for the cerebellum analyses. Cortical regions
labeled using the AnatomyToolbox atlas via the SPM toolbox BSPMview. Cerebellar
regions labeled using the SUIT atlas. L = Left; R = Right.

performance. That is, subjects who performed this task with fewer
errors presented with greater increases in activation of the right
angular gyrus during the HDBR + CO2 intervention. Further,
a greater decrease in activation of the inferior frontal gyrus was
correlated with less decline in spatial working memory accuracy.
For the spatial working memory control task, we found that
greater increases in activation of several brain regions, including
parietal, temporal and occipital regions, correlated with greater
accuracy increases. In addition, greater decrease in activation
of the left lingual gyrus was correlated with less decline in the
accuracy of the spatial working memory control task (Figure 6B
and Table 3). Regarding the spatial working memory scores, we
observed that greater increases in activation of the right superior
temporal gyrus were correlated with greater increases in scores
(Figure 6C and Table 3).

Card Rotation Task
We observed several brain regions for which the slope of change
in brain activity correlated with the slope of change in card
rotation accuracy (Figure 7 and Table 3). We found that greater
increases in activation of the left supramarginal gyrus correlated
with larger improvements in card rotation accuracy, while greater
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FIGURE 6 | Brain-behavior correlations (spatial working memory). Slope of changes in brain and behavior results showing positive (red) and negative (green)
correlations. (A) Spatial working memory; (B) spatial working memory control; and (C) spatial working memory score. Whole brain results are overlaid onto the MNI
standard template; p < 0.0005, k = 10. Right side correlation plots include contrast values extracted from the peak coordinate inside an example cluster (indicated
with red or green arrows) graphed against the slope of changes in behavior results. Abbreviations: L = Left; R = Right; SWM = Spatial working memory.

decreases in activation of the left superior frontal gyrus, right
angular gyrus, and left lingual gyrus correlated with less decline
in this measure (Figure 7 and Table 3). We did not observe
brain and behavior correlation for the time to perform the
card rotation task.

Cube Rotation Task
For the cube rotation task, we observed several regions in which
the slope of change in brain activity correlated with the slope
of change in cube rotation accuracy. We found that greater
increases in activation of several brain regions, including frontal,
parietal, temporal and subcortical regions, were correlated with
greater accuracy increases. That is, participants who increased
activation in these brain regions presented with better accuracy
on this task. For the time to perform the cube rotation task,
we found that those subjects who showed increases activation of
the left postcentral gyrus, left fusiform gyrus, and right middle
occipital gyrus required less time to perform the task (Figure 8
and Table 3).

HDBR + CO2 vs. 70-day HDBR Group
Comparisons
Between-group normalized slope comparisons for HDBR + CO2
and 70-day HDBR revealed differences in the right
hippocampus and left inferior temporal gyrus (Table 4).
That is, the HDBR + CO2 group showed greater decreases in
activation in both brain regions across the intervention in
comparison to HDBR alone. These results were detected at

the conservative, corrected statistical threshold of FDR < 0.05
(Nichols and Hayasaka, 2003).

DISCUSSION

This is the first study to investigate the effects of 30 days of
HDBR combined with elevated CO2 on brain activation during
spatial working memory performance. While there were no
group-level declines in spatial working memory performance,
we observed decreases in brain activation in several cortical and
cerebellar regions in response to the HDBR + CO2 intervention,
followed by recovery. In addition, we found that, in general,
individuals who exhibited greater increases in brain activation
also showed less declines in spatial working memory performance.
The right superior temporal gyrus showed differential changes
between the HDBR + CO2 and 70-day HDBR groups, suggesting
that elevated CO2 levels may particularly affect the function of
this brain region.

Spatial Working Memory Behavioral
Results
Here, we found no differences in spatial working memory
accuracy and score (which compares accuracy of the working
memory condition to that of the control condition) or cube
rotation time and accuracy across 30-days of HDBR + CO2.
Likewise, Ishizaki et al. (2009) evaluated the effects of a 16-
day HDBR intervention on executive function in young healthy
participants and found no intervention-related changes in
performance. Seaton et al. (2009) also found no differences in
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TABLE 3 | Brain regions showing associations between the slopes of change in
brain and behavioral during spatial working memory.

Extent (k) Peak
t-value

MNI coordinates (mm)

x y z

Spatial working memory task

Positive correlation

Parietal

R Angular gyrus 36 4.3964 45 −72 40

Negative correlation

Frontal

R IFG (p. Opercularis) 12 5.2687 52 10 16

Spatial working memory control

Positive correlation

Frontal

R Posterior-medial frontal 62 5.135 2 8 70

R Superior frontal gyrus 72 5.249 25 64 16

R IFG (p. Opercularis) 42 4.693 62 16 18

R Posterior-medial frontal 49 5.104 2 10 71

R Middle frontal gyrus 10 3.881 26 22 42

L Precentral gyrus 435 7.229 −40 −24 64

Insula

L Insula lobe 74 4.626 −33 −29 22

Temporal

R Superior temporal gyrus 182 6.253 48 −40 12

R Superior temporal gyrus 151 5.498 64 −12 12

R Superior temporal gyrus 89 6.537 53 −30 14

R Inferior temporal gyrus 248 6.552 46 −48 −16

R Medial temporal pole 256 8.568 34 14 −32

R Medial temporal pole 135 6.058 54 10 −20

R Medial temporal pole 17 5.584 60 6 −16

R Inferior temporal gyrus 77 3.341 43 −9 −34

R Temporal pole 32 3.049 48 5 −17

R Inferior temporal gyrus 10 3.508 58 −56 −20

L Middle temporal gyrus 40 5.870 44 −70 18

L Superior temporal gyrus 2192 12.836 −50 −16 10

L Superior temporal gyrus 2192 8.276 −50 −38 20

L Superior temporal gyrus 346 6.671 −56 0 −2

L Inferior temporal gyrus 96 3.870 −42 −42 −12

L Temporal pole 62 5.487 −32 10 −30

Parietal

R Postcentral gyrus 796 5.512 26 −44 70

R Postcentral gyrus 151 7.760 60 −14 32

R Precuneus 91 4.977 2 −54 64

R Precuneus 45 3.772 4 −58 44

L Postcentral gyrus 2192 4.568 −58 −16 34

L Postcentral gyrus 435 10.650 −22 −34 78

Occipital

R Lingual gyrus 8102 8.120 14 −69 −6

R Inferior occipital gyrus 3295 7.405 44 −68 −8

R Calcarine gyrus 966 4.887 24 −59 14

R Fusiform gyrus 41 5.093 40 −26 −30

R Fusiform gyrus 29 3.908 30 −6 −34

R Superior occipital gyrus 3295 7.760 18 −86 34

L Calcarine gyrus 155 7.554 −16 −100 0

(Continued)

TABLE 3 | Continued

Extent (k) Peak
t-value

MNI coordinates (mm)

x y z

L Fusiform gyrus 1482 5.699 −30 −76 −8

L Lingual gyrus 3295 8.011 14 −68 −6

L Superior occipital gyrus 40 6.671 −56 0 −2

L Inferior occipital gyrus 180 5.789 −43 −75 2

L Inferior occipital gyrus 70 5.356 −21 −101 −1

L Middle occipital gyrus 1482 7.826 −46 −70 4

Subcortical

R Pallidum 38 3.691 24 −12 6

Negative correlation

Occipital

L Lingual gyrus 27 4.8595 −16 −102 −10

Spatial working memory Score

Positive correlation

Frontal

R IFG (p. Opercularis) 15 3.8465 58 16 16

R Posterior-medial frontal 18 3.1255 −10 −14 58

L ACC 43 4.6595 −2 14 36

Temporal

R Superior temporal gyrus 486 7.0509 50 −44 20

L Superior temporal gyrus 14 3.8465 −48 −8 2

Occipital

R Fusiform gyrus 34 4.1826 28 −4 −38

Card rotation (accuracy)

Positive correlation

Parietal

L Supramarginal gyrus 17 3.560 −62 −38 32

Negative correlation

Frontal

L Superior frontal gyrus 57 5.441 −20 −10 78

Parietal

R Angular gyrus 42 4.006 42 −66 38

Occipital

L Lingual gyrus 30 4.238 −32 −88 −10

Cube rotation (time)

Positive correlation

Parietal

L Postcentral gyrus 47 3.2271 −18 −46 48

Occipital

R Middle occipital gyrus 41 4.7345 32 −88 16

L Fusiform gyrus 29 4.2604 −24 −44 −10

Cube rotation (accuracy)

Positive correlation

Frontal

R Precentral gyrus 96 4.600 48 −8 56

R Precentral gyrus 18 3.167 54 4 40

R Superior frontal gyrus 37 3.669 22 34 50

R Mid orbital gyrus 40 4.238 8 36 −6

Temporal

R Middle temporal gyrus 68 4.307 64 −8 −12

R Middle temporal gyrus 24 3.516 52 −62 16

R ParaHippocampal gyrus 24 2.754 30 −4 −24

(Continued)
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TABLE 3 | Continued

Extent (k) Peak
t-value

MNI coordinates (mm)

x y z

R Fusiform gyrus 12 2.524 45 −36 −19

R Inferior temporal gyrus 16 4.576 54 −6 −34

L Middle temporal gyrus 71 4.378 −60 −10 −10

L Hippocampus 91 4.493 −20 −32 0

L Middle temporal gyrus 33 3.517 −50 −68 12

L Middle temporal gyrus 104 3.232 −64 −32 0

L Inferior temporal gyrus 17 3.232 −56 −16 −28

L Fusiform gyrus 15 2.821 −33 −36 −23

Parietal

R Postcentral gyrus 15 3.028 62 −9 39

R Postcentral gyrus 15 2.366 63 −6 38

L Angular gyrus 30 3.588 −42 −74 42

Subcortical

L Thalamus 29 2.783 −16 −23 14

L Pallidum 13 2.149 −22 −6 3

Significance level set at non-parametric p < 0.0005 and cluster size k = 10 for
all analyses. Brain regions labeled using the AnatomyToolbox atlas via the SPM
toolbox BSPMview. L = Left; R = Right; IFG = Inferior Frontal Gyrus; ACC = Anterior
Cingulate Cortex.

cognition after 60 or 90 days of HDBR. In contrast, Wang et al.
(2017) assessed male healthy subjects that underwent 7 days
of HDBR and reported poorer mental rotation accuracy in
comparison to baseline. Similarly, Lipnicki et al. (2009) studied
the effects of 60-day HDBR and found declines in working
memory performance. Another study also examined healthy
young individuals regarding time-based prospective memory
with an ongoing word recall task and identified impaired
prospective memory during HDBR compared to baseline (Chen
et al., 2013). Although the behavioral effects of HDBR on spatial
working memory are mixed, it seems that long-duration HDBR
largely does not affect working memory abilities, with only one
study showing differences due to 7 days of HDBR.

Time Course of Spatial Working Memory
Response to HDBR + CO2
We identified decreasing activation in the right middle frontal
gyrus and the cerebellar dentate nucleus, followed by recovery.
These brain regions are involved in attention, mental rotation,
and reorientation and are commonly activated during spatial
working memory tasks (Thürling et al., 2012; Japee et al., 2015).
Thus, these longitudinal changes suggest that HDBR + CO2
may have reduced the subjects’ ability to recruit appropriate
working memory networks, or alternatively that it increased
neural efficiency. We previously reported that the upward shift
of the brain with both spaceflight (Koppelmans et al., 2016)
and bed rest (Koppelmans et al., 2017) results in apparent
reductions in gray matter volume of this region, which could
potentially reflect gray matter compression. These structural
brain changes may relate to the reduction in activation of
this region during spatial working memory performance in
the current study.

Brain-Behavior Correlations
We observed multiple brain-behavior correlations for the spatial
working memory, 2D card rotation and 3D cube rotation tasks.
Thus, although card rotation time and accuracy were the only
behavioral metrics that changed with the intervention (Lee
et al., 2019a), individual differences in performance changes
in all tasks associated with individual differences in brain
activity changes. We found that greater increases in activation
in parietal, temporal, and occipital brain regions were correlated
with larger improvements in spatial working memory accuracy.
These associations may represent an adaptive or compensatory
brain response to the HDBR + CO2 environment. In the past,
our group has demonstrated associations between changes in
spatial working memory performance (assessed by cube and
card rotation tasks) and changes in brain connectivity between
sensorimotor seed regions and brain areas associated with
spatial cognition after 70 days of HDBR (Cassady et al., 2016).
Those participants who had the greatest improvements in spatial
working memory performance showed the greatest changes in
connectivity between the seed and target brain areas. Thus,
in the present study, it could be that these brain-behavior
associations represent an adaptive neural response and are
related to HDBR more generally and not specifically to elevated
levels of CO2.

HDBR + CO2 vs. 70-day HDBR Group
Comparisons
As we did not observe group differences in spatial working
memory behavioral performance between the HDBR + CO2
and 70-day HDBR groups (Lee et al., 2019a), we expected
to find few between-group differences in brain activation. We
found that the HDBR + CO2 group presented a steeper slope
of change in brain activity in several brain regions. That
is, participants who underwent 30 days of HDBR + CO2
had greater decreases in activation in the right hippocampus
and left inferior temporal gyrus than in HDBR alone. This
was the only effect we observed that survived correction
for multiple comparisons (FDR < 0.05). Previous functional
neuroimaging studies have suggested that the inferior temporal
gyrus is involved in several cognitive processes such as
visual memory storage and cognitive learning (Miyashita,
1993). In the present study, greater increases in activation
in the left inferior temporal gyrus was also correlated with
larger improvements in cube rotation accuracy, which suggests
compensatory network engagement to maintain performance
during the intervention.

Similarly, the hippocampus plays an important role in long-
term memory and working memory processing (Ni et al.,
2017). Toepper et al. (2010) found activation in the right
hippocampus when participants engaged in a spatial working
memory task (Toepper et al., 2010). A more recent study
with polar expeditioners who spent 14 months at the German
Neumayer III station in Antarctica–a spaceflight analog model
to study the effects of social isolation and environmental
deprivation–observed reduced hippocampal volume in several
regions following the expedition (Stahn et al., 2019). They also
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FIGURE 7 | Brain-behavior correlations (card rotation task). Slope of changes in brain and behavior results showing positive (red) and negative (green) correlations.
Top: Whole brain results overlaid onto the MNI standard template; p < 0.0005, k = 10. Bottom: Correlation plots include contrast values extracted from the peak
coordinate inside an example cluster (indicated with red or green arrows) graphed against the slope of changes in behavior results. Abbreviations: L = Left; R = Right.

FIGURE 8 | Brain-behavior correlations (cube rotation task). Slope of changes in brain and behavior results showing positive (red) correlations. (A) Cube rotation
time; and (B) cube rotation accuracy. Whole brain results are overlaid onto the MNI standard template; p < 0.0005, k = 10. Right side correlation plots include
contrast values extracted from the peak coordinate inside an example cluster (indicated with red arrows) graphed against the slope of changes in behavior results.
Abbreviations: L = Left; R = Right.

reported that reduced hippocampal volume was not associated
with general cognitive performance, but it was correlated with
performance on a spatial mental rotation task. Thus, it is possible
that the hippocampal activation changes we observed here during
the mental rotation working memory task occurred at least partly
as a result of our subjects being isolated for 30 days.

Another recent study evaluated the effect of acute exposure
to elevated levels of CO2 (0.5%) during HDBR in comparison
to HDBR alone on cognitive performance. They reported that
subjects exposed to 26.5 h of 12◦ HDBR + CO2 presented
with greater accuracy and lower speed on the Visual Object
Learning Task in comparison to HDBR alone (Basner et al., 2018).
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TABLE 4 | Regions with differences in slope of change in brain activation during
bed rest between HDBR + CO2 and HDBR.

Extent (k) Peak t-value MNI coordinates (mm)

x y z

HDBR + CO2 < HDBR

Temporal

R Hippocampus 12 3.444 18 −40 14

L Inferior temporal gyrus 11 3.586 −66 −44 −14

Significance level set at FDR p < 0.05 and cluster size k = 10. Brain
regions labeled using the AnatomyToolbox atlas via the SPM toolbox BSPMview.
L = Left; R = Right.

Based on that finding, Scully et al., speculated that the medial
temporal cortex and the hippocampus could be more sensitive to
changes in CO2 concentration, with concomitant improvement
in memory performance (Scully et al., 2019). Our results are
in agreement with their speculation since we observed that the
elevated CO2 levels combined with HDBR had a small effect on
these same brain regions. However, we did not observe significant
improvements in working memory performance; it could be that
our task was not sensitive enough to detect subtle CO2-induced
changes in working memory performance. In combination, these
studies support that medial temporal lobe and hippocampal
changes with HDBR + CO2 could be due to some combination
of HDBR, CO2, and/or isolation.

CO2 has a vasodilation effect which results in increased
brain blood flow (Atkinson et al., 1990; Zhou et al., 2008)
and consequently increased intensity of the blood oxygen
level-dependent (BOLD) signal measured by fMRI (Corfield
et al., 2001). However, the effects of elevated CO2 on brain
perfusion are still inconclusive. In the present study, even though
participants presented increases in their PaCO2 levels from
pre- to post-HDBR + CO2 we did not see increases in brain
activity in comparison to HDBR alone. Conversely, HDBR + CO2
presented greater decreases in activation in comparison to HDBR
alone. On the other hand, a recent study from our group
(again using the same subjects as in the present study) showed
greater increases in activation of several regions during vestibular
stimulation for the HDBR + CO2 group in comparison to
the 70-day HDBR group (Hupfeld et al., 2020). This result
suggests interactive or additive effects of bed rest and elevated
CO2 for vestibular changes (Hupfeld et al., 2020), but not for
spatial working memory changes. Therefore, again, elevated CO2
effects seem to be task-specific rather than global effects of
HDBR or CO2.

Limitations
This study has several limitations. First, we had a small sample
size and thus the results should be generalized with caution.
Second, the testing timelines differed between the HDBR + CO2
and 70-day HDBR groups; each group was part of a separate
bed rest campaign. These data were collected on two different
Siemens scanners with two slightly different fMRI sequences.
The HDBR + CO2 fMRI sequence included a faster TR than
the 70-day HDBR sequence. However, we controlled for these

differences as much as possible by using age and sex as
covariates and by using slope comparisons to account for timeline
differences (Yuan et al., 2016, 2018b; Hupfeld et al., 2020). Third,
although the between-group comparison is FDR corrected (i.e.,
a more conservative statistical threshold), due to the limited
pilot sample size, we used uncorrected p-values for the other
neuroimaging statistical analyses to better detect within- and
between-subject differences (Hupfeld et al., 2020). It is known
that there is an upward shift of the brain and fluid redistribution
during HDBR (Koppelmans et al., 2017), so it is not clear whether
or how those changes interact with the functional brain changes
seeing here. The fourth caveat of this study is that subjects on
the HDBR + CO2 group underwent stricter bed rest, so it is
unclear whether the results found here are due to the effects
of the elevated levels of CO2 and/or the absence of a pillow in
certain postures. Additionally, subjects in the HDBR campaign
were scanned while supine, whereas those in the HDBR + CO2
were maintained at −6◦. Finally, it should also be mentioned that
HDBR + CO2 mimics only some of the effects of spaceflight, such
as high levels of CO2, body unloading and fluid shifts toward
the head, so it is difficult to fully generalize these findings to
spaceflight. Moreover, lung volumes are reduced in bed rest and
microgravity but not with the same extent (West, 2000; Prisk,
2005), then elevated CO2 levels may have larger effects on the
ISS than on Earth.

CONCLUSION

We investigated the longitudinal neural effects of HDBR + CO2
on spatial working memory. We observed decreases in activation
in brain regions that are involved in attention, mental rotation
and reorientation followed by recovery. This suggests that 30 days
of HDBR combined with elevated CO2 levels may reduce the
ability to recruit these brain regions. These findings contribute
to a better understanding of how the working memory system
adapts to a spaceflight analog environment.
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The inflammatory immune response (IIR) is a physiological or excessive systemic
response, induced by inflammatory immune cells according to changes in the
internal and external environments. An excessive IIR is the pathological basis for
the generation and development of neurological diseases. Ginkgolides are one of
the important medicinal ingredients in Ginkgo biloba. Many studies have verified that
ginkgolides have anti-platelet-activating, anti-apoptotic, anti-oxidative, neurotrophic,
and neuroimmunomodulatory effects. Inflammatory immunomodulation is mediated by
inhibition of the mitogen-activated protein kinase (MAPK) and nuclear factor-kappa B
(NF-κB) signaling pathways. They also inhibit the platelet-activating factor (PAF)-
mediated signal transduction to attenuate the inflammatory response. Herein, we
reviewed the studies on the roles of ginkgolides in inflammatory immunomodulation and
suggested its potential role in novel treatments for neurological diseases.

Keywords: ginkgolides, inflammatory immune response, neurological diseases, multiple sclerosis,
Guillain–Barré syndrome

KEY POINTS

1. Ginkgolides have inflammatory immunomodulation effects, which are mediated by inhibition
of the MAPK and TLR/MyD88/NF-κB signaling pathways.

2. TLR/MyD88/NF-κB signaling pathways are involved in the pathogenesis of some neurological
diseases.

3. However, there are currently no comprehensive reviews about the regulatory effects of
ginkgolides on the IIR.

4. Ginkgolides may represent a potential therapeutic target for neurological disorders in
the future.
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INTRODUCTION

The inflammatory immune response (IIR) is a physiological
or excessive systemic response, induced by inflammatory
immune cells based on the changes in the internal and
external environments (Han et al., 2018). Inflammatory immune
cells such as macrophages (M8), T lymphocytes, dendritic
cells (DCs), some nonimmune cells, inflammatory immune
cytokines, and related receptor signal transduction pathways
are involved in the mechanisms underlying excessive IIR
(Han et al., 2018). An excessive IIR is the pathological basis
for the generation and development of neurological diseases,
especially neurodegenerative and/or neuroimmune diseases, and
ischemic cerebrovascular diseases (Ritzel et al., 2018; Voet
et al., 2019). Regulating an excessive IIR has become a novel
therapeutic target for neurological diseases. Ginkgolides are
isolated and purified from the leaves of Ginkgo biloba. The
ginkgo leaf extracts commonly contain flavonoids such as
quercetin, kaempferol, myricetin, and terpene trilactone (Al-
Adwani et al., 2019). The extracted terpene trilactone includes
ginkgolide A (GA), B, C, M, J, and K and bilobalide (BB;
Huang et al., 2014). As early as 1985, Braquet et al. discovered
that ginkgolides, particularly GB, are platelet-activating factor
(PAF) receptor (PAFR) antagonists, which contribute to the
prevention of platelet aggregation and thrombosis (Braquent,
1985). The neuromodulatory effects of ginkgolides include
promoting secretion of neurotrophic factors, anti-oxidant effects,
increasing cerebral blood flow and circulation, modifying
neurotransmission, and providing protection against apoptosis
(Bastianetto et al., 2000; Zheng et al., 2000; Wang and Chen,
2005; Tchantchou et al., 2009; Ribonnet et al., 2011; Wei et al.,
2017; Table 1). The regulatory effects of ginkgolides on IIR
have recently been revealed. Ginkgolides can regulate IIR via
PAF-mediated signal transduction, mitogen-activated protein
kinase (MAPK), and toll-like receptor/myeloid differentiation
primary response 88/nuclear factor-kappa B (TLR/MyD88/NF-
κB) signaling pathways. Mediating an excessive IIR is a
novel therapeutic target for neurological diseases, especially
neurodegenerative diseases, ischemic cerebrovascular diseases,
and/or neuroimmune diseases, but there are currently no
comprehensive reviews on this topic. We herein summarize the
articles about the effects of ginkgolides on the IIR, and we
suggest a potential role for ginkgolides as a novel treatment for
neurological disorders.

CHEMICAL AND PHARMACOLOGICAL
CHARACTERISTICS OF GINKGOLIDES

Chemical Characteristics of Ginkgolides
Ginkgolides consist mainly of diterpenes and sesquiterpenes,
which are the only natural substances with tertiary butyl
functional groups [–C17 (CH3)3]. As early as the 1930s, scholars
had extracted and separated active components from Ginkgo
biloba leaves (Strømgaard and Nakanishi, 2004). GA, GB, and
BB in G. biloba were separately measured in the root, stem,
and leaf by high-performance liquid chromatography in 1997
(Lu et al., 2017). The results demonstrated that quantities of

GA, GB, and BB are high in the roots and leaves. Recently,
GA, GB, GC, and BB have been further measured in the
cortex and xylem of roots and branches (Lu et al., 2017). The
diterpenoid lactones of ginkgolides have a unique 20-carbon
skeleton structure, embedded with a tertiary butyl rarely found
in natural compounds, and have a rigid skeleton formed by six
five-membered rings, A–F. The diterpenoid lactones of G. biloba
differ only in the number and position of hydroxyl groups, which
can be converted into each other under certain conditions.

Platelet-Activating Factor-Mediated Signal
Transduction in the Regulation
of Inflammatory Immune Response
of Ginkgolides
Pharmacological studies of ginkgolides are extensive (Table 1,
Figure 1). Ginkgolides are natural PAFR antagonists that
selectively and competitively antagonize PAF-induced platelet
aggregation (Gui et al., 2007). It is well established that PAF
signaling plays a pivotal role in the initiation and progression
of inflammatory and thrombotic reactions, as well as in the
cross talk between them (Stafforini et al., 2003). PAF is a
lipid mediator of inflammation and has important functions
in acute and chronic inflammation, emerging as an important
factor in neural injury, such as ischemia/reperfusion (I/R)
injury, stroke, inflammation, and multiple sclerosis (MS; Bellizzi
et al., 2016; Wang et al., 2018). PAF works by binding to
a unique G-protein-coupled, seven-transmembrane receptor,
which contains an intronless protein coding region and activates
multiple intracellular signaling pathways (Deng et al., 2019).
The PAFR is considered to regulate all PAF actions through
humoral, autocrine, and/or paracrine mechanisms. Kinases and
phospholipases whose activation is induced by PAF include
MAPK, protein kinase C (PKC), phosphatidylinositol 3-kinase
(PI3K), protein tyrosine kinases, G-protein-coupled receptor
kinase, and multiple intracellular signal transducers (Ishii and
Shimizu, 2000). In addition, PAF regulates the expressions of
interleukin (IL)-1, IL-6, IL-8, and pleiotropic cytokines (Hamel-
Côté et al., 2019a,b). As an inflammatory factor, PAF plays an
important role in many pathological conditions. It is remarkable
that PAF is synthesized and released in both acute and chronic
inflammatory animal models. PAF and PAF-like lipids bind
to PAFR, which triggers a variety of intracellular signaling
cascades and induces functional responses by PAFR-bearing
cells, further initiating or amplifying inflammatory, thrombotic,
or apoptotic events (Maerz et al., 2011). Thus, blocking PAFR
signaling could possibly inhibit inflammation or ischemic
injury. There is increasing evidence that GB protects against
neural damage in a variety of circumstances and has beneficial
effects on circulatory and inflammatory conditions due to
pathophysiological effects of PAF (Golino et al., 1993). As
an antagonist of the G-protein-coupled PAFR, GB is widely
present on pivotal target cells of the inflammatory, immune, and
hemostatic systems, and it competitively inhibits PAFR ligand
binding (Gui et al., 2007; Maerz et al., 2011; Figure 2). Tran
and colleagues investigated the roles of PAFR in the abnormal
behaviors induced by phencyclidine (PCP) in mice, and they
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TABLE 1 | Pharmacological characteristics of ginkgolides.

Pharmacological characteristics Possible mechanisms References

Anti-PAF Competitively inhibits the binding of PAFR to ligands. Gui et al. (2007) and Maerz et al. (2011)
Anti-apoptotic Regulates anti-apoptotic protein Suppresses p-SAPK/JNK activation,

reactive oxygen species, mitochondrial pro-apoptotic factors, PARP, and
cytochrome c release.

Ahlemeyer et al. (1999) and Gu et al. (2012)

Anti-oxidative Interferes with production of free oxygen radicals Protects the decrease in
hippocampal Ca2+/calmodulin-dependent protein kinase II activity.

Zalewska et al. (1996) and Pietri et al. (1997)

Neurotrophic effect Up-regulates the expression of BDNF. Wei et al. (2017)
Neuroimmunomodulatory effect Inhibits TNF-α, IL-6, IL-1β and suppresses TLR4, NF-κB gene expressions. Hu et al. (2011)

Note. PAF, platelet-activating factor; PAFR, platelet-activating factor receptor; PARP, poly (ADP-ribose) polymerase; p-SAPK, p-stress-activated protein kinase; JNK, c-Jun N-terminal
kinase; BDNF, brain-derived neurotrophic factor; TNF-α, tumor necrosis factor α; IL, interleukin-6; TLR, toll-like receptor; NF-κB, nuclear factor-kappa B.

FIGURE 1 | Composition and pharmacological properties of ginkgolides. Ginkgolides are isolated and purified from the leaves of Ginkgo biloba. The ginkgo leaf
extracts commonly contain flavonoids such as quercetin, kaempferol, myricetin, and terpene trilactone. The extracted terpene trilactone include ginkgolide A (GA), B,
C, M, J, and K and bilobalide (BB). Ginkgolides have anti-PAF, anti-apoptotic, anti-oxidative, neurotrophic, and neuroimmunomodulatory effects. GA, ginkgolides A;
BB, bilobalide; PAF, platelet-activating factor; PAFR, platelet-activating factor receptor; p-SAPK/JNK, phospho-stress-activated protein kinase/c-Jun N-terminal
kinase; PARP, poly (ADP-ribose) polymerase; BDNF, brain-derived neurotrophic factor; TLR4, toll-like receptor-4; NF-κB, nuclear factor-kappa B.

found that treatment with PCP resulted in a virtual increase in
nuclear translocation of NF-κB p65 and deoxyribonucleic acid
(DNA) binding activity. These findings indicate that levels of
the pro-inflammatory molecule NF-κB are increased through
up-regulation of PAFR. They also found that GB significantly
attenuates abnormal behaviors such as depression, sociability
and cognitive impairment, and behavioral sensitization induced
by PCP, in PAFR knockout mice. Moreover, GB attenuates
PCP-induced increases in NF-κB p65 nuclear translocation and
DNA binding activity (Tran et al., 2018). It was proposed for the

first time that PAF/PAFR mediates dopaminergic degeneration
via an NF-κB-dependent signaling process (Kim et al., 2013).
Depletion of the PAFR gene, or GB, which itself is a PAFR
antagonist, significantly attenuates the increase in NF-κB DNA
binding activity (Kim et al., 2013). GB has also been shown to
ameliorate colonic inflammation and decrease tumor number
and load in mice, through the assessment of disease activity
indexes, histological injury scores, leukocyte infiltration, and
expression of pro-inflammatory cytokines such as tumor necrosis
factor-α (TNF-α), IL-1β, and IL-6 (Sun et al., 2015). PAF
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FIGURE 2 | PAF-mediated signal transduction of ginkgolides in the
regulation of IIR. PAF binds to PAF receptor in vivo, and coupled with G
protein, phospholipase C is activated and has an effect on
phosphatidylinositol 4,5-bisphosphate. Phosphatidylinositol bisphosphate
breakdown produces inositol triphosphate and diglyceride. Inositol
triphosphate can induce intracellular calcium concentration increases and
diglyceride can activate PKC. Finally, it exerts a biological effect by secreting
cytokines and proteins. GB competitively inhibits PAF binding to PAFR in
order to reduce the above series of reactions and play an anti-inflammatory
role. PAF, platelet-activating factor; IIR, inflammatory immune response; PKC,
protein kinase C; GB, ginkgolide B.PAF, platelet-activating factor; PAFR,
platelet-activating factor receptor; GB, ginkgolide B; PIP2,
phosphatidylinositol 4,5-bisphosphate; IP3, inositol 1,4,5-triphosphate; DAG,
diacylglycerol; PKC, protein kinase C; IIR, inflammatory immune response.

regulates cytokines, which stimulates leukotriene synthesis and
is associated with the pathogenesis of inflammatory processes
(Maclennan et al., 2002). The PAFR is also involved in the
microglial polarization modulatory effects of GB on increasing
M2 signature gene expression, reducing M1 gene expression,
increasing transforming growth factor-β (TGF-β) and IL-10
secretion, and decreasing IL-6 and TNF-α (Shu et al., 2016).
Both GA and GB dose dependently inhibit the production
of pro-inflammatory cytokines, such as TNF-α and IL-1,
in lipopolysaccharide (LPS)-stimulated rat microglial cultures
(Li et al., 2017).

Ginkgolides Regulate Mitogen-Activated
Protein Kinase Signaling Pathways in the
Inflammatory Immune Response
The effects of ginkgolides in inflammation and
immunomodulation are gradually recognized. Administration
of GB inhibits TNF-α, IL-6, and IL-1β production and
suppresses TLR4 and NF-κB gene expression in an intracerebral
hemorrhagic rat model (Hu et al., 2011). MAPK signaling
is important for adjusting and controlling the structure and
function of eukaryotic cells by transmitting signals from the cell
membrane to the nucleus in response to a variety of extracellular
stimuli, including neurotransmitters, hormones, inflammatory
factors, viruses, growth factors, and inducer of oxidative stress
(Elbirt et al., 1998; Sun and Nan, 2016). In M8 and DC,

p38 MAPK is activated by TLR and promotes the secretion
of various pro-inflammatory and T cell polarization factors,
such as TNF-α, interferon-γ (IFN-γ), IL-1β, IL-12, IL-6, and
IL-23 (Aicher et al., 1999; Kikuchi et al., 2003). TLRs activate
innate immunity through the early identification of pathogenic-
associated molecular patterns in pathogens (Paul et al., 2018).
These receptors also regulate adaptive immunity through
up-regulating the expression of co-stimulatory molecules on the
antigen presenting cell surface and the secretion of inflammatory
cytokines, providing the second signal for T lymphocyte
activation and inducing T lymphocyte differentiation. In T cells,
p38 MAPK is activated by T cell receptor signaling, cytokines,
and histamine (Berenson et al., 2006; Paul et al., 2018). c-Jun
N-terminal kinase (JNK) and p38 are activated by a large number
of immune receptors such as TLRs, TNFR, and IL-1R (Huang
et al., 2009). JNK-mediated integration of T cell receptor and
costimulation signals play a role in the stress-activated MAPK
pathways in immune responses (Su et al., 2001). Coordinate
immune response is one of the primary functions of stress-
activated MAPK. It has been shown that pharmacological
inhibition of p38 and JNK pathways is effective in treating or
alleviating various inflammatory conditions (Kumar et al., 2003;
Manning and Davis, 2003; Jeffrey et al., 2007).

In order to investigate whether G. biloba extract EGb761,
which mainly contains flavonoids and terpene lactones, could
reduce cerebral p-Tau levels and prevent Alzheimer’s disease
pathogenesis, human P301S tau mutant transgenic mice were fed
with this compound for 5 months (Qin et al., 2018). It was found
that the mouse cognitive function was improved, synaptophysin
loss was attenuated, the cAMP response element binding protein
phosphorylation in the mouse brain was recovered, and the
p-Tau protein was decreased after treatment with EGb761
(Qin et al., 2018). Moreover, long-treatment with EGb761 also
inhibited the activation of p38-MAPK and glycogen synthase
kinase 3 in tau-transgenic mouse brains, the two key enzymes
generating p-Tau. These all suggested that EGb761, especially the
components of GA, BB, and flavonoids, enhanced autophagy,
increased the degradation of phosphorylated tau in neurons,
and reduced the generation of phosphorylated tau by inhibiting
the activity of p38 MAPK and glycogen synthase kinase 3 (Qin
et al., 2018). In addition, the neuroprotective effects of BB on
cerebral ischemia and reperfusion injury are also associated
with inhibition of pro-inflammatory mediator production and
down-regulation of JNK1/2 and p38 MAPK activation (Jiang
et al., 2014). Expression of MAPK/NF-κB signaling proteins,
both in vivo and in vitro, has been evaluated by Hui and
Fangyu (2017), who concluded that BB exerts gastroprotective
effects via the activation of MAPK/NF-κB. In the study of
Chen et al. (2017), high glucose-treated human umbilical
vein endothelial cells (HUVECs) were subject to various
concentrations of GB, and relative p38 MAPK phosphorylation
was analyzed by western blot. The results demonstrated that
GB can also inhibit p38 MAPK phosphorylation. Furthermore,
they found that high glucose-induced expression of TLR4 was
inhibited by p38 MAPK inhibitor SB203580. This indicates
that p38 MAPK possibly participates in the positive feedback
loop with TLR4 signaling and that GB restrains the course
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(Chen et al., 2017; Figure 3). GB potently inhibited the
expression of PF4 and CD40L in thrombin-activated platelets
by inhibition of p38 MAPK phosphorylation. So GB might
be a promising drug in atherosclerosis through inhibiting
platelet function and reducing inflammation (Liu et al.,
2014). In addition, GB also exerted anti-inflammatory and
chondroprotective effects in LPS-induced chondrocytes by
inhibiting LPS-induced MAPK pathway activation, suggesting
that GB might be an underlying therapy for osteoarthritis
(Hu et al., 2018). Collectively, ginkgolides play a role in the
IIR by regulating MAPK signaling pathways, but the detailed
mechanisms still need further investigations.

Toll-Like Receptor/Myeloid Differentiation
Primary Response 88/Nuclear
Factor-Kappa B Pathway in the Regulation
of Inflammatory Immune Response
Myeloid differentiation primary response 88 (MyD88) is an
adaptor protein of the toll/IL-1 receptor (TIR) signaling
pathway. MyD88 has a TIR domain and can interact with
other TIR domains in TIR family cells, mediating downstream
signal transduction and playing a key role in TIR signaling
pathway (Li and Qin, 2005). NF-κB is a protein that controls
transcription of deoxyribonucleic acid, cytokine production,
and cell survival and is also a major transcription factor
involved with both the innate and adaptive immune response
(Smith et al., 2006). Ginkgolides and BB not only inhibited
IL-1β, IL-6, IL-8, IL-10, and TNF-α but also attenuated the
levels of TLR2, TLR4, MyD88, Bak, and RIP3, which were
induced by oxygen-glucose deprivation/reoxygenation (OGD/R)
in BV2 microglial cells. Meanwhile, ginkgolides and BB also
reduced p-TGF-β-activated kinase 1, p-IkBα, and p-IKKβ and
suppressed the OGD/R-induced transfer of NF-κB p65 from
the cytoplasm to the nucleus in BV2 microglial cells (Zhou
Y. et al., 2016). These results showed that ginkgolides and
BB protect BV2 microglial cells against OGD/R injury by
inhibiting TLR2/4 signaling pathways (Zhou Y. et al., 2016).
The therapeutic effects of GB on ischemic and hemorrhagic
stroke are widely recognized. The modulatory effects on
inflammatory-related gene expression, suppression of NF-
κB and PI3K/Akt pathways, and TLR4/NF-κB are the main
protective mechanisms of GB against stroke (Nabavi et al., 2015).
Accumulating evidence demonstrated that GB can suppress
gene expression of TLR4 and NF-κB; decrease concentrations
of inflammatory cytokines such as TNF-α, IL-1β, and IL-6;
and reduce the number of apoptotic neuronal cells in both
intracerebral hemorrhage rat brain tissue and traumatic brain
injury. These all suggested that GBmay ameliorate inflammation
by suppressing the expression of TLR4-NF-κB signaling pathway
(Hu et al., 2011; Yu et al., 2012; Wan et al., 2017). GB also
significantly attenuated activation of NF-κB and expression
of TNF-α mRNA induced by LPS (Wu et al., 2016). In
HUVECs, the expressions of inflammatory protein-intercellular
adhesion molecule-1, the activation of IκB phosphorylation,
and NF-κB induced by oxidized low-density lipoprotein are
all inhibited by GB. The pharmacological effects of GB on

the inflammatory response induced by ox-LDL in HUVECs
may be associated with its inhibition of NF-κB activation and
reduction of reactive oxygen species production (Li et al.,
2009). Both GA and GB have ability to inhibit ischemia-
induced NF-κB activation by IκBα degradation via suppression
of the NF-κB-inducing kinase-IκB kinase pathway (Wang
et al., 2008). GC also shows a beneficial effect against
myocardial I/R injury via inhibition of inflammation, possibly
via suppression of the CD-40-NF-κB signaling pathway and
downstream inflammatory cytokine expression. These may offer
an alternative treatment for myocardial I/R diseases (Zhang et al.,
2018; Figure 3).

The neuroprotective effects of BB may be related to inhibiting
the expression of NF-κB p65 protein and decreasing its nuclear
translocation in the substantia nigra pars compacta of rats
to prohibit the apoptosis of dopaminergic neurons (Li et al.,
2008). GB can also protect cultured neurons from hypoxia- and
glutamate-induced damage and inhibit neuronal apoptosis by
down-regulating pro-apoptotic protein expression including
Bcl-2-associated X protein and up-regulating anti-apoptotic
protein expression (Ahlemeyer et al., 1999; Gu et al., 2012).
The anti-apoptotic property of GB may also contribute to the
suppression of p-SAPK/JNK activation and reactive oxygen
species, inhibiting mitochondrial pro-apoptotic factors such
as caspase-3, caspase-9, poly ADP-ribose polymerase, and
cytochrome c (Gu et al., 2012). GB is also believed to interfere
with the production of free radicals and protect against
a decrease in hippocampal Ca2+/calmodulin-dependent
PKCII activity after cerebral ischemia (Zalewska et al.,
1996; Pietri et al., 1997). Moreover, GA and GB decrease
glutamate-induced damage of neuronal and hippocampal cells
(Prehn and Krieglstein, 1993). Brain-derived neurotrophic
factor (BDNF), a member of the neurotrophin family, is
present in the mature brain and is implicated to decrease
infarct volume and to improve neurological outcomes
(Schäbitz et al., 2000, 2007). BDNF activates intracellular
tyrosine receptor kinase B, MAPK, and the extracellular
signal-regulated kinases to protect against ischemic stroke
(Reichardt, 2006). Wei and colleagues found that GB can
up-regulate the expression of BDNF in ischemic stroke
by evaluating the therapeutic effects of GB in transient
middle cerebral artery occlusion mice and OGD/R-treated
N2a cells (Wei et al., 2017). Collectively, ginkgolides have
anti-PAF, anti-apoptotic, anti-oxidative, neurotrophic, and
neuroimmunomodulatory effects.

ROLES OF GINKGOLIDES IN THE
INFLAMMATORY IMMUNE RESPONSE OF
NEUROLOGICAL DISEASES

Inflammation and immune response, as an important
mechanism, are directly involved in the occurrence of many
diseases of the nervous system, such as Parkinson’s disease
(PD), ischemic stroke, MS, and Guillain–Barré syndrome (GBS).
Ginkgolides might serve as a potential new treatment of these
neurological diseases by regulating IIR (Table 2).
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FIGURE 3 | MAPK and NF-κB signaling pathway of ginkgolides in the regulation of IIR. Lipopolysaccharide stimulates the dimerization of TLR4 and activates the
conserved MAPK tertiary kinase cascade through MyD88, interleukin-1 receptor-associated kinase, which leads to the activation of transcription factors. Finally, it
promotes the expression of inflammatory factors in target cells, thus participating in the inflammatory reaction process induced by lipopolysaccharide. As shown in
the figure, ginkgolides have effects on MAPK and TLRs/MyD88/NF-κB signaling transduction pathway. It can down-regulate MyD88, transforming growth
factor-β-activated kinase-1, IκB kinases, IκBα, extracellular signal-regulated protein kinase 1/2, extracellular signal-regulated JNK, and p38, ultimately reducing
inflammation. MAPK, mitogen-activated protein kinase; NF-κB, nuclear factor-kappa B; IIR, inflammatory immune response; MyD88, myeloid differentiation primary
response 88; TLR, toll-like receptor.TLR, toll-like receptor; MyD88, myeloid differentiation primary response 88; IRAK, interleukin-1 receptor-associated kinase; TAK1,
transforming growth factor-β-activated kinase-1; IKK, IκB kinases; MAP3K, mitogen-activated protein kinase kinase kinase; ERK, extracellular signal-regulated
protein-1; JNK, c-Jun amino-terminal kinase; NF-κB, nuclear factor-κB; AP1, activator protein-1; TBK1, TANK-binding kinase 1; IRF, interferon regulatory factor; IIR,
inflammatory immune response.

Ginkgolides in Parkinson’s Disease
PD is a common neurodegenerative disorder of the central
nervous system (CNS), which is characterized by progressive
loss of dopaminergic neurons of the substantia nigra pars
compacta with a reduction of dopamine concentration in the
striatum. The exact PD etiology remains unknown, but a variety
of theories attempted to explain the causes of neuronal death
and to identify possible triggers. It has been hypothesized that
inflammation may underlay the neurodegenerative process, with
the immune system playing a key role (Caggiu et al., 2019).
A rat model of PD was produced with a unilateral infusion
of 6-OHDA into the substantia nigra pars compacta. Different
doses of BB were administered to the rat and locomotor activity
and rotational behavior, and the expressions of NF-κB were
tested after the 6-OHDA infusion. Finally, the study concluded

that NF-κB activation contributes to the 6-OHDA-induced
loss of dopaminergic neurons, and the inhibition of the NF-
κB pathway is likely to be involved in the neuroprotective
effect of BB (Li et al., 2008). The roles of ginkgolides in
IIR are also supported by the study of Kim et al., wherein
they found that GB can significantly attenuate the increase
of the NF-κB DNA-binding activity induced by 1-methyl-4-
phenyl-1,2,3,6-tetrahydropyridine (can induce PD rodent model
through an NF-κB-dependent mechanism; Kim et al., 2013).
Furthermore, PD model treatment with GB-nanocrystals (GB-
NCs) can improve behavior, reduce dopamine deficiency, and
elevate dopamine metabolite levels (Liu et al., 2020). Thus, BB
and GB provide a therapeutic approach to rescue the PD by
regulating IIR. Highly stabilized GB-NCs had small sizes, high
rates of dissolution, and improved oral bioavailability and brain
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TABLE 2 | Roles of ginkgolides in IIR in neurological diseases.

Diseases Actions Ingredients References

Neurodegenerative diseases Inhibition of the NF-κB. BB Li et al. (2008)
Ischemic stroke Decreases infarct size, serum levels of pro-inflammatory factors, expressions

of intercellular adhesion molecule-2 and E-selection.
Down-regulates TLR4 and NF-κB.
Reduces microglial activation and promotes microglia/macrophage transferring
from inflammatory M1 phenotype to M2 phenotype.
Suppresses ERK/MAPK pathway and inhibits Akt phosphorylation.

GB Gu et al. (2012)

Reduces microglial activation and promotes microglia/macrophage transferring
from inflammatory M1 phenotype to M2 phenotype.

GB Gu et al. (2012)

Suppresses ERK/MAPK pathway and inhibits Akt phosphorylation. GB Nabavi et al. (2015)
Neuroimmune diseases Attenuates the inflammatory responses. GB Zhou J.-M. et al. (2016)

Inhibits the expressions of TLR4 and MyD88. GB Chen et al. (2017)
Regulates the TLR/MyD88/NF-κB. Ginkgolides Tran et al. (2018)

IIR, inflammatory immune response; NF-κB, nuclear factor-kappa B; BB, bilobalide; GB, ginkgolide B; TLR, toll-like receptor; ERK, extracellular regulated protein kinase; MAPK,
mitogen-activated protein kinase; MyD88, myeloid differentiation factor 88.

uptake, which might make them effective drugs for anti-PD
therapies in the future. But this field is nascent, and further
explorations are needed.

Ginkgolides in Ischemic Stroke
Numerous studies have proven that neuroinflammation plays
an important pathological role in ischemic stroke (Chen
et al., 2020). Extracellular glutamate increased significantly
after ischemia (Hsieh et al., 2017). And this extracellular
glutamate can result in microglial activation and production of
inflammatory mediators such as pro-inflammatory cytokines,
adhesion molecules, and chemokines (Goldshmit et al., 2018).
These inflammatory mediators can increase the severity of
primary brain damages (Huang et al., 2018). TLR, NF-κB, and
nitric oxide also play a crucial role in mediating signaling
pathways in microglial activation and ischemic stroke-induced
damage (Zheng et al., 2017; Zhao et al., 2019). A growing
number of evidence has shown that administration with GB
decreased infarct size, serum levels of pro-inflammatory factors
(such as TNF-α, IL-6, and IL-1β), and expressions of intercellular
adhesion molecule-2 and E-selectin; down-regulated TLR4 and
NF-κB; and reduced microglial activation in transient middle
cerebral artery occlusion-induced cerebral I/R injury in mice
(Gu et al., 2012; Fan et al., 2020). Previous studies also proved
that GB promoted microglia/macrophage transferring from
inflammatory M1 phenotype to a protective, anti-inflammatory
M2 phenotype in vivo or in vitro (Shu et al., 2016). Other
mechanisms have been revealed that the anti-inflammatory
activity of GB included suppression of ERK/MAPK pathway,
inhibition of Akt phosphorylation, and down-regulation of
p-TAK1, p-IkBα, and p-IKKβ (Nabavi et al., 2015; Fan et al.,
2020). The effects of ginkgolides and BB in the cellular and
signaling events of ischemic stroke, including inflammatory
pathways and neuroprotection, have been validated in multiple
preclinical studies. In the future, we might focus on the design
and synthesis of ginkgolides and BB analogs with brain-targeting
ability, which would cause effective and continuous therapy for
CNS diseases.

Ginkgolides in Multiple Sclerosis
MS is a classic neuroinflammatory and immunological disease
of the CNS, which is the second major neurological disease
leading to the disability of young adults (Hassan-Smith and
Douglas, 2011). In the pathogenesis of MS, antigens are
ingested and recognized by antigen presenting cells (APCs)
such as DCs, which leads to the activation of autoreactive
T cells, leading to a series of pathological changes such
as CNS inflammation, demyelination of myelin sheath, and
destruction of axon (Mundt et al., 2019). DCs can initiate
the autoreactive immune response in the pathogenesis of
MS and promote and maintain immune tolerance on the
other hand (Zhou Y. et al., 2016). PAF is a lipid mediator
produced by cell activation, which participates in inflammatory
reaction. In the process of inflammation and immune response,
immunogen activates a series of signal transduction pathways
in cells, which then triggers the expressions of cytokines and
participates in inflammations and immune responses. NF-κB
and MyD88 are critical intracellular signaling molecules. Recent
studies suggested that NF-κB participates in the inflammatory
immune responses induced by M8. Enhanced NF-κB activity
can inhibit the transformation of M1 into M2, so as to
strengthen and enlarge inflammation responses and aggravate
tissue damages (Vogel et al., 2013). On the contrary, inhibiting
the activity of NF-κB can increase the number and function of
M2 cells and reduce inflammations and promote the recovery of
diseases. MyD88 has a clear relationship with infectious diseases,
tumors, and autoimmune diseases; and an MyD88-dependent
pathway is considered as a vital target for intervention treatment
of these diseases (Feng et al., 2016). TLR/MyD88 signaling
pathway is closely related to the maturation of DCs and the
secretion of inflammatory cytokines. TLR/MyD88 signaling
pathway plays a key role in the pathogenesis of experimental
allergic encephalomyelitis (EAE), a classical animal model of MS
in human. The onset time of TLR9 knockout mice (TLR9−/−)
is delayed compared with that of normal mice, and the clinical
symptoms are mild (Prinz et al., 2006).

Ginkgolides regulate the TLR/MyD88/NF-κB signaling
pathway and attenuate the inflammatory responses to inhibit

Frontiers in Systems Neuroscience | www.frontiersin.org 7 June 2020 | Volume 14 | Article 45146

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Li et al. Ginkgolides in Inflammatory Immune Response

the productions of inflammatory factors mediated by OGD/R
in microglial cells (Zhou Y. et al., 2016). GB plays a protective
role in inhibiting the expressions of TLR4 and MyD88 induced
by high glucose and then in alleviating the TLR4-mediated
inflammatory responses in endothelial cells (Chen et al., 2017).
As shown previously, ginkgolides have been proved to be a
PAFR antagonist, significantly reducing the increase of nuclear
translocation of NF-κB p65 induced by PCP (Tran et al., 2018).
It has been reported that GB plays a role in PAFR antagonist
and can effectively prevent synaptic damage in hippocampus
of EAE mice without affecting microglial activation (Bellizzi
et al., 2016). Recently, Yu et al. (2019) have observed the
therapeutic potential of GK in experimental autoimmune
neuritis (EAN) through possible cellular and molecular
mechanisms, especially as a peripheral immunomodulatory,
and provided that GK may be a promising naturally small
molecule compound for treatment of MS in the future.
Despite that ginkgolide treatment may represent a novel
strategy for attenuating the inflammatory responses, the precise
mechanism of ginkgolides in mediating IIR remains to be
further explored.

Ginkgolides in Guillain–Barré Syndrome
GBS is an immune-mediated peripheral neuropathy,
characterized by demyelination of peripheral nerve and
nerve roots and infiltration of small vascular inflammatory
cells. EAN is a useful animal model for conducting research
on the pathogenesis and treatment of GBS (Liu et al., 2018).
A variety of immune cell subsets and a complex network of
cytokines are involved in the pathogenesis and progression
of GBS/EAN, such as Th1, Th2, Th17, and regulatory T cells
(Treg) cells (Zhang et al., 2013). The Th1 response is related
to the acute phase response to the pathogen in GBS, whereas
the Th2 response is associated with the recovery phase (Zhang
et al., 2014). The IFN-γ, IL-6, and TNF-α levels in Th1 are
increased in the acute phase of GBS, whereas those of TGF-β
and IL-4 are increased during the recovery phase of GBS
(Li et al., 2020). Moreover, the proportion of Th17 cells and
the levels of IL-17A in the peripheral blood of GBS patients
are increased in the acute phase of the disease, and those
of IL-17A are related to the disability scale score of GBS
(Kharwar et al., 2017). Tregs can abolish antigen-specific
T cell proliferation and suppress the secretion of Th1 and
Th2 cytokines (Zhang et al., 2013). Previous studies have
suggested that Tregs play a critical role in immune responses
in autoimmune diseases and that these cell numbers are
reduced in patients with GBS and EAN animals, suggesting
their crucial role in damage and repair in GBS (Harness and
McCombe, 2008). In summary, CD4+ T cells exert their effect
by releasing effector cytokines, and the net effects of these Th
cytokines determine the direction of immune responses and
the consequence of GBS/EAN (Harness and McCombe, 2008;
Nyati et al., 2011).

M8 differentiate into two phenotypes after activation:
classical activated M1, also known as pro-inflammatory type
M8, and activated type M2, also known as anti-inflammatory
type M8 (Shapouri-Moghaddam et al., 2018). M1 are involved

in the inflammatory damage of myelin sheath through the
release of pro-inflammatory factors, such as IL-12, during the
early course of GBS (Labonte et al., 2014). M2 are related
to disease recovery by secreting anti-inflammatory cytokines
in the later stage of GBS (Shen et al., 2018). CD4+ T cells
and M8 could interact and promote with each other as the
cytokines secreted by them are interconnected, intricate, and
pleiotropic. These cytokines constitute a complex immune
network in the pathogenesis of GBS/EAN. Previous studies have
shown that TLRs play a pivotal role in the occurrence and
development of GBS (Nyati and Prasad, 2014). Compared with
healthy controls, mRNA levels of TLR2, TLR4, MyD88, and
NF-κB were significantly increased in patients with GBS (Du
et al., 2015). It was also found that significant up-regulation
of TLR2 in sciatic nerves of EAN is correlated with disease
severity (Zhang et al., 2009). Moreover, TLR signaling activates
antigen presenting cells through MyD88-dependent or MyD88-
independent pathways to initiate adaptive immunity (Nyati
and Prasad, 2014). Thus, TLR, MyD88, and NF-κB are
involved in the pathogenesis of GBS/EAN. Studies have also
shown that expression of MyD88 in patients with GBS is
increased (Du et al., 2015). We speculated that the roles of
ginkgolides in GBS/EAN may be mediated by the regulation
of MyD88/NF-κB, based on the fact that ginkgolides attenuate
inflammatory responses by regulating the TLR/MyD88/NF-κB
signaling pathway.

CONCLUSION

Ginkgolides are clinically used for neuroprotective treatment on
reconvalescents of cerebral infarction. However, the cognition
about its therapeutic mechanism is still lacking. Ginkgolides
have several different biological effects including inhibiting
platelet aggregation, preventing apoptosis and oxidation,
providing nutrition to nerves, and regulating neuroimmunity.
Nowadays, accumulating studies have reported that ginkgolides
play an important role in regulating IIR via inhibiting the
PAF-mediated signal transduction, MAPK, and NF-κB signaling
pathways, which provide an insight into the novel clinical
application of ginkgolides in some neurological disease therapy
in the future.
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