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Anatomical and Neurochemical
Correlates of Parental Verbal Abuse:
A Combined MRS—Diffusion MRI
Study
Dohyun Kim 1, Jae Hyun Yoo 1, Young Woo Park 2, Minchul Kim 1, Dong Woo Shin 1

and Bumseok Jeong 1*

1Graduate School of Medical Science and Engineering, Korea Advanced Institute for Science and Technology (KAIST),
Daejeon, South Korea, 2School of Electrical Engineering, Korea Advanced Institute of Science and Technology (KAIST),
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Despite the critical impact of parental dialog on children who remain physically
and psychologically dependent, most studies have focused on brain alterations in
people exposed to moderate-to-high levels of emotional maltreatment with/without
psychopathology. We measured metabolites in the pregenual anterior cingulate cortex
(pgACC) acquired with single-voxel proton magnetic resonance spectroscopy and
anatomical connectivity assessed with probabilistic tractography in 46 healthy young
adults who experienced no-to-low level parental verbal abuse (paVA) during their
childhood and adolescence. The partial least square regression (PLSR) model showed
that individual variance of perceived paVA was associated with chemical properties
and structural connectivity of pregenual anterior cingulate cortex (pgACC; prediction
R2 = 0.23). The jackknife test was used to identify features that significantly contributed
to the partial least square regression (PLSR) model; a negative association of paVA was
found with myo-inositol concentration, anatomical connectivities with the right caudate
and with the right transverse temporal gyrus. Of note, positive associations were also
found with the left pars triangularis, left cuneus, right inferior temporal cortex, right
entorhinal cortex and right amygdala. Our results showing both a negative association
of frontal glial function and positive associations of anatomical connectivities in several
networks associated with threat detection or visual information processing suggest both
anatomical and neurochemical adaptive changes in medial frontolimbic networks to
low-level paVA experiences.

Keywords: verbal abuse, frontolimbic circuit, magnetic resonance spectroscopy, diffusion tensor imaging,
probabilistic tractography, pregenual anterior cingulate cortex, maltreatment

INTRODUCTION

As children and adolescents remain physically and psychologically dependent, maltreatment
by caregivers can have considerable consequences in both psychosocial development and brain
development. A survey of 4,141 participants reported that exhibiting a greater number of
lifetime anxiety disorders is associated with a higher likelihood of childhood physical and sexual
abuse history (Cougle et al., 2010). In a 32-year prospective longitudinal study, exposure to adverse
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psychosocial experiences such as maltreatment elevated the
risk of depression in adulthood (Danese et al., 2009). In a
prior study (Danese et al., 2009), incidence rate ratios indexing
the association between depression risk in adulthood and
childhood maltreatment were 1.81 in the definite group (having
experienced two and more among five maltreatment indicators)
and 1.37 in the probable group (having experienced one
indicator of maltreatment). Furthermore, depression (Hovens
et al., 2012; Nanni et al., 2012) and bipolar disorder (Post
et al., 2015) emerge earlier in maltreated individuals, and
these individuals have a more sustained or difficult treatment
course. As childhood maltreatment precedes clinical states and
occurs in developmental periods, one possible hypothesis is
that such maltreatment experiences can modulate the structure
of a person’s model regarding the external world and one’s
self. This modulation could be reflected in the structure and
function of the brain, as reported in previous studies with healthy
subjects (Choi et al., 2009; Lee et al., 2015). Thus, the difficult
progression of mood disorders in maltreated individuals may
be more likely associated with aberrancy of a person’s inner
model for perception of the world rather than simply with the
comorbidity of two conditions (e.g., The world around me is not
safe and requires high surveillance. Life is hard on me.).

Previous neuroimaging studies in clinical patients having
experienced physical or emotional maltreatment have reported
anatomical, functional, and neurochemical changes in the
brain. A multimodal study of bipolar disorder showed the
association of severity of childhood trauma with altered
prefrontolimbic functional connectivity and uncinate fasciculus
fractional anisotropy (Souza-Queiroz et al., 2016). A magnetic
resonance spectroscopy (MRS) study in maltreated children
and adolescents with posttraumatic stress disorder (PTSD)
reported a decreased N-acetyl aspartate (NAA) to creatine
(Cr) ratio of the anterior cingulate cortex, indicative of
neuronal loss or neuronal dysfunction (De Bellis et al.,
2000). In a functional magnetic resonance imaging (fMRI)
study, emotionally neglected adolescents showed blunted ventral
striatum development, which predicted the emergence of
depressive symptoms (Hanson et al., 2015). Regardless of
comorbid psychopathology, subjects with moderate-to-high
maltreatment have decreased intermodular connections in terms
of network architecture (Ohashi et al., 2017). These anatomical
and functional changes were also reported in healthy subjects
with a history of childhood maltreatment. Young adults with
parental verbal abuse (paVA) history but without significant
psychopathology showed decreased fractional anisotropy in
the arcuate fasciculus, the fornix, and the cingulum bundle
(Choi et al., 2009) and larger gray matter (GM) volume of
the left primary auditory cortex (Tomoda et al., 2011). The
degree of peer verbal abuse was negatively correlated with
the white matter (WM) integrity of the corpus callosum
and the corona radiata (Teicher et al., 2010). Functional
connectivity between the right amygdala and the rostral anterior
cingulate during processing of negative emotion was associated
with previous verbal abuse experience (Lee et al., 2015).
This alteration of the frontolimbic circuit during emotional
processing was also reported in a longitudinal sample of adults

(aged from 23 to 37 years) having experienced one or more
forms of maltreatment from among emotional maltreatment,
physical neglect, physical abuse and sexual abuse (Jedd et al.,
2015).

Neuroimaging results from previous studies in subjects
with or without comorbid psychiatric disorders indicate
that childhood maltreatment experiences are associated with
anatomical, functional, and neurochemical alterations in
the brain, including ventromedial and orbitofrontal-limbic
networks, and have deleterious effects on psychopathology
(Teicher and Samson, 2016). However, unless comorbid
psychiatric disorders are controlled, it is difficult to disentangle
which of the changes in the brain are due to maltreatment, the
associated psychiatric conditions or a combination or interaction
of both (Hart and Rubia, 2012).

Not all persons with a history of maltreatment experience
problematic outcomes. Although there is controversy over
the interpretation of maltreatment-related brain alterations,
experience-dependent plastic adaptation to a threatening
environment can be a plausible interpretation as well as
diathesis-stress mechanism (Teicher et al., 2016). Teicher
et al. (2016) suggested that alterations of frontolimbic regions
in healthy subjects with maltreatment experiences may be
associated with altered models of perception of the external
world, such as threat detection, sensory filtering, and reward
processing. Regarding previous results showing anatomical,
functional, and neurochemical alterations in frontolimbic
regions, evaluating the whole-brain connectivity with core
brain regions and chemical properties might be beneficial to
elucidate the impact of maltreatment experiences on the brain.
In particular, the pregenual anterior cingulate cortex (pgACC) is
highly connected with the limbic system and is thought to be one
of the key regulatory regions of the frontolimbic circuit, which
is implicated in emotional processing and reward processing
(Etkin et al., 2011; Marusak et al., 2016). The connectivity-based
segmentation of the cingulate cortex allows the identification
of structural connectivity between the cingulate and the rest
of the brain (Beckmann et al., 2009). Measuring the chemical
concentration in a predefined volume of interest (VOI), such
as the pgACC, using single-voxel proton magnetic resonance
spectroscopy (1H-MRS), can provide additional information
that differs from that derived from diffusion tensor image
(DTI). Thus, an integrated multimodal approach with 1H-
MRS metabolites and anatomical connectivity of the pgACC
might be useful to investigate brain changes in healthy young
adults with a history of emotional maltreatment, such as verbal
abuse.

In the current study, we investigated whether variance in the
perceived intensity of paVA during childhood and adolescence in
healthy young adults with a low level of paVA is associated with
both anatomical connectivity of the pgACC to the whole brain
and the chemical properties of the pgACC, which is a crucial
region of the frontolimbic circuit (Etkin et al., 2011).We assumed
that significant predictors would show both a positive association
and a negative association if neural alterations to a low level
of paVA resulted from maltreatment-related adaptation. In
line with the adaptation hypothesis, clinical symptoms such as
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alexithymia or depression scores may not be able to be predicted
with neural features.

Considering the maltreatment-related adaptation hypothesis,
it is more likely that depending on the function of the
tract, WM integrity may increase for some tracts, while
WM integrity may decrease for other tracts. In functional
studies, for example, a study on reward processing reported
decreased striatum activity in maltreated subjects (Dillon et al.,
2009), while another study reported a maltreatment-related
amygdala hyperresponse during negative emotional processing
(Dannlowski et al., 2012). However, most previous studies
on WM alterations in maltreated subjects have reported a
reduction in the number of fiber streams (Ohashi et al., 2017)
or decreased WM integrity assessed by decreased fractional
anisotropy or increased radial diffusivity (Eluvathingal et al.,
2006; Choi et al., 2009; Rodrigo et al., 2016). Greening
and Mitchell (2015) reported a positive association between
structural connectivity and trait anxiety using seed-based
probabilistic tractography. Compared with the whole-brain
approach, the seed-based connectivity approach can provide
specific information of tracts (Greening and Mitchell, 2015). To
achieve our goals, we exploited partial least square regression
(PLSR) with data acquired from probabilistic tractography and
1H-MRS of the pgACC. Because recent studies described a
reliable prediction model for various dimensions of psychiatric
symptoms or cognitive performance using anatomical or
functional connectivity (Greening and Mitchell, 2015; Meskaldji
et al., 2016; Rosenberg et al., 2016; Yoo et al., 2018), we focused on
the effect of paVA rather than on effects of confounding factors
such as current psychopathology on the medial frontolimbic
circuit.

MATERIALS AND METHODS

Participants
We recruited 51 young adults from Korea Advanced Institute of
Science and Technology (KAIST). The subjects were interviewed
by skilled psychiatrists (DK and JY) using the Korean version of
the Diagnostic Interview for Genetic Studies (DIGS-K version
2.0; Joo et al., 2004). Two subjects were excluded because of
incomplete self-report questionnaires and structured interviews.
The remaining subjects had no history of psychiatric or
neurological illness or of other types of abuse, such as physical
abuse or sexual abuse. Subjects also underwent MRI scans
consisting of T1-weighted (T1w) imaging, 1H-MRS, DTI, and
resting and task-related fMRI (fMRI data are not reported
here). After the quality control process, an additional three
subjects were excluded because of excessive motion on DTI
(N = 2) and poor spectrum fitting of 1H-MRS (N = 1;
see section ‘‘Quality Control’’ in the ‘‘Materials and Method’’
section). Finally, 46 subjects (mean age = 24.1 ± 4.2 years,
male:female = 29:17, total intelligence quotient = 120.5 ± 9.6)
were included in the further analysis. All procedures performed
in this study involving human participants were in accordance
with the ethical standards of the Institutional Review Board
of KAIST and with the 1964 Helsinki declaration and its later
amendments or comparable ethical standards. All participants

signed informed consent. The Korean version of the verbal
abuse questionnaire (VAQ; Teicher et al., 2006; Jeong et al.,
2015) was used to measure the perceived severity of paVA
experiences during the subjects’ childhood and adolescence.
The VAQ is composed of 15 items covering scolding, yelling,
swearing, blaming, insulting, threatening, demeaning, ridiculing,
criticizing, and belittling. Perceived severity was reported using
an 8-point Likert scale from 0 (not at all) to 7 (everyday).
The Korean version of the VAQ was successfully used in
our previous studies for adolescents and young adults (Jeong
et al., 2015). A VAQ score above 40 delineates a level of
verbal abuse that is unusually high in both North American
and Korean populations. The group averaged VAQ score was
7.0 (SD = 6.7, range = 0–29). Accompanying psychiatric
disorders could make difficult to disentangle which of the
changes of the brain are due to maltreatment or associated
psychiatric conditions. The recruitment of subjects with high
VAQ scores but without an accompanying psychiatric disorder
could possibility introduce a type of selection bias considering
the aspect of resilience. Thus, here, we enrolled subjects with
VAQ scores below 40. There was no gender difference in the
VAQ score (Meanmale = 6.6, Meanfemale = 7.7, t = −0.56,
p-value = 0.57). Because self-report questionnaires including
the VAQ rely on recall and subjectivity, such questionnaires
may reflect a person’s inner model for perception of their
maltreatment-related experience rather than accurate intensity
of maltreatment. Thus, we assumed that the VAQ score
represents the perceived intensity of paVA experiences in
their childhood and adolescence. In addition to the VAQ,
subjects were also asked to fill out self-report questionnaires
such as the Center for Epidemiological Studies–Depression
(CES-D, mean ± SD = 9.33 ± 6.8) questionnaire and the
Toronto alexithymia scale (TAS, mean ± SD = 43.7 ± 10.4)
questionnaire.

MRI and MRS: Data Acquisition
Data acquisition was performed using a Siemens 3T
Verio scanner (Erlangen, Germany) at KAIST. High
resolution T1w structural images (MPRAGE, TR/TE/TI:
2,400 ms/2.02 ms/1,000 ms, flip angle: 8◦, FOV: 224 × 224 mm,
voxel size: 0.7 × 0.7 × 0.7 mm3) were acquired from the
participants. After structural image acquisition, shimming
was performed using FASTESTMAP, and water suppression
pulses were calibrated for 1H-MRS. Single-voxel 1H-MRS using
semilocalization by adiabatic selective refocusing (sLASER,
TR/TE = 5,000 ms/28 ms, 64 scans, 2,048 complex points
were acquired from VOI (size = 20 × 15 × 20 mm3) within
pgACC (Figure 1), which was manually positioned by a
psychiatrist or a neurologist (DK, JY, and DS). The sLASER
sequence has advantages in terms of maintaining a relatively
uniform B1 field and a desired flip angle within voxels (Zhu
and Barker, 2011). In the sagittal view, the VOI was placed
at the front of the genu of the corpus callosum. In coronal
and axial views, the VOI was positioned at the midline of
the pgACC to cover the maximum volume of GM in the
region (Figure 1). Unsuppressed water signals were also
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FIGURE 1 | Group-wise pgACC VOI for magnetic resonance spectroscopy
(MRS). Each binary mask for the pgACC VOI was transformed from native
T1 space to the MNI 1 mm space. The VOIs partly overlap the mOFC and the
rACC on the DKT atlas in all of the subjects. The color bar represents the
number of overlapped VOIs of the subjects (pgACC, pregenual anterior
cingulate cortex; VOI, volume of interest; mOFC, medial orbitofrontal cortex;
rACC, rostral anterior cingulate cortex; DKT, Desikan-Killiany-Tourville).

collected to preprocess the data, such as eddy current and phase
correction.

Participants additionally underwent DTI scanning. The
diffusion images were acquired with a multiband protocol
(TR/TE: 5,520 ms/94.2 ms, voxel size: 2× 2× 2 mm3, multiband
factor = 4). The acquired multi b-value diffusion-weighted
images consisted of two B0 images (b factor = 0 s/m2) with
opposite phase encoding directions (from right to left and from
left to right) and 30 diffusion-weighted images for each b-value
(1,000, 1,500, 2,000 s/m2).

MRI and MRS Data Preprocessing
Quality Control
The diffusion data were corrected for motion artifacts and
eddy current-induced distortion by using the topup (Andersson
et al., 2003) and eddy (Andersson and Sotiropoulos, 2016)
functions of the FMRIB Software Library (FSL1). To estimate the
susceptibility off-resonance field, two B0 images with right-to-
left and left-to-right phase encoding directions were used.

The preprocessing pipeline for 1H-MRS data consisted of
eddy current correction, frequency correction using a cross-
correlation algorithm and phase correction using the least
square algorithm, part of MRspa software (version 1.5e2).
Taking into account the CSF fraction within the VOI, the
metabolite concentrations were estimated using LCModel
software version 6.3-1J (Provencher, 1993) and a basis set
(Deelchand et al., 2015). The estimates with Cramèr-Rao lower
bounds (CRLB) of less than 20% were considered reliable (Ip
et al., 2017). Five of the metabolites—NAA + NAA-gluatamate
(total NAA), myo-inositol, glutamate + glutamine (Glx), total
choline (Glycerylphosphorylcholine + Phosphorylcholine), and
total Cr (Cr + phosphocreatine)—met the CRLB criterion
(Supplementary Table S1 in Supplementary Material).

Visual inspection and preprocessing step described above,
we conducted a further investigation for quality control. We
investigated the LCModel fitting signal-to-noise ratio (SNR) and
motion parameters for the MRS and diffusion data, respectively.

1https://fsl.fmrib.ox.ac.uk/fsl
2https://www.cmrr.umn.edu/downloads/mrspa/

In the diffusion data, motion parameters were defined as root
mean squares (RMS) of displacements across intracerebral voxels
(Andersson and Sotiropoulos, 2016). Among the RMS of motion
of 90 diffusion-weighted images (30 directions for each b-value),
we took the maximum value as the motion parameter of each
subject. One subject was excluded due to an LCModel signal-to-
noise ratio (SNR) <10, and two subjects were excluded due to
a maximum RMS of motion >3 (Supplementary Figure S1 in
Supplementary Material).

Anatomical Consistency Among Individuals’ VOIs
In this study, VOIs of 1H-MRS were used not only as positions
for metabolite quantification but also as seeds for probabilistic
tractography. Thus, the anatomical consistency of VOIs across
subjects must be assessed. Transformation matrices for each
subject were acquired for transformation of B0 to T1w images
to the standard 1 mm3 Montreal Neurological Institute (MNI)
space using Advanced Normalization Tools (ANTs3). Then, each
subject’s VOI was transformed from the subject’s T1w space to
the standard space using the transformation matrix. Finally, the
generalized dice similarity coefficient as a measure of overlap
was computed from the intersection and union of VOIs (Crum
et al., 2006; Park et al., 2018). The generalized dice coefficient of
VOIs of 46 subjects was 0.71 (Figure 1). Because a dice similarity
coefficient of 0.7 or greater is regarded as excellent agreement for
similarities between pairs (Zou et al., 2004; Crum et al., 2006),
our data can be considered reliable for anatomical consistency.

Network Construction With Probabilistic
Tractography From pgACC VOI to Whole Brain
Individual cortical Desikan-Killiany-Tourville (DKT) and
subcortical parcellation images, which consist of 76 regions
(Supplementary Table S2 in Supplementary material), were
obtained from T1w images using the pipeline of the Freesurfer
software4. Then, the parcellated image in each subject was
transformed to the DTI space using the transformation matrix
acquired from the ANTs algorithm. Using the GM-WM
boundary shell (Bonilha et al., 2015), target masks were defined
as the boundary shell within the cortical DKT atlas and the
subcortical atlas. Seed masks were defined as voxels in the VOI
that overlapped with the boundary shell. Among the 76 DKT
target regions, the medial orbitofrontal cortex (mOFC) and
the rostral cingulate cortex of the bilateral hemisphere were
excluded because the seed regions (i.e., VOI for MRS) occupied
the two regions bilaterally in 46 subjects. After Bayesian
estimation of diffusion parameters at each voxel of the diffusion
image exploiting FSL bedpostX, probabilistic tractography
(Behrens et al., 2007) was performed in the diffusion space.
To determine the connectivity map from the pgACC VOI
with the rest of the brain, we adapted the method introduced
by Greening and Mitchell (2015). Connectivity frequency
maps to the target regions were generated while avoiding the
ventricle mask of each subject. To generate the frequency map,
25,000 samples were initiated within the seed voxels (step
length = 0.5, step size = 1,000, curvature threshold = 0.2). Finally,

3http://stnava.github.io/ANTs/
4https://surfer.nmr.mgh.harvard.edu/
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we generated 72 likelihood maps of seed-target connectivity
for each subject and then took the average value within the
connectivity likelihood map of each target region of interest
(ROI) in the subject diffusion space for the connectivity feature
of the prediction model. The processing step of diffusion data
is summarized in Supplementary Figure S2 in Supplementary
Material.

Statistical Analysis
The analysis was performed using 72 connectivity and five
chemical features. For problems with high dimension (p)
and small sample size (n) for which p > n, PLSR is useful
for predicting behavior from neuroimaging data (Krishnan
et al., 2011). We used the PLSR algorithm (for more
details, see supplementary methods in Supplementary Material)
implemented in the pls package (Mevik and Wehrens, 2007) of
R 3.4.3 software5. PLSR benefits from dimension reduction by
using few components (Meskaldji et al., 2016). Compared with
principal component analysis, PLSR finds components from a
predictor, which can predict dependent variables (Abdi, 2010).
All features were scaled across subjects (features were converted
to value between 0 and 1) within the training set using the ‘‘scale’’
option in the plsr function in the pls package. To find the optimal
number of components, bootstrap resampling was performed
100,000 times. For each iteration, PLSR was performed using
a bootstrapped sample, and then the root mean squared error
of prediction (RMSEP) of each number of components from
0 to 20 was obtained. RMSEP corresponding to each number of
components was defined as the median value of RMSEP values
acquired from 100,000-time resampling.

The PLSR model with the optimal number of components
was built on data from 45 subjects and tested with the remaining
one subject [i.e., leave-one-out cross validation (LOOCV)], and
this process was repeated for all 46 subjects (Figure 2). To
evaluate the significance of the model, a correlation analysis
between the reported VAQ value and the predicted VAQ
value was performed. We repeated the evaluation process for
100,000 permutations, shuffling the VAQ scores across the
subjects to estimate the significance of the PLSR model. For
each permutation, Pearson’s correlation coefficient (r) between
the predicted and shuffled VAQ score was obtained to generate
a nonparametric distribution. The significance was evaluated
by: (1) ranking the coefficient value of the PLSR model
using the original data among the generated distribution; and
(2) estimating the cross-validated predictionR2, which is given by

R2 = 1−
Residual estimated sum of square for prediction (PRESS)

Total sum of square (SST)

We compared the predictive ability of two PLSR models each
incorporating a single modality (MRS alone and tractography
alone) with the predictive ability of the multimodality PLSR
model. Then, we use the jackknife test to approximate the
t-test of the regression coefficient for the identification of
significant features. The significance of features was determined

5https://www.r-project.org/

FIGURE 2 | Schematic of the prediction model. For each subject,
72 connectivity features and five metabolite features were defined as
predictors. The predictive model was trained on data from 45 subjects and
tested with the remaining subject. The test was performed iteratively for all
subjects (pgACC, pregenual anterior cingulate cortex; LOOCV, leave-one-out
cross validation; VAQ, verbal abuse questionnaire).

at a p-value < 0.05. We performed additional PLSR using
CES-D or TAS as a dependent variable to explore whether brain
alteration is associated with psychopathology, such as depression
or alexithymia. In the PLSR, CES-D score and TAS score were
used as dependent variables, and both the connectivity features
of 72 variables and the chemical features of five variables were
used as independent variables, similar to the PLSR model for the
VAQ score described above.

Furthermore, the prediction results were validated using
different cross-validation schemes (i.e., five-fold, and 10-fold
cross validation). Because the number of total subjects (N = 46) is
not a multiple of 5 or 10, the subjects were divided into six groups
of five subjects and four groups of four subjects for 10-fold cross
validation and divided into one group of 10 subjects and four
groups of nine subjects for five-fold cross validation. There are a
number of ways to divide subjects into training sets and test sets;
therefore, we repeated the process 10,000 times. The accuracy of
the prediction was assessed using the mean of the cross-validated
prediction R2 for each process.

RESULTS

Prediction Performance of the Model
The RMSEP plot represents the optimal number of components
of the three PLSR models that include chemical properties,
anatomical connectivity, and both anatomical connectivity and
chemical properties, respectively (Figure 3). According to the
plots, the optimal number of model components, corresponding
to the lowest RMSEP value, was 2 in all three models. The model
with two components of anatomical connectivity and the MRS
chemical property of pgACC VOIs significantly outperformed
the models trained on shuffled data (permutation p = 8.9× 10−4,
Figure 4). Pearson’s correlation between the predicted VAQ and
the self-reported VAQ was significant (r = 0.53, p = 1.2 × 10−4,
Figure 4), and the estimated prediction R2 was 0.23 (for
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FIGURE 3 | Root mean squared error of prediction (RMSEP) plot produced for 100,000 bootstrap resampling iterations. For each iteration, RMESP values of the
partial least square regression (PLSR) model were obtained. The median RMSEP corresponding to each component is depicted. (A) PLSR model trained on the
chemical properties of five features. (B) PLSR model trained on the connectivity of 72 features. (C) PLSR model trained on 77 features of both connectivity and
chemical properties.

FIGURE 4 | Prediction performance of the PLSR model with both connectivity and chemical properties of the pgACC. (A) The performance of the PLSR model
tested by comparing the models trained on the shuffled data with 100,000 iterations. The red-dashed line represents the correlation coefficient between the
self-reported VAQ score and the predicted VAQ score. For each iteration, the correlation coefficient between the shuffled VAQ score and the predicted VAQ score
trained on the shuffled data was calculated. (B) Scatter plot of the self-reported VAQ score and the predicted VAQ score using the model. Predicted values were
obtained using leave-one-out testing. We perform a correlation analysis between the predicted value and the self-reported value. The correlation coefficient was 0.53
(p = 1.2e-04).

validation test of the relationship, see Supplementary Material).
The R2 of the PLSR model trained on anatomical connectivity
alone was 0.20, while the PLSR model trained on chemical
properties did not have predictive ability (R2 = −0.18). TAS
and CES-D scores could not be predicted using the PLSR
models trained on pgACC connectivity or chemical properties
(R2 = −0.35 and −0.56, respectively, Supplementary Figure S3
in Supplementary Material).

Significant Features
Given that the model could predict paVA experience from the
connectivity and chemical properties of the pgACC VOI, we
sought to determine which features make a reliable contribution

to the PLSR model. To identify these features, we used the
jackknife test (for more details, see Supplementary Material) to
estimate t-scores and p-values corresponding to the coefficients
of features (Figure 5, Table 1, Supplementary Table S3 and
Supplementary Figure S4 in Supplementary Material). The
jackknife test showed that a high paVA score was negatively
associated with pgACC connectivity with the right caudate,
pgACC connectivity with the right transverse temporal cortex
and myo-inositol concentration. Additionally, we found that
pgACC connectivity with the left pars triangularis, with the left
cuneus, with the right inferior temporal cortex, with the right
entorhinal cortex and with the right amygdala were positively
associated with VAQ score.
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FIGURE 5 | The pgACC connectivity features contributing to predicting the parental verbal abuse (paVA) score in the PLSR model. Red and blue patches represent
target brain regions with significantly positive and negative coefficients, respectively. The estimated coefficient for each target is described in Table 1 (pgACC,
pregenual anterior cingulate cortex; PLSR, partial least square regression; A, anterior; P, posterior; R, right; L, left).

Validation of the Prediction Model Using
Different Cross-Validations
Themean cross-validated predictionR2 was 0.05 [range:−3.74 to
0.41] and 0.16 [range: −1.92 to 0.39] for five-fold cross-
validation and 10-fold cross-validation, respectively. Five-fold
cross-validation had 7,818 predictable cases (R2 > 0) and 10-fold
cross validation had 9,636 predictable cases (R2 > 0) among
the 10,000 iterations. A histogram of prediction R2 values
in each validation procedure (Supplementary Figure S5 in
Supplementary Material) showed that prediction accuracy was
also maintained when different cross-validation schemes were
used.

DISCUSSION

Usingmultimodal neuroimaging data consisting of the structural
connectivity and chemical properties of the pgACC, we found

TABLE 1 | Features significantly contributing to the model for predicting
perceived parental verbal abuse.

Features Coefficient Standard error t-value p-value

Right caudate −0.780 0.366 −2.166 0.045
Right transverse −0.719 0.345 −2.118 0.042

temporal cortex
Myo-inositol −0.768 0.335 −2.13 0.026
Right entorhinal 0.620 0.236 2.591 0.014
Left pars triangularis 0.703 0.212 3.258 0.003
Right inferior 0.781 0.323 2.377 0.024

temporal cortex
Left cuneus 0.764 0.37 2.086 0.044
Right amygdala 0.808 0.322 2.478 0.018

significant association between perceived paVA and frontolimbic
properties (cross-validated prediction R2 = 0.23). On the other
hand, psychopathology scores, such as depressive symptoms
(CES-D) or alexithymia (TAS), were not associated with the
frontolimbic alterations. In other words, these structural and
chemical alterations of the brain may reflect perceived paVA
rather than psychopathology. These findings suggest that the
significant neurobiological features found in our study may be
attributed to individual experiences, such as perceived intensity
to paVA experience.

The significantly contributing predictors in our study were
consistent with the findings of previous neuroimaging studies
of mentally healthy subjects (Choi et al., 2009; Dannlowski
et al., 2012; Lee et al., 2015). Specifically, our results showing
negative associations with perceived paVA suggest that more
verbal abuse experience is associated with altered glial function
indicated by lower myo-inositol concentration (Chang et al.,
2013) and reduced pgACC connectivity with regions associated
with auditory processing, the transverse temporal gyrus, and
regions associated with reward processing, such as the caudate.
Although most prior studies on maltreatment have reported
a negative relationship between WM connectivity and the
severity of maltreatment (Eluvathingal et al., 2006; Choi et al.,
2009, 2012; Rodrigo et al., 2016), few studies reported positive
association between maltreatment and WM tract (Hanson et al.,
2013; Ugwu et al., 2015). We also found predictors showing
a positive association with perceived paVA. Interestingly these
predictors indicate connectivity of the pgACC with regions
involved in threat detection, such as the amygdala, and with
alertness, such as the cingulate-inferior frontal gyrus pathway
(Sadaghiani and D’Esposito, 2015; Coste and Kleinschmidt,
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2016). These findings revealing alterations of the frontolimbic
region even in subjects with a mild intensity of perceived
paVA below 40 suggest that the effect of maltreatment on
the frontolimbic circuit is an adaptation to the external
environment.

Many recent studies have attempted to predict cognitive
performance or psychopathology using connectivity features
(Greening and Mitchell, 2015; Rosenberg et al., 2016; Yoo et al.,
2018). The significant prediction features not only contribute
to accurate prediction but also demonstrate neurobiological
background. Greening and Mitchell (2015) reported a prediction
model for trait anxiety using the structural connectivity value
from the amygdala to the rest of the brain based on the
neurobiological background of anxiety. Because structural
connectivity can be indicative of functional connectivity and
can be affected by experience (May, 2011; Hermundstad
et al., 2013), the perceived intensity of paVA can be reliably
predicted using the pgACC connectivity value alone. However,
the PLSR model trained on both connectivity and metabolite
concentration offered a slight numerical advantage over
the PLSR model trained with a single modality. Chemical
properties can also be affected by psychiatric disorders
and experiences and are associated with brain structure
(Coupland et al., 2005; Zheng et al., 2010; Forde et al.,
2018). Chemical properties also provide additional information,
such as information on glial function and cytoarchitecture
(Chang et al., 2013; Forde et al., 2018), compared with DTI
tractography. Therefore, chemical properties may provide more
neurobiological information and contribute to the accuracy of
the prediction model.

We demonstrate that pgACC myo-inositol is negatively
associated with perceived paVA experience. It is well-known
that stress-induced neural alterations likely depends on specific
characteristics of the brain regions such as hippocampus (Heim
et al., 2008). In a MRS study with major depressive disorder
patients, blood cortisol showed significant negative correlation
with myo-inositol levels and dehydroepiandrosterone-sulfate
(DHEAS) displayed a significant negative relation with glutamate
levels in right hippocampus, but not mPFC (Shirayama
et al., 2017). Unlike the cortisol response, which decreased
after repeated exposure to the stressor, the DHEAS response
concentrations increase in response to both acute and chronic
(repeated) stress in a primate study (Maninger et al., 2010).
Thus, it is controversial the direct linkage between stress-induced
excitotoxicity and the reducedmyo-inositol in pgACC of subjects
having PaVA exposure experience. Rather, this finding supports
previous studies implicating myo-inositol in maltreatment or
other biological or mechanistic alteration. In a mouse study,
myo-inositol was decreased in the prefrontal cortex of mice
that experienced social isolation (Corcoba et al., 2017). Few
studies have investigated the effect of maltreatment per se
on the chemical properties of the human brain, but several
studies have investigated the relationship between the chemical
properties of the brain and psychopathology. The myo-inositol
to Cr ratio was reduced in adult depression patients with
and without childhood trauma history (Coupland et al., 2005),
while the NAA to Cr ratio was lower in maltreated subjects

with posttraumatic stress disorder (PTSD; De Bellis et al.,
2000). Decreased myo-inositol can be found in the prefrontal
and cingulate regions of subjects with depressive disorder
(Frey et al., 1998; Gruber et al., 2003; Coupland et al., 2005;
Zheng et al., 2010), whereas other studies reported unchanged
myo-inositol concentrations in depression patients (Auer et al.,
2000; Farchione et al., 2002). Depression-related myo-inositol
decrease was found in young adult subjects; thus, inconsistent
results may be attributed to the confounding effect of age
(Coupland et al., 2005; Zheng et al., 2010). Because myo-inositol
measured by 1H-MRS is considered a biomarker for glia in many
studies (Chang et al., 2013; Harris et al., 2015; Plitman et al.,
2015), the decrease suggests altered glial function. Myo-inositol
concentration is associated with maintenance of osmotic
concentration (Rango et al., 2008) or cerebral metabolism
(Weissenborn et al., 2007). Further, the hypo-osmolarity or its
induced brain edema is a possible mechanism of the reduced
myo-inositol in minimal hepatic encephalopathy which has no
overt cognitive impairment (Kooka et al., 2016). Thus, biological
changes in osmotic homeostasis, or brain metabolism may
be also a possible explanation of our finding, the negative
association of myo-inositol concentration in the pgACC with
paVA.

We observed that several structural connectivities of the
pgACC were negatively associated with perceived paVA
experience. These connectivities include the connectivity of
the pgACC with the right caudate and with the transverse
temporal gyrus. Structural connectivity between the pgACC
and the caudate can be considered part of the reward system.
A task fMRI study on adults with childhood maltreatment
history reported a blunted response to reward cues, decreased
activity of the pallidum, and an association between childhood
adversity and symptoms of anhedonia (Dillon et al., 2009).
Other task fMRI studies have consistently reported decreased
striatal responses to anticipated reward inmaltreated individuals.
Adolescent who experienced deprivation and adoption also
showed reduced recruitment of the striatal reward system in an
fMRI study (Mehta et al., 2010). A recent longitudinal fMRI study
revealed that changes in ventral striatum activity were negatively
correlated with the severity of emotional neglect (Hanson et al.,
2015). These results are consistent with our findings. Blunted
reward sensitivity makes people choose avoidance in approach-
avoidance conflict to remain in a safe environment (Guyer et al.,
2006; Teicher et al., 2016). The reduced connectivity in this
study may be considered a potential protective adaptation to
threatening environments, but further studies are needed to
confirm this hypothesis.

Another novel observation that we observed was that weaker
pgACC connectivity with the auditory cortex was related to
paVA experience. Studies have reported changes in the cortical
sensory region and tract associated with exposure to various
types of maltreatment. The WM integrity of the left arcuate
fasciculus associated with language processing was decreased in
subjects with paVA (Choi et al., 2009). A similar voxel-based
morphometry study revealed that young adults with repeated
paVA have altered GM density in the primary auditory cortex
within the superior temporal gyrus (Tomoda et al., 2011).
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Another study reported that decreased cortical thickness of
the somatosensory cortex was associated with tactile sensation
of the genital area in women with a childhood sexual abuse
history (Heim et al., 2013). Another study of young adults
who had suffered from witnessing interparental violence during
their childhood revealed that these subjects had decreased WM
integrity in the inferior longitudinal fasciculus, which connects
visual association regions to temporal regions (Choi et al., 2012).
Alterations of brain regions associated with primary sensory
processing may reduce the specific type of distressing stimulus
(i.e., maltreatment) and may be a potentially protective effect.
However, further studies are needed to confirm this hypothesis.

We found that some patterns of connectivity of the pgACC
with other regions are positively associated with VAQ score.
From the perspective of the adaptation hypothesis (Belsky
and Pluess, 2009; Teicher et al., 2016), this finding regarding
pgACC connectivity has significant implications. This positive
association of maltreatment-related brain changes with paVA
suggests the experience-related plastic adaptation rather than
diathesis-stress mechanism. Furthermore, as maltreatment-
related experiences can be accepted as threats to survival, the
strengthening of structure or functions of the brain may provide
advantages in survival in aspect of the experience-related plastic
adaptation. We found that structural connectivity between the
pgACC and limbic regions was positively related to perceived
paVA experience. The target regions of the connectivity included
the amygdala and the entorhinal cortex. A recent study reported
an inverse relationship between activities in the prefrontal region
and the amygdala during the processing of a negative emotional
stimulus (Amting et al., 2010). Increased functional connectivity
between the rostral ACC and the amygdala is associated with
emotional resilience (Kaiser et al., 2018). An association between
WM connectivity and functional connectivity of these regions
was reported (Lapate et al., 2016). Strong structural connectivity
between the PFC region and the amygdala facilitates the
easy processing of emotional stimuli and may protect against
deleterious outcomes such as anxiety (Greening and Mitchell,
2015; Lapate et al., 2016). Therefore, our results suggest that
stronger connection between the pgACC and the amygdala may
be a consequence of developmental adaptation to maltreatment.

We also observed that paVA experience is associated with
stronger connectivity between the pgACC and the inferior frontal
region, such as the pars triangularis. This result is consistent
with the framework of the plastic adaptation hypothesis. High
cognitive performance, especially attention and alertness, is
helpful for survival and adaptation. Several fMRI studies revealed
a role of the cingulo-opercular network in the maintenance
of attention-related cognitive processing (Dosenbach et al.,
2008; Sadaghiani and D’Esposito, 2015; Coste and Kleinschmidt,
2016). Alertness can be defined as requiring cognitive resources,
maintaining attention, and preparing to respond with less prior
information. Those who experienced paVA have attempted
to maintain their attention and prepare appropriate responses
under repetitive negative stimuli. In this alert state, cingulo-
opercular networks may be frequently induced. One possible
interpretation is that in individuals who have experienced verbal
abuse experience, an induced functional network, which is

associated with negative emotional processing and maintenance
of alertness, may enhance the structural network in the cingulate-
limbic region and the cingulo-opercular region through plastic
alterations, such as through a Hebbian process.

The connectivity of the pgACC with the right inferior
temporal cortex and the left cuneus was positively associated with
paVA experience. Although the significance of the association
remains elusive, recent research can provide some clues. White
matter integrity (assessed by fractional anisotropy) of the inferior
fronto-longitudinal fasciculus (IFOF) in patients with trauma is
correlated with emotional prosody and facial affect recognition
(Schmidt et al., 2013; Genova et al., 2015), and themicrostructure
of the IFOF predicted emotional recognition performance
(Unger et al., 2016). The pgACC connectivity may be part of
the IFOF, which begins in occipital region and terminates in the
frontal region via the temporal lobe. The IFOF plays roles in
facial recognition, semantic memory, and emotional recognition.
One possibility is that stronger IFOF connectivity is associated
with more severe paVA experience to detect the caregiver’s
emotion. Furthermore, considering the function of the cuneus
and the inferior temporal cortex in visual recognition (Kravitz
et al., 2013), strengthening this connectivity may be helpful for
detecting emotional expressions, such as facial expressions.

The retrospective evaluation of paVA in a cross-sectional
analysis of a cohort of subjects is a key limitation that risks
the inclusion of recall bias in the results, although this bias
could be related to the effect of emotional maltreatment on
one’s inner model of perception of the world during his or her
development. In addition, as we did not perform behavioral
experiments associated with brain alterations, such as threat
detection or reward processing, our neuroimaging results should
not be interpreted as direct evidence of behavioral alterations.
Subsequent work involving behavioral experiments may further
elucidate the maltreatment-related adaptation hypothesis. Brain
structures other than the pgACC, such as the corpus callosum
and the hippocampus, are also associated with maltreatment
(Teicher et al., 2010; Lee et al., 2018). Because we focused
on pgACC-related regions as significant features for perceived
paVA, the other structures were not considered. Although we
cannot use interhemispheric connections as features of themodel
because of the limitations of our methodology, focusing on the
medial frontolimbic circuit may bemeaningful when considering
the neurobiological background of maltreatment. However, it is
necessary to investigate other prediction models using other seed
regions, such as the hippocampus or the amygdala, in future
studies. In addition, both low intensity of paVA and the modest
sample size leads low variability and can reduce statistical power.
Thus, further validation studies with independent larger samples
including subjects with high intensity of paVA are also needed.

CONCLUSION

Despite several limitations, this combined MRS and diffusion
MRI study demonstrating the association of medial frontolimbic
networks with a low level of paVA in healthy young adults
indicates that exposure to emotional maltreatment, even
at mild intensity, by key caregivers during childhood
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and adolescence can impact the development of brain
circuits associated with reward, auditory, and emotional
information processing.
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Resting-state functional connectivity (FC) analyses have shown atypical connectivity in

autism spectrum disorder (ASD) as compared to typically developing (TD). However,

this view emerges from investigating static FC overlooking the whole brain transient

connectivity patterns. In our study, we investigated how age and disease influence

the dynamic changes in functional connectivity of TD and ASD. We used resting-state

functional magnetic resonance imaging (rs-fMRI) data stratified into three cohorts:

children (7–11 years), adolescents (12–17 years), and adults (18+ years) for the analysis.

The dynamic variability in the connection strength and the modular organization in terms

of measures such as flexiblity, cohesion strength, and disjointness were explored for

each subject to characterize the differences between ASD and TD. In ASD, we observed

significantly higher inter-subject dynamic variability in connection strength as compared

to TD. This hyper-variability relates to the symptom severity in ASD. We also found that

whole-brain flexibility correlates with static modularity only in TD. Further, we observed a

core-periphery organization in the resting-state, with Sensorimotor and Visual regions in

the rigid core; and DMN and attention areas in the flexible periphery. TD also develops

a more cohesive organization of sensorimotor areas. However, in ASD we found a

strong positive correlation of symptom severity with flexibility of rigid areas and with

disjointness of sensorimotor areas. The regions of the brain showing high predictive

power of symptom severity were distributed across the cortex, with stronger bearings

in the frontal, motor, and occipital cortices. Our study demonstrates that the dynamic

framework best characterizes the variability in ASD.

Keywords: resting-state functional MRI, autism, flexibility, dynamic connectivity, ABIDE

INTRODUCTION

Autism spectrum disorder (ASD) is a neuro-developmental disorder encompassing a range of
disorders including Asperger’s syndrome and pervasive developmental disorder. Resting state
functional MRI, which measures blood oxygen level-dependant signals (BOLD) (Deco et al., 2013;
Lee et al., 2013) has been used to study both physiology and pathology. The statistical analysis of
the matrix obtained by using Pearson cross-correlation of the regional BOLD time series across
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pairs of regions of interest (ROIs) has been found to reveal several
properties that are of clinical relevance. Recently, a number of
studies have explored brain networks as graphs (van den Heuvel
and Hulshoff Pol, 2010; Sporns, 2013). Graph-theoretic analyses
have shown that the functional connectivity in the human brain
is divided into well-organized modules or subnetworks which
are densely connected within themselves and sparsely connected
to each other. Disease and age affect this modular organization
(Chen et al., 2013; Song et al., 2014; Ye et al., 2015). Song et al.
(2014) reported that modularity decreases with aging, suggesting
less distinct functional divisions and specialization across whole
brain networks. They reported a decline in cognitive functioning
and intact primary information processing with age in typical
development (TD).

Several studies on neurocognitive diseases have reported
atypical fluctuation in modularity. Recently, in ASD, alterations
in the network properties (global and local efficiency,
assortativity, clustering coefficients, characteristic path length,
small world properties, etc.) with maturation and disease were
found in our and other studies (Rudie et al., 2013; Harlalka
et al., 2018b; Henry et al., 2018). Using static networks, a
significant decrease in modularity has been observed. Both the
functional connectivity between major networks (i.e., functional
segregation) and connectivity within different networks (i.e.,
functional integration) are altered in ASD (Rudie et al., 2012,
2013). Studies have shown under-connectivity in various
functional networks, especially in the Default Mode Network
(DMN) (Hahamy et al., 2015; Yerys et al., 2015).

However, in recent times, it has been found that analyses based
on static functional connectivity have several shortcomings.
Static functional connectivity (FC) does not sufficiently
incorporate time-varying (or dynamic) changes that occur
through the brain scan (Chang and Glover, 2010). Dynamic
functional connectivity (dFC) analyses have shown to reveal
patterns of brain states that occur commonly as well as
transitions among them (Damaraju et al., 2014; Preti et al.,
2017). They also give an idea about the dynamic reconfiguration
that occurs during tasks (Bassett et al., 2011; Braun et al., 2016;
Gerraty et al., 2018). To analyze dynamic or instantaneous
connectivity, the BOLD timeseries is divided into overlapping
intervals, and a functional correlation matrix is derived for each
of these intervals. The sliding window or tapered sliding window
approach has been widely used to study dynamic connectivity
of functional brain networks estimated from fMRI BOLD data
(Xu and Lindquist, 2015; Park et al., 2017). With recent studies
reporting that modularity of dynamic functional networks varies
on very short timescales (Betzel et al., 2016, 2017), there is
a possibility of tracking instantaneous changes in functional
connectivity between brain regions. Particularly, while static
communities represent sub-networks densely connected among
themselves and sparsely connected to the rest of the brain,
community structures in dynamic networks would project the
ongoing changes in communities over time (Bassett et al., 2011;
Cole et al., 2013).

Recent studies have explored the dynamic nature of atypical
information processing in ASD (Falahpour et al., 2016; Chen
et al., 2017; de Lacy et al., 2017; Watanabe and Rees, 2017;

Rashid et al., 2018). Watanabe and Rees (2017) reported that the
autistic brain shows fewer state transitions compared to those of
typically developing, and such atypically stable brain dynamics
relates to symptom severity in ASD. Some studies reported
altered dynamic functional connectivity between specific areas
(Falahpour et al., 2016). Several whole-brain studies found
dominant brain states as well as their dwell times. Resting
state fMRI analysis of ASD cohort reveals that the dynamics
spends more time in globally disconnected states with fewer state
transitions as compared to TD (de Lacy et al., 2017; Rashid
et al., 2018). Flexibility of brain also provides an alternate way of
quantifying the dynamic changes in fMRI studies (Garcia et al.,
2018). Intuitively, it can be thought of as a measure to quantify
the dynamic reconfiguration that occurs in the brain over time. It
has been applied to obtain insights into altered dynamic pattern
in various disease states such as schizophrenia (Braun et al., 2016)
and epilepsy (Tailby et al., 2018). The influence of resting-state
flexibility on disease and age has not been studied, particularly in
ASD.

Therefore, we adopt this framework to investigate the
dynamic changes in functional activity of TD and ASD. We
stratified the data (ASD and TD) into groups of children,
adolescents, and adults. We attempted to quantify the variability
in dynamic FC in two plausible ways. Firstly, we quantified
the variability in the connection strength. Secondly, dynamic
metrics, flexibility, cohesion, and disjointness were used to study
the differences betweenASD and TD. The pipeline is summarized
in Figure 1.

MATERIALS AND METHODS

Data Acquisition and Preprocessing
We used single-site data (NYU) from the ABIDE Preprocessed
Initiative (Cameron et al., 2013). Institutional review board
approval was provided by each data contributor in the ABIDE
database. Detailed recruitment and assessment protocols and
inclusion criteria are all available on the ABIDE website.

FIGURE 1 | Pipeline of the analysis: resting-state fMRI data used to analyze

varying temporal dynamics in ASD and TD.
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The data was preprocessed using the DPARSF pipeline (Data
Preprocessing Assistant for Resting State fMRI) (Chao-Gan
and Yu-Feng, 2010). Briefly, acquisition time correction and
head motion correction (Friston 24-parameter model) were
done for each subject. The functional images were re-aligned
using a 6 degrees-of-freedom transformation. The structural
image was co-registered with the mean functional image.
The following nuisance signals were removed as part of the
ABIDE preprocessing initiative: head motion effects (using
Friston 24-parameter model), signals from white matter and
cerebrospinal fluid, linear, and quadratic trends. The images were
warped into MNI space. Temporal filtering (0.01–0.1Hz) was
performed on the regressed time series (Liu and Duyn, 2013).
Global signal regression (GSR) has been shown to cause anti-
correlation in resting state brain networks and to distort group
differences in intrinsic functional connectivity (Murphy et al.,
2009; Weissenbacher et al., 2009; Saad et al., 2012). Therefore,
we did not use GSR. Details of the preprocessing steps can be
found here: http://preprocessed-connectomes-project.org/abide/
dparsf.html. We used the Automated Anatomical Labeling
template (AAL) for parcellating the brain into 90 regions of
interest (ROIs). We have provided the mapping between names
of the ROIs and their abbreviations in Supplementary Table 1.

ABIDE Preprocessed Initiative (Cameron et al., 2013)
provides visual assessment of the functional data from 3
manual functional raters. Subjects were excluded if (1) Any of
the 3 raters gave it a “Maybe” or a “Fail” rating. (2) failed
visual inspection of anatomical images and surfaces; (3) mean
framewise displacement > 0.1mm. Further, the data was age-
stratified into three cohorts: young children under 11 years of
age, adolescents from 11 to 18 years of age, and adults above
18 years of age (Table 1). Overall, we did not find significant
differences in within-group properties for age and IQ between
ASD and TD subjects. Non-parametric t-tests were used to
calculate differences in mean relative motion and IQ scores.
While motion was slightly higher in children compared to
adolescents and adults, we found that there were no significant
differences in these measures between ASD and TD.

Dynamic FC
We used the DynamicBC toolbox (Liao et al., 2014) for Dynamic
FC creation. We used a tapered sliding window length of 30 s
in accordance with previous studies (Allen et al., 2014; Betzel
et al., 2016) and the window was moved with a stride of 1. A set
of sliding window correlation matrices was calculated for each
subject. A Fisher Z-Transformation (to transform the Pearson’s
r, i.e., the correlation coefficient) was then applied to improve
the normality of the distribution of the correlation matrices.
Finally, the dynamic FC variability matrix, dFCvar was calculated
for each subject where D(i,j) is the standard deviation of the
connection strength between ROIs i and j across the temporal
windows. This matrix has also been referred to as the connection
flexibility matrix in previous studies (Bassett et al., 2011; Betzel
et al., 2016). Therefore, a higher D(i,j) would imply a hyper-
variable connection between areas i and j. Then the Network
Based Statistics (NBS) method (Zalesky et al., 2010) was used to

TABLE 1 | Demographic details of the samples included in this study.

ASD TD p

CHILDREN

Age: mean (SD) 9.51 (1.12) 9.10 (1.32) 0.241

range 7.15–10.06 6.47–10.86

Gender 24M/2F 19M/7F

FIQ 76–142 80–136 0.103

ADOS total score (SD) 10.89 (4.2) –

mean FD (SD) 0.08 (0.04) 0.05 (0.02) 0.091

ADOLESCENT

Age: mean (SD) 13.71 (1.79) 14.01 (1.74) 0.362

range 11.01–17.88 11.32–16.93

Gender 23M/5F 23M/5F

FIQ 78–132 80–121 0.526

ADOS total score (SD) 11.45 (4.46) –

mean FD (SD) 0.07 (0.03) 0.06 (0.03) 0.303

ADULT

Age: mean (SD) 24.13 (3.92) 25.41 (5.87) 0.325

range 18.58–39.1 18.59–31.78

Gender 14M/4F 14M/4F

FIQ 80–137 81–139 0.607

ADOS total score (SD) 10.82 (3.9) –

mean FD (SD) 0.05 (0.03) 0.05 (0.02) 0.202

find a significantly different component (p_connection< 0.01, p-
cluster < 0.05, 10,000 iterations), both hyper-or-hypo-variant in
the dFCvar matrix between ASD and TD in each age group. The
significant variable connections are classified into short, middle,
and long range connections. All the connections i.e., distances
between the centers of every two ROIs in the AAL atlas were listed
and sorted. The shortest 33% connections are short-range, highest
33% connections are long-range and the other connections are
defined as intermediate-range.

We also estimated the correlation between dFCvar matrix
and severity score of ASD. We used the permutation method
for calculating significance of correlation with null hypothesis of
no correlation between each edge and the ADOS scores (FDR
corrected). More details about the methods used for network
correlation with ADOS score as well as supplementary analysis
to check for robustness of our results with different window
parameters are provided in the Supplementary Information.

Modularity Maximization
We used the modularity maximization algorithm to determine
the temporal communities in the multilayer dynamic functional
connectivity matrix. For visualization, one can imagine a
super adjacency matrix consisting of multiple adjacency
matrices. Multilayer modularity algorithm finds communities
within this super adjacency matrix. Similar to static networks,
regions in the same temporal communities are also expected
to have higher intra-community connectivity compared to
regions in different communities. This algorithm identifies
communities across time by maximizing a Louvain-like
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modularity function (Q):

Q =
1

2µ

∑

ijlr

((

Aijl − γl.Pijl
)

δlr + δij.ωjlr

)

δ
(

gil, gjr
)

In the above expression, Aijl is the correlation of regions i and
j in layer l. Pijl is the expected correlation in an appropriate
null model. Two free parameters γ and ω, are used to scale
the number of communities and the strength of the inter-layer
edges that link each node to itself, respectively. In our study, we
used the Newman-Girvan null model and the default values of
1 for the two free parameters. We used the Genlouvain Matlab
toolbox (Jutla et al., 2011–2012) to calculate the community
assignments. Since the output could vary in each run due to
the stochastic nature of optimizing the partition function, we
repeated the algorithm 50 times and calculated the three dynamic
metrics—flexibility, cohesion, and disjointness for each run. The
final value of each metric for each subject is the average of the 50
runs.

Flexibility
The multilayer modularity maximization algorithm detected the
community affiliations of each ROI at each window i.e., the
output is G = N × T matrix where each element (n,t) is the
community that ROI n belongs to at window t. Regional flexibility
(f ) of an ROI i, is defined as the ratio of the number of times it
changed its community affiliation through the temporal windows
to the possible number of community changes (as shown in the
expression below). It is a number between 0 and 1 where zero
implies most rigidity and one implies the most flexibility in terms
of community changes through time.

fi = 1−
1

T − 1

T−1
∑

s=1

δ
(

Gi,s,Gi,s+1

)

Nodes with low flexibility form the rigid temporal core while
nodes with high flexibility form the temporal periphery. Global
flexibility (F) for a subject is calculated as the mean flexibility
score across all ROIs (F =

1
N

∑N
i=1 fi). For our analysis, we

calculated both the regional and global flexibility scores for 50
runs of the modularity algorithm and averaged the values across
runs for statistical analysis. We also correlated the regional and
global flexibility scores with the subject-wise ADOS scores and
the modularity of each subject. Further, we repeated the analysis
with different values for parameters γ and ω of the multilayer
modularity algorithm.

Relationship Between Modularity and
Flexibility
Static modularity is a metric that quantifies the subdivision
of a network into communities. Higher modularity implies
higher within-module connectivity and lower between-module
connectivity. We first calculated the static FC using the pearson
cross-correlation of the BOLD timeseries. We binarized the
matrix using 10% proportional thresholding. We used the
Louvain algorithm (Blondel et al., 2008) to calculate the

modularity for each subject. Non-parametric correlation method
was used to calculate the correlation between global/regional
flexibility scores of the ROIs and modularity.

Cohesion and Disjointness
Although flexibility characterizes the modular changes in
each brain area through the scan time, it does not capture
changes in community affiliation. For this, we use two network
measures: Cohesion strength and node disjointness. These
are complementary measures of dynamic networks. Node
disjointness quantifies the fraction of times a node changes its
community independently, without other nodes from its module.
Node cohesion strength is calculated as a cohesion matrix, where
the edge weight denotes the number of times a pair of nodes
changes to the same community together. Cohesion strength
of an ROI i is the sum of its row values in the cohesion
matrix. We analyzed the correlations between ADOS scores and
cohesion/disjointness.

RESULT

Hyper-Variance of Connections in ASD
We calculated the dFCvar matrix, for every subject where
each connection (i,j) of dFCvar is the standard deviation of
the connection strength between ROIs i and j across the
temporal windows. We found significantly hypervariant cluster
of connections in the ASD group in all age groups—children,
adolescents and adults. In the children group, the cluster had
37 connections. Most of these were intra-modular DMN-DMN
connections, and most were long-range connections (43%). In
the adolescents group, the cluster had 42 connections, around
one third of which were intramodular and most were short-range
connections (45%). Interestingly, in adults, similar to children,
we observed high number of long-range (37%) and medium-
range (37%) connections (Figure 2).

FIGURE 2 | Hypervariant ASD connections in the dFCvar matrix. Majority of

connections in children and adults are long-range while adolescents are seen

to have majority short-range connections.

Frontiers in Human Neuroscience | www.frontiersin.org 4 February 2019 | Volume 13 | Article 619

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Harlalka et al. Altered Dynamic Connectivity in ASD

Relationship Between dFCvar and ADOS
Scores
We found that there were 8 hypervariant connections that
showed very significant correlation (r > 0.4, p < 10−5, survived
FDR correction) with ADOS score (Table 2). These connections
did not show effect of age (one-way ANOVA, p > 0.05)
indicating that this correlation was present in all age groups.
These mostly included connections between inferior parietal
areas and temporal regions. At the network level, we found
that the mean DMN dFCvar connections showed significant
correlation (r = 0.34, p < 0.05) with ADOS score as well as
the mean DMN-Attention dFCvar connections (r = 0.39, p <

0.05). These too, did not show age effect with one-way ANOVA
indicating that this effect is present for all age groups. However,
the average functional connectivity did not show significant
correlation with ADOS total scores (p-values did not survive
permutation testing). All within-network and between-network
correlations are reported in Supplementary Table 2. Overall, this
shows that the inter-subject connection variability relates to
symptom severity.

Negative Correlation of Flexibility and
Modularity
In the next analysis, we calculated the multilayer dynamic FC
using a multilayer modularity algorithm to partition the brain
regions into communities across layers. We found that each
subject had between 8 and 26 distinct communities (mean: 18.1).
The flexibility of each region is calculated as the fraction of times
the region changed its community assignment (Figure 3).

Further, we calculated the modularity of static functional
connectivity for each subject using Louvain algorithm and
correlated it with the local and global flexibility values. In
dynamic systems, different brain connectivity configurations can
be interpreted as different attractor states. While modularity
measures the depth of the attractor states, flexibility measures
the frequency of the brain transitioning between states. Deeper
states are more stable and will be more resistant to change, and
so the regions in these states will have lower flexibility and vice
versa (Ramos-Nuñez et al., 2017). We found that in the TD
group, the mean whole-brain flexibility shows a significant (p
= 0.001) correlation (r = −0.35) with modularity (Figure 4A).

TABLE 2 | Connections showing significant correlation (p < 10−5) to ADOS total

score.

ROI_1 ROI_2 Correlation

Frontal_Inf_Orb_R Parietal_Inf_L 0.47

Parietal_Inf_L Temporal_Mid_L 0.42

Parietal_Inf_L Temporal_Inf_L 0.45

Precentral_L Insula_R 0.43

Precentral_L Putamen_L 0.48

Supp_Motor_Area_R Insula_R 0.44

Insula_L Precuneus_L 0.47

Caudate_R Temporal_Pole_Mid_R 0.43

However, ASD did not show a correlation between flexibility and
modularity. On stratifying the data based on age group and then
calculating the correlation, we found that in the children’s age
group, TD did not show any significant correlation of whole brain
mean flexibility with modularity score (TD: r = −0.06, p > 0.1,
ASD: r = −0.08, p > 0.1). In adolescents and adults, we found
that TD showed a significant correlation (r > −0.39, p < 0.01).

Further, we found that there were several areas that showed
a significant correlation between local flexibility score and
modularity in TD while only two of these areas (rectus gyrus
and paracentral lobule) showed this correlation in the ASD
group (Figure 4B). The areas showing significant correlation in
TD group include DMN areas: middle temporal gyrus (MTG),
gyrus rectus (REC), superior frontal medial, and dorsal gyrus
(SFGdor, SFGmed); attention areas: inferior and middle frontal
orbital areas (ORBinf, ORBmid) and inferior parietal areas (IPL);
subcortical areas: putamen (PUT), pallidum (PAL), thalamus
(THA); visual areas: calcarine fissure (CAL), occipital inferior
gyrus (IOG), and fusiform gyrus (FFG); sensorimotor/auditory
areas: rolandic operculum(ROL), heschl gyrus (HES), superior
temporal yrus (STG), supplementary motor area (SMA).

Significant Network Level Differences in
Dynamic Network Measures
To examine if changes in whole-brain flexibility are driven by
a biologically relevant organization of brain regions or instead
driven by randomness/noise in the whole brain, we tested the
average flexibility of functional networks (DMN, Attention,
Subcortical, Sensorimotor, and Visual networks). We conducted
a repeated-measures ANOVA with functional network as a
within-subject factor and with age and disease as between-subject
factors. We found a significant main effect of functional network
[F(4, 142) = 3.8, p < 0.0001], while there was no significant
effect of interaction of network and disease [F(4, 142) = 0.84,
p = 0.13], or interaction of network, disease and age [F(8, 142)
= 1.61, p = 0.16]. The significant differences are listed in
Supplementary Table 3. Overall, the results primarily indicate
that the visual and sensorimotor areas show the least flexibility
and the highest standard deviation indicating that they form the
rigid temporal core. This is in contrast to DMN, Subcortical
and Attention areas which have higher flexibility and lower
standard deviation that form the flexible temporal periphery (See
Supplementary Tables 3, 4). Although there is no disease effect
observed at the network-level, it is possible that variation in ASD
is not captured when it is considered as one group in the ANOVA
analysis. Interestingly, we found that at the network level, mean
visual, and auditory flexibility scores show a positive correlation
with the ADOS scores. However, static modularity scores did not
correlate with the ADOS scores (Figures 5A,B).

To further explore the differences in the dynamics at the
network level, we also analyzed other dynamic measures:
cohesion strength and disjointness. We observed that cohesion
strength shows a significant network level effect [F(4, 142) = 3.9,
p < 0.01] with sensorimotor network showing high cohesion
strength. There is a significant effect of network [F(4, 142) =

43.05, p < 0.0001] on node disjointness with DMN network
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FIGURE 3 | Plot of regional flexibility values for TD and ASD groups where the data is stratified into three groups: Children, adolescents, and adults.

having highest disjointness and sensorimotor, visual networks
having lowest disjointness. This analysis provides insights into
the organization of the dynamic resting state functional brain.

Effect of Age and Disease on Dynamic
Metrics
We used 2-factor ANOVA with factors as disease (2 levels:
TD, ASD) and age (3 levels: children, adolescents and adults)
to analyze their effects on regional flexibility, cohesion, and
disjointness. We found a main effect of disease and of age
on flexibility. The superior temporal gyrus (TPOsup) shows
significantly [F(1, 144) = 4.66, p = 0.03, partial eta-squared =

0.06 - medium effect size] reduced flexibility in ASD. To confirm
that this difference was not driven by the difference in overall
variance of the node but purely by the dynamic reconfiguration
caused by the reduced flexibility, we also controlled for the mean
dFCvar connections of this particular node. We still found a
significant difference (p < 0.01) between ASD and TD groups.
We also found several regions that show effect of age including:
superior frontal orbital [ORBsup, F(1, 144) = 3.92, p= 0.02], PAL
[F(1, 144) = 6.93, p= 0.001], amygdala (AMYG), cuneous (CUN),
inferior occipital gyrus (IOG), left inferior parietal (IPL), angular
gyrus (ANG), caudate nucleus (CAU), putamen (PUT), thalamus
(THAL), SFGdor, and left superior temporal (STG). Comparisons
on group statistics of pallidus gyrus (periphery region) showed a
significant increase in flexibility in adults as compared to both
adolescents (p = 0.01) and children (p = 0.0002) while the
superior frontal orbital (periphery region) shows a significant
(p = 0.005) increase of flexibility in adults as compared to
adolescents (Table 3, Figure 6A).

On analyzing the effects of aging and disease on cohesion
strength as well as disjointness for each individual node, we
found certain nodes that show significant effect (p < 0.05) of
disease, age, and their interaction. Specifically, we found that
attention areas like middle frontal, inferior frontal orbital and
the parietal node as well as the caudate nucleus show significant

decrease in cohesion in ASD (p < 0.05, partial η2
∼ 0.05). While

STG showed an increase in cohesion with age, areas like caudate
nucleus, superior and inferior frontal areas show a general trend
of decrease with age (Figure 6B, Table 4).

We found areas showing significant main effect of disease
and age on node disjointness, but not of their interaction. The
rolandic operculum gyrus, lingual and occipital gyrus as well
as the medial frontal orbital show a significant increase in
disjointness in ASD (p < 0.05, partial η2

∼ 0.06). Further, several
nodes in DMN and Sensorimotor network show significant
decrease in node disjointness with aging (p < 0.05, partial η

2

∼ 0.07) (Figure 6C, Table 5). Overall, ASD shows an increase in
disjointness and a decrease in node cohesion strength.

Correlation of Dynamic Metrics (Local
Dynamics) With ADOS Scores
To analyze the relation between symptom severity and dynamic
measures—flexibility, cohesion strength, and disjointness, we
found their correlations with the ADOS scores. We did not find
a significant correlation between mean whole brain flexibility
scores with ADOS scores. At the functional network level, we
found the mean flexibility score by averaging the individual
scores of each node in a functional network. We found that
an increase in flexibility score of visual system areas positively
correlated with the ADOS total symptom severity score (r= 0.37,
p < 0.01); ADOS Social score (r = 0.38, p < 0.01, uncorrected).
We did not find any significant correlation with the other
functional networks. At the level of individual ROIs, we found
that the flexibility of several visual and auditory areas showed
positive correlation with ADOS total and communication scores
(Supplementary Table 5 and Supplementary Figure 1). Further,
on dividing the subjects into 3 age groups - children, adolescents
and adults, we found that adolescents and adults show a very
strong positive correlation of ADOS social score and flexibility
in rigid regions. Children show a strong negative correlation of
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FIGURE 4 | (A) Correlation between whole-brain mean flexibility score and modularity. A significant weak negative correlation is observed only in TD group. (B) Areas

showing a significant negative correlation between local flexibility score and modularity in TD adults. None of these are significant in the ASD group.

ADOS score and flexibility of DMN region—which is a flexible
periphery region (Table 6).

On analyzing correlation between the dynamic properties of
node disjointness as well as node cohesion strength with ADOS
scores, we find that for adults, the mean node disjointness i.e.,
the average over the whole brain; shows a significant positive
correlation (r = 0.45, p < 0.01) with the symptom severity
ADOS scores. We also find several nodes that show significant
correlation of cohesion strength with the ADOS scores. We
have listed the details of the correlations with ADOS scores in
Tables 7, 8.

Overall, the cohesion strength of sensorimotor regions shows
a negative correlation with ADOS scores for ASD adults while
cohesion strength of visual, attention and DMN areas show

positive correlation. DMN areas show negative correlation of
disjointness with ADOS scores and vice versa for sensorimotor
areas.

DISCUSSION

Autism is a neurodevelopmental disorder characterized by
altered neural network dynamics. The presence of alterations
in the dynamic configuration of the resting-state functional
connectome and their association with ASD symptom severity
are yet to be studied. To address this gap in knowledge, we
applied temporal modularity metrics to analyze dynamics in
resting-state fMRI data.
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FIGURE 5 | (A) correlation between ADOS total score and modularity (B) correlation between ADOS score and visual/auditory system flexibility (p < 0.05).

TABLE 3 | Areas showing significant effect (p < 0.05, FDR corrected) of age and disease on flexibility.

Disease Flexibility (SD)

ROI Name Abbreviation Network p ASD TD

83 Temporal_Pole_Sup_L TPOsup.L Attention 0.036 0.092 (0.043) 0.107 (0.035)

Age Children Adolescents Adults

6 Frontal_Sup_Orb_R ORBsup.R DMN 0.021 0.100 (0.034) 0.095 (0.037) 0.118 (0.034)

41 Amygdala_L AMYG.L Subcortical 0.011 0.095 (0.040) 0.094 (0.036) 0.116 (0.037)

48 Lingual_R LING.R Visual 0.043 0.090 (0.029) 0.074 (0.034) 0.084 (0.036)

53 Occipital_Inf_L IOG.L Visual 0.008 0.104 (0.033) 0.084 (0.035) 0.103 (0.044)

54 Occipital_Inf_R IOG.R Visual 0.013 0.108 (0.034) 0.087 (0.037) 0.105 (0.031)

61 Parietal_Inf_L IPL.L Attention 0.039 0.102 (0.039) 0.091 (0.032) 0.108 (0.038)

74 Putamen_R PUT.R Subcortical 0.021 0.089 (0.043) 0.082 (0.037) 0.105 (0.038)

75 Pallidum_L PAL.L Subcortical 0.001 0.089 (0.038) 0.089 (0.038) 0.119 (0.044)

77 Thalamus_L THA.L Subcortical 0.030 0.085 (0.038) 0.091 (0.046) 0.110 (0.038)

81 Temporal_Sup_L STG.L Sensorimotor 0.011 0.078 (0.046) 0.075 (0.036) 0.102 (0.048)

FIGURE 6 | Brain plot of areas showing significant effect of age and disease on (A) flexibility, (B) cohesion strength, and (C) disjointness.

In our first analysis, we found that mean dFCvar between
the Attention and DMN networks is positively correlated with
the ADOS scores (Table 2). This indicates that the inter-subject

variability is related to the symptom severity. It has been reported
that higher dFCvar is associated with better performance in
task and poor performance in resting-state (Douw et al., 2016).
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TABLE 4 | Nodes showing significant effect (p < 0.05, FDR corrected) of age, disease, and interaction on cohesion strength.

Effect of disease Node cohesion strength (SD)

ROI Name Abbreviation Network p ASD TD

7 Frontal_Mid_L MFG.L Attention 0.021 65.8 (10.4) 77.9 (22.6)

15 Frontal_Inf_Orb_L ORBinf.L Attention 0.029 65.2 (9.91) 77.9 (22.8)

31 Cingulum_Ant_L ACG.L DMN 0.014 55.3 (9.72) 69.4 (20.1)

61 Parietal_Inf_L IPL.L Attention 0.017 75.4 (13.1) 64.8 (10.8)

71 Caudate_L CAU.L Subcortical 0.016 62.9 (10.3) 72.9 (13.5)

72 Caudate_R CAU.R Subcortical 0.012 62.2 (7.51) 74.3 (20.7)

Effect of age Children Adolescents Adults

3 Frontal_Sup_L SFGdor.L DMN 0.035 80.4 (19.4) 66.2 (13.4) 61.9 (12.6)

15 Frontal_Inf_Orb_L ORBinf.L Attention 0.023 74.5 (21.7) 79.2 (19.2) 58.1 (6.2)

72 Caudate_R CAU.R Subcortical 0.024 83.9 (27.5) 65.9 (14.7) 67.3 (10.5)

81 Temporal_Sup_L STG.L Sensorimotor 0.019 50.6 (13.9) 61.4 (16.6) 71.2 (16.5)

Effect of Interaction

72 Caudate_R CAU.R Subcortical 0.004

TABLE 5 | Nodes showing significant effect (p < 0.05, FDR corrected) of age, disease, and interaction on node disjointness.

Effect of disease Node disjointness (SD)

ROI Name Abbreviation Network p ASD TD

17 Rolandic_Oper_L ROL.L Sensorimotor 0.012 0.0039 (0.005) 0.0022 (0.004)

26 Frontal_Med_Orb_R ORBsupmed.R DMN 0.039 0.0048 (0.007) 0.0034 (0.004)

47 Lingual_L LING.L Visual 0.037 0.0047 (0.007) 0.0029 (0.006)

53 Occipital_Inf_L IOG.L Visual 0.009 0.0074 (0.006) 0.0045 (0.001)

58 Postcentral_R PoCG.R Sensorimotor 0.009 0.0067 (0.006) 0.0041 (0.006)

Effect of age Children Adolescents Adults

3 Frontal_Sup_L SFGdor.L DMN 0.014 0.0075 (0.006) 0.0040 (0.005) 0.0055 (0.006)

4 Frontal_Sup_R SFGdor.R DMN 0.037 0.0051 (0.003) 0.0061 (0.004) 0.0030 (0.006)

18 Rolandic_Oper_R ROL.R Sensorimotor 0.001 0.0019 (0.006) 0.0020 (0.007) 0.0052 (0.005)

32 Cingulum_Ant_R ACG.R DMN 0.028 0.0067 (0.005) 0.0063 (0.004) 0.0033 (0.006)

46 Cuneus_R CUN.R Visual 0.005 0.0032 (0.005) 0.0029 (0.006) 0.0060 (0.007)

60 Parietal_Sup_R SPG.R Sensorimotor 0.029 0.0063 (0.007) 0.0056 (0.006) 0.0027 (0.004)

75 Pallidum_L PAL.L Subcortical 0.031 0.0036 (0.005) 0.0054 (0.004) 0.0074 (0.006)

76 Pallidum_R PAL.R Subcortical 0.033 0.0066 (0.005) 0.0090 (0.006) 0.0060 (0.008)

Similarly, Lin et al. (2016) reported that higher variability in
the connection strength of posterior cingulate cortex (PCC) to
other DMN areas in the resting-state is related to slower reaction
times on a subsequent attention task. The hypervariance in ASD
could lead to a globally disconnected state in its dynamics as
reported in a previous study (Rashid et al., 2018). These results
taken together indicate that there could be a relation between
the atypical hypervariance in ASD which leads to increase in
ADOS score and decrease in cognitive performance. We also
found significant number of hyper-variable small, medium and

long-range connections in three groups (Figure 2). The long-
range connections define the backbone of the functional network
and often connect the hubs regions to minimize wiring and
energy costs (Chen et al., 2017). In ASD, the hypervariance in
the long-range connections could cause instability in information
transmission between hubs. Interestingly, for adolescents, we
found higher number of hyper-variable short-range connections.
The hypervariance in short-range connections could indicate
instability of local-module connectivity (Chen et al., 2017).
Further, several nodes including Frontal_Inf_Orb and Caudate
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TABLE 6 | Areas showing significant correlation between region flexibility and

ADOS social scores in each age group.

Node flexibility

ROI Abbreviation Network Name r p

CHILDREN

50 SOG.R Visual Occipital_Sup_R 0.50 0.012

86 MTG.R DMN Temporal_Mid_R −0.41 0.037

ADOLESCENTS

17 ROL.L Sensorimotor Rolandic_Oper_L 0.46 0.023

43 CAL.L Visual Calcarine_L 0.52 0.008

45 CUN.L Visual Cuneus_L 0.41 0.036

46 CUN.R Visual Cuneus_R 0.47 0.019

48 LING.R Visual Lingual_R 0.53 0.007

50 SOG.R Visual Occipital_Sup_R 0.49 0.010

72 CAU.R Subcortical Caudate_R 0.47 0.022

ADULTS

21 OLF.L Sensorimotor Olfactory_L 0.69 0.004

43 CAL.L Visual Calcarine_L 0.61 0.012

45 CUN.L Visual Cuneus_L 0.56 0.027

TABLE 7 | Nodes showing significant correlation of node cohesion strength with

ADOS social score.

ROI Abbreviation ROI name Network r p

CHILDREN

7 MFG.L Frontal_Mid_L Attention 0.44 0.021

13 IFGtriang.L Frontal_Inf_Tri_L Attention 0.40 0.044

23 SFGmed.L Frontal_Sup_Medial_L DMN 0.47 0.009

ADOLESCENT

45 CUN.L Cuneus_L Visual 0.41 0.035

ADULT

18 ROL.R Rolandic_Oper_R Sensorimotor −0.60 0.011

43 CAL.L Calcarine_L Visual 0.67 0.006

51 MOG.L Occipital_Mid_L Visual 0.56 0.033

57 PoCG.L Postcentral_L Sensorimotor −0.52 0.038

showed both hyper-variability in connection strength and altered
modular organization (flexibility) in ASD (Figures 2, 3).

In the next analysis, we explored dynamic network measures
such as network flexibility, cohesion and disjointness to
understand changes in functional connectivity that occur over
time. Recent work in the field of network flexibility has
centered around the relationship between task-performance or
task-sentiment analysis with dynamic reconfiguration of the
brain (Park et al., 2017; Telesford et al., 2017) especially in
the memory areas (Douw et al., 2015). Changes in flexibility
have been associated with mood (Betzel et al., 2017), inter-
subject differences have been linked to learning (Bassett et al.,
2011), working memory performance (Braun et al., 2015), and
reinforcement learning (Gerraty et al., 2018). The metric has
also been found to correlate with schizophrenia risk, and is
altered by an NMDA-receptor antagonist (Braun et al., 2016).
Flexibility also has age-based variation (Schlesinger et al., 2017).

TABLE 8 | Nodes showing significant correlation of node disjointness with ADOS

social score.

ROI Abbreviation ROI name Network r p

CHILDREN

14 IFGtriang.R Frontal_Inf_Tri_R Attention 0.46 0.022

34 DCG.R Cingulum_Mid_R Subcortical 0.57 0.003

84 TPOsup.R Temporal_Pole_Sup_R Sensorimotor 0.51 0.009

ADOLESCENT

24 SFGmed.R Frontal_Sup_Medial_R DMN −0.57 0.003

46 CUN.R Cuneus_R Visual 0.52 0.008

48 LING.R Lingual_R Visual 0.55 0.005

82 STG.R Temporal_Sup_R Sensorimotor 0.47 0.012

86 MTG.R Temporal_Mid_R DMN −0.56 0.004

ADULT

42 AMYG.R Amygdala_R Subcortical 0.52 0.039

50 SOG.R Occipital_Sup_R Visual 0.57 0.021

Recent work has established that there is a significant negative
correlation between flexibility and modularity using task-based
fMRI studies (Ramos-Nuñez et al., 2017).

In our study, we found that such a correlation exists even in
the resting-state functional brain as well. We found that while
dynamic flexibility correlates negatively with the static metric
of modularity in TD, such a correlation does not exist in ASD
(Figure 4). However, both TD and ASD showed a range of
flexibilities, indicating that the whole-brain flexibility remains
intact. This indicates that the modular re-organization with
variations in flexibility is not observed in ASD. It is possible that
there are network/nodal changes that compensate for the change
in flexibility. We also found that modularity scores did not
correlate with the symptom severity ADOS score while network-
based flexibility scores showed a significant positive/negative
correlation (Figure 5). This further indicates that static network
measures are unable to capture the underlying variability in ASD
with respect to the ADOS scores. In contrast, dynamic network
measures have significant predictive power of ADOS scores.

We found that in the resting-state functional brain, regions
with lower flexibility are those involved in visual, hearing and
motor processes while those with higher flexibility are those
typically associated with the default mode network, cognitive
control and executive function. This organization has been
previously reported in task-based fMRI studies (Cole et al., 2013;
Braun et al., 2015; Mattar et al., 2015; Schlesinger et al., 2017).
Cole et al. (2013) reported that higher flexibility in fronto-pareital
network was associated with better task performance. de Lacy
et al. (2017) reported that the number of state transitions were
reduced in ASD as compared to TD, due to disruptions in the
fronto-pareital network and impaired state transitions in the
cingulo-opercular systems. In our study, we found that there is
reduced flexibility of periphery regions (DMN, subcortical and
attention areas) in ASD which could impair the state transitions.

Although network flexibility did not show disease or age effect,
we found regions (nodes) that show their independent effect.
Significant effect of disease is observed in TPOsup, which is an
important area linked to verbal and non-verbal communication
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identified to show abnormal behavior in autism. It is a key
periphery region which shows increased flexibility in the TD
group. The decrease of flexibility of TPOsup could contribute
to the nature of atypical verbal behavior observed in ASD. Only
one region shows the effect of disease while several regions
show correlation of ADOS score and flexibility. We hypothesize
that in the ANOVA analysis, the underlying variability in ASD
with respect to symptom severity is lost as they are considered
as a single group. We also observed that ASD showed an
atypical decrease in node cohesion strength and an increase in
disjointness. Telesford et al. (2017) found that node cohesion
strength showed positive correlation with performance in a task.
Our results suggest that for resting-state dynamics, sensorimotor
and visual regions show high cohesion strength while DMN
shows relatively high disjointness.

Further, cohesion strength of sensorimotor regions correlates
negatively (r = −0.6) with ADOS symptom severity score
(Table 6), while regions of other networks show positive
correlation (r ∼ 0.5). The findings suggest that while
sensorimotor areas are the least flexible, they are required
to be less cohesive as well.

Our study differs in several aspects from previously reported
dynamic whole-brain network-level investigations in ASD (Chen
et al., 2017; de Lacy et al., 2017; Rashid et al., 2018). Most of
the previous studies on dynamic functional connectivity in ASD
combined sliding window analysis with k-means clustering to
identify common brain states among all subjects (both ASD
and TD). On the other hand, Watanabe and Rees (2017)
concatenated the timeseries of ASD subjects to characterize
the energy landscape of ASD. However, in our study, we have
captured the variability among subjects by performing dynamic
analysis on each individual subject. We uncovered the effect
of development, disease, and their interactions on the dynamic
metrics.

CONCLUSION

To the best of our knowledge, this is one of the first studies to use
dynamic modularity metrics like flexibility and cohesion to study
altered dynamics in ASD and TD.

We found very high correlation of ADOS score with the
flexibility and disjointness of Sensorimotor regions. This is
indicative of the importance of maintaining the cohesion and
rigidity of motor cortex regions in TD. It can be noted that in our
study, static modularity does not show a correlation with ADOS
scores. Using temporal modularity metrics for dynamic analysis
is a recent approach and lacks standardization across clinical
studies. Whole brain connectivity anomaly and differences are
highly sensitive to the parameters used while partitioning the
BOLD timeseries into instantaneous dynamic FC matrices. To
study the robustness of our results, we also repeated the dFCvar
analysis using different window parameters and found consistent
results (Supplementary Information).

We also re-run the multi-layer modularity algorithm with
different sets of parameter values for γ and ω. We found

consistently a positive correlation between ADOS scores
and visual network connections (Supplementary Information).
Further, it is also extremely important to correct for head
motion as it is an important confounding factor. Several studies
have shown that not correcting for it can lead to spurious
instantaneous connections, either increased or decreased. In
our study, we have exercised scrutiny by using samples from
a single site which are corrected for motion artifacts and
considered samples with low framewise displacement scores
that were approved by manual functional QA raters. This
resulted in fewer samples in each age group affecting the
statistics.

We observed very high correlation between dynamic
connectivity metrics (flexibility, cohesion, and disjointness) and
ADOS scores (Tables 6–8), however the p-values did not survive
multiple comparisons. Increasing the number of participants in
each group will help to validate our findings. Overall, this study
provides insights into the patterns observed in the functional
brain systems of TD and ASD from a dynamic perspective, which
can be further extended using a longitudinal design, including a
larger subject pool across sites and combining structural data as
well.
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Autism is a group of complex neurodevelopmental disorders characterized by impaired

social interaction and restricted/repetitive behavior. We performed a large-scale

retrospective analysis of 1,996 clinical neurological structural magnetic resonance

imaging (MRI) examinations of 781 autistic and 988 control subjects (aged 0–32 years),

and extracted regionally distributed cortical thickness measurements, including average

measurements as well as standard deviations which supports the assessment of

intra-regional cortical thickness variability. The youngest autistic participants (<2.5 years)

were diagnosed after imaging and were identified retrospectively. The largest effect sizes

and the most common findings not previously published in the scientific literature involve

abnormal intra-regional variability in cortical thickness affecting many (but not all) regions

of the autistic brain, suggesting irregular gray matter development in autism that can be

detected with MRI. Atypical developmental patterns have been detected as early as 0

years old in individuals who would later be diagnosed with autism.

Keywords: autistic, cortical thickness, development, neuroanatomy, variability

INTRODUCTION

Autism is characterized by impaired social communication, deficits in social reciprocity and
repetitive/stereotyped behaviors (Gillberg, 1993; Wing, 1997). Evidence for the existence of
neuroanatomical differences between participants with autism and control subjects comes from a
variety of postmortem and neuroimaging research (Toal et al., 2005; Amaral et al., 2008). Magnetic
resonance imaging (MRI) provides a wide variety of physiological/anatomical measurements of a
participant’s brain, information that may assist in both clinical applications and basic research. The
most commonly used MRI method produces structural information related to the concentration
of hydrogen protons, providing clinically useful soft tissue contrast. In the brain, structural MRI
provides for the ability to differentiate between gray matter, white matter and cerebrospinal fluid,
which forms the basis for the extraction of a variety of measurements distributed across brain

29

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://doi.org/10.3389/fnhum.2019.00075
http://crossmark.crossref.org/dialog/?doi=10.3389/fnhum.2019.00075&domain=pdf&date_stamp=2019-03-14
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles
https://creativecommons.org/licenses/by/4.0/
mailto:jacob.levman@childrens.harvard.edu
https://doi.org/10.3389/fnhum.2019.00075
https://www.frontiersin.org/articles/10.3389/fnhum.2019.00075/full
http://loop.frontiersin.org/people/258595/overview
http://loop.frontiersin.org/people/4070/overview
http://loop.frontiersin.org/people/23351/overview


Levman et al. Cortical Thickness Variability in Autism

regions, such as white matter volume measurements,
cortical thickness measurements, cortical folding/gyration-
based measurements, cortical surface area measurements, and
more (Fischl, 2012).

The analysis of autistic participants who have undergone
structuralMRI examinations has been the subject ofmany studies
in the literature that have incorporated distributed quantification
of volumes, cortical thicknesses, surface areas etc. with automated
biomarker extraction technologies, such as FreeSurfer (Fischl,
2012). However, existing studies have been limited in the
populations assessed, providing incomplete data regarding the
developmental stages of autistic participants, particularly in
terms of the ages of participants included in the analysis and the
number of participants included in the age range being evaluated
(Dziobek et al., 2010; Ecker et al., 2010, 2013, 2014; Groen et al.,
2010; Jiao et al., 2010; Schumann et al., 2010; Schaer et al., 2013,
2015; Wallace et al., 2013; Zielinski et al., 2014; Lefebvre et al.,
2015; Richter et al., 2015; Haar et al., 2016; Yang et al., 2016).
Furthermore, although investigating average cortical thickness is
common in the literature (Jiao et al., 2010; Ecker et al., 2013, 2014;
Zielinski et al., 2014; Yang et al., 2016), none of the studies appears
to have considered intra-regional cortical thickness variability
as a measurement of potential interest in autism. Intra-regional
cortical thickness variability measurements are readily available
in FreeSurfer (Fischl, 2012) in the form of the standard deviation
of within-region cortical thickness measurements. Examples of
two examinations exhibiting differing cortical thickness standard
deviation measurements are provided in Figure 1 to illustrate
intra-regional cortical thickness variability to the reader.

It is particularly challenging to assess imaging features of
autism in a pediatric population, because of the structural
changes between children and adults (Reiss et al., 1996; Casey
et al., 1997; Thomas et al., 2001; Bunge et al., 2002; Gogtay
et al., 2004; Fair et al., 2009; Supekar et al., 2009). Important
information regarding brain function is encoded in distributed
patterns of brain activity and structure (Mesulam, 1981; Vaadia
et al., 1995; McIntosh et al., 1996; Fox et al., 2005), and
identifying these patterns is particularly challenging in a pre-
adult population, because of a rapidly changing anatomy and
physiology, a high degree of brain plasticity, small brain
sizes, participant motion, and an incomplete understanding of
brain development.

In the present study, we hypothesize that the assessment of
cortical thickness from clinical structural MRI examinations has
the potential to assist in the diagnosis of autism and to improve
our understanding of brain physiology associated with the
condition. This study attempts to provide a thorough assessment
of the clinical potential for structural MRI in assessing cortical
thickness by including all available autistic participants who
received MRI examinations at Boston Children’s Hospital (BCH)
at 3 Tesla producing volumetric T1 examinations compatible
with the automated extraction of distributed measurements
(Fischl, 2012). We hypothesize that regional differences in
average cortical thickness and cortical thickness variability
measurements are associated with the clinical presentation of
the autistic brain and can be identified by structural MRI.
These differences were assessed individually in each identified

FIGURE 1 | Example MRI examinations with FreeSurfer ROIs (colored regions)

with magnifications. Yellow arrows point to the light blue superior temporal

cortex, red arrows provide demonstrative examples of some of the many

within-region cortical thickness measurements computed by FreeSurfer. Note

that the exam on top exhibits lower cortical thickness variability than the exam

on the bottom which exhibits highly varying cortical thickness measurements.

brain region in order to see whether our analysis is sensitive
to region-specific neurodevelopmental abnormalities associated
with autism.

MATERIALS AND METHODS

Participants
Following approval by BCH’s Institutional Review Board
(informed consent was waived due to the lack of risk to
participants included in this retrospective analysis), the clinical
imaging electronic database at BCH was reviewed for the present
analysis from 01/01/2008 until 02/24/2016, and all brain MRI
examinations of participants aged 0 to 32 years at the time
of imaging were included for further analysis if autism was
indicated in the participant’s electronic medical records. More
detailed diagnostic information (such as Autism Diagnostic
Interview, Revised–ADI-R and Autism Diagnostic Observation
Schedule–ADOS gold standard diagnoses) were not available
in this dataset and this issue is addressed in more detail in
the limitations section of the discussion. Examinations deemed
to be of low quality (because of excessive participant motion,
large metal artifact from a participant’s dental hardware, lack
of a T1 structural imaging volume providing diagnostically
useful axial, sagittal and coronal oriented images etc.) were
excluded from the study. Examinations that were inaccessible
for technical reasons were also excluded. This yielded 1,003
examinations from 781 autistic participants. Control subjects
were assembled retrospectively in a previous analysis (Levman
et al., 2017) by selecting participants on the basis of a normal
MRI examination, as assessed by a BCH neuroradiologist,
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and whose medical records provided no indication of any
neurological problems (participants with any known disorder
were excluded such as autism, cerebral palsy, traumatic brain
injury, brain cancer, developmental delay, multiple sclerosis,
tuberous sclerosis complex, stroke, neurofibromatosis, cortical
dysplasia, epilepsy, attention deficit hyperactivity disorder, etc.).
Participants with any form of non-neurological cancer were also
excluded to avoid data exhibiting growth trajectories negatively
affected by treatments such as chemotherapy. The same exclusion
criteria applied to the autistic population were also applied to
the control subjects. This yielded 993 examinations from 988
control subjects. Histograms demonstrating the age distributions
for both the control subjects and autistic groups are provided
in Figure 2. Table 1 provides a breakdown of the autistic and
healthy populations divided by age groups used in the statistical
analysis section of this manuscript’s Methods.

MRI Data Acquisition and Preprocessing
Participants were imaged with clinical 3 Tesla MRI scanners
(Skyra, Siemens Medical Systems, Erlangen, Germany) at BCH
yielding T1 structural volumetric images accessed through the
Children’s Research and Integration System (Pienaar et al.,
2014). Because of the clinical and retrospective nature of this
study, there is variability in the pulse sequences employed to
acquire these volumetric T1 examinations. Spatial resolution
varied in the x and y directions from 0.219 to 1.354mm (mean:
0.917mm, standard deviation: 0.124mm). Through-plane slice
thickness varied from 0.500 to 2.000mm (mean: 0.996mm,
standard deviation: 0.197mm). Strengths and limitations of the
large-scale varying MR protocol approach taken in this study
are addressed in the Discussion. Motion correction was not
performed, but examinations with substantial motion artifacts
were carefully excluded based on visual assessment. These
motion corruption exclusions were performed to compensate
for the additional difficulties autistic patients have remaining
still during image acquisition relative to the control subjects.
T1 structural examinations were processed with FreeSurfer
(Fischl, 2012) using the recon_all command which aligns
the input examination to all available atlases. Those atlases
that include cortical thickness measurements were included
for further analysis (aparc, aparc.a2009, aparc.DKTatlas40, BA,
BA.thresh, entorhinal_exvivo). These combined atlases include
definitions of 331 cortical regions. Each FreeSurfer output T1
structural examination was displayed with label map overlays and
visually inspected for quality of regional segmentation results. If
FreeSurfer results were observed to substantially fail, they were
excluded from this analysis (i.e. FreeSurfer regions-of-interest
(ROIs) that do not align to the MRI and examinations where
major problems were observed with an ROI such as a cerebellar
segmentation extending far beyond the extent of the cerebellum).

Statistical Analysis
This study included the acquisition of 662 regionally distributed
cortical thickness measurements per imaging examination, as
extracted by FreeSurfer’s recon-all command which processes
the input examination with all available atlases (Fischl, 2012).
This included extracting measurements of both average and the

standard deviation of within-region cortical thicknesses for each
supported gray matter region. This includes all sub-regions of
the brain supporting cortical thickness measurements across all
FreeSurfer supported atlases. Study participants were divided
into four groups based on age: early childhood (0–5 years old),
late childhood (5–10 years old), early adolescence (10–15 years
old), and late adolescence (15–20 years old). We had very few
participants older than 20 years and so did not include them in a
separate group, however, all scatter plots included all participants
regardless of age to facilitate visual comparison. Trend lines in
all scatter plots were established with a rolling average (K= 150)
implemented in MATLAB. We are interested in the diagnostic
potential of these clinically acquired measurements and so each
measurement (as extracted by FreeSurfer) within each age range
was compared in a group-wise manner (autism compared with
control subjects) with receiver operating characteristic (ROC)
curve analysis which is summarized with the area under the
ROC curve (AUC) (Youngstrom, 2014), Cohen’s d statistic
(positive/negative values indicate a higher/lower average value in
the autistic population relative to the control subjects) and a p-
value based on the standard t-test (Student, 1908) for two groups
of samples. The p-value was selected as an established method
to demonstrate that it is unlikely that our findings were the
result of random chance, Cohen’s d was selected as it is the most
establishedmethod to assess effect sizes and the AUCwas selected
to extend our analysis to the assessment of diagnostic potential.
This yielded a total of m = 2,648 group-wise comparisons,
yielding a Bonferroni corrected threshold for achieving statistical
significance of p < 0.05/m= 1.89e−5.

In order to confirm that the findings reported are the result of
group-wise differences between the autistic and control subjects,
a statistical model was constructed based on multivariate
regression using MATLAB’s (Natick, MA) mvregress function,
adjusting each measurement within each age range in order
to control for group-wise differences in age, gender, estimated
total intracranial volume and the leading comorbid status of
the most common secondary conditions from our two groups:
headaches (7% in the autistic group, 19% in the control subjects),
attention deficit hyperactivity disorder / ADHD (16% in the
autistic group, 0% in the control subjects), epilepsy (13% in the
autistic group, 0% in the control subjects), global developmental
delay (26% in the autistic group, 0% in the control subjects),
migraines (3% in the autistic group, 23% in the control subjects),
and abdominal pain (14% in the autistic group, 11% in the
control subjects). This model was used to adjust each cortical
thickness (mean and standard deviation) measurement, in order
to evaluate whether group-wise differences between our autistic
and control subjects are the result of age, gender, intracranial
volume or comorbid effects.

A preliminary statistical validation was performed on the
independently acquired Autism Brain Imaging Data Exchange
(ABIDE) dataset (Di Martino et al., 2014). The ABIDE
dataset is a multi-center study with variability in data
acquisition between centers. We have elected to perform a
preliminary validation analysis assessing the leading five feature
measurements identified in our findings (first five rows of
Table 2) against the single ABIDE imaging center with the most
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FIGURE 2 | Histograms demonstrating the population age distributions in this study’s neurotypical participants (left) and autistic participants (right).

TABLE 1 | Demographic breakdown of our two populations.

Group 0 to 5 years 5 to 10 years 10 to 15 years 15 to 20 years 20+ years

Neurotypical M = 71, F = 68 M = 124, F = 137 M = 115, F = 177 M = 80, F = 194 M = 4, F = 23

2.59 ± 1.43 yrs 7.63 ± 1.41 yrs 12.41 ± 1.41 yrs 16.70 ± 1.11 yrs 22.21 ± 2.63 yrs

Autistic M = 278, F = 101 M = 242, F = 74 M = 144, F = 37 M = 97, F = 14 M = 12, F = 4

2.89 ± 1.19 yrs 7.23 ± 1.47 yrs 12.17 ± 1.43 yrs 16.97 ± 1.42 yrs 21.27 ± 1.01 yrs

M, count of males; F, count of females; each are followed by the average and standard deviation of this group’s ages in years (yrs).

participants aged 15–20 at imaging (the USM-ABIDE data)
as this age range exhibited the largest group-wise differences
in our study. Raw (unadjusted) measurements extracted by
FreeSurfer from the ABIDE dataset are directly compared with
raw (unadjusted) measurements extracted by FreeSurfer from
our large clinical BCH dataset.

RESULTS

Many brain regions showed Bonferroni-corrected, statistically
significant differences in cortical thickness measurements
between participants with autism and control subjects (Table 2).
Namely, there were a large number of regions of the
brain exhibiting abnormal intra-regional variability in cortical
thickness as measured with the standard deviation. Average
cortical thickness differences between our control subjects and
autistic participants were also observed across several regions
of the brain (Table 2). Of the 2,648 group-wise comparisons
performed, 21.9% exceeded the Bonferroni correction for
statistical significance, indicating that many brain regions did
not exhibit abnormal presentation of cortical thicknesses. Each
measurement in Table 2 exceeds the Bonferroni correction in at
least one age group, however, all age groupings are provided for
ease of comparison.

The age-dependent, d statistic and ROC curve analyses yielded
a variety of measurements that offer diagnostic potential and
may help elucidate the underlying anatomical and physiological
conditions associated with autism. Table 2 presents the leading
measurements organized by AUC (highest AUC values are found

at the top of the table), along with the associated d statistic
as computed from the unadjusted measurement data produced
by FreeSurfer. Thus, the superior temporal gyrus exhibits the
most separation between groups (ages 15–20), the second most
separation is found in the middle occipital gyrus (ages 15–20),

etc. Our statistically adjusted data using multivariate-regression

exhibits decreased p-values and increased separation between our
autistic and control subjects relative to the raw data extracted

with FreeSurfer. This was performed to confirm that the findings
reported are not the result of age, gender, intracranial volume,

or comorbid effects. We elected to present the raw results rather
than the adjusted results because of the potential role of raw data

in future diagnostic technologies and for ease of comparison with
future studies.

Histograms demonstrating the age distributions for both

the control subjects and autistic groups are provided in

Figure 2. Examples of distributed gray and white matter ROIs

of longitudinal relaxation (T1) structural MRI examinations of

11-months-old and 18-years-old autistic and control subjects
are shown in Figure 3 (left panel). The variability (standard

deviation) of the thickness of the inferior and superior temporal

cortices (yellow arrows in Figure 3) demonstrate group-wise

differences between our autistic and control groups. Magnified
ROIs are provided to assist in visualization of differences in

cortical thickness variability. Note the reduced cortical thickness

variability in the young autistic participant (bottom) as compared
with the control subject (top) and the inversion of this

effect among older participants. Scatter plots of the standard

deviation (SD) of the cortical thickness in both our autistic and
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FIGURE 3 | 11-months-old and 18-years-old participants with autism and typically developing controls. Three images are provided for each participant: the MRI

examination (left), the automatically generated ROI with colors representing sub-regions of the brain identified (center) and a magnified image of the

tissue-of-interest’s ROI (right). Yellow arrows point to the purple shaded inferior temporal cortex ROI and the light blue shaded superior temporal cortex ROI. To the

far right are scatter plots of age variations with the standard deviation of the thickness of the left inferior and superior temporal cortices in autistic participants (red) and

neurotypical controls (green). Male participants are represented by an “x,” females with an “o.” Trend lines are plotted (magenta = autistic, blue = neurotypical).

control subjects (Figure 3, right side) demonstrate age variability
and gender.

Table 2 demonstrates that the leading cortical thickness
measurements illustrating group-wise differences between
our autistic and control subjects are mostly intra-regional
variability with very few average thickness measurements.
Table 3 summarizes our leading measurements-of-interest
while providing bilateral effect size statistics across all age
groups to help elucidate potential physiological characteristics

of autism. In order to support a thorough analysis, all available

FreeSurfer brain atlases were included in this study, resulting in
Tables 2,3 reporting overlapping regions of interest including

measurements across a region’s cortex as well as localized gyral,
sulcal, and lobular measurements when available.

We have performed a preliminary validation with the ABIDE

dataset (Di Martino et al., 2014). We have elected to perform
a preliminary validation analysis assessing the leading five

feature measurements identified in our findings (first five rows

of Table 2) against the ABIDE imaging center with the most
participants aged 15–20 at imaging (the USM-ABIDE data) as

this age range exhibited the largest group-wise differences in
our study. Results confirm four out of our leading five cortical

thickness variability measurements with reduced diagnostic

potential relative to our BCH data: left superior temporal (BCH:
AUC= 0.73, ABIDE: AUC= 0.64), right superior parietal (BCH:

AUC = 0.74, ABIDE: AUC = 0.62), right Brodmann’s area
6 (BCH: AUC = 0.71, ABIDE: AUC = 0.58), right superior
temporal sulcus (BCH: AUC = 0.68, ABIDE: AUC = 0.61), and
the left middle occipital gyrus (BCH: 0.74, ABIDE: 0.50). This
confirmed our findings in four of our five leading measurements

(all but themiddle occipital gyrus), albeit with reduced separation
between the control subjects and autistic groups in the ABIDE
dataset. Reduced separation in the ABIDE dataset relative to
BCH data may be caused by differences in distributions of
autistic severity in each group with the routine clinical BCH
data likely to exhibit increased proportions of unhealthy autistic
children (those with comorbidities) which may also be correlated
with more severe manifestations of autism. In contrast, the
ABIDE dataset’s autistic population’s intelligence quotients (IQ)
are similar to their control subject counterparts (Di Martino
et al., 2014), implying that the dataset might disproportionately
represent children with high functioning autism. While we were
unable to confirm abnormal cortical thickness variability in the
middle occipital gyrus in the ABIDE dataset, we did observe
abnormal average cortical thickness in the left middle occipital
gyrus (AUC = 0.64) and abnormal cortical thickness variability
in the inferior occipital gyrus (AUC = 0.61) in this preliminary
ABIDE validation.

DISCUSSION

We performed a large-scale cortical thickness analysis of
structural MRI examinations of the brain in autistic and
neurotypical individuals and demonstrated group-wise
differences in cortical thickness variability as well as average
values localized to select regions across the brain. Many brain
regions showed differences in intra-regional variability of the
cortical thickness, which was reported for the first time in this
study. Atypical developmental patterns have been detected as
early as 0 years old in individuals who would later be diagnosed
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with autism.We have confirmed our results using a publicly open
database. Reduced cortical thickness variability was observed in
the early years followed by abnormally increased variability in
later years in autism.

Potential Association Between Our
Findings and Known Symptoms of Autism
The majority of the leading measurements of interest identified
in this study have potential to be associated with known outward
symptoms and characteristics (endophenotypes) of autism
(Table 3), including disorders of visual and facial processing
(Behrmann et al., 2006), empathy and emotional processing
(Jones et al., 2010), speech and language processing (Kellerman
et al., 2005; Wan and Schlaug, 2010), as well as movement and
motor control (Dziuk et al., 2007).

We found brain regions potentially associated with disorders
of visual facial processing including the left inferior temporal
region (Haxby et al., 2000) (Figure 3), the bilateral inferior
parietal region, which is involved in the perception of emotions
in facial stimuli (Radua et al., 2010), the left superior temporal
sulcus, which has been claimed to be involved in the perception
of where others are directing their gaze, and is thought to
be important in determining where others’ emotions are being
directed (Campbell et al., 1990), the right fusiform region,
which has been observed to influence the amygdala’s response
to emotional faces (Stephanou et al., 2016) and activation
therein has been observed in autistic participants viewing faces
(Hadjikhani et al., 2004), the middle occipital gyrus, which is
involved in visual processing, Brodmann’s areas 1 (image texture
processing), 2 (object size and shape processing), and areas 17
and 18, which are involved in primary visual processing and for
which abnormal activation has been observed among the autistic
(Soulieres et al., 2009; Clery et al., 2013), the intraparietal sulcus,
which is involved in visual attention, the precuneus which is
involved in visuo-spatial imagery (Cavanna and Trimble, 2006),
and finally, the lingual region, which appears to provide input to
the ventral face area (McCarthy et al., 1999).

Identified brain regions potentially associated with disorders
of speech and language include the bilateral superior temporal
region (Figure 3) and Heschl’s gyrus, which contain Brodmann’s
areas 41, 42, 22, representing the primary and part of the
association auditory cortex (Bigler et al., 2007), pars triangularis
(bilaterally) (Brodmann’s area 45, triangular part of the inferior
frontal gyrus), corresponding to Broca’s language area in the left
frontal lobe, the supramarginal gyrus, which may be associated
with language function as lesions therein may cause receptive
aphasia (Gazzaniga et al., 2009), the middle temporal gyrus,
which has been identified as a critical node in the brain’s language
network (Acheson and Hagoort, 2013) and finally, the lingual
and fusiform regions, which have been shown to be involved in
language tasks (Mechelli et al., 2000).

Measurements demonstrating group-wise differences
were also found in brain regions potentially associated with
movement and motor control disorders including: the bilateral
supramarginal gyrus, which is involved in the perception of
space and limb locations, the left lateral occipital region and the

bilateral inferior temporal gyrus (Brodmann areas 18, 19, 37),
which are involved in visual object recognition (Logothetis and
Sheinberg, 1996), the precentral gyrus, which is the site of the
primary motor cortex (Brodmann’s area 4), the superior parietal
region, which is thought to be involved with spatial orientation,
Brodmann’s area 6, which contains the premotor cortex and in
which abnormal activation has been observed among autistic
participants relative to control subjects (Mostofsky et al., 2009;
Barbeau et al., 2015), the intraparietal sulcus, which incorporates
visual control with motor movements, the precuneus, which is
involved in attention to motor targets (Cavanna and Trimble,
2006), the paracentral sulcus and lobule, which corresponds to
the supplementary motor area, and finally, the superior temporal
cortex (Figure 3), whose right hemisphere mediates spatial
awareness and exploration (Karnath, 2001).

Regions potentially linked to empathy deficits and disorders
of emotional processing include the bilateral orbitofrontal region,
which forms the basis for an existing test for autism (Stone et al.,
1998), the superior temporal gyrus (Figure 3) and the bilateral
inferior parietal region, which is involved in the perception of
emotions in facial stimuli (Radua et al., 2010), the bilateral
supramarginal region, which is thought to be associated with
empathy (Silani, 2013), and finally, the precuneus, which has
been shown to activate when a participant decides whether to act
out of empathy or forgiveness (Farrow et al., 2001).

Additionally, the bilateral middle frontal region, which is
thought to be involved in episodic memory retrieval (Rajah et al.,
2011), also exhibits abnormalities among autistic participants,
which may have a pervasive impact on the development of
other brain regions if such development is reliant on recalling
past stimuli.

Variability in cortical thickness may be indicative of
underlying structural abnormalities prevalent among individuals
with autism. These findings potentially implicate abnormal
gray matter development among autistic participants. Given
that group-wise comparisons demonstrate abnormally reduced
cortical thickness variability in the early years followed by
abnormally increased variability in later years in autism, it
is possible that autism or autism-susceptible individuals tend
to have late-onset cortical development followed by a rapid,
“excessive maturation” potentially caused by genetic and/or
environmental effects in a participant’s teenaged years. It is also
possible that genes linked to pubertal development are associated
with the inversion of this effect in a participant’s teenaged years.

Strengths of This Study
The main strength of this research is that it is the largest single
center study of its type in terms of the number of exams and
includes a wide range of developmental ages among the study’s
participants. This retrospective analysis included a cohort of very
young participants who received imaging prior to their diagnosis
of autism, a population difficult to include in a traditional
prospective study design, which typically requires recruitment
of participants based on a pre-existing diagnosis. This work
also involved incorporating intra-regional variability of cortical
thickness measurements (Fischl, 2012), making this study more
thorough than typical approaches that focus only on average
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cortical thickness measurements (Jiao et al., 2010; Zielinski et al.,
2014). Results of our study indicated that for many sub-regions
of the brain, the most discriminating measurements at multiple
age groups was the variability (standard deviation) of the cortical
thickness, a measurement that does not appear to have been
considered in studies published in the literature.

Our dataset includes many examinations of participants
aged 0–2.5 years, providing data on early stages of autism’s
development that is minimal in the scientific literature. Many
of our youngest patients were imaged with MRI prior to their
autism diagnosis. By including all samples available, we provide a
thorough analysis of a clinical population, which is ideal for the
assessment and development of diagnostic tests that ultimately
would be applied to autistic participants who receive routine
clinical imaging. Future generations of diagnostic technologies
will be responsible for the correct identification of a variety
of pathological conditions (autism included) from large pools
of participants assessed with routine clinical imaging, making
clinically imaged autistic participants an interesting population
for further research despite this group not having been studied
in-depth to date.

Relationship With Existing Literature
Findings
MRI data acquisition involves measurement noise. Additional
noise can be introduced by FreeSurfer technology. Furthermore,
there is a natural amount of variability in both the control
subjects investigated, as well as in our autistic participants.
These factors result in substantial measurement variability when
employing MRI and FreeSurfer to assess autistic and control
subjects. This variability may explain the inconsistencies reported
in the many MRI-based autism FreeSurfer studies that have been
published in the literature, which are based on relatively small
sample sizes, from widely ranging age groups, none of which
cover the entire age range from newborn to adult (Groen et al.,
2010; Jiao et al., 2010; Schumann et al., 2010; Schaer et al., 2013,
2015; Wallace et al., 2013; Ecker et al., 2014; Zielinski et al.,
2014; Richter et al., 2015; Yang et al., 2016). With few samples
available, differences between autistic and control subjects may
appear to exist when the observed effect could merely be a by-
product of high levels of measurement variability. With high
measurement variability, few samples and many measurements
evaluated, some measurements will exhibit substantial group-
wise differences by chance. Insufficient sample sizes in the
presence of high levels of measurement variability can lead to
erroneous findings. Measurement variability can also obscure
real effects as non-statistically significant when sample sizes are
very low. Despite these shortcomings, our study was able to
confirm literature findings of lowered average cortical thickness
in the left parahippocampal region (6–15 years, AUC = 0.57,
p = 3.69e−5) and in the left frontal pole (6–15 years, AUC =

0.61, p = 7.84e−8) as well as increased average cortical thickness
in the left caudal anterior cingulate (6–15 years, AUC=0.58, p
= 5.48e−6) and increased thickness in the left precuneus (6–15
years, AUC = 0.58, p = 4.10e−5) in agreement with literature
findings (Jiao et al., 2010).We were also able to confirm increased

average cortical thickness in the left pars opercularis (12–32 years,
AUC = 0.62, p = 4.33e−5), left rostral middle frontal (12–32
years, AUC = 0.60, p = 3.93e−6), left frontal pole (12–32 years,
AUC = 0.61, p = 5.01e−7), right paracentral (12–32 years, AUC
= 0.55, p = 0.016), and the right lateral occipital region (12–32
years, AUC = 0.68, p = 3.11e−18) in agreement with literature
findings (Zielinski et al., 2014). Our primary findings pertain
to abnormal variability in regionally assessed cortical thickness
in the developing autistic brain. When measurement variability
is high, the number of samples required to have confidence
in reported findings increases and provides motivation for
conducting traditional average cortical thickness studies with
large numbers of participants, in order to assist in producing
literature findings that are consistent with one another.

Limitations
A major limitation of this study is a lack of gold standard
diagnoses for autism (ADI-R and ADOS evaluations were
unavailable). This problem is caused by the retrospective nature
of this study, for which it was not feasible to interview each
participant and thus electronic patient medical records were
relied upon. While indications of autism are typically entered
into the electronic patient medical records by a Boston Children’s
Hospital physician, this does not guarantee that our dataset does
not include participants whose autistic status was established
by a community physician who is not an expert in diagnosing
autism. Additionally, intelligence quotient (IQ) information was
unavailable for the participants in this study. The retrospective
nature of this study makes it impossible to account for all
variables tracked and controlled for in prospective studies, which
include detailed participant interviews, but it is hoped that this
work will identify physiological effects of interest that will be
thoroughly validated in carefully controlled prospective studies
as part of future work. It is also hoped that this work can help
bridge the gap between prospective studies and what can be
achieved clinically. An additional limitation of our study was
the need to procure control subjects that were inferred to be
typically developing from a routine clinical population. This was
accomplished by excluding participants with indications of a
long list of neurological issues while requiring each participant’s
MRI examination to have been assessed as normal by a BCH
neuroradiologist (Levman et al., 2017). This process yielded 993
examinations from participants deemed most likely to represent
control subjects from a large pool of MRI examinations, in order
to best approximate a control population from large-scale routine
clinical imaging. It is expected that the rate of false negatives
(seemingly normal participants who in fact have a neurological
issue) might be higher than the rate exhibited in typical well-
controlled prospective studies and so may add variability to our
control measurements and may represent an additional source of
error in our study.

An additional limitation of this study is that it was performed
retrospectively on participants that received imaging for a wide
variety of reasons. Among the control subjects, the leading
reasons for the MRI examinations were headaches (60%), to
rule out intracranial pathologies (13%), vomiting (11%), and
night awakenings (10%). Among our autistic participants, the
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leading reasons for the MRI examinations were seizures (19%),
to rule out intracranial pathologies (14%), and an abnormal
EEG (9%). Since the population was drawn from routine
clinical imaging, there is also a wide variety of comorbidities
indicated in many of our participant’s electronic medical records.
The most common comorbidities in our control subjects are
migraines (23%), headaches (19%), and abdominal pain (11%).
The most common comorbidities in our autistic group are
global developmental delay (26%), attention deficit hyperactivity
disorder (16%), abdominal pain (14%), and epilepsy (13%). This
study design was intended to provide a thorough analysis of a
complete clinical population, providing a baseline of what to
expect from other clinical populations and facilitating research
into the next generation of diagnostic tests, which would be
applied to populations akin to the one investigated in this
study. TraditionalMRI studies often involve imaging participants
who are much healthier than is clinically realistic. The study
design presented here allows for the assessment of what can be
accomplished in a large-scale clinical context.

There is some variability in imaging parameters (spatial
resolution, signal-to-noise ratio etc.) caused by variations in the
pulse sequences employed; however, imaging was performedwith
a consistent set of 3 Tesla Siemens MRI scanners all installed
at BCH in 2007. Ideally, this study would be performed on
scans using a single MRI protocol; however, doing so would
greatly reduce the number of samples available for inclusion
in this analysis. Large sample sizes help to overcome potential
bias associated with measurements that exhibit considerable
variability. While limiting the analysis to a single imaging
protocol would reduce potential bias caused by scan parameter
variability, it would increase bias caused by sample size effects.
Manymeasurements produced by FreeSurfer on our BCHdataset
demonstrate that the discriminating power (between autistic
and control subjects) of volumetric measurements (in mm3)
is approximately identical to the discriminating power of the
voxel counts in those same regions (this includes ventricular
volumes/voxel counts and corpus callosum volumes/voxel
counts). Since voxel counts vary greatly based on spatial
resolution variations, we believe the effect on our results caused
by varying spatial resolutions in our MR protocols to be modest.
In addition, we compared our large sample size findings with
findings from an independent analysis performed at a single
center with a single pulse sequence (USM-ABIDE). Thus, our
primary findings have been confirmed independently with data
that does not suffer from the issues.

An additional limitation of this study is that the age
distributions of available participants for the two groups in
this experiment vary considerably (Figure 2), because of the
availability of appropriate participants that met our inclusion
criteria from a large clinical population. This inevitably resulted
in imbalanced pools of participants for further analysis. Our
experiment did not involve age- or gender-based participant
matching between our autistic and control subjects. Instead,
we have opted to perform our statistical analyses in a group-
wise manner, varying the age range under consideration, and
to plot our main findings on an age-dependent basis while
differentiating between male and female participants in our

scatter plots. This methodology was selected to avoid the reduced
sample size that would arise from only including those autistic
participants who have a control subject counterpart with the
same gender and identical age. Additionally, this methodology
was selected in order to avoid having our analysis be influenced
by the extent of difference between matched pairs of individuals,
for which a variety of factors beyond age and gender might
influence how appropriate it was for the participants to have been
paired (brain volume, sub-structure volume, co-morbidities,
etc.). We also performed a multivariate regression analysis that
controls for the effects of age, gender, intracranial volume and
several comorbidities in order to confirm that these factors aren’t
the cause of our reported findings. Comparative assessment
of males and females from our control subjects revealed no
major gender differences in terms of either mean or the
standard deviation of the cortical thickness measurements. A
large gender-segregated analysis of 442 control subjects has also
been performed (Koolschijn and Crone, 2013) which did not
identify our primary findings as exhibiting gender differences.

A variety of alternatives to the stringent Bonferroni correction
were considered as alternative statistical analyses to be relied
upon in this study. As a large-scale review of real-world clinical
data, we are presenting an analysis of a considerably different
type than is common in the literature. Our dataset, while having
standardization advantages over many clinical centers (Boston
Children’s Hospital installed a suite of 3T Skyra Siemens MRI
scanners in 2007, while most clinical centers have a variety of
different MRI scanners), we have standardization disadvantages
relative to typical prospective studies (in which all T1 volumetric
examinations are normally acquired with an identical MRI pulse
sequence). This inevitably introduces additional variability/error
in our measurements and when designing our analytic strategies
for assessing our data, we felt it important to be particularly
cautious when presenting an effect that appears to be associated
with the presentation of autism clinically. This is why the most
stringent accepted method was used, to reduce the false discovery
error rate and thus limit the likelihood that our analysis reports
findings that will not be confirmed in future studies. Type II
errors were of far less concern to us, as this is akin to accidentally
declaring no effect associated with autism when a real effect was
present. Our analysis is most concerned with assessing the largest
effects and we recognize that a heterogeneous clinical population
is not likely to be the best method available for assessing the
existence of small effect sizes, thus our reduced concern for type
II errors, which in turn lead to our decision to employ the extra-
stringent Bonferroni correction in this analysis. Additionally, it
should be noted that this was not a paired analysis, but instead a
group-wise analysis performed on a large-scale real-world clinical
population. In order to analyze a complete set of clinical data,
there are inevitably differences between the two populations in
terms of gender and age distributions (note that there are about
4 males with autism for every female, whereas there is about
1 control subject male for every female). The issues associated
with these imbalances were addressed by comparing our results
with an independent dataset (i.e., through external validation)
and by employing multivariate linear regression to perform
secondary analyses that demonstrate that our findings are still
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statistically significant after controlling for the effects of gender
and age.

An additional limitation of this study is that FreeSurfer is
not optimized for the youngest participants in our analysis. As
such, the rate at which FreeSurfer fails to extract measurements
from clinical MRI examinations increases substantially for
participants aged 0–8 months and the reliability of the results
successfully produced by FreeSurfer on participants from this
age range is uncertain. FreeSurfer’s reliability was assessed as
reasonable for participants 8-months-old and later (considering
this is beyond the age range for which the technology
was validated), at which point myelination contrast patterns
have inverted so as to match the general pattern exhibited
through the rest of life (with gray contrast located on the
brain’s periphery and white contrast occupying central regions).
Research aimed at overcoming the problem of FreeSurfer’s
applicability and reliability in very young populations is ongoing
(de Macedo Rodrigues et al., 2015; Zollei et al., 2017) and
any developments in this venue will be incorporated into
future work.

Future Work
In addition to incorporating infant FreeSurfer atlases, we will
also extend this analysis to tractography, functional MRI (fMRI)
and multivariate machine learning as well as to perform a
detailed and thorough validation with the ABIDE dataset.
Additional future work will involve correlating our dataset
with detailed clinical information not available in the electronic
patient medical records. This large-scale task may allow us to
assess the potential association between MRI measurements and
symptom severity, participant outcomes etc. Future work will
also look at comparing the autistic group with groups at high
risk for autism and groups that are clinically similar to autism in

presentation in order to extend this work’s diagnostic assessments
to differential diagnosis.

Our results indicate that automatically extracted
measurements can be used to predict the pathological status of
a participant whose brain has been imaged with MRI; however,
future work is needed to optimize the performance of such
a diagnostic test. We hope that these research avenues will
assist toward better understanding autism as well as improved
characterization, diagnosis and classification of the disorder
into subtypes.
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Pathological mental fatigue after mild traumatic brain injury (TBI-MF) is characterized by
pronounced mental fatigue after cognitive activity. The neurological origin is unknown,
and we aimed in the present study to investigate how prolonged mental activity affects
cognitive performance and its neural correlates in individuals with TBI-MF. We recruited
individuals with TBI-MF (n = 20) at least 5 months after injury, and age-matched
healthy controls (n = 20). We used functional near-infrared spectroscopy (fNIRS) to
assess hemodynamic changes in the frontal cortex. The self-assessed mental energy
level was measured with a visual analog scale (VAS) before and after the experimental
procedure. A battery of six neuropsychological tests including Stroop–Simon, Symbol
Search, Digit Span, Parallel Serial Mental Operation (PaSMO), Sustained Attention and
Working Memory test, and Digit Symbol Coding (DSC) were used. The sequence was
repeated once after an 8 min sustained-attention test. The test procedure lasted 21/2 h.
The experimental procedure resulted in a decrease in mental energy in the TBI-MF
group, compared to controls (interaction, p < 0.001, ηp

2 = 0.331). The TBI-MF group
performed at a similar level on both DSC tests, whereas the controls improved their
performance in the second session (interaction, p < 0.01, ηp

2 = 0.268). During the
Stroop–Simon test, the fNIRS event-related response showed no time effect. However,
the TBI-MF group exhibited lower oxygenated hemoglobin (oxy-Hb) concentrations in
the frontal polar area (FPA), ventrolateral motor cortex, and dorsolateral prefrontal cortex
(DLPFC) from the beginning of the test session. A Stroop and Group interaction was
found in the left ventrolateral prefrontal cortex showing that the TBI-MF group did have
the same oxy-Hb concentration for both congruent and incongruent trials, whereas
the controls had more oxy-Hb in the incongruent trial compared to the congruent trial
(interaction, p < 0.01, ηp

2 = 0.227). In sum these results indicate that individuals with
TBI-MF have a reduced ability to recruit the frontal cortex, which is correlated with self-
reported mental fatigue. This may result both in deterioration of cognitive function and
the experience of a mental fatigue after extended mental activity.
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INTRODUCTION

Traumatic brain injury (TBI) is a common neurological
condition affecting people of all ages. Globally, approximately
295/100,000 people are treated in hospitals each year for TBI
(Nguyen et al., 2016). This is mild for most patients who recover
within 1–3 months (Carroll et al., 2004). For those who show
insufficient recovery within this period, fatigue is common (King
et al., 1995; Kraus et al., 2014; McInnes et al., 2017), irrespective
of injury severity (Johansson et al., 2009). Long-lasting mental
fatigue interferes considerably with daily living, the ability to
work and has a negative impact on well-being and mental health
(Cantor et al., 2008; Hawthorne et al., 2009; Johansson et al., 2009;
Lannsjo et al., 2009; Ahman et al., 2013). Fatigue is also suggested
to be a direct consequence of TBI and not a result of depression,
pain or sleep disturbances (Cantor et al., 2008). Due to the
current limitations in measuring fatigue and the complexities
involved in objectively measuring fatigue, researchers frequently
rely on subjective questionnaire-based reporting scales, both for
the physical and the mental components.

Pathological mental fatigue (MF) is characterized by mental
exhaustion during sensory stimulation or extended cognitive
activity, and with a disproportionately long recovery. MF is
a typical symptom in many neurological diseases (Lindqvist
and Malmgren, 1993; Johansson et al., 2010). The underlying
origin of MF is unknown, but it is suggested to be related
to circuits that connect basal ganglia, amygdala, the thalamus
and frontal cortex (Chaudhuri and Behan, 2004). These circuits
mediate motivation, learning, planning, goal-directed behavior
and emotion regulation. The integration of networks is important
for appropriate behavior and cognitive functioning (Haber and
Calzavara, 2009). Studies of MF after moderate and severe TBI
using functional magnetic resonance imaging (fMRI) indicate
a dysfunction within the cortico-striatal-thalamic circuits (Kohl
et al., 2009; Nordin et al., 2016; Berginstrom et al., 2017; Moller
et al., 2017; Wylie et al., 2017).

Cognitive impairment associated with MF after TBI has been
related to reduced processing speed and attention (Park et al.,
1999; Azouvi et al., 2004; Ziino and Ponsford, 2006a,b; Ashman
et al., 2008; Belmont et al., 2009; Johansson et al., 2009, 2010;
Ponsford et al., 2011), these being the cognitive functions most
susceptible to brain injury (Frencham et al., 2005; Lannsjo
et al., 2009). In our previous study, investigating individuals
suffering from MF after acquired brain injuries, impaired
cognitive performance in processing speed (Digit Symbol
Coding) (Wechsler, 2010), attention (SAWM) (Johansson and
Ronnback, 2015), attentional blink (Dux and Marois, 2009), and
working memory (Digit Span) (Wechsler, 2010) over a 2 h test
period was found, with no improvement for those suffering from
MF whereas the controls improved (Jonasson et al., 2018). Similar
results have been reported in additional studies (Ashman et al.,
2008). These studies indicate that people suffering from MF after
an acquired brain injury find it challenging to repeat cognitive
tasks, whereas improvement can be achieved for healthy controls.

In this study, we aimed to explore how prolonged mental
activity affects cognitive performance as well as exploring the
neural correlates of conflict processing in individuals with

MF after TBI (TBI-MF). This was done with a block of six
neuropsychological tests including Stroop–Simon (Egner et al.,
2007), Symbol Search (Wechsler, 2010), Digit Span (Wechsler,
2010), Parallel Serial Mental Operation (PaSMO) (Reitan and
Wolfson, 1985), SAWM (Johansson and Ronnback, 2015), and
Digit Symbol Coding (DSC) (Wechsler, 2010), were performed.
The sequence was repeated once. Between the two blocks, an
8 min sustained-attention test and the self-report of MFS was
done, with the intention to induce even more fatigue. The test
procedure lasted for approximately 21/2 h.

To measure brain activity, functional near-infrared
spectroscopy (fNIRS) was used. Similar to fMRI, fNIRS
measures the hemodynamic response to neural activity. fNIRS
is a noninvasive optical brain imaging technique that uses
near-infrared light to measure the relative concentration of
oxygenated (oxy-Hb) and deoxygenated (deoxy-Hb) hemoglobin
(Jo Bsis-Vandervliet, 1999). By applying light emitting sources on
the scalp the fNIRS can detect hemodynamic change that occur
to a depth of 1.5–2 cm into the cortex (Jo Bsis-Vandervliet, 1999;
Obrig, 2014). Compared to other imaging techniques, fNIRS is
more robust to movement artifacts (Balardin et al., 2017). Thus,
fNIRS is well-suited to studies in natural environments (Kopton
and Kenning, 2014), and has been used in psychiatric studies
(Ehlis et al., 2014), and for cognitive assessment (Irani et al.,
2007; Ferrari and Quaresima, 2012; Ehlis et al., 2014). MF has
been investigated by means of fNIRS in patients with multiple
sclerosis, and the level of self-reported fatigue correlated with
neural activity in the dorsolateral prefrontal cortex (DLPFC)
during a working memory task (Borragán et al., 2018). To
the best of our knowledge, no previous study has used fNIRS
to study MF resulting from TBI. There are, however, a few
cognitive studies using fNIRS in subjects with TBI. Most of
these studies are exploratory, with few participants (Merzagora
et al., 2011; Hibino et al., 2013; Kontos et al., 2014; Rodriguez
Merzagora et al., 2014; Sawamura et al., 2014; Helmich et al.,
2015; Plenger et al., 2016). With the exception of one study
(Rodriguez Merzagora et al., 2014), fNIRS measurements show
decreased activity in the DLPFC for the TBI group compared
to controls for cognitive performance (Merzagora et al., 2011;
Hibino et al., 2013; Kontos et al., 2014; Sawamura et al., 2014;
Helmich et al., 2015; Plenger et al., 2016). Other studies on
healthy adults applying fNIRS while performing the conflict
processing Stroop test have reported increased activity in the
DLPFC (Schroeter et al., 2002, 2004; Leon-Carrion et al., 2008;
Hyodo et al., 2012; Endo et al., 2013; Lague-Beauvais et al., 2013;
Byun et al., 2014; Yasumura et al., 2014). We opted to investigate
brain activity using the Stroop–Simon task (Egner et al., 2007)
adapted to fNIRS in a cohort with TBI-MF.

We hypothesized that, during performance of the Stroop–
Simon test, the TBI-MF group would show less activity in
the DLPFC, as compared to controls. In addition, individuals
with TBI-MF may demonstrate altered brain activity in the
frontal cortex between the first and second test sessions.
This hypothesis was not directed, meaning that we did not
know based on previous literature if the alteration would
be an increased or decreased in oxygen consumption, as
compared to controls. We also hypothesized that the TBI-MF
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group would perform less well in the second test session, as
compared to the first.

MATERIALS AND METHODS

Study Participants and Protocol
Twenty individuals with long-term TBI-MF (minimum 5
months after injury) were recruited from the Department
of Neurology, Sahlgrenska University Hospital, Gothenburg.
Inclusion criteria were as follows: diagnosed with mild TBI
according to the definition proposed by The World Health
Organization Collaborating Centre for Neurotrauma Task Force
(Carroll et al., 2004); scoring above the cut-off score of 10.5 on
the Mental Fatigue Scale (MFS) (Johansson and Rönnbäck, 2014);
aged 20–65 years and not suffering from any other psychiatric
or neurological disorders. All participants had recovered well,
were independent in their daily living, with the exception of
their prolonged MF. Twenty-one healthy controls who neither
suffered from MF (below 10.5 points on MFS), nor did they
have any psychiatric or neurological disorders, were recruited at
the request of the general community. The study was approved
by the regional Ethical Review Board in Gothenburg (reference
number: 028-16). The participants gave their informed written
consent before the assessment and were told that they could
withdraw at any time.

Experimental Design
The participant was seated in a chair next to a table with
a computer screen. All tests were performed sitting in the
same location, whereas the tasks differed with respect to the
response type, such as pen and paper task, verbal response
tasks or computerized tasks where the participant used the
computer mouse, tablet or a gamepad. The fNIRS cap with
optodes attached was carefully placed on the participant’s head
and was worn throughout the whole experimental sessions.
To minimize ambient light reaching the scalp during the test
procedure, the fNIRS cap was covered by another stretchable cap.
The experiment consisted of two identical test sessions with 6
individual tests performed in the same sequence (Figure 1A):
(1) Stroop–Simon (Egner et al., 2007); (2) Symbol Search (SS,
WAIS-IV) (Wechsler, 2010); (3). Digit Span (DS, WAIS-IV)
(Wechsler, 2010); (4) Parallel Serial Mental Operations (PaSMO)
(Reitan and Wolfson, 1985); (5) a computerized test combining
Speed, divided Attention and Working Memory simultaneously
(SAWM) (Johansson and Ronnback, 2015), and (6) Digit Symbol
Coding (DSC, WAIS-IV) (Wechsler, 2010). The two sessions
were separated by once presenting a sustained-attention test with
an 8 min one-back task (OPATUS-CPTA) and completing the
MFS (Figure 1A). MFS is invariant to age, gender and education
(Johansson et al., 2010; Johansson and Ronnback, 2014). In
total, the test procedure took 21/2 h. Participants were allowed
to take a short break and drink water or stand up and stretch
their legs between tests, while keeping the fNIRS cap on. Before
start of the experimental procedure and after completion of all
tests, the participants were asked to rate their energy level on
a visual analog scale (VAS). They specified their energy level

on a continuous line (10 cm) indicating a position between
the two end-points, “full of energy” and “totally exhausted,
no energy left.”

Cognitive Tests
The Stroop–Simon test was used to measure both the Stroop
effect (conflict between semantic meaning and ink color) and the
Simon effect (conflict between stimulus location and response
hand) (Egner, 2008; Forster and Cho, 2014). The participant
was asked to fixate on the cross located in the middle of the
screen. The word RED or BLUE – either in red or blue ink –
was presented to the left or right side of the cross (5 cm). The
participant was asked to respond to the ink color by pressing
a button on a gamepad with either the left thumb for red,
or the right thumb for blue (see Figure 1B). The response to
stimulus interval was randomly assigned to be between 7 and
11 s, and the participants had 3 s to respond. This created
four different types of trials and each trial had two dimensions;
Stroop congruent and Simon congruent (CC), Stroop congruent
and Simon incongruent (CI), Stroop incongruent and Simon
congruent (IC), or Stroop incongruent and Simon incongruent
(II) (see Figure 1B). There was a total of 164 stimuli, semi-
randomized with a 30 s pause after half of the stimuli. Reaction
time, errors made and omissions were used as raw scores.

Symbol Search (SS) and Digit Symbol Coding (DSC) are
subtests within the Processing Speed Index in WAIS-IV
(Wechsler, 2010) that were used to measure attention, speed of
mental and psychomotor operation and visual discrimination.
In both tests, the subject is asked to perform as many symbols
as possible during 2 min. Raw score is the number of correct
symbols performed.

Digit Span (DS) from WAIS-IV (Wechsler, 2010) was used to
assess working memory. Raw scores were reported as the number
of correctly repeated strings of digits.

The PaSMO (Reitan and Wolfson, 1985) was used to measure
mental control and tracking in a task similar to the Trail Making
Test (Reitan and Wolfson, 1985). In PaSMO, the participants
were asked to say the whole alphabet with the corresponding
digits, i.e., A1, B2, C3, and so forth, as fast as possible.
Performance was measured in time (seconds) with a faster time
indicating a better performance.

The SAWM test was used for simultaneous assessment of
Speed, divided Attention and Working Memory (Johansson and
Ronnback, 2015). The test measured number of mouse clicks
in four squares, located in each corner of a larger square on
the computer screen, and was performed in a clockwise order.
At the same time, the subject was asked to count how many
instances of a specific digit were shown (seen in the square located
to the upper right). Another digit, between zero and nine was
randomly chosen for each run. The digits to be counted were
randomly displayed for 1 s in a square located to the upper left.
After 30 s, the subject was asked to report how many of the
specific digits he/she had seen. The answer was compared with
the correct number of the digits presented, and the numbers of
errors made in each run was analyzed. The number of clicks
was simultaneously recorded. Each session lasted for 30 s and
was repeated five times. All participants had the opportunity
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FIGURE 1 | Test sequence and illustration of the Stroop–Simon test. (A) The test sequence consisted of 6 tests – Stroop–Simon, SS (Symbol Search), DS (Digit
Span), PaSMO (Parallel Serial Mental Operation), SAWM (Speed, divided Attention and Working Memory), DSC (Digit Symbol Coding) – which were repeated once
after the OPATUS-CPTA (one-back sustained attention task), and MFS, Mental Fatigue Scale questionnaire were applied. The time indicates the length of each test,
not including practice and preparation for each test. (B) Examples of stimulus-responses for the Stroop–Simon test. When a word written in red color is presented,
the correct response is to press the left button (marked in red on the game pad), irrespective of the placement (Simon effect – left or right) or meaning of the word
(Stroop effect – “RED” or “BLUE”). Both examples (top and bottom) require to press the left (red) button. Top example: a Stroop(word)-congruent/Simon(place)
-congruent stimulus, bottom example: a Stroop(word)-incongruent/Simon(place)-incongruent stimulus. All stimuli were presented 7,000–11,000 ms apart.

to rehearse the task before starting the assessment to ensure
that they had understood the task instructions displayed on the
computer screen. The raw scores used for analysis were the mean
scores of errors and number of successful responses from the
second to fifth run.

The continuous performance test with a one-back task
(OPATUS-CPTA) was used as a measure of sustained attention.
The 8 min OPATUS-CPTA task was delivered on a mini tablet,
and the participant was asked to tap the screen when the
same symbol as the one previously shown appeared on the
screen. Triangles pointing up/down/left/right and appeared in
two colors: yellow or blue, stimuli duration was 150 ms, inter
stimuli interval was 2000 ms, target rate was 20% and the number
of trials was 240. Reaction time, errors made and omissions were
used as raw scores.

fNIRS Data Acquisition
The fNIRS measurements were performed using a continuous
wave system (NTS) Optical Imaging System, Gowerlabs Ltd.,
United Kingdom (Everdell et al., 2005) using two wavelengths
(780 and 850nm) to measure changes in the concentration of
oxygenated hemoglobin (oxy-Hb), deoxygenated hemoglobin
(deoxy-Hb) and their sum total hemoglobin (tot-Hb). The system
has 16 dual-wavelength sources and 16 detectors. The array used
provided 50 standard fNIRS channels (i.e., source/detector pairs)
plus two short-separation channels. There were 44 channels with
a source-detector distance of 30 mm and 6 channels with 45 mm
distance. The six longer channels connected the two hemispheres,
but the signal quality was too low for the data to be included
in our analysis. The distance for the short-separation channels
was 10 mm, as suggested in previous studies (Gagnon et al.,
2011; Brigadoi and Cooper, 2015). Short separation channels
are only sensitive to hemodynamics in the scalp. Since the

regular separation channels measure signals originating in both
the brain and the scalp, the use of short-separation channels
allowed us to regress out the scalp signal from regular-separation
signals with the aim to improve the brain specificity of the
fNIRS measurement (Gagnon et al., 2011; Brigadoi and Cooper,
2015). The placement of the optodes was designed to encompass
five regions of interest (ROIs) on each hemisphere covering
areas of the frontal cortex, previously reported to be involved
in executive function and cognitive control tasks (Roberts and
Hall, 2008). The ROIs were left and right frontal polar area
(FPA) or Brodmann area (BA) 10; DLPFC or BA 9 and 46;
dorsal motor cortex (DMC) BA 6 and 8; ventral lateral prefrontal
cortex (VLPFC) BA 44 and 45 and ventral motor cortex VMC
BA 6 and 44 (see Figure 2). Data were acquired at a sampling
frequency of 10 Hz.

fNIRS Data Analysis
The fNIRS data were preprocessed using MATLAB 2014a
(MATLAB, 2014) and the MATLAB based fNIRS-processing
package HomER2 (Huppert et al., 2009). The processing pipeline
started with pruning the raw data such as that channels were
rejected if their mean intensity was below the noise floor of
the instrument (5e-4 A.U.). The raw data was then converted
to optical density (OD). The HomER2 functions enPCAFilter,
hmrMotionArtifact and hmrMotionCorrectSpline were used to
correct for motion artifacts. A high band-pass filter of 0.03
was used to correct for drift and a low band-pass 0.5 filter to
remove pulse and respiration. To calculate the hemodynamic
response function (HRF) the GLM_HRF_Drift_SS function in
HomER2, which estimates the HRF by applying a General Linear
Model (GLM), was used. To solve the GLM, a least square
fit of a convolution model in which the HRF at each channel
and chromophore was modeled as a series of Gaussian basis

Frontiers in Human Neuroscience | www.frontiersin.org 4 May 2019 | Volume 13 | Article 14545

https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-13-00145 May 10, 2019 Time: 14:48 # 5

Skau et al. fNIRS Assessment of Mental Fatigue

FIGURE 2 | Channel locations in the right hemisphere. Areas delineated with
a red dotted line indicate the regions of interest (ROIs): left and right frontal
polar area (FPA) corresponding to Brodmann area (BA) 10; dorsolateral
prefrontal cortex (DLPFC) corresponding to BA 9 and 46; dorsal motor cortex
(DMC) corresponding to BA 6 and 8; ventrolateral prefrontal cortex (VLPFC)
corresponding to BA 44 and 45 and ventral motor cortex (VMC)
corresponding to BA 6 and 44. The large red dot indicates the location of the
short separation channel. Dashed black arrows and white dots indicate 10/20
reference points C4, Fp2, and Fz. The brain template was generated from a
MATLAB-based toolbox (Singh et al., 2005). x- and y-axis refer to MNI
(Montreal Neurological Institute) coordinate system.

function, with a spacing and standard deviation of 0.5 s (Ye et al.,
2009). The model included polynomial drift regressors up to the
3rd order. The regression time length was −2–12 s. The short
channels selected for regression for each long channel was those
with the highest correlation to the regular channel. The analysis of
the Stroop–Simon data was analyzed with pre-determined ROIs.
A visual analysis of each channel was done and the channels that
remained too noisy were removed, but not to the exclusion of any
ROI. On average, 0.65 channels per ROI was excluded after the
pruning function and manual removal.

Since the combination of wavelengths used (780, 850 nm) is
more sensitive to oxy-Hb compared to deoxy-HB, only the oxy-
Hb data were statistically analyzed (Uludag et al., 2004; Sato
et al., 2013). The deoxy-HB did not add any further information
to this study and is not included. For the Stroop–Simon test
the maximum peak between 3 and 9 s after each stimulus was
identified. One second around the peak value was averaged.

Statistics
A two-way repeated ANOVA with within-subject factor Time
(first and second test session) and the between-subject factor
Group for each particular test was used. For items having both
a group and an interaction effect, independent t-tests as post hoc
test were used for interpreting the main result. For the Stroop–
Simon test a four-way repeated ANOVA was performed with
the following within-subject factors; (i) Time (first and seconds
sessions); (ii) Stroop (congruent and incongruent); (iii) Simon
(congruent and incongruent); and (iv) the between-subject
factor Group (patients and controls). For the Stroop–Simon

test, mean reaction time was used for each stimulus type for
each participant. This excluded omissions (more than 3 s after
stimulus without an answer), error trials, the trial set after the
error and condition-specific outlier values that were greater than
2 SDs from the mean.

fNIRS data acquired during the Stroop–Simon test were
analyzed within each ROI and only for the Stroop effect. A three-
way repeated ANOVA with within-subject factor, Time (first and
second test sessions) and Stroop (congruent and incongruent)
and the between-subject factor, Group for each ROI was used.
The CC trials were used as congruent and the average of the IC
and II trials were used as incongruent. T-test, chi-square and
Pearson’s correlation was used for demographic data, post hoc
analysis and OPATIS-CPTA. To correct for multiple comparisons
with the neuropsychological test and the fNIRS, a false discovery
rate (FDR) was used with the q-value set to 0.05 in order
to keep the false positive rate at 5% (Singh and Dan, 2006).
Parametric tests were done using SPSS version 25 and Matlab
statistical toolbox (MATLAB, 2014). The datasets generated in
the current study are available from the corresponding author on
reasonable request.

RESULTS

Demographics
Demographical and clinical characteristics of the study
population are presented in Table 1. One control subject
was excluded due to failure to follow instruction to remain

TABLE 1 | Background data for the TBI-MF and the control group.

TBI-MF group Control group p-values

Age (years) 42.1 ± 10.2 39.3 ± 11.9 0.285

Range (years) 24–64 24–61

Sex, females/males (n) 13/7 12/8 0.744

MFS score 21.3 ± 5.4 3.3 ± 2.9 <0.001

Education, upper secondary
school/university (n)

3/17 4/16 0.677

Time elapsed since TBI
exposure (months)

27.8 ± 21.2

Range (months) 5–85

Exposed to one/more than
one mild TBI (n)

12/8

Employment status at time of the study (n)

100% 1 19

75% 1 0

50% 7 1 (of free choice)

25% 1 0

0% 10 0

Preinjury employment status (n)

100% 19

50% 1

Have undergone
neuropsychological testing
previously (Yes/No)

8/12 6/14 0.520

Data are presented as Mean ± SD unless otherwise noted.
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seated and physically calm during the fNIRS session. The mean
time since injury was 28 (±21) months. The only variable
that differed significantly between groups was the MFS score,
that was rated significantly higher in the TBI-MF group as
compared to controls (p < 0.001). No correlation between
time since injury and MFS was found (r = 0.21, p = 0.35).
Eight of the individuals with MF-TBI (40%) had experienced
two or more mild TBI, but no significant difference was
found in any tests or rating on MFS in these individuals
compared to those who had suffered only one mild TBI. Six
individuals with TBI-MF (30%) received methylphenidate
drug treatment but had suspended the treatment 1 week
prior to the assessment. No significant differences with
respect to the cognitive test results and ratings on MFS were
detected between these six individuals compared to the other
individuals with TBI-MF.

A significant interaction effect was detected with respect to
the subjective experience of mental energy (Table 2). Prior to
start of the experiment the experienced energy level did not differ
between groups (t = 0.792, FDR adjusted p> 0.05, with a Cohen’s
d of 0.26), whereas after the experiment, the TBI-MF group rated
their energy level significantly lower than controls (t = 5.769, FDR
adjusted p < 0.05, with a Cohen’s d of 1.37) (Figure 3A).

Cognitive Tests
Interaction Effect
Significant interaction effects between Time and Group were
detected for DSC. The TBI-MF group did not improve their speed
during the second DSC test, whereas the controls became faster
(Figure 3K). No other Time and Group interaction was found
for the other tests (Table 2). There was no interaction for the
Stroop and Group [F(1, 37) = 4, 725; FDR adjusted p > 0.05,
ηp

2 = 0.113]. Nor were any Simon and Group interactions found
[F(1, 37) = 0.003; FDR adjusted p > 0.05, ηp

2 < 0.001].

Group Effect
The TBI-MF group was significantly slower than the control
group on SS, PaSMO, SAWM, Stroop–Simon, and DSC (Table 2
and Figures 3B,F,H,J,L). The additional post hoc t-test for the
DSC did not show any difference between the groups during
the first test session (t = −1.859, FDR adjusted p > 0.05, with
a Cohen’s d of 0.57), while the TBI-MF was significantly slower
in the second test session (t = −2.988, FDR adjusted p < 0.05,
with a Cohen’s d of 0.86). No differences in reaction time nor
errors made were found between the groups for the OPATUS-
CPTA, but the rate of omissions was significantly higher in the
TBI-MF group, as compared to controls (t = 2.472, FDR adjusted
p < 0.05). No difference was found between groups with respect
to Digit Span, and errors made in any of the tests (SAWM,
PaSMO, and Stroop–Simon). For comparison, data adjusted to
age according to WAIS-IV manual, DSC, SS, and DS were within
the normal range for both groups.

fNIRS Result
Stroop–Simon
No Group and Time interactions were found for any of the ROIs
(Figure 4 and Table 3). There was a Group effect in bilateral

TABLE 2 | Repeated ANOVA for the behavioral test results.

Time vs. Group

Group FDR

TBI Control Df FDR | F | ηp
2 | F | ηp

2

VAS (cm) 1,36 FDR = ∗∗ FDR = ∗∗

Before 3.13 (2.0) 2.66 (1.5) F = 17.812 F = 14.912

After 7.27 (1.7) 4.12 (1.6) ηp
2 = 0.331 ηp

2 = 0.293

Stroop–Simon RT 1,37 FDR = ns FDR = ∗∗

Test 1 918 (271) 717 (143) F = 7.685 F = 12.117

Test 2 1019 (345) 716 (157) ηp
2 = 0. 172 ηp

2 = 0.247

Stroop–Simon error 1,37 FDR = ns FDR = ns

Test 1 0.02 (0.02) 0.01 (0.01) F = 0.139 F = 0.714

Test 2 0.02 (0.02) 0.02 (0.02) ηp
2 = 0.004 ηp

2 = 0.019

Stroop–Simon 1,37 FDR = ns FDR = ns

omission Test 1 0.65 (1.5) 0.1 (0.3) F = 4.867 F = 4.933

Test 2 3.95 (7.3) 0.4 (0.8) ηp
2 = 0.116 ηp

2 = 0.118

Symbol search (SS) 1,38 FDR = ns FDR = ∗∗∗

Test 1 30.8 (5.9) 37.3 (6.4) F = 5.697 F = 21.343

Test 2 32.4 (6.7) 42.5 (5.4) ηp
2 = 0.130 ηp

2 = 0.360

Digit span (DS) 1,38 FDR = ns FDR = ns

Test 1 24.4 (5.4) 26.8 (4.3) F = 0.589 F = 2.707

Test 2 26.2 (5.9) 29.0 (4.8) ηp
2 = 0.015 ηp

2 = 0.066

PaSMO 1,36 FDR = ns FDR = ∗

Test 1 88.2 (43.3) 63.4 (13–6) F = 0.402 F = 6.471

Test 2 84.4 (48.6) 55.7 (12.4) ηp
2 = 0.011 ηp

2 = 0.152

PaSMO error 1,36 FDR = ns FDR = ns

Test 1 1.16 (2.0) 0.95 (1.3) F = 0.041 F = 0.193

Test 2 0.47 (1.0) 0.37 (0.8) ηp
2 = 0.001 ηp

2 = 0.005

SAWM 1,38 FDR = ns FDR = ∗

Test 1 36.6 (5.6) 41.9 (8.3) F = 2.099 F = 7.996

Test 2 36.8 (6.0) 43.9 (8.4) ηp
2 = 0.052 ηp

2 = 0.174

SAWM error 1,38 FDR = ns FDR = ns

Test 1 0.35 (0.6) 0.60 (1.0) F = 3.055 F = 0.107

Test 2 1.00 (1.0) 0.60 (0.8) ηp
2 = 0.074 ηp

2 = 0.003

DSC 1,38 FDR = ∗ FDR = ∗

Test 1 65.6 (11.7) 72.2 (10.9) F = 13.942 F = 6.423

Test 2 67.0 (15.6) 80.4 (12.4) ηp
2 = 0.268 ηp

2 = 0.145

VAS, Energy level on a visual analog scale of 0–10 cm; RT, reaction time; PaSMO,
Parallel Serial Mental Operation; SAWM, Speed, divided Attention and Working
Memory; DSC, Digit Symbol Coding, FDR, p-value after adjustment with false
discovery rate; ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05, nsp > 0.05; ηp

2, partial
eta-squared effect size.

FPA, bilateral VMC and left DLPFC, with the TBI-MF group
having lower concentrations of oxy-Hb compared to controls
in the mentioned ROIs (see Figure 4 and Supplementary
Figures S1–S4 for the hemodynamic response curves for each
ROI and for single channels). A Stroop and Group interaction
was found in the left VLPFC showing that the TBI-MF group
did have the same oxy-Hb concentration for both congruent
and incongruent trials, whereas the controls had more oxy-
Hb in the incongruent trial, compared to the congruent trial.
To explore the Stroop effect (the oxy-Hb difference between
incongruent and congruent trials) in the left VLPFC, we
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FIGURE 3 | Behavioral test results. (A) Energy level measured by the VAS scale (0–10 cm visual analog scale), (B–E) Stroop-Simon test, (B) Stroop effect reaction
time, (C) Simon effect reaction time, (D) Error rate Stroop-Simon, (E) Omission rate Stroop–Simon, (F) Symbol Search – number of correct symbols done, (G) Digit
Span total score, (H) PaSMO performance in seconds, (I) PaSMO – number of errors, (J) SAWM total successful responses, (K) SAWM – number of errors, (L) Digit
Symbol Coding – number of correct symbols done. In (B) CON represent the congruent stimuli, and IN the incongruent stimuli. Both stimulus types are illustrated in
Figure 1B and described in the Materials and Methods section. Error bars represent standard error of mean. Significant effects are indicated for Group (G) and
Group-Time interaction (GvT). ∗∗∗FDR adjusted p < 0.001, ∗∗FDR adjusted p < 0.01, ∗FDR adjusted p < 0.05.

FIGURE 4 | Concentration of oxygenated hemoglobin (micromolar) during fNIRS imaging of the Stroop–Simon test separated by test sessions (First and Second)
and hemispheres (Right and Left) for all regions of interest (FPA, frontal polar area; VLPFC, ventral lateral prefrontal cortex; VMC, ventral motor cortex; DLPFC,
dorsolateral prefrontal cortex; DMC, dorsal motor cortex). The red columns indicate data for the TBI-MF group, the black columns for healthy controls. CON refers to
Stroop congruent trials, and IN refers to Stroop incongruent trials, as described in the Materials and Methods section. The error bars indicate standard error of mean.
Significant effects are indicated for Group (G) or Group-Stroop interaction (GvS). ∗∗∗FDR adjusted p < 0.001, ∗∗FDR adjusted p < 0.01, ∗FDR adjusted p < 0.05.

conducted a Pearson’s correlation between the Stroop effect
and the first VAS, the second VAS, the difference between the
first and second VAS as well as MFS. None of the correlation

with VAS was significant with the first VAS (r = −0.04, FDR
adjusted p > 0.05), the second VAS (r = −0.282, FDR adjusted
p > 0.05) and the VAS difference (r = −0.234, FDR adjusted
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p > 0.05). The correlation with MFS was found to be significant
(r = −0.399, FDR adjusted p < 0.05), showing that higher
MFS scores were associated with lower oxy-Hb concentrations
(see Supplementary Figure S5).

DISCUSSION

The present study examined how prolonged mental activity
affects cognitive performance and its neural correlates in
individuals with TBI-MF. The TBI-MF group demonstrated
lower event-related activity in the FPA, VLPFC, and DLPFC,
compared to controls. Group difference in brain activity was
detected already during the first test session. No difference in
brain activity between the two test sessions was found, and this
was the case for both groups.

The TBI-MF participants had difficulty utilizing the left
VLPFC in the conflict processing, with no difference in oxy-
Hb between congruent and incongruent trials. This was not
the case for the controls, who had higher levels of oxy-
Hb for the incongruent than congruent trials, indicating a
capacity to recruit more activation when the task was more
demanding. The left VLPFC, involving inferior frontal gyrus,
is known to be involved in semantic conflict processing
in Stroop (Egner and Hirsch, 2005; Yasumura et al., 2014;
Musz and Thompson-Schill, 2017). A correlation between
increased difficulties in utilizing the left VLPFC for the semantic
conflict and higher rating on the MFS, was detected. This
correlation should, however, be interpreted with caution since
a score above 10.5 was an inclusion criterion for the TBI-MF
group. This is in line with previous findings by Berginstrom
and colleagues, where a modified version of Symbol Digit
Modality Test (SDMT) was used, and a correlation between
self-assessed fatigue and decreased brain activity in the right
inferior and middle frontal gyrus was reported (Berginstrom
et al., 2017). We also hypothesized that we would detect this
difference in the DLPFC, an area important for cognitive
control (Vanderhasselt et al., 2009). We found a difference
as indicated by the high F-value for the interaction between
group and the Stroop effect in the right DLPFC (see Table 3),
but it did not reach statistical significance after correcting
for multiple tests.

To our knowledge, this is the first fNIRS study focusing
on MF after mild TBI. There is one previous study by
Plenger et al. that used fNIRS while performing a Stroop
test in a cohort of individuals with moderate to severe TBI
(Plenger et al., 2016). Their results suggest impaired frontal
cortex conflict processing indicated by no difference in oxy-
Hb concentration levels between the simple dot-color naming
task and the more demanding incongruent task. Several other
fNIRS studies with moderate to severer TBI have reported a
reduced brain activity for a variety of cognitive tasks such as
visual discrimination, attention and working memory, especially
in DLPFC (Merzagora et al., 2011; Hibino et al., 2013; Kontos
et al., 2014; Sawamura et al., 2014; Helmich et al., 2015)
but also in VLPFC (Hibino et al., 2013). However, fatigue
was not assessed in these fNIRS studies, and, in contrast to

TABLE 3 | Repeated ANOVA for the Stroop fNIRS data.

Time vs. Stroop Effect

Group Group vs. Group

F FDR ηp
2 F FDR ηp

2 F FDR ηp
2

rFPA 9.342 ∗ 0.202 0.002 ns 0.000 5.303 ns 0.125

lFPA 5.630 ∗ 0.132 0.455 ns 0.012 0.026 ns 0.001

rVLPFC 4.030 ns 0.098 0.525 ns 0.014 0.125 ns 0.003

lVLPFC 1.112 ns 0.029 0.612 ns 0.016 10.876 ∗ 0.227

rVMC 12.761 ∗∗ 0.256 1.152 ns 0.030 1.391 ns 0.036

lVMC 15.588 ∗∗∗ 0.296 0.211 ns 0.006 7.218 ns 0.163

rDLPFC 4.632 ns 0.111 0.005 ns 0.000 5.199 ns 0.123

lDLPFC 19.619 ∗∗∗ 0.347 0.005 ns 0.000 0.558 ns 0.015

rDMC 0.552 ns 0.015 0.174 ns 0.005 4.437 ns 0.107

lDMC 4.912 ns 0.117 0.260 ns 0.007 0.620 ns 0.016

FDR, p-value after adjustment with false discovery rate, ∗∗∗p < 0.001, ∗∗p < 0.01,
∗p < 0.05, nsp > 0.05; ηp

2, partial eta-squared effect size; r, right; l, left; FPA, frontal
polar area; VLPFC, ventral lateral prefrontal cortex; VMC, ventral motor cortex;
DLPFC, dorsolateral prefrontal cortex; DMC, dorsal motor cortex.

our sample, they studied individuals with moderate to severe
TBI, whereas we included individuals with mild TBI in our
study. A recent fNIRS study, including participants with post-
concussion symptoms (PCS) after a mild TBI, showed reduced
connectivity for the mild TBI group compared to controls and a
correlation between reduced coherence and increased symptom
severity (Hocke et al., 2018). In their study, fatigue was not
reported, despite the fact that fatigue is one of the symptoms
included in the PCS.

In previous fMRI studies, changes in brain activity have
been reported to be related to fatigue. During the performance
of a Symbol Digit Modalities Test task, Kohl et al. (2009)
found increased brain activity during the 30 min test period
among participants who had suffered a moderate to severe
TBI. In contrast, a decreased activity was reported for the
controls in several brain regions, including middle frontal
gyrus, superior parietal cortex, basal ganglia and anterior
cingulate (Kohl et al., 2009). Another study using the same
task reported decreased brain activity in deeper brain structures,
in particular in the basal ganglia, primarily caudate nucleus,
the thalamus and anterior insula in the TBI group (mild,
moderate, severe) as compared to controls (Berginstrom et al.,
2017). The activity of the controls decreased across the
27 min test session, whereas the TBI participants remained
on a similar lower activity level (Berginstrom et al., 2017).
A recent fMRI study measuring fatigue among individuals who
had suffered a moderate to severe TBI, found an interaction
between brain activity and cognitive tasks, in the tail of
the caudate nucleus (Wylie et al., 2017). Fatigue after mild
TBI also correlated with abnormal functional connectivity
in the thalamus and middle frontal cortex (Nordin et al.,
2016). Altered cerebral blood flow in mild TBI was also
reported, mainly in the frontal cortex and thalamic networks
(Moller et al., 2017).

A difference was found in the DSC task of processing
speed with the controls improving their performance during
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the second test session, whereas the TBI-MF group did not.
Similarly, improved performance over time for controls has
been reported, with a better performance over time, and
with no change in speed for TBI patients (Ashman et al.,
2008; Johansson and Ronnback, 2015; Jonasson et al., 2018).
This indicated a fatiguing effect with reduced efficiency for
those suffering from mental fatigue during a longer cognitive
activity. However, the relationship between effectiveness and
efficiency needs to be interpreted, e.g., a low effectiveness
(more errors) may be due to a high efficiency (fast response
time). In this study, the controls and TBI-MF did not differ
in their effectiveness, which was measured by error rate in
the cognitive tests. In contrast, a difference was reported in
efficiency, measured in terms of response time, with controls
improving during the second test session, while the TBI-
MF participants remained at a similar level as during the
first test session.

Regarding performance in cognitive tests, the TBI-
MF group was slower than the control group on SS,
PaSMO, SAWM, DSC and Simon-Stoop and made more
omissions on OPATUS-CPTA, while no difference in working
memory (DS) was found. Related to the omission of the
OPATUS-CPTA, there was a high rate of omissions in
the Stroop–Simon test for the TBI-MF group as indicated
by the high F-value (see Table 2). It did, however, not
reach statistical significance after correcting for multiple
tests. The higher rate of omissions is an indicator of the
problem of keeping a sustained attention for the TBI-MF
group. The performance on the WAIS-IV tests included in
this study (SS, DSC, DS) was within normal range for all
participants, even though the TBI-MF group suffered from
MF, as indicated by their rating on the MFS. Differences in
cognitive performance at a group level have been reported
previously and it has been proposed that cognitive decline
is related to fatigue among people who had suffered a mild
TBI (Azouvi et al., 2004; Ziino and Ponsford, 2006a; Ashman
et al., 2008; Belmont et al., 2009; Johansson et al., 2009).
The TBI-MF group was less efficient, and the participants’
decreased experience of mental energy from start to the
end of the test session suggest an objective and subjective
fatigability due to the mental load they were exposed
for during 21/2 h.

The difference in brain activity between the groups was
reported during the first test session using the VAS scale, but
no differences were reported as to how they experienced their
energy level at start of the test procedure. This may have
implications for the ability to adapt to a balanced activity level
in daily living for the TBI-MF group. From years of clinical
experience, most people suffering from TBI-MF report that
finding a sustainable daily activity level is challenging. They
rest when they feel fatigued, which is natural, but it is difficult
to learn to take rests more regularly during the day if they
do not feel the need to do so. Many subjects also report
about overdoing activities when they temporarily feel “normal,”
but they later suffer from severe exhaustion. This finding also
fits in with the discrepancy between subjective experience and
actual brain function.

LIMITATIONS

The Stroop–Simon test adopted for fNIRS had an average
stimulus-response time of 9 s in this study. Because the
hemodynamic response normally takes 12 s to return to
baseline, a shorter time interval could result in the oxy-Hb
not returning to baseline. Since change in the oxy-Hb and
deoxy-Hb concentration is calculated from a relative baseline,
this shorter interval could possibly affect the sensitivity
of oxy-Hb as a measure of brain activity. However, no
additive increase of oxy-Hb was found, implying that the
lower frontal cortex activity for the TBI-MF group cannot
be explained by their hemodynamic concentration levels
not returning to baseline after 9 s (see the Supplementary
Material, Supplementary Figure S6). A longer stimulus-
response time would have enabled us to also measure other
properties of the hemodynamic response, e.g., time-to-peak
or time-to-baseline. It was not possible to analyze fNIRS
Simon effect due to coding problems. Due to the design of
our Stroop–Simon test, we are also lacking hemodynamic
response data for easier trials as used by Plenger et al.
(2016), where naming a color dot represents an easier task
as compared to our study using congruent and incongruent
stimulus-response pairs. It is possible that the long recording
of the Stroop–Simon task could have induced artifacts
to the data. However, since we presume this to create
random error in the data and the main question related
to between-group differences, this should not affect the
interpretation of the data.

Additional analysis with the deoxy-Hb could have yielded
complementary information. However, the wavelength of the
fNIRS system used was better suited for oxy-Hb, and since we
did not find any additional information from the basic analysis
of deoxy-Hb, we chose to exclusively analyze oxy-Hb. Further
analysis would also have led to more corrections which, in turn
could have led to more type II errors.

Correction for multiple testing could have obscured true
differences, i.e., a type II error. However, t- and F-values,
degrees of freedom and effect sizes are reported here
for assessing results. Because we did not have a second
control group with mild TBI without MF we are not
able to discriminate between effects of mental fatigue and
the effects of mild TBI. Since we focused on studying
conflict processing, processing speed, attention, working
memory and mental control, we did not include additional
measurements of learning or memory. Therefore, we
cannot discriminate to what degree the deterioration in
the performance on the DSC for the TBI-MF is due to an
associated memory problem.

CONCLUSION

We found indications that individuals with TBI-MF have a
reduced efficiency of neuronal activity in the frontal cortex. This
may result both in deterioration of cognitive function and the
experience of a mental fatigue after extended mental activity.
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FIGURE S1 | The oxy-Hb and deoxy-Hb concentration for the incongruent trials in
the Stroop-Simon test for all five regions of interest in each hemisphere
(FPA – frontal polar area, VLPFC – ventral lateral prefrontal cortex, VMC – ventral
motor cortex, DLPFC – dorsolateral prefrontal cortex, DMC – dorsal motor cortex).
fNIRS activity for the TBI-MF group is depicted with solid lines and controls with
dashed lines. The oxy-Hb concentration in indicated in red and the deoxy-Hb in
blue. All y-axis are presented as µ molar concentrations of oxy-Hb and deoxy-Hb.
Significant effects are indicated for Group (G) or Group-Stroop interaction (GvS).
∗∗∗FDR adjusted p < 0.001, ∗∗FDR adjusted p < 0.01, ∗FDR adjusted p < 0.05.

FIGURE S2 | fNIRS channel locations viewed from above.

FIGURE S3 | Oxy-Hb and deoxy-Hb concentration with short separation
regression for Stroop incongruent trials in the Stroop-Simon test for one channel
from each of the ten regions of interest. The TBI-MF group activity is depicted with
the solid lines and the dashed lines represent the controls. Red lines indicate
oxy-Hb concentrations and blue lines deoxy-Hb concentrations.

FIGURE S4 | Oxy-Hb and deoxy-Hb concentration without short separation
regression for Stroop incongruent trials in the Stroop-Simon test for one channel
from each of the ten regions of interest. The TBI-MF group activity is depicted with
the solid lines and the dashed lines represent the controls. Red lines indicate
oxy-Hb concentrations and blue lines deoxy-Hb concentrations.

FIGURE S5 | Pearson’s correlation between the mental fatigue scale (MFS) and
Stroop effect in the left VLPFC. The Stroop effect is calculated in the fNIRS data
as the oxy-Hb difference between incongruent and congruent trials in the Stroop
dimension. (A) Correlation of r = −0.399, a possible outlier is highlighted with a
rectangle. (B) Correlation of r = −0.442, the association is still present with the
potential outlier removed. Both correlations are statistically significant with an FDR
adjusted p < 0.05.

FIGURE S6 | The oxy-Hb concentration for the complete first Stroop-Simon test
session (23 min) for all ten ROI. The black curves indicate controls and the red
curves the TBI-MF group. If the smaller oxy-Hb response of TBI-MF group were
due to a maximum ceiling effect, we would predict a steady increase for the red
curves. Since we did not observe such increase, we propose that the shortened
stimulus-stimulus interval of 7-11 seconds had not affected the oxy-Hb levels of
the TBI-MF group more than the controls.
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Obsessive-compulsive disorder (OCD) is a neuropsychiatric illness characterized by
obsessions and/or compulsions. Its pathophysiology is still not well understood but it is
known that the cortico-striatal-thalamic-cortical (CSTC) circuitry plays an important role.
Here, we used a multi-method MRI approach combining proton magnetic resonance
spectroscopy (H1-MRS) and diffusion tensor imaging (DTI) techniques to investigate
both the metabolic and the microstructural white matter (WM) changes of the anterior
cingulate cortex (ACC) in OCD patients as compared to healthy controls. Twenty-three
OCD patients and 21 age-, sex-, and education-matched healthy volunteers participated
in the study. Our 1H-MRS findings show increased levels of Glx in ACC in OCD. Further,
significantly lower fractional anisotropy (FA) values were observed in OCD patients’ left
cingulate bundle (CB) as compared to healthy controls. Finally, there was a negative
correlation between FA in the left CB and level of obsessions, as well as the duration of
the illness. Our findings reinforce the involvement of CSTC bundles in pathophysiology
of OCD, pointing to a specific role of glutamate (glutamine) and WM integrity.

Keywords: obsessive-compulsive disorder, HMRS, DTI, anterior cingulate cortex, cingulate bundle

INTRODUCTION

Obsessive-compulsive disorder (OCD) is a neuropsychiatric illness characterized by obsessions
and/or compulsions. Obsessions are recurrent, persistent, and unwanted thoughts, urges, or
images that generate anxiety and/or distress that are alleviated transiently by compulsions,
i.e., repetitive and ritualized behaviors (such as checking, washing, and ordering) or mental acts
(such as counting, praying, or repeating words silently; American Psychiatric Association,
2013). Current first-line treatments for OCD include exposure and response prevention
(ERP) and serotonin reuptake inhibitors (SRIs; Sookman and Fineberg, 2015). However,
as not all patients respond satisfactorily to these treatments, other augmenting drugs (such
as glutamate-modulating agents, among others) may need to be added to SRIs (Fineberg
et al., 2006; Simpson et al., 2013; Modarresi et al., 2018). Clearly, to develop more effective
treatments for OCD, a greater understanding of its etiology and pathophysiology is required.
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Although the etiology of OCD remains unclear, research has
revealed changes in the cortico-striatal-thalamic-cortical (CSTC)
circuits of OCD patients (Pittenger et al., 2011). These circuits
link areas that have important roles in the executive function
and regulation of behavior (Saxena et al., 2001) and may be well
implicated in the mediation of OCD symptoms (Chamberlain
et al., 2005). They include cortical and subcortical regions and the
white matter (WM) tracts that link them. The cingulate bundle
(CB), for example, interconnects the cingulate cortex with limbic
regions such as the prefrontal cortex, striatum, and thalamus, and
has already been implicated in other neuropsychiatric disorders
(Sun et al., 2003; Catheline et al., 2010). The importance of the
cingulum in OCD has been highlighted by its use as a target
of deep brain stimulation and ablative procedures of treatment
refractory OCD patients (Rauch, 2003).

Diffusion tensor imaging (DTI) is a method that allows the
measurement of the diffusion characteristics of water molecules
in vivo. This approach is widely used to investigate WM
integrity in psychiatric disorders (Thomason and Thompson,
2011). Although decreased fractional anisotropy (FA) seems
disseminated to several brain regions of individuals with OCD,
such as the corpus callosum, the longitudinal superior and
inferior fasciculus, and the anterior limb of the internal capsule
(Szeszko et al., 2005; Bora et al., 2011; Nakamae et al., 2011;
Admon et al., 2012), the existing DTI literature suggests the CB to
be one of the tracts most consistently affected by decreased WM
integrity in adult samples (Piras et al., 2013; Koch et al., 2014). For
instance, a recent systematic review found abnormalities in the
cingulum in 10 out of the 17 studies (Piras et al., 2013), mostly
decreased FA or increased mean diffusivity (MD; consistent
with decreased WM integrity; Garibotto et al., 2010; Nakamae
et al., 2011). Another proxy for decreased WM integrity was also
found in the corticospinal tract, internal capsule, and superior
longitudinal fasciculus (Fontenelle et al., 2011).

Glutamate is the principal excitatory neurotransmitter in
the brain and a primary neurotransmitter in CSTC circuitry
(Shepherd, 2004). It is synthesized from glutamine supplied by
astrocytes (Ramadan et al., 2013). Once glutamate is released
into the synaptic cleft, it is re-uptaken by astrocytes and
converted into glutamine, which will again be used as a
precursor of glutamate (Ramadan et al., 2013). Studies using
different methods suggest that OCD patients might have a
dysfunctional glutamatergic neurotransmission (Carlsson, 2001;
Pittenger et al., 2006; Ting and Feng, 2008). For instance, genetic
association studies have reported that specific SNPs in or near
gene SLC1A1 (which codes for a neural glutamate transporter)
such as rs301443, rs10491734, and rs7856675 are associated with
OCD (Shugart et al., 2009; Samuels et al., 2011). GRIN2B, a
gene that codes for a subunit of N-methyl-D-aspartate (NMDA)
receptors, has also been associated with OCD (Arnold et al.,
2009; Kohlrausch et al., 2016). Two studies found elevated
cerebrospinal fluid glutamate levels in OCD patients compared
to controls (Chakrabarty et al., 2005; Bhattacharyya et al., 2009).
There is now evidence of the efficacy of glutamatergic drugs in
OCD (Grados et al., 2013; Rodriguez et al., 2013; Marinova et al.,
2017). Finally, mice with knocked OUT glutamatergic genes
present OCD-like (grooming) behavior (Pittenger et al., 2011).

Perhaps one of the most disseminated methods to assess
glutamate and other metabolite levels in the brain is the
proton magnetic resonance spectroscopy (H1-MRS). H1-MRS
is a noninvasive method that permits in vivo quantification of
brain biochemistry and has been applied to investigate glutamate
levels on OCD. The molecular structures of glutamate and
glutamine, which are very similar, give rise to similar magnetic
resonance spectra (Ramadan et al., 2013). As a consequence, the
combined glutamate and glutamine (Glx) levels are measured
by the H1-MRS. The reports, however, have shown some
apparent contradictory results. Studies have demonstrated that
unmedicated children with OCD had increased Glx levels in
the left caudate nucleus that declined after paroxetine treatment
as compared to controls (Rosenberg et al., 2000). In adults, a
reduction in the anterior cingulate cortex (ACC) Glx levels was
restricted to women and negatively correlated with the severity
of OCD symptoms (Yücel et al., 2008). Here, we used a multi-
method approach combining H1-MRS and DTI techniques to
investigate both the metabolic and the microstructural WM
changes in OCD patients as compared to healthy controls.

It is important to investigate the relationships between
WM integrity and H1-MRS parameters [e.g., glutamate and
N-acetylaspartate (NAA)] across different neuropsychiatric
disorders. For instance, oligodendrocytes (glial cells largely
responsible for WM synthesis) seem vulnerable to glutamate
receptor-mediated excitotoxicity (McDonald et al., 1998). There
is evidence suggesting that changes in NAAmay reflect disturbed
myelin synthesis (Chakraborty et al., 2001; Madhavarao et al.,
2005; Wang et al., 2009; Arun et al., 2010). In healthy adults,
WM NAA explained a significant proportion of variability in
the FA values, particularly in the splenium of corpus callosum
(Wijtenburg et al., 2013). Although a handful of studies have
attempted to correlate WM integrity to H1-MRS profile in
schizophrenia (Steel et al., 2001; Tang et al., 2007; Rowland
et al., 2009; Chiappelli et al., 2015; Reid et al., 2016), the
relationship between WM integrity and brain biochemistry
in OCD patients remains understudied (Wang et al., 2017,
2018). In the first combined DTI-MRS study, Wang et al.
found a positive correlation between FA in the dorsal ACC
and choline. In the second, they investigated the anterior
thalamic radiation and found a negative correlation between
the mean fiber length in the right and ipsilateral thalamic
choline level in patients. So far, the association between structural
abnormality in the CB and ACC metabolic profile has not been
explored. Given the literature reviewed above, we hypothesized:
(i) that OCD patients would exhibit decreased FA values in
the CB and increased Glx levels in the ACC; (ii) that these
findings would correlate with OCD symptomatology; (iii) that
they would be independent from medication status; and (iv)
that the Glx levels in ACC will negatively correlate with
FA in CB.

MATERIALS AND METHODS

Participants
Patients with OCD who were under treatment in the Obsessive,
Compulsive, and Anxiety Research Program of the Federal
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University of Rio de Janeiro and age- and sex-matched healthy
community controls participated in the study. All patients
met clinical criteria for OCD according to the Diagnostic
and Statistical Manual of Mental Disorders (DSM-IV-TR),
had their diagnosis confirmed using the Structured Clinical
Interview for the Diagnostic and Statistical Manual of Mental
Disorders (Del-Ben et al., 2001), and had total Yale–Brown
Obsessive–Compulsive Scale (YBOCS; Goodman et al., 1989)
scores ≥16. OCD patients and controls with mental retardation,
previous suicidal attempts, psychotic disorders, antisocial
personality, or contraindications to MRI were excluded from the
study. Also, controls with history of obsessions and compulsions
were excluded. All participants were older than 18 years and
provided their written informed consent to participate in the
research protocol, which was approved by the D’Or Institute for
Research and Education review board.

Clinical Assessments
All participants with OCD were interviewed using the YBOCS
to evaluate the severity of OCD symptoms. They were also
assessed for age at onset (and consequently duration of
illness), severity of depression [with the Beck Depression
Inventory (BDI; Cunha, 2001)], and functioning [with theGlobal
Assessment of Functioning (GAF)]. All patients were undergoing
pharmacological treatment.

To rate the relative dose of antipsychotic and SRI or
other antidepressants being used, scores were attributed to the
therapeutically equivalent doses across different medications.
According to this scoring system, a score of 1 corresponded to
the minimally effective dose for a given SRI, which is also known
to occupy at least 80% of the brain serotonin transporters in the
striatum (Meyer et al., 2004). Therefore, we feel that the adopted
strategy was clinically and biologically valid. Eventually, each
participant received an SRI equivalent score, i.e., zero to patients
without medication; one to patients who were taking 20 mg
of fluoxetine, paroxetine, or citalopram, 50 mg of sertraline,
100 mg of fluvoxamine, or 75 mg of clomipramine; two to
patients taking twice the minimally effective doses; and so
on and so forth. The score for relative dose of antipsychotic
was based on doses equivalent to 100 mg of chlorpromazine
(i.e., 1 for patients taking 2 mg of haloperidol, 2 mg of
trifluoperazine, 2 mg of pimozide, 2 mg of risperidone, 5 mg
of olanzapine, 7.5 mg of aripiprazole, 75 mg of quetiapine,
100 mg of sulpiride, and 1,000 mg of thioridazine, and so on;
Woods, 2003).

Imaging Acquisition
Anatomical images were obtained with an Achieva 3T
scanner (Philips Medical Systems, Netherlands), using
the following pulse sequences: 3D T1-weighted field echo
[repetition time (TR)/echo time (TE)/matrix/field of view
(FOV) = 7.2 ms/3.4 ms/240 × 240/240 mm, 170 slices,
thickness 60 mm] and fluid attenuate inversion
recovery [FLAIR; TR/TE/inversion time (TI)/matrix/
FOV = 11,000 ms/125 ms/2,800 ms/288 × 168/230 mm,
26 slices, gap = 1 mm, thickness = 4.5 mm]. Diffusion-
weighted images (DWIs) were acquired in axial plane

with a single-shot, spin-echo echoplanar sequences:
TR/3TE/matrix/FOV= 5,582ms/65ms/96× 95/240× 240 (mm),
slice thickness = 2.5 mm, 60 slices without gap. Diffusion
sensitization gradients were applied in 32 non-collinear
directions, with a b factor of 1,000 s/mm2. H1-MRS findings
were recorded using a point resolved spectroscopy volume
selection (PRESS; TE 31 ms/TR 2,000 ms/2,048 points/2 kHz
bandwidth). Voxel size was 30 × 30 × 15 mm and placed on
the ACC bilaterally (Figure 1). Levels of total N-acetyl-aspartate
(NAAt), glutamate and glutamine (Glx), choline (Cho), and
creatine + phosphocreatine (Cr) were measured.

Diffusion Tensor Imaging Procedures
Prior to analysis, participants’ datasets received a numeric code
and were divided into controls or OCD patients. All diffusion
images were visually inspected for artifacts. Movement artifacts
and eddy current distortion effects were corrected. Exclusion
criteria included excessive movements and brain lesions. The
DTI parameters used to investigate the WM integrity include FA
and MD, the frequently used parameters, as they measure the
directionality of water diffusion and the magnitude of diffusion,
respectively. The diffusion tensor for each voxel was calculated
based on the eigenvectors (v1, v2, v3) and eigenvalues (λ1,
λ2, λ3). After the FA and MD maps were calculated from
the eigenvalues, color-coded maps were generated from the FA
values and three vector elements of v1 to visualize the WM
tract orientation were performed (DTIFit 2.0, FDT-FMRIB’s
Diffusion Toolbox, FSL). FA and MD were brain-extracted (BET,
DTIFit toolbox, part of FSL 5.0.6, FMRIB software; Smith,
2002) and registered to a common space (Montreal Neurological

FIGURE 1 | Example of the anatomical reference for the position of the
volume of interest (VOI). Sagittal, coronal, and axial views.
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Institute Template or MNI152) using constrained nonlinear
registration (Image Registration Toolkit; Rueckert et al., 1999).
The derived FA and MD data were further analyzed using
voxelwise whole-brain Tract based Spatial Statistics (TBSS 1.2,
FSL; Smith et al., 2006; Simonyan et al., 2008) and Region of
interest (ROI) approaches to explore the WM integrity and
differences among groups. ROI analyses were selected according
to their relationship with OCD pathology and related anatomical
changes previously reported.

Whole-Brain Analysis
Whole-brain voxelwise statistical analysis of FA and MD were
performed using TBSS in order to assess the differences in the
WM fiber tracts between OCD patients and healthy volunteers.
To preserve the intactness of WM structure, a voxelwise-specific
tuned nonlinear registration method was used to register FA and
MD images into a standard space (Image Registration Toolkit;
Rueckert et al., 1999). Aligned FA images were averaged to create
themean FA from all subjects. Themean FAwas used to generate
the mean FA ‘‘skeleton tract,’’ which represents the tracts shared
by all subjects (Smith et al., 2006). Registered FA data from each
subject were ‘‘projected’’ onto the mean FA skeleton mask to
generate the final skeletonized FA data.

A threshold was applied (FA >0.2) to restrict the statistical
analysis only to WM voxels that were successfully aligned across
subjects, maintaining only the subject’s major tract structures.
To test for significant local FA and MD differences between
controls andOCD, voxelwise cross-subject statistical analysis was
carried out using permutation-based non-parametric inference
with 10,000 random permutations (FSL Randomize tool) on
each voxel of the resulting ‘‘mean skeletonized’’ data (Rueckert
et al., 1999) generating the statistical maps The statistical
map was ‘‘thickened’’ using spatial smoothing in order to
improve visualization.

ROI Analysis
ROIs were placed using a DTI–MRI atlas of human WM from
Johns Hopkins University (JHU ICBM-DTI-81 White-Matter
Labels and JHU WM Tractography Atlas) in the left and right
CB. The ROIs were automatically loaded onto the FA and
MD maps and visually checked to confirm their location. FA
and MD values were automatically extracted using FSL 5.0.6,
FMRIB software. Statistical analysis was performedwith p< 0.05.
Analyses including BDI scores and treatment scores as covariates
were carried out to investigate associations between the FA and
MD values and OCD severity assessed by Y-BOCS scores.

H1-MRS Procedures
Single-voxel H1-MRS was performed bilaterally and exclusively
at the rostral ACC (30 × 30 × 15 mm3 fixed). The volume
of interest (VOI) was positioned to avoid the skullcap. The
anatomical reference for the position of the VOI was the
rostrum of the corpus callosum, angulated according to its
genu. T2-weighted scans and FLAIR were used to help the
placement. Total H1-MRS examination time was approximately
4 min. Eddy current correction was performed for each subject.
LCModel (version 6.3- 1H; Provencher, 1993) was used for
spectrum quantification. An example of a spectrum is in the

Supplementary Material. The amplitude (i.e., the area under the
spectra) was firstly fitted for the major metabolites, including
NAA, Glx, Cr, and Cho. To minimize changes in magnetic field
homogeneity, we used Cr signals as the reference, with the results
presented asmetabolite-to-Cr ratio, because Cr is relatively stable
among other metabolites (Govindaraju et al., 2000). Results are
presented in arbitrary units (a.u.). The H1-MRS parameters
used for the present study provided robust signals for both
the healthy controls and OCD groups in the ACC. The output
from LCModel includes the signal-to-noise ratio (SNR) and the
mean Cramer–Rao lower bound (CRLB), which is a measure of
reliability of the fit. We included participants who had CRLB
(SD%) <20% and SNR ≥10. Specifically, healthy controls had an
ACC SNR of 21.24 (SD 5.09) and a full width at half maximum
peak height (FWHM) of 0.06 ppm (SD 0.02). OCD patients had
an SNR of 20.96 (SD 4.89) and an FWHM of 0.05 ppm (SD
0.02). None of these measures were different between the two
groups (p = 0.86 and 0.26), suggesting that the quality of the
data is comparable across the two groups. The CRLB for NAAt,
Cr, Cho, and Glx were 5.1%, 3.9%, 4.4%, and 9.5% (SD 2.71,
2.28, 1.89, and 2.73), respectively, for healthy controls, and 4.3%,
3.1%, 3.8%, and 8.3% (SD 2.42, 1.94, 1.69, and 2.29), respectively,
for patients.

Statistics
The t-test was used to compare the means of age, schooling,
GAF, and BDI among patients and controls. Metabolites were
analyzed individually using the SPSS (v.20.0 IBM, Windows).
To analyze the associations between H1-MRS metabolite
levels and continuous variables (such as the YBOCS, BDI,
and GAF scores), Spearman’s correlation coefficients were
performed. For FA and MD data processed using the FSL
tool, statistical analyses of the voxelwise type of the whole
brain were made using non-parametric inference based on
permutations, with 10,000 random permutations through the
FSL randomization tool, in each voxel contained in the map
FA and MD skeletonized mean. Results with a p-value of
less than 0.05 were considered statistically significant, using
family-wise error rate (FWE)-based TFCE (threshold-free cluster
enhancement). The r values for FA and MD analysis were
obtained from r = t/sqrt(t2 + df). t-values were extracted using
randomize (TBSS).

RESULTS

Clinical Assessment
A total of 23 OCD patients and 21 healthy volunteers participated
in the study. The comparisons between age, sex, years of
study, and GAF and BDI scores exhibited by OCD patients
and healthy volunteers are shown in Table 1. There was
no statistically significant difference between OCD patients
and the control group in terms of gender (p = 0.239), age
(p = 0.561), and years of education (p = 0.367; Table 1).
However, compared to controls, OCD patients scored higher
in the BDI (p ≤ 0.001) and lower in the GAF (p ≤ 0.001).
Also, all patients were receiving medication for OCD, including
clomipramine (n = 10), fluoxetine (n = 8), sertraline (n = 4);
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TABLE 1 | Comparison between some sociodemographic and clinical features
of obsessive-compulsive disorder (OCD) patients vs. healthy controls.

OCD (SD) Controls (SD) Sig

Age 39.65 (13.7) 37.29 (12.9) 0.561∗

Sex (male/female) 15/8 10/11 0.239†

Education 14.39 (2.1) 15.00 (2.3) 0.367∗

GAF 47.17 (8.1) 92.19 (4.9) <0.001∗

BDI 20.65 (11.0) 4.10 (4.6) <0.001∗

Y-BOCS total 27.70 (5.7) - -
Y-BOCS obsessions 13.78 (3.0) - -
Y-BOCS compulsions 13.91 (3.1) - -
Disease duration 25.17 (15.9) - -

GAF, Global Assessment of Functioning; BDI, Beck Depression Inventory; SD, standard
deviation; Y-BOCS, Yale–Brown Obsessive–Compulsive Scale. Age, education, and
disease duration in years. ∗t-test; †chi-square test.

paroxetine (n = 3), escitalopram (n = 2), and fluvoxamine
(n = 2). An additional 13 patients were receiving concomitant
antipsychotics, seven being typical and six atypical. The mean
Y-BOCS scores were 13.78 (3.0) for obsessions, 13.91 (3.1) for
compulsions, and 27.70 (5.7) for both symptoms (total score).
The mean disease duration was 25.17 (15.9) years.

H1-MRS Findings
In the ACC, NAAt/Cr levels did not significantly differ by group
(p = 0.191). There were also no significant group differences in
Cho/Cr levels (p = 0.454). However, compared with controls,
OCD patients had significantly higher levels of Glx/Cr in the
ACC (p = 0.016; Table 2, Figure 2).

Correlation Between H1-MRS Findings and Clinical
Data
A correlational analysis was made to investigate if the higher
levels of Glx/Cr found in patients were related to symptom
severity or disease duration, but no statistically significant
results emerged (p = 0.931 and r = 0.019, and p = 0.15 and
r = 0.31, respectively; see Supplementary Material). As our OCD
sample was under pharmacotherapy at the time of the scans,
a medication score was created for each group of medication
(i.e., SRIs and antipsychotics) according to the equivalent dosage
administrated. Then, a correlation analysis was performed
between the metabolic ratios and the scores for each patient
on each group of medication. Although we were unable to find
any significant correlation between different metabolic ratios
and the OCD patients’ SRI (p = 0.088 and r = 0.373 for
NAAt/Cr, p = 0.119 and r = 0.342 for Cho/Cr, and p = 0.17 and
r = 0.303 for Glx/Cr) and antipsychotics’ scores (p = 0.073 and
r = −0.381 for NAAt/Cr, p = 0.106 and r = 0.346 for Cho/Cr, and
p = 0.726 and r = 0.077 for Glx/Cr), two trends were particularly

TABLE 2 | Comparison between metabolites’ concentration in OCD vs. healthy
controls in anterior cingulate cortex (ACC).

Metabolite OCD (n = 23) Controls (n = 21) Sig.

NAAt/Cr 1.18 (0.16) 1.11 (0.16) 0.191
Cho/Cr 0.29 (0.05) 0.28 (0.04) 0.454
Glx/Cr 1.51 (0.27) 1.32 (0.23) 0.016∗

NAAt, N-acetyl-aspartate total; Cho, choline; Glx, glutamate–glutamine; Cr, creatine +
phosphocreatine. t-test ∗p < 0.05.

FIGURE 2 | NAAt/Cr, Cho/Cr, and Glx/Cr concentrations in
obsessive-compulsive disorder (OCD) patients and healthy controls in the
ACC. NAAt, Total N-acetyl-aspartate; Cho, choline; Glx, glutamate–glutamine;
Cr, creatine + phosphocreatine. ACC, anterior cingulate cortex. ∗p < 0.05.

noticeable, i.e., a positive correlation between the NAAt/Cr and
the SRI’s scores (p = 0.088 and r = 0.373) and a negative
correlation between NAAt/Cr levels and antipsychotics’ score
(p = 0.073 and r = 0.381; Supplementary Material). However,
these findings did not survive statistical correction. Lack of
relationships with medication use was confirmed by comparing
the metabolic ratios in the ACC of OCD patients using SRI
minus (SRI − ANP) vs. SRI plus antipsychotic (SRI + ANP; see
Supplementary Material).

Diffusion Tensor Imaging Findings
Voxelwise analysis showed no differences in FA andMDbetween
OCD patients and healthy volunteers. However, ROI analysis
showed lower FA in the left CB (p = 0.034, Figure 3) of OCD
patients compared to healthy controls. Values of MD did not
differ significantly between groups.

FIGURE 3 | Comparison between OCD patients and healthy controls in the
left cingulate bundle (CB). Region of interest (ROI) analysis between groups.
Clusters of voxels significantly different (p < 0.05) are shown in red for
fractional anisotropy (FA) in the white matter (WM). p = 0.034.
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Diffusion Tensor Imaging Findings and Clinical Data
Significant correlations were found between the severity of
symptoms and WM integrity. We found a significant negative
correlation between Y-BOCS total score and FA value in left
CB (p = 0.044 and r = 0.510), but it failed to survive the
adjustments for depression and treatment score. We also found
a significant negative correlation between Y-BOCS obsession
subscore and FA value in right CB (p = 0.032 and r = 0.498) that
also failed to survive the covariation analysis. Further, we found
a significant negative correlation between Y-BOCS obsession
subscore and FA value in left CB (r = 0.458; Figure 4). This
correlation remained significant after depression (p = 0.039),

antipsychotics (p = 0.010), and SRI scores (p = 0.014) were
statistically controlled. Regarding the duration of the illness, we
found a significant negative correlation with FA values and CB
(both left p = 0.033 and r = 0.494 and right p = 0.048 and
r = 0.551) and positive correlations between MD value and right
CB (significant p = 0.005 and r = 0.498) and left CB (trend
p = 0.057; Figure 5).

Correlation Between Structural and
Metabolic Data
We investigated the association between Glx/Cr levels in
ACC with FA values in the CB but failed to find any

FIGURE 4 | Negative correlation between Y-BOCS obsession score and FA in the left CB. Axial slices. Clusters of voxels significantly different (p < 0.05) are shown
in red for FA in the WM. p = 0.009.

FIGURE 5 | Correlations between FA and mean diffusivity (MD) values and the duration of the illness. Axial slices. Clusters of voxels significantly different (p < 0.05)
are shown in red for FA and in blue for MD in the WM. (A,B) Negative correlation between FA value and years of disease in right (p = 0.048) and left (p = 0.033) CB.
(C,D) Positive correlation between MD value and years of disease in right CB (p = 0.005) and a trend in left CB (p = 0.057).
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significant results (p = 0.794 and r = −0.041 for left
CB; and p = 0.560 and r = 0.090 for right CB; see
Supplementary Information).

DISCUSSION

We performed a novel and simultaneous investigation of
metabolic and structural alterations in OCD patients using
1H-MRS and DTI, respectively. First, metabolic ratios in the
ACC in 23 OCD patients and 21 healthy volunteers were
compared. The findings revealed higher concentrations of
Glx/Cr in OCD patients’ ACC compared to healthy controls
(p = 0.016). However, Glx/Cr did not correlate with the
severity of the symptoms (YBOCS score; p = 0.931) or with
the duration of the illness (p = 0.15). Similarly, two previous
studies reported significantly higher Glx levels in unmedicated
OCD patients as compared to controls, one in the orbitofrontal
cortex (Whiteside et al., 2006) and the other in the ACC
(Gnanavel et al., 2014). Thus, 1H-MRS findings in the CB
seem to be consistent with the hyperglutamatergic model
of OCD, which describes high levels of glutamate in other
parts of the CSTC system, such as the orbitofrontal and
striatal regions (Rosenberg et al., 2000; Brennan et al., 2013).
Indeed, in light of glutamate dysregulation in OCD, there
is clinical evidence for the therapeutic utility of glutamate-
modulating drugs as an augmentation or monotherapy in OCD
patients. These drugs include memantine, anti-convulsant drugs,
riluzole, and ketamine (Marinova et al., 2017). Among these,
memantine appears to have greater potential (Sheshachala and
Narayanaswamy, 2019).

We have also investigated the integrity of the WM in
OCD patients compared to healthy controls, firstly by assessing
FA and MD through whole-brain TBSS in all WM of OCD
patients and controls, and then by placing ROIs on CB
(a critical region of the CSTC loop) of the same research
subjects. Similarly to previous studies in children and adolescents
(Jayarajan et al., 2012; Silk et al., 2013), our whole-brain
analysis did not find significant differences between adult
patients and controls in FA or MD measurement. However,
significantly lower FA values were observed in OCD patients’
left CB as compared to healthy controls in the ROI analysis
(p = 0.034). Accordingly, reductions of FA in the left anterior
cingulate have been reported in both male and female (Lázaro
et al., 2014) or just male OCD patients (Ha et al., 2009).
Reduced FA values in patients with OCD may indicate
changes in myelination or disorganization of fibers within
the bundle. Regions that are interconnected by CBs include
the prefrontal cortex, the parahippocampal areas, and the
striatum (Lochner et al., 2012; Radua et al., 2014). These
data suggest microstructural abnormalities in CSTC loops
encompassing ACC.

Importantly, we found a negative correlation between FA and
severity of obsessions in the left CB (p = 0.009), suggesting that
the more severe the obsessive symptoms, the lower the integrity
of this bundle. Although we could not perform a direct cause-
and-effect analysis, this correlation could support the role of
the CB (and its related circuits) in the neurobiology of OCD.

Reinforcing the involvement of this circuitry in OCD, we also
found that the longer the duration of the illness, the lower the FA
in CB (p = 0.048 for the right CB and p = 0.033 for the left CB),
suggesting that bundle disorganization is either a consequence of
or a risk factor for long-standing OCD. In the same line, disease
duration also positively correlated with MD in right CB and, on
a trend level, in left CB (p = 0.005 and p = 0.057, respectively).
In addition, the previous report of the lack of WM impairment
in younger OCD samples (Jayarajan et al., 2012; Silk et al., 2013)
may be consistent with the duration-related impairment of this
circuitry in OCD.

Then, we sought to explore whether CB integrity was related
to regional neurochemistry. We hypothesized that abnormalities
inWM integrity (i.e., reduced FA) would be negatively correlated
with higher levels of Glx in patients. More specifically, we
predicted that elevated levels of glutamate could lead to
excitotoxicity that could influence the integrity of their axons or
their connections. However, in contrast to our initial hypothesis,
the Glx levels did not correlate with the FA in the CB. A possible
reason for the absence of correlation between these parameters is
that the increase in Glx may not have been sufficiently large to
be neurotoxic.

In order to evaluate the influence of the medication
on the metabolic concentrations of the ACC and WM
integrity, a dose equivalence score was created for both
SRIs and antipsychotics followed by a correlation analysis
with the metabolic ratios and DTI values. The analysis
showed no significant correlation between the scores and
the imaging results. In addition, the sample of patients
was separated into two groups: those who used SRIs and
those who, besides using SRIs, were also on antipsychotics.
Metabolic ratios in the ACC between patient groups were
compared, and no meaningful differences were found
that could prove the influence of these substances in the
metabolite’s ratios. That is, pharmacological treatment
with antipsychotics did not seem to affect the H1-MRS
variables in our OCD patients, a finding that had already been
reported in previous studies in OCD children and adolescents
(Ortiz et al., 2015).

Our study has some limitations. First, our OCD patients were
under active treatment. Although the inclusion of medicated
OCD patients can be considered a major drawback of our
study, our analyses took into account the relative dose
of medications being used in an attempt to control the
effect of SRIs and antipsychotics. Second, possible patients’
comorbidities were not addressed. Therefore, some could
ascribe part of our findings to a higher severity of depressive
symptoms in OCD patients as compared to healthy controls.
However, in contrast to our findings in this OCD cohort,
meta-analysis of MRS studies in patients with depression
did not show increased but rather decreased glutamate
levels in ACC (Luykx et al., 2012). Third, we did not
distinguish between glutamate and glutamine levels when
using the Glx measure. Yet, the fact that we used a 3.0-T
machine, which has greater accuracy in the quantification of
metabolites, has probably minimized the effects of this limitation
(Paiva et al., 2013).
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Finally, the fact that metabolic concentrations were corrected
for Cr levels, instead of being absolutely quantified, could
also be seen as a systematic limitation. Although the latter
methodology is very widely applied and useful for clinical
diagnosis (Jansen et al., 2006), metabolic concentrations
corrected for Cr levels assume that there are no differences
in the levels of Cr between patients and healthy volunteers,
a premise that may not necessarily be true, since changes
in Cr concentrations have already been reported in other
psychiatric disorders such as schizophrenia and bipolar disorder
(Ongür et al., 2009).

CONCLUSION

Thus, summing up, our findings reinforce the involvement
of CSTC and bundles that connect areas within the circuitry
in pathophysiology of OCD. Further researches are needed
with larger samples taking into account the dimensions
of OCD to better understand how these changes correlate
with the heterogeneous clinical/phenotypic presentations
of OCD.

ETHICS STATEMENT

This study was carried out in accordance with the
recommendations of the local ethics guidelines, with written
informed consent from all subjects. All subjects gave written
informed consent in accordance with the Declaration of Helsinki.
The protocol was approved by the ethics committee from D’Or
Institute for Research and Education.

AUTHOR CONTRIBUTIONS

FT-M, LF, and MY designed the study. IF, PV, JSA, and FF
acquired the data, which MM, FF, and CS analyzed. JSA, IF, and

FT-M wrote the article, which all authors reviewed and approved
for publication.

FUNDING

This work was supported by Conselho Nacional de
Desenvolvimento Científico e Tecnológico (CNPq; LF, grant
number 302526/2018-8), Fundação de Amparo à Pesquisa do
Estado do Rio de Janeiro (FAPERJ; LF, grant number CNE
E-26/203.052/2017), as well as by intramural grants from D’Or
Institute for Research and Education (IDOR). This study was
financed in part by the Coordenação de Aperfeiçoamento
de Pessoal de Nível Superior–Brasil (CAPES)–Finance Code
001. MY has received funding from Monash University and
Australian Government funding bodies such as the National
Health and Medical Research Council (NHMRC; including
Fellowship #APP1117188), the Australian Research Council
(ARC), and the Department of Industry, Innovation and Science.
He has also received philanthropic donations from the David
Winston Turner Endowment Fund, as well as payment from
law firms in relation to court and/or expert witness reports. The
funding sources had no role in study design, data analysis, and
result interpretation.

ACKNOWLEDGMENTS

We are thankful to Débora Oliveira and all the technical team
for their support in different parts of the study and data
acquisition. We also thank all volunteers for their participation
in the study.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fnhum.
2019.00186/full#supplementary-material

REFERENCES

Admon, R., Bleich-Cohen, M., Weizmant, R., Poyurovsky, M., Faragian, S., and
Hendler, T. (2012). Functional and structural neural indices of risk aversion
in obsessive-compulsive disorder (OCD). Psychiatry Res. 203, 207–213.
doi: 10.1016/j.pscychresns.2012.02.002

American Psychiatric Association. (2013). Diagnostic and Statistical Manual of
Mental Disorders. Arlington, VA: American Psychiatric Publishing.

Arnold, P. D., Macmaster, F. P., Hanna, G. L., Richter, M. A., Sicard, T.,
Burroughs, E., et al. (2009). Glutamate system genes associated with ventral
prefrontal and thalamic volume in pediatric obsessive-compulsive disorder.
Brain Imaging Behav. 3, 64–76. doi: 10.1007/s11682-008-9050-3

Arun, P., Madhavarao, C. N., Moffett, J. R., Hamilton, K., Grunberg, N. E.,
Ariyannur, P. S., et al. (2010). Metabolic acetate therapy improves phenotype
in the tremor rat model of Canavan disease. J. Inherit. Metab. Dis. 33, 195–210.
doi: 10.1007/s10545-010-9100-z

Bhattacharyya, S., Khanna, S., Chakrabarty, K., Mahadevan, A., Christopher, R.,
and Shankar, S. K. (2009). Anti-brain autoantibodies and altered
excitatory neurotransmitters in obsessive-compulsive disorder.
Neuropsychopharmacology 34, 2489–2496. doi: 10.1038/npp.2009.77

Bora, E., Harrison, B. J., Fornito, A., Cocchi, L., Pujol, J., Fontenelle, L. F.,
et al. (2011). White matter microstructure in patients with obsessive-

compulsive disorder. J. Psychiatry Neurosci. 36, 42–46. doi: 10.1503/jpn.
100082

Brennan, B. P., Rauch, S. L., Jensen, J. E., and Pope, H. G. Jr. (2013). A critical
review of magnetic resonance spectroscopy studies of obsessive-compulsive
disorder. Biol. Psychiatry 73, 24–31. doi: 10.1016/j.biopsych.2012.06.023

Carlsson, M. L. (2001). On the role of prefrontal cortex glutamate for the
antithetical phenomenology of obsessive compulsive disorder and attention
deficit hyperactivity disorder. Prog. Neuropsychopharmacol. Biol. Psychiatry 25,
5–26. doi: 10.1016/s0278-5846(00)00146-9

Catheline, G., Periot, O., Amirault, M., Braun, M., Dartigues, J. F., Auriacombe, S.,
et al. (2010). Distinctive alterations of the cingulum bundle during aging
and Alzheimer’s disease. Neurobiol. Aging 31, 1582–1592. doi: 10.1016/j.
neurobiolaging.2008.08.012

Chakrabarty, K., Bhattacharyya, S., Christopher, R., and Khanna, S. (2005).
Glutamatergic dysfunction in OCD. Neuropsychopharmacology 30, 1735–1740.
doi: 10.1038/sj.npp.1300733

Chakraborty, G., Mekala, P., Yahya, D., Wu, G., and Ledeen, R. W. (2001).
Intraneuronal N-acetylaspartate supplies acetyl groups for myelin lipid
synthesis: evidence for myelin-associated aspartoacylase. J. Neurochem. 78,
736–745. doi: 10.1046/j.1471-4159.2001.00456.x

Chamberlain, S. R., Blackwell, A. D., Fineberg, N. A., Robbins, T. W., and
Sahakian, B. J. (2005). The neuropsychology of obsessive compulsive disorder:

Frontiers in Human Neuroscience | www.frontiersin.org 8 June 2019 | Volume 13 | Article 18661

https://www.frontiersin.org/articles/10.3389/fnhum.2019.00186/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fnhum.2019.00186/full#supplementary-material
https://doi.org/10.1016/j.pscychresns.2012.02.002
https://doi.org/10.1007/s11682-008-9050-3
https://doi.org/10.1007/s10545-010-9100-z
https://doi.org/10.1038/npp.2009.77
https://doi.org/10.1503/jpn.100082
https://doi.org/10.1503/jpn.100082
https://doi.org/10.1016/j.biopsych.2012.06.023
https://doi.org/10.1016/s0278-5846(00)00146-9
https://doi.org/10.1016/j.neurobiolaging.2008.08.012
https://doi.org/10.1016/j.neurobiolaging.2008.08.012
https://doi.org/10.1038/sj.npp.1300733
https://doi.org/10.1046/j.1471-4159.2001.00456.x
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Salles Andrade et al. OCD: Metabolic and Structural Abnormalities

the importance of failures in cognitive and behavioural inhibition as candidate
endophenotypic markers. Neurosci. Biobehav. Rev. 29, 399–419. doi: 10.1016/j.
neubiorev.2004.11.006

Chiappelli, J., Hong, L. E.,Wijtenburg, S. A., Du, X., Gaston, F., Kochunov, P., et al.
(2015). Alterations in frontal white matter neurochemistry and microstructure
in schizophrenia: implications for neuroinflammation. Transl. Psychiatry
5:e548. doi: 10.1038/tp.2015.43

Cunha, J. A. (2001).Manual da Versão em Português das Escalas Beck. São Paulo:
Casa do Psicólogo.

Del-Ben, C. M., Vilela, J. A., Crippa, J. A., Hallaka, J. E., Labate, C. M., and
Zuardi, A. W. (2001). Reliability of the structured clinical interview for
DSM-IV—clinical version translated into Portuguese. Rev. Bras. Psiquiatr. 23,
156–159. doi: 10.1590/s1516-44462001000300008

Fineberg, N. A., Stein, D. J., Premkumar, P., Carey, P., Sivakumaran, T.,
Vythilingum, B., et al. (2006). Adjunctive quetiapine for serotonin reuptake
inhibitor-resistant obsessive-compulsive disorder: a meta-analysis of
randomized controlled treatment trials. Int. Clin. Psychopharmacol. 21,
337–343. doi: 10.1097/01.yic.0000215083.57801.11

Fontenelle, L. F., Bramati, I. E., Moll, J., Mendlowicz, M. V., de Oliveira-
Souza, R., and Tovar-Moll, F. (2011).Whitematter changes in OCD revealed by
diffusion tensor imaging. CNS Spectr. 16, 101–109. doi: 10.1017/S10928529120
00260

Garibotto, V., Scifo, P., Gorini, A., Alonso, C. R., Brambati, S., Bellodi, L., et al.
(2010). Disorganization of anatomical connectivity in obsessive compulsive
disorder: a multi-parameter diffusion tensor imaging study in a subpopulation
of patients. Neurobiol. Dis. 37, 468–476. doi: 10.1016/j.nbd.2009.11.003

Gnanavel, S., Sharan, P., Khandelwal, S., Sharma, U., and Jagannathan, N. R.
(2014). Neurochemicals measured by (1)H-MR spectroscopy: putative
vulnerability biomarkers for obsessive compulsive disorder. MAGMA 27,
407–417. doi: 10.1007/s10334-013-0427-y

Goodman, W. K., Price, L. H., Rasmussen, S. A., Mazure, C., Fleischmann, R. L.,
Hill, C. L., et al. (1989). The Yale-Brown obsessive compulsive scale I.
Development, use and reliability. Arch. Gen. Psychiatry 46, 1006–1011.
doi: 10.1001/archpsyc.1989.01810110048007

Govindaraju, V., Young, K., and Maudsley, A. A. (2000). Proton NMR chemical
shifts and coupling constants for brain metabolites.NMR Biomed. 13, 129–153.
doi: 10.1002/1099-1492(200005)13:3<129::aid-nbm619>3.3.co;2-m

Grados, M. A., Specht, M. W., Sung, H. M., and Fortune, D. (2013). Glutamate
drugs and pharmacogenetics of OCD: a pathway-based exploratory approach.
Expert Opin. Drug Discov. 8, 1515–1527. doi: 10.1517/17460441.2013.
845553

Ha, T. H., Kang, D. H., Park, J. S., Jang, J. H., Jung, W. H., Choi, J. S., et al. (2009).
White matter alterations in male patients with obsessive-compulsive disorder.
Neuroreport 20, 735–739. doi: 10.1097/WNR.0b013e32832ad3da

Jansen, J. F., Backes, W. H., Nicolay, K., and Kooi, M. E. (2006). 1H MR
spectroscopy of the brain: absolute quantification ofmetabolites.Radiology 240,
318–332. doi: 10.1148/radiol.2402050314

Jayarajan, R. N., Venkatasubramanian, G., Viswanath, B., Janardhan Reddy, Y. C.,
Srinath, S., Vasudev,M. K., et al. (2012).Whitematter abnormalities in children
and adolescents with obsessive-compulsive disorder: a diffusion tensor imaging
study. Depress Anxiety 29, 780–788. doi: 10.1002/da.21890

Koch, K., Reeß, T., Rus, G., Zimmer, C., and Zaudig, M. (2014). Diffusion tensor
imaging (DTI) studies in patients with obsessive-compulsive disorder (OCD):
a review. J. Psychiatr. Res. 54, 26–35. doi: 10.1016/j.jpsychires.2014.03.006

Kohlrausch, F. B., Giori, I. G., Melo-Felippe, F. B., Vieira-Fonseca, T.,
Velarde, L. G., de Salles Andrade, J. B., et al. (2016). Association of
GRIN2B gene polymorphism and obsessive compulsive disorder and symptom
dimensions: a pilot study. Psychiatry Res. 243, 152–155. doi: 10.1016/j.psychres.
2016.06.027

Lázaro, L., Calvo, A., Ortiz, A. G., Ortiz, A. E., Morer, A., Moreno, E., et al.
(2014). Microstructural brain abnormalities and symptom dimensions in child
and adolescent patients with obsessive-compulsive disorder: a diffusion tensor
imaging study. Depress Anxiety 31, 1007–1017. doi: 10.1002/da.22330

Lochner, C., Fouche, J. P., du Plessis, S., Spottiswoode, B., Seedat, S., Fineberg, N.,
et al. (2012). Evidence for fractional anisotropy and mean diffusivity white
matter abnormalities in the internal capsule and cingulum in patients
with obsessive-compulsive disorder. J. Psychiatry Neurosci. 37, 193–199.
doi: 10.1503/jpn.110059

Luykx, J. J., Laban, K. G., van den Heuvel, M. P., Boks, M. P., Mandl, R. C.,
Kahn, R. S., et al. (2012). Region and state specific glutamate downregulation
in major depressive disorder: a meta-analysis of (1)H-MRS findings. Neurosci.
Biobehav. Rev. 36, 198–205. doi: 10.1016/j.neubiorev.2011.05.014

Madhavarao, C. N., Arun, P., Moffett, J. R., Szucs, S., Surendran, S., Matalon, R.,
et al. (2005). Defective N-acetylaspartate catabolism reduces brain acetate levels
andmyelin lipid synthesis in Canavan’s disease. Proc. Natl. Acad. Sci. U S A 102,
5221–5226. doi: 10.1073/pnas.0409184102

Marinova, Z., Chuang, D. M., and Fineberg, N. (2017). Glutamate-
modulating drugs as a potential therapeutic strategy in obsessive-
compulsive disorder. Curr. Neuropharmacol. 15, 977–995.
doi: 10.2174/1570159x15666170320104237

McDonald, J. W., Althomsons, S. P., Hyrc, K. L., Choi, D. W., and
Goldberg, M. P. (1998). Oligodendrocytes from forebrain are highly vulnerable
to AMPA/kainate receptor-mediated excitotoxicity. Nat. Med. 4, 291–297.
doi: 10.1038/nm0398-291

Meyer, J. H., Wilson, A. A., Sagrati, S., Hussey, D., Carella, A., Potter, W. Z.,
et al. (2004). Serotonin transporter occupancy of five selective serotonin
reuptake inhibitors at different doses: an [11C]DASB positron emission
tomography study. Am. J. Psychiatry 161, 826–835. doi: 10.1176/appi.ajp.161.
5.826

Modarresi, A., Sayyah, M., Razooghi, S., Eslami, K., Javadi, M., and Kouti, L.
(2018). Memantine augmentation improves symptoms in serotonin reuptake
inhibitor-refractory obsessive-compulsive disorder: a randomized controlled
trial. Pharmacopsychiatry 51, 263–269. doi: 10.1055/s-0043-120268

Nakamae, T., Narumoto, J., Sakai, Y., Nishida, S., Yamada, K., Nishimura, T., et al.
(2011). Diffusion tensor imaging and tract-based spatial statistics in obsessive-
compulsive disorder. J. Psychiatr. Res. 45, 687–690. doi: 10.1016/j.jpsychires.
2010.09.016

Ongür, D., Prescot, A. P., Jensen, J. E., Cohen, B. M., and Renshaw, P. F. (2009).
Creatine abnormalities in schizophrenia and bipolar disorder. Psychiatry Res.
172, 44–48. doi: 10.1016/j.pscychresns.2008.06.002

Ortiz, A. E., Ortiz, A. G., Falcon, C., Morer, A., Plana, M. T., Bargalló, N.,
et al. (2015). 1H-MRS of the anterior cingulate cortex in childhood
and adolescent obsessive-compulsive disorder: a case-control study. Eur.
Neuropsychopharmacol. 25, 60–68. doi: 10.1016/j.euroneuro.2014.11.007

Paiva, F. F., Otaduy, M. C. G., de Oliveira-Souza, R., Moll, J., Bramati, I. E.,
Oliveira, L., et al. (2013). Comparison of human brain metabolite levels
using 1H MRS at 1.5T and 3.0T. Dement. Neuropsychol. 7, 216–220. doi: 10.
1590/S1980-57642013DN70200013

Piras, F., Piras, F., Caltagirone, C., and Spalletta, G. (2013). Brain circuitries
of obsessive-compulsive disorder: a systematic review and meta-analysis of
tensor imaging studies. Neurosci. Biobehav. Rev. 37, 2856–2877. doi: 10.1016/j.
neubiorev.2013.10.008

Pittenger, C., Bloch, M. H., and Williams, K. (2011). Glutamate abnormalities in
obsessive compulsive disorder: neurobiology, pathophysiology, and treatment.
Pharmacol. Ther. 132, 314–332. doi: 10.1016/j.pharmthera.2011.09.006

Pittenger, C., Krystal, J. H., and Coric, V. (2006). Glutamate-modulating drugs
as novel pharmacotherapeutic agents in the treatment of obsessive-compulsive
disorder. NeuroRx 3, 69–81. doi: 10.1016/j.nurx.2005.12.006

Provencher, S. W. (1993). Estimation of metabolite concentrations from localized
in vivo proton NMR spectra. Magn. Reson. Med. 30, 672–679. doi: 10.
1002/mrm.1910300604

Radua, J., Grau, M., van den Heuvel, O. A., Thiebaut de Schotten, M.,
Stein, D. J., Canales-Rodriguez, E. J., et al. (2014). Multimodal voxel-
based meta-analysis of white matter abnormalities in obsessive-compulsive
disorder. Neuropsychopharmacology 39, 1547–1557. doi: 10.1038/npp.
2014.5

Ramadan, S., Lin, A., and Stanwell, P. (2013). Glutamate and glutamine: a
review of in vivo MRS in the human brain. NMR Biomed. 26, 1630–1646.
doi: 10.1002/nbm.3045

Rauch, S. L. (2003). Neuroimaging and neurocircuitry models pertaining to the
neurosurgical treatment of psychiatric disorders. Neurosurg. Clin. N. Am. 14,
213–223. doi: 10.1016/s1042-3680(02)00114-6

Reid, M. A., White, D. M., Kraguljac, N. V., and Lahti, A. C. (2016). A combined
diffusion tensor imaging and magnetic resonance spectroscopy study of
patients with schizophrenia. Schizophr. Res. 170, 341–350. doi: 10.1016/j.schres.
2015.12.003

Frontiers in Human Neuroscience | www.frontiersin.org 9 June 2019 | Volume 13 | Article 18662

https://doi.org/10.1016/j.neubiorev.2004.11.006
https://doi.org/10.1016/j.neubiorev.2004.11.006
https://doi.org/10.1038/tp.2015.43
https://doi.org/10.1590/s1516-44462001000300008
https://doi.org/10.1097/01.yic.0000215083.57801.11
https://doi.org/10.1017/S1092852912000260
https://doi.org/10.1017/S1092852912000260
https://doi.org/10.1016/j.nbd.2009.11.003
https://doi.org/10.1007/s10334-013-0427-y
https://doi.org/10.1001/archpsyc.1989.01810110048007
https://doi.org/10.1002/1099-1492(200005)13:3<129::aid-nbm619>3.3.co;2-m
https://doi.org/10.1517/17460441.2013.845553
https://doi.org/10.1517/17460441.2013.845553
https://doi.org/10.1097/WNR.0b013e32832ad3da
https://doi.org/10.1148/radiol.2402050314
https://doi.org/10.1002/da.21890
https://doi.org/10.1016/j.jpsychires.2014.03.006
https://doi.org/10.1016/j.psychres.2016.06.027
https://doi.org/10.1016/j.psychres.2016.06.027
https://doi.org/10.1002/da.22330
https://doi.org/10.1503/jpn.110059
https://doi.org/10.1016/j.neubiorev.2011.05.014
https://doi.org/10.1073/pnas.0409184102
https://doi.org/10.2174/1570159x15666170320104237
https://doi.org/10.1038/nm0398-291
https://doi.org/10.1176/appi.ajp.161.5.826
https://doi.org/10.1176/appi.ajp.161.5.826
https://doi.org/10.1055/s-0043-120268
https://doi.org/10.1016/j.jpsychires.2010.09.016
https://doi.org/10.1016/j.jpsychires.2010.09.016
https://doi.org/10.1016/j.pscychresns.2008.06.002
https://doi.org/10.1016/j.euroneuro.2014.11.007
https://doi.org/10.1590/S1980-57642013DN70200013
https://doi.org/10.1590/S1980-57642013DN70200013
https://doi.org/10.1016/j.neubiorev.2013.10.008
https://doi.org/10.1016/j.neubiorev.2013.10.008
https://doi.org/10.1016/j.pharmthera.2011.09.006
https://doi.org/10.1016/j.nurx.2005.12.006
https://doi.org/10.1002/mrm.1910300604
https://doi.org/10.1002/mrm.1910300604
https://doi.org/10.1038/npp.2014.5
https://doi.org/10.1038/npp.2014.5
https://doi.org/10.1002/nbm.3045
https://doi.org/10.1016/s1042-3680(02)00114-6
https://doi.org/10.1016/j.schres.2015.12.003
https://doi.org/10.1016/j.schres.2015.12.003
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Salles Andrade et al. OCD: Metabolic and Structural Abnormalities

Rodriguez, C. I., Kegeles, L. S., Levinson, A., Feng, T., Marcus, S. M.,
Vermes, D., et al. (2013). Randomized controlled crossover trial of ketamine in
obsessive-compulsive disorder: proof-of-concept. Neuropsychopharmacology
38, 2475–2483. doi: 10.1038/npp.2013.150

Rosenberg, D. R., MacMaster, F. P., Keshavan, M. S., Fitzgerald, K. D.,
Stewart, C. M., and Moore, G. J. (2000). Decrease in caudate glutamatergic
concentrations in pediatric obsessive-compulsive disorder patients taking
paroxetine. J. Am. Acad. Child Adolesc. Psychiatry 39, 1096–1103.
doi: 10.1097/00004583-200009000-00008

Rowland, L. M., Spieker, E. A., Francis, A., Barker, P. B., Carpenter, W. T., and
Buchanan, R. W. (2009). White matter alterations in deficit schizophrenia.
Neuropsychopharmacology 34, 1514–1522. doi: 10.1038/npp.2008.207

Rueckert, D., Sonoda, L. I., Hayes, C., Hill, D. L., Leach, M. O., and Hawkes, D. J.
(1999). Nonrigid registration using free-form deformations: application to
breast MR images. IEEE Trans. Med. Imaging 18, 712–721. doi: 10.1109/42.
796284

Samuels, J., Wang, Y., Riddle, M. A., Greenberg, B. D., Fyer, A. J., McCracken, J. T.,
et al. (2011). Comprehensive family-based association study of the glutamate
transporter gene SLC1A1 in obsessive-compulsive disorder. Am. J. Med. Genet.
B Neuropsychiatr. Genet. 156B, 472–477. doi: 10.1002/ajmg.b.31184

Saxena, S., Bota, R. G., and Brody, A. L. (2001). Brain-behavior relationships
in obsessive-compulsive disorder. Semin. Clin. Neuropsychiatry 6, 82–101.
doi: 10.1053/scnp.2001.21833

Shepherd, G. M. (2004). The Synaptic Organization of the Brain. 5th Edn. New
York, NY: Oxford University Press.

Sheshachala, K., and Narayanaswamy, J. C. (2019). Glutamatergic augmentation
strategies in obsessive-compulsive disorder. Indian J. Psychiatry 61, S58–S65.
doi: 10.4103/psychiatry.indianjpsychiatry_520_18

Shugart, Y. Y., Wang, Y., Samuels, J. F., Grados, M. A., Greenberg, B. D.,
Knowles, J. A., et al. (2009). A family-based association study of the glutamate
transporter gene SLC1A1 in obsessive-compulsive disorder in 378 families.Am.
J. Med. Genet. B Neuropsychiatr. Genet. 150B, 886–892. doi: 10.1002/ajmg.b.
30914

Silk, T., Chen, J., Seal, M., and Vance, A. (2013). White matter abnormalities in
pediatric obsessive-compulsive disorder. Psychiatry Res. 213, 154–160. doi: 10.
1016/j.pscychresns.2013.04.003

Simonyan, K., Tovar-Moll, F., Ostuni, J., Hallett, M., Kalasinsky, V. F., Lewin-
Smith, M. R., et al. (2008). Focal white matter changes in spasmodic dysphonia:
a combined diffusion tensor imaging and neuropathological study. Brain 131,
447–459. doi: 10.1093/brain/awm303

Simpson, H. B., Foa, E. B., Liebowitz, M. R., Huppert, J. D., Cahill, S., Maher, M. J.,
et al. (2013). Cognitive-behavioral therapy vs. risperidone for augmenting
serotonin reuptake inhibitors in obsessive-compulsive disorder: a randomized
clinical trial. JAMA Psychiatry 70, 1190–1199. doi: 10.1001/jamapsychiatry.
2013.1932

Smith, S. M. (2002). Fast robust automated brain extraction. Hum. Brain Mapp.
17, 143–155. doi: 10.1002/hbm.10062

Smith, S. M., Jenkinson, M., Johansen-Berg, H., Rueckert, D., Nichols, T. E.,
Mackay, C. E., et al. (2006). Tract-based spatial statistics: voxelwise analysis
of multi-subject diffusion data. Neuroimage 31, 1487–1505. doi: 10.1016/j.
neuroimage.2006.02.024

Sookman, D., and Fineberg, N. A. (2015). Specialized psychological and
pharmacological treatments for obsessive-compulsive disorder throughout
the lifespan: a special series by the Accreditation Task Force (ATF)
of The Canadian Institute for Obsessive Compulsive Disorders (CIOCD,
www.ciocd.ca). Psychiatry Res. 227, 74–77. doi: 10.1016/j.psychres.2014.12.002

Steel, R. M., Bastin, M. E., McConnell, S., Marshall, I., Cunningham-Owens, D. G.,
Lawrie, S. M., et al. (2001). Diffusion tensor imaging (DTI) and proton

magnetic resonance spectroscopy (1H MRS) in schizophrenic subjects
and normal controls. Psychiatry Res. 106, 161–170. doi: 10.1016/s0925-
4927(01)00080-4

Sun, Z., Wang, F., Cui, L., Breeze, J., Du, X., Wang, X., et al. (2003). Abnormal
anterior cingulum in patients with schizophrenia: a diffusion tensor imaging
study. Neuroreport 14, 1833–1836. doi: 10.1097/01.wnr.0000094529.75712.48

Szeszko, P. R., Ardekani, B. A., Ashtari, M., Malhotra, A. K., Robinson, D. G.,
Bilder, R. M., et al. (2005). White matter abnormalities in obsessive-compulsive
disorder: a diffusion tensor imaging study. Arch. Gen. Psychiatry 62, 782–790.
doi: 10.1001/archpsyc.62.7.782

Tang, C. Y., Friedman, J., Shungu, D., Chang, L., Ernst, T., Stewart, D., et al.
(2007). Correlations between Diffusion Tensor Imaging (DTI) and Magnetic
Resonance Spectroscopy (1H MRS) in schizophrenic patients and normal
controls. BMC Psychiatry 7:25. doi: 10.1186/1471-244x-7-25

Thomason, M. E., and Thompson, P. M. (2011). Diffusion imaging, white matter,
and psychopathology.Annu. Rev. Clin. Psychol. 7, 63–85. doi: 10.1146/annurev-
clinpsy-032210-104507

Ting, J. T., and Feng, G. (2008). Glutamatergic synaptic dysfunction
and obsessive-compulsive disorder. Curr. Chem. Genomics 2, 62–75.
doi: 10.2174/1875397300802010062

Wang, R., Fan, Q., Zhang, Z., Chen, Y., Tong, S., and Li, Y. (2017). White matter
integrity correlates with choline level in dorsal anterior cingulate cortex of
obsessive-compulsive disorder patients: a combined DTI-MRS study. Conf.
Proc. IEEE Eng. Med. Biol. Soc. 2017, 3521–3524. doi: 10.1109/embc.2017.
8037616

Wang, R., Fan, Q., Zhang, Z., Chen, Y., Zhu, Y., and Li, Y. (2018). Anterior
thalamic radiation structural and metabolic changes in obsessive-compulsive
disorder: a combined DTI-MRS study. Psychiatry Res. Neuroimaging 277,
39–44. doi: 10.1016/j.pscychresns.2018.05.004

Wang, J., Leone, P., Wu, G., Francis, J. S., Li, H., Jain, M. R., et al. (2009). Myelin
lipid abnormalities in the aspartoacylase-deficient tremor rat. Neurochem. Res.
34, 138–148. doi: 10.1007/s11064-008-9726-5

Whiteside, S. P., Port, J. D., Deacon, B. J., and Abramowitz, J. S. (2006). Amagnetic
resonance spectroscopy investigation of obsessive-compulsive disorder and
anxiety. Psychiatry Res. 146, 137–147. doi: 10.1016/j.pscychresns.2005.12.006

Wijtenburg, S. A., McGuire, S. A., Rowland, L. M., Sherman, P. M., Lancaster, J. L.,
Tate, D. F., et al. (2013). Relationship between fractional anisotropy of
cerebral white matter and metabolite concentrations measured using (1)H
magnetic resonance spectroscopy in healthy adults. Neuroimage 66, 161–168.
doi: 10.1016/j.neuroimage.2012.10.014

Woods, S. W. (2003). Chlorpromazine equivalent doses for the newer atypical
antipsychotics. J. Clin. Psychiatry 64, 663–667. doi: 10.4088/jcp.v64n0607

Yücel, M., Wood, S. J., Wellard, R. M., Harrison, B. J., Fornito, A., Pujol, J.,
et al. (2008). Anterior cingulate glutamate-glutamine levels predict symptom
severity in women with obsessive-compulsive disorder. Aust. N. Z. J. Psychiatry
42, 467–477. doi: 10.1080/00048670802050546

Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.

Copyright © 2019 Salles Andrade, Ferreira, Suo, Yücel, Frydman, Monteiro, Vigne,
Fontenelle and Tovar-Moll. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (CC BY). The use, distribution or
reproduction in other forums is permitted, provided the original author(s) and the
copyright owner(s) are credited and that the original publication in this journal
is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

Frontiers in Human Neuroscience | www.frontiersin.org 10 June 2019 | Volume 13 | Article 18663

https://doi.org/10.1038/npp.2013.150
https://doi.org/10.1097/00004583-200009000-00008
https://doi.org/10.1038/npp.2008.207
https://doi.org/10.1109/42.796284
https://doi.org/10.1109/42.796284
https://doi.org/10.1002/ajmg.b.31184
https://doi.org/10.1053/scnp.2001.21833
https://doi.org/10.4103/psychiatry.indianjpsychiatry_520_18
https://doi.org/10.1002/ajmg.b.30914
https://doi.org/10.1002/ajmg.b.30914
https://doi.org/10.1016/j.pscychresns.2013.04.003
https://doi.org/10.1016/j.pscychresns.2013.04.003
https://doi.org/10.1093/brain/awm303
https://doi.org/10.1001/jamapsychiatry.2013.1932
https://doi.org/10.1001/jamapsychiatry.2013.1932
https://doi.org/10.1002/hbm.10062
https://doi.org/10.1016/j.neuroimage.2006.02.024
https://doi.org/10.1016/j.neuroimage.2006.02.024
https://doi.org/10.1016/j.psychres.2014.12.002
https://doi.org/10.1016/s0925-4927(01)00080-4
https://doi.org/10.1016/s0925-4927(01)00080-4
https://doi.org/10.1097/01.wnr.0000094529.75712.48
https://doi.org/10.1001/archpsyc.62.7.782
https://doi.org/10.1186/1471-244x-7-25
https://doi.org/10.1146/annurev-clinpsy-032210-104507
https://doi.org/10.1146/annurev-clinpsy-032210-104507
https://doi.org/10.2174/1875397300802010062
https://doi.org/10.1109/embc.2017.8037616
https://doi.org/10.1109/embc.2017.8037616
https://doi.org/10.1016/j.pscychresns.2018.05.004
https://doi.org/10.1007/s11064-008-9726-5
https://doi.org/10.1016/j.pscychresns.2005.12.006
https://doi.org/10.1016/j.neuroimage.2012.10.014
https://doi.org/10.4088/jcp.v64n0607
https://doi.org/10.1080/00048670802050546
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-13-00317 September 5, 2019 Time: 17:48 # 1

ORIGINAL RESEARCH
published: 06 September 2019

doi: 10.3389/fnhum.2019.00317

Edited by:
Chang-Hwan Im,

Hanyang University, South Korea

Reviewed by:
Hendrik Santosa,

University of Pittsburgh, United States
Yingchun Zhang,

University of Houston, United States

*Correspondence:
Keum-Shik Hong

kshong@pusan.ac.kr

Specialty section:
This article was submitted to

Health,
a section of the journal

Frontiers in Human Neuroscience

Received: 08 May 2019
Accepted: 26 August 2019

Published: 06 September 2019

Citation:
Yang D, Hong K-S, Yoo S-H and

Kim C-S (2019) Evaluation of Neural
Degeneration Biomarkers

in the Prefrontal Cortex for Early
Identification of Patients With Mild

Cognitive Impairment: An fNIRS
Study. Front. Hum. Neurosci. 13:317.

doi: 10.3389/fnhum.2019.00317

Evaluation of Neural Degeneration
Biomarkers in the Prefrontal Cortex
for Early Identification of Patients
With Mild Cognitive Impairment:
An fNIRS Study
Dalin Yang1, Keum-Shik Hong1,2* , So-Hyeon Yoo1 and Chang-Soek Kim2

1 School of Mechanical Engineering, Pusan National University, Busan, South Korea, 2 Department of Cogno-Mechatronics
Engineering, Pusan National University, Busan, South Korea

Mild cognitive impairment (MCI), a condition characterizing poor cognition, is associated
with aging and depicts early symptoms of severe cognitive impairment, known as
Alzheimer’s disease (AD). Meanwhile, early detection of MCI can prevent progression to
AD. A great deal of research has been performed in the past decade on MCI detection.
However, availability of biomarkers for MCI detection requires greater attention. In our
study, we evaluated putative and reliable biomarkers for diagnosing MCI by performing
different mental tasks (i.e., N-back task, Stroop task, and verbal fluency task) using
functional near-infrared spectroscopy (fNIRS) signals on a group of 15 MCI patients
and 9 healthy control (HC). The 15 digital biomarkers (i.e., five means, seven slopes,
peak, skewness, and kurtosis) and two image biomarkers (t-map, correlation map) in
the prefrontal cortex (PFC) (i.e., left PFC, middle PFC, and right PFC) between the MCI
and HC groups were investigated by the statistical analysis, linear discriminant analysis
(LDA), and convolutional neural network (CNN) individually. The results reveal that the
statistical analysis using digital biomarkers (with a p-value < 0.05) could not distinguish
the MCI patients from the HC over 60% accuracy. Therefore, the current statistical
analysis needs to be improved to be used for diagnosing the MCI patients. The best
accuracy with LDA was 76.67% with the N-back and Stroop tasks. However, the CNN
classification results trained by image biomarkers showed a high accuracy. In particular,
the CNN results trained via t-maps revealed the best accuracy (90.62%) with the N-
back task, whereas the CNN result trained by the correlation maps was 85.58% with
the N-back task. Also, the results illustrated that investigating the sub-regions (i.e., right,
middle, left) of the PFC for detecting MCI would be better than examining the whole
PFC. The t-map (or/and the correlation map) is conclusively recommended as an image
biomarker for early detection of AD. The combination of CNN and image biomarkers
can provide a reliable clinical tool for diagnosing MCI patients.

Keywords: functional near-infrared spectroscopy (fNIRS), mild cognitive impairment (MCI), linear discriminant
analysis (LDA), convolutional neural network (CNN), neural degeneration

Frontiers in Human Neuroscience | www.frontiersin.org 1 September 2019 | Volume 13 | Article 31764

https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://doi.org/10.3389/fnhum.2019.00317
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fnhum.2019.00317
http://crossmark.crossref.org/dialog/?doi=10.3389/fnhum.2019.00317&domain=pdf&date_stamp=2019-09-06
https://www.frontiersin.org/articles/10.3389/fnhum.2019.00317/full
http://loop.frontiersin.org/people/734296/overview
http://loop.frontiersin.org/people/122331/overview
http://loop.frontiersin.org/people/799425/overview
http://loop.frontiersin.org/people/765437/overview
https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-13-00317 September 5, 2019 Time: 17:48 # 2

Yang et al. Biomarkers Evaluation of MCI

INTRODUCTION

Alzheimer’s disease (AD) is a degenerative brain disorder of
unknown etiology, a common form of dementia, which begins
in middle-aged or older adults (Ieracitano et al., 2018). AD results
in progressive memory loss, thinking impairment, disorientation,
changes in personality and mood (Niu et al., 2013). In the final
stages of AD, people lose the ability to communicate or respond
to their environment. They need assistance in all their activities
of daily living, and they may even lose their ability to swallow. As
reported via the Alzheimer’s Association, by 2050 one new case of
AD is expected to develop every 33 s resulting in nearly 1 million
new cases per year (Alzheimer’s Association, 2018). In addition,
in 2017, more than 16 million family members and other unpaid
caregivers, a contribution valued at more than $232 billion, were
devoting toward the care of Alzheimer’s patients. Such findings
highlight the requirement for solutions to prevent dementia-
related costs from jeopardizing the health and financial security
of the families of people with Alzheimer’s related diseases.

However, there is a relative mild condition of cognitive
impairment before the onset of AD, known as mild cognitive
impairment (MCI), a stage at which treatment can reduce the
chance for developing to AD (Yeung et al., 2016b; Fang et al.,
2018; Valenzuela et al., 2018). MCI patients are divided into two
categories; amnestic and non-amnestic. In the case of amnestic
MCI patients, the memory is affected primarily. For the case
of non-amnestic MCI, the patients have difficulty with thought
process such as planning and completing complex tasks such as
balancing a checkbook or making a judgment in a risky situation
(Marmarelis et al., 2017). There are various methods to diagnose
an MCI patient. Primarily, the diagnosis in a clinic relies on the
patient’s medical history and clinical rating scores, such as clinical
dementia rate or Mini-Mental State Examination (MMSE) (Li R.
et al., 2018). However, it is known that the MMSE performance
is influenced by education and age, and the clinical evaluation
and diagnosis through MMSE requires an experienced clinician
(Nguyen et al., 2008). To cope with these issues, the biomedical
examination methods using brain signals have been introduced,
such as the transcranial Doppler ultrasonography (Keage et al.,
2012), functional near-infrared spectroscopy (fNIRS) (Vermeij
et al., 2017), functional magnetic resonance imaging (fMRI)
(Khazaee et al., 2017; Katzorke et al., 2018), and positron emission
tomography (Beishon et al., 2017). fNIRS is a relatively new
optical imaging technology that uses light in the near infrared
range to monitor the hemodynamic responses non-invasively: A
neural firing increases blood flow in the neighboring capillary
network, and fNIRS measures the concentration changes of
the oxyhemoglobin (1HbO) and deoxyhemoglobin (1HbR) in
the cerebral cortex (Boas et al., 2014; Hong et al., 2014; Zafar
and Hong, 2018). fNIRS is known for its portability, non-
invasiveness, low cost, and high temporal resolution (compared
with fMRI) (Ferrari and Quaresima, 2012; Hong and Santosa,
2016; Pinti et al., 2018). Recently, the possibility of improving
the spatial and temporal resolutions using a bundled-optodes
configuration and the initial dip was demonstrated in the process
of brain-computer-interfaces (Nguyen and Hong, 2016; Zafar
and Hong, 2017; Hong and Zafar, 2018). Therefore, fNIRS has

distinct advantages over other modalities (Ghafoor et al., 2017;
Yap et al., 2017).

The difficulty in diagnosing the causes of diseases has a severe
frustration on patients if they do not receive an appropriate care
in a timely manner. Therefore, robust and sensitive biomarkers
for a prompt monitoring of cognitive or biological changes
between healthy elderly and MCI patients is required (Nestor
et al., 2004). A number of studies have examined the feasibility
of using fNIRS to diagnose MCI and other types of dementia
using different biomarkers (Niu et al., 2013; Katzorke et al., 2017,
2018; Perpetuini et al., 2017; Vermeij et al., 2017; Yap et al., 2017;
Halliday et al., 2018; Stuart et al., 2018). Appropriate biomarkers
may provide a reliable diagnosis for patients with MCI before the
onset of AD. Table 1 lists the existing biomarkers examined in the
previous fNIRS studies.

As shown in Table 1, there are a number of studies that have
applied different mental tasks in various brain regions to assess
meaningful biomarkers. Li R. et al. (2018) asked the subjects
to perform a cognitive task (digit verbal span task) while brain
signals were measured from the frontal and bilateral lobes. The
results showed that the mean value of 1HbO (i.e., MHbO)
and the slope of 1HbO (i.e., SHbO) were higher in healthy
control (HC) than the MCI group during the time window
of 3–12 s. Katzorke et al. (2018) also evaluated the biomarker
of MHbO and the mean value of 1HbR (i.e., MHbR) when
the subjects performed a verbal fluency task (VFT). A slight
decrease in the hemodynamic response was observed in the
inferior frontotemporal cortex in the MCI group. Some of
the studies have employed a quantitative analysis of multiscale
entropy: The results demonstrated that the resting-state brain
signal complexity was decreased in the MCI group (Perpetuini
et al., 2017; Li X. et al., 2018). Yap et al. (2017) employed
biomarkers such as active channels, MHbO, time response of
1HbO to reach the peak, and SHbO for detecting a patient
with MCI or AD. The results illustrated that MCI exhibited a
greater mean activation (than AD and HC) for both the right
and left prefrontal cortex (PFC) when the subjects performed
VFT (see Figure 5B). The results using the time to reach the
peak and SHbO presented a meaningful difference between
the left and right PFC (see Figures 5C,D). The biomarker of
using activated channels did not show a significant difference
among various brain regions. The authors also claimed that the
difference in the hemoglobin responses in the left and right
PFC was caused by neural compensation, and that the capacity
for such neural compensation was inversely proportional to the
severity of neurodegeneration (Price and Friston, 2002). Figure 1
summarizes the existing biomarkers, categories of mental tasks,
and brain regions that have been used in the fNIRS studies for
diagnosing the patients with MCI.

Even there exist a number of biomarkers in the fNIRS area as
in Table 1. Most of the studies prefer to conduct the statistical
analysis for seeking the group difference between the MCI and
HC. However, the high standard deviations (SD) illustrate that
the method of using statistical analysis is not useful in establishing
a confident diagnosis of individual patients for clinical purposes
(Labaer, 2005). To the best of authors’ knowledge, there is
no result on the evaluation the existing biomarkers, brain
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TABLE 1 | List of fNIRS biomarkers, mental tasks, and brain regions used in various studies.

No. Author (Year) Biomarkers Mental Task Brain Region

1 Li R. et al., 2018 Mean, Slope of 1HbO Digital verbal span Frontal and bilateral parietal

2 Jung et al., 2018 Clinical assessment Working memory Prefrontal

3 Katzorke et al., 2018 Mean 1HbO Verbal fluency Prefrontal

4 Li X. et al., 2018 Multi-scale entropy Resting state All scalp

5 Perpetuini et al., 2017 Entropy Working memory Prefrontal

6 Yap et al., 2017 No. active chs., Mean, Slope, Peak time Verbal fluency Prefrontal

7 Katzorke et al., 2017 Mean 1HbO Verbal fluency Inferior frontal

8 Vermeij et al., 2017 Mean 1HbO, Mean 1HbR Working memory Prefrontal

9 Marmarelis et al., 2017 Cerebral autoregulation Resting state Prefrontal

10 Uemura et al., 2016 Mean 1HbO Memory retrieval Prefrontal

11 Yeung et al., 2016b Mean 1HbO Working memory Frontal and temporal

12 Yeung et al., 2016a Mean 1HbO of active channels Category fluency Prefrontal

13 Haworth et al., 2016 Reaction time Trail making None

14 Heinzel et al., 2013 Mean 1HbO Verbal fluency Frontal and bilateral parietal

15 Doi et al., 2015 Mean 1HbO Dual-task walking Prefrontal

16 Niu et al., 2013 Mean and t-map of 1HbO Working memory Frontal and Temporal

17 Arai et al., 2006 Mean 1HbO Verbal fluency Frontal and bilateral parietal

FIGURE 1 | Summary of widely used biomarkers, categories of mental tasks, and brain regions used in various fNIRS studies for diagnosing of MCI patients (the
total number of fNIRS articles was 17).

regions, and time durations. Cotelli et al. (2008) and Park
and Reuter-Lorenz (2009) suggested the right PFC as one of
the functional compensatory regions in cognitively impaired
individuals. Additionally, the selection of a proper biomarker will
directly influence the results on classification and diagnosis of the
disease. Therefore, the evaluation of the digital biomarkers, brain
regions, and time intervals in obtaining biomarkers is necessary,
and it would become a reference for the future research.

In this study, we investigate 15 digital biomarkers and 2 image
biomarkers generated from the fNIRS hemodynamic responses
for 15 MCI patients and 9 HC. The digital biomarkers take
the form of mean, slope, peak, skewness, and kurtosis for a
certain interval of time, and the two image biomarkers include
t-map and correlation map. Finally, a conclusive result suggesting
how to combine a biomarker and a classification method will
be demonstrated, which turns out to be the combination of
t-map and CNN classification. In the study, the used headset
in Figure 2 covers the entire PFC (i.e., left PFC, middle PFC,
and right PFC) making 204 channels. However, only 48 channels
with sufficient emitter-detector distances (3 cm) are utilized.

The performed three mental tasks include the N-back task,
Stroop task, and VFT.

MATERIALS AND METHODS

Participants
Twenty-four volunteers, who were right-handed and were
able to communicate in Korean, were chosen for this study,
comprising of fifteen patients with MCI (1 male and 14 females)
and nine HC (2 males and 7 females) of similar age and
educational background. MCI patients were recruited from
the Pusan National University Hospital, Busan, Republic of
Korea. The HC were selected from the local community on a
voluntary basis. In addition, the mental state of each subject
was examined using a Korean-Mini-Mental State Examination
(K-MMSE), which is a 30-points questionnaire providing a
quantitative measure of cognitive impairment (Han et al., 2008).
The demographic information for all the volunteers including
age (mean ± SD), gender, education background (mean ± SD),

Frontiers in Human Neuroscience | www.frontiersin.org 3 September 2019 | Volume 13 | Article 31766

https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-13-00317 September 5, 2019 Time: 17:48 # 4

Yang et al. Biomarkers Evaluation of MCI

FIGURE 2 | The configuration of the headset employed during the experiment, which consists of 24 emitters and 32 detectors (left) and the channels used in this
paper (right).

K-MMSE scores (mean ± SD), and statistical information are
summarized in Table 2. This experiment was conducted in
accordance with the latest Declaration of Helsinki upon the
approval of the Pusan National University Institutional Review
Board (General Assembly of the World Medical Association,
2014). All volunteers were given a detailed description of the
experimental procedure prior to the beginning of the experiment,
and they provided written consent agreeing to the experiments.

Channel Configuration
In this study, a near-infrared multi-channel continuous wave
system (NIRSIT, OBELAB Inc., Rep. of Korea) with 8.138 Hz
sampling rate was employed to measure the brain signals via
24 emitters and 32 detectors. The device has an active detection
sensor with a total capacity of 204 channels out of which 48
channels were used in this study, which covered the entire PFC
area. Channel 1 to channel 16 were placed in the right PFC,
channel 17 to channel 32 in the middle PFC, and channel 33
to channel 48 in the left PFC. Figure 2 shows the locations
of emitters and detectors with a reference point FPz (left) and
the 48 channels in this study (right). The wavelengths used for
detecting two chromophores (HbO, HbR) were 780 and 850 nm,

TABLE 2 | The demographic information of all participants.

Characteristics MCI (n = 15) HC (n = 9) p-value

Gender (Male/Female) 1/14 2/7 0.44

Education [years] 11.2 (±4.81) 10.56 (±2.88) 0.36

Age [years] 69.27 (±7.09) 68.33 (±4.69) 0.36

K-MMSE Score 25.13 (±2.33) 27.22 (±1.98) 0.49

K-MMSE, Korea Mini-Mental State Examination.

respectively. As reported in Strangman et al. (2013), fNIRS is
more sensitive to the gray matter and even a large source detector
separation (up to ∼4.5 cm) can be used. Considering the spatial
resolution and the differential path length factors into account,
the pairs having the source detector distance of 3 cm were used.

Experimental Paradigm
Participants seated on a comfortable chair and were instructed
to avoid movement as much as possible. First, all subjects took
a 10 min resting state. Subjects in each group participated in
three sessions, which consisted of the N-back task, Stroop task,
and semantic VFT. Each task took 60 s and was performed
three times with a 30 s rest between tasks. Figure 3 illustrates
the experimental paradigm for all three tasks. The N-back task
evaluates the working memory (Kane et al., 2007) and, in our
study, a two-back task was performed and one-digit numbers
between 1–9 were displayed on the monitor. The subjects were
asked to press the keyboard when the current number on
the display matched the second-last number displayed before.
The Stroop test is a measurement of widely used executive
function and is known as a measurement of mental control
and response flexibility. The Stroop task requires new reactions
while suppressing the dominant response, such as letter reading
conditions and color reading conditions, etc. In this study,
the Korean-Color Word Stroop test (K-CWST) was used. The
subjects were requested to read the color of letters when letters
were written in red, blue, yellow, and black colors within a limited
time (Byeon et al., 2017). The semantic VFT is a task to generate
as many words (related to the given semantic category) as possible
within a limited time (Whiteside et al., 2016). The task measures
how much information can be retrieved from the categorization
and memory repository of text for 1 min.
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FIGURE 3 | The experiment paradigms: Three tasks (N-back, Stroop, and verbal fluency) having three trials.

Data Pre-processing
The fNIRS data were pre-processed and analyzed for each
subject using MATLABTM. The optical intensity signals were first
transformed into the time series of HbO and HbR concentration
changes using the modified Beer-Lambert law (MBLL) (Sassaroli
and Fantini, 2004). The data were digitally bandpass-filtered to
remove the physiological noises (respiration, cardiac activity,
and low-frequency drift signals): For this, two fourth-order
Butterworth filters (low and high-pass) with cutoff frequencies of
0.1 and 0.001 Hz, respectively, were used to filter off the noises
from the converted hemodynamic signals (Khan and Hong, 2015,
2017). In this study, we analyzed both 1HbO and 1HbR signals
for the evaluation of biomarkers, even though HbO signals are
robust and more sensitive.

The previous comparison study between MCI and HC
investigated by Li R. et al. (2018) indicated that utilizing the
region of interest (ROI) strategy could provide the satisfying
results with the averaged means and slope changes of 1HbO. In
this study, we implemented two strategies to identify the ROI;
(i) t-value analysis and (ii) visual inspection (Privitera and Stark,
2000). In the first case, the active channels (i.e., t > 1.6469 and
p-value < 0.05) were selected by using the MATLABTM function
(robustfit), which becomes the ROI. In the second case, all the
HbO signals were inspected visually, and those signals having the
desired pattern were selected manually (i.e., visual inspection).

Feature Extraction
Diverse biomarkers were evaluated, as a possible candidate, for
an early identification of MCI. The considered digital biomarkers
include the MHbO, SHbO, MHbR, SHbR, time to peak in the
hemodynamic response, skewness, and kurtosis. In addition. we
considered two image biomarkers: The t-map of all the channels
and the correlation map of all the channels.

Digital Biomarkers
The HbO mean value change between the rest and task periods is
represented as follows.

MHbO =
Avg(1HbOt=t1:t2)− Avg(1HbOt=−10:0)

Avg(1HbOt=−10:0)
(1)

where t1 and t2 are the starting and ending time in the selected
time window, t = −10 indicates 10 s before the onset time, and
t = 0 is the onset time of the task execution. The mean change of
HbR concentration is computed as follows.

MHbR =
Avg(1HbRt=t1:t2)− Avg(1HbRt=−10:0)

Avg(1HbRt=−10:0)
(2)

We employed the polyfit function in MATLABTM to calculate
the slope of HbO (i.e., SHbO) and the slope of HbR change
(i.e., SHbR). The location of the peak, skewness, and kurtosis
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were conducted by using MATLABTM functions of findpeaks,
skewness, and kurtosis, respectively.

Activation Map (t-Map)
To quantify cortical hemodynamic activities during the mental
tasks, the general linear model (GLM, a model-based statistical
analysis tool) was utilized (Pinti et al., 2017; Salis-Perales
and Barajas-Ramirz, 2017). In GLM, the desired hemodynamic
response function (dHRF) is used to serve as a reference to
estimate the changes in HbO signals (Yennu et al., 2016). The
formula is as follows:

z(t) = βf (t)+ ε (3)

f (t) = h(t)⊗ s(t) (4)

where z(t) represents the temporal profile of the measured 1HbO
or 1HbR, β is the estimated amplitude of 1HbO/1HbR, and
ε represents the residual owing to the difference between the
measured signals and the predicted model. f (t) is the stimulation-
specific predicated response, which is expected to match the
temporal profiles of the measured hemodynamic signal (i.e.,
dHRF); h(t) represent the canonical hemodynamic response
function, and s(t) is the stimulation-specific boxcar function for
a given task. Thus, after fitting equation (3), a statistical t-value
representing a statistical significance of the brain activation with
respect to the baseline at each respective channel was obtained.
Moreover, the t-values were derived from robustfit for individual
channels and were used to generate the t-map for a topographic
image (Liu and Hong, 2017).

Channel-by-Channel Correlation Map
Comparing to fMRI, fNIRS has a significant advantage in
temporal resolution. This advantage could provide convenience
for investigating the functional connectivity of the prefrontal lobe
by exploiting the temporal correlations channel by channel (Tak
and Ye, 2014). The correlation map was calculated by using the
MATLABTM correlation function (corr).

Classification
In this study, the digital biomarkers were classified using the
linear discriminant analysis (LDA) (Naseer et al., 2016) available
as classify function in MATLABTM. The tenfold cross validation
method was used to estimate the classification performance of the
predictive LDA model. The sample size in analyzing each digital
biomarker becomes the number of subjects× the number of trials
× the number channels in the ROI. The convolutional neural
network (CNN) was utilized to conduct the classification of
image biomarkers. CNN is highly capable of learning appropriate
features automatically from the input data by optimizing the
weight parameters in individual layer by using forward and
backward propagation to minimize classification errors (Ding
et al., 2017; Hamadache and Lee, 2017; Kim et al., 2017; Moon
et al., 2018; Trakoolwilaiwan et al., 2019). The networks in
this paper consist of four layers, including two convolutional
layers and two fully connected layers. In the convolutional layers,
a convolutional filter whose width is equal to the dimension
of the input, and the kernel size of h is convolved with the

input data, where the output of the i’th filter is represented
as follows.

outputi = w · x[i : i+ h− 1] (5)

f (outputi) = ReLU(outputi) (6)

ReLU(x) = Max(o, x) (7)

where w is the weights of the matrix and x[i:j] is the
submatrix of the input from row i to j. Then the output
of the first convolutional layer f (output) is converted by
an activation function ReLU(x) to build the feature map. To
enhance the performance, additional subsampling operation,
max-pooling, and dropout (avoiding overfitting) are employed
in this subsampling layer. To obtain an appropriate predictive
model, the hyper-parameters such as the learning rate, batch
size, and the number of epochs should be considered. In our
study, the size of input data was 48 × 48. To maintain the
original feature completely, we set up the batch size by 4. The
grid search (Ou et al., 2019) and Adam optimization algorithm
(β1 = 0.9, β2 = 0.1, and ε = 10−8; Tang et al., 2019) were
utilized to choose the learning rate and the parameters in gradient
descent optimization.

RESULTS

Comparison of Hemodynamic
Responses
Figure 4 shows the hemodynamic responses of 1HbO from
three brain regions (i.e., right, middle, and left PFC) of MCI
patients and HC for three mental tasks (i.e., N-back task, Stroop
task, and VFT). The purpose behind this strategy is to observe
any visual differences between the MCI patients and HC. The
figures plot the average HbOs of individual groups. MCI Patients
are denoted by red color, whereas the corresponding SDs are
shown with red shadows. HC are marked with blue color with
its respective shadow in blue showing the SD. In the left brain
region, the averaged concentration change of HbO for HC group
is higher than that of MCI group in all three mental tasks.
In addition, HC shows an earlier increase than MCI patients.
But the middle and right PFCs do not show such a significant
difference between two groups. The plots reveal that the brain
regions have unique patterns of 1HbO fluctuations. However,
the averaged hemodynamic responses cannot tell the existence
of improvement in cognition for the MCI patients, since their
SDs were too large. Thus, the examination of the hemodynamic
responses of 1HbO is not sufficient to distinguish an individual
from MCI or HC group. This leads us to the second technique, in
which we will evaluate the digital biomarkers at using appropriate
time intervals for statistical analysis.

Statistical Analysis of Digital Biomarkers
To evaluate the digital biomarkers such as MHbO/MHbR,
SHbO/SHbR, peak location, skewness, and kurtosis for the
hemodynamic responses, we divided the PFC into three areas
(i.e., left, middle and right PFC) and applied different time
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FIGURE 4 | The average HbOs in three brain regions (left, middle, and right PFCs) of MCI patients and HC after performing three mental tasks.

intervals for three mental tasks (i.e., N-back, Stroop and VFT),
respectively. The statistical values of all the biomarkers obtained
from the ROI channels (t > 1.6469) for three mental tasks
are shown in Tables 3–5. Tables 6–8 present the statistical
information of the biomarkers obtained from those channels
selected by visual inspection. In this study, the task duration was
set to 60 s. This is to see where the MCI patients can focus on
the verbal fluency task for a somewhat long time period of time.
Also, for comparison purposes, the task durations for N-back and
Stroop tasks were to 60 s as well. The reason, why we considered
the time period between 5 and 65 s, was due to the time delay
(3–5 s) of the hemodynamic response (Naseer and Hong, 2015).
The time interval of 5–25 s was selected since the initial peak
time for hemodynamic response is nearly located in the first 20 s
period. The slope features (i.e., SHbO/SHbR) were considered
from three intervals of the hemodynamic response: First, the
initial increasing interval of 1HbO (i.e., from 5 to 15 s), the
plateau period of 1HbO during the task (i.e., from 20 to 60 s),
and the final decreasing interval of 1HbO (i.e., from 60 to 70 s).
We expect that the MCI patients would have a light decline of
1HbO during the second interval while performing the mental

tasks if they cannot focus on the tasks, as seen in Figure 4. The
time to peak (i.e., from 0 to the peak time) is to see when the peak
value of the hemodynamic response occurs owing to the provided
stimulation. Lastly, two biomarkers, skewness (from 5 to 65 s) and
kurtosis (from 5 to 65 s) are to examine whether the overall profile
of the hemodynamic responses of a MCI patient is different from
that of HC. The entire biomarkers are summarized as follows.

Biomarker 1: MHbO in the interval of 5∼65 s
Biomarker 2: MHbR in the interval of 5∼65 s
Biomarker 3: MHbO in the interval of 5∼25 s
Biomarker 4: MHbR in the interval of 5∼25 s
Biomarker 5: MHbO in the interval of 0 – Peak
Biomarker 6: SHbO from 5 to 15 s
Biomarker 7: SHbR from 5 to 15 s
Biomarker 8: SHbO from 20 to 60 s
Biomarker 9: SHbR from 20 to 60 s
Biomarker 10: SHbO from 60 to 70 s
Biomarker 11: SHbR from 60 to 70 s
Biomarker 12: SHbO from 0 to the peak
Biomarker 13: Peak time of 1HbO
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TABLE 3 | Statistical data of N-back task (based upon ROI channels).

Biomarkers Left PFC Middle PFC Right PFC

Avg. SD p-value Avg. SD p-value Avg. SD p-value

MHbO (5–65 s) MCI 7.35e−07 4.80e−06 0.1511 1.29e−07 2.61e−06 0.3811 7.88e−07 2.92e−06 0.0211

HC 4.37e−07 2.05e−06 8.25e−08 1.11e−06 4.59e−07 1.08e−06

MHbR (5–65 s) MCI −2.56e−08 8.90e−07 0.6407 −6.60e−08 3.55e−07 0.9996 −1.69e−08 9.69e−07 0.0868

HC −1.18e−08 3.96e−07 −1.08e−08 2.00e−07 −7.02e−08 3.12e−07

MHbO (5–25 s) MCI 7.24e−07 3.67e−06 0.4381 3.01e−07 2.45e−06 0.4697 7.65e−07 2.91e−06 0.0491

HC 6.87e−07 1.89e−06 2.90e−07 1.01e−06 5.06e−07 8.85e−07

MHbR (5–25 s) MCI 2.14e−08 1.33e−06 0.1062 −4.67e−08 5.53e−07 0.9690 8.33e−08 1.56e−06 0.0148

HC −5.17e−08 6.46e−07 5.10e−09 3.85e−07 −5.56e−08 5.39e−07

MHbO (0–Peak seconds) MCI 4.36e−07 5.61e−06 0.7752 2.32e−07 2.16e−06 0.6413 5.54e−07 2.41e−06 0.1252

HC 5.61e−07 1.76e−06 2.75e−07 7.42e−07 4.08e−07 6.28e−07

SHbO (5–15 s) MCI 8.03e−09 6.11e−08 0.1840 2.33e−09 2.18e−08 0.6180 8.16e−09 4.52e−08 0.0283

HC 4.55e−09 3.11e−08 2.77e−09 1.30e−08 3.50e−09 1.42e−08

SHbR (5–15 s) MCI −1.09e−09 3.88e−08 0.3311 −2.43e−10 1.30e−08 0.3528 1.33e−09 4.40e−08 0.1437

HC −1.91e−09 2.49e−08 −4.61e−10 6.51e−09 −5.00e−10 1.06e−08

SHbO (20–60 s) MCI −1.63e−09 1.46e−08 0.3163 −1.44e−09 3.51e−09 0.4562 −1.35e−09 1.28e−08 0.8269

HC −2.07e−09 7.31e−09 −1.20e−09 3.74e−09 −6.80e−10 4.88e−09

SHbR (20–60 s) MCI 4.29e−10 1.11e−08 0.4641 1.32e−10 2.45e−09 0.2921 −3.01e−10 1.24e−08 0.7714

HC 3.88e−10 3.84e−09 1.22e−11 4.13e−09 7.21e−11 3.94e−09

SHbO (60–70 s) MCI −1.68e−08 1.07e−07 0.4975 −1.13e−08 2.57e−08 0.0842 −1.84e−08 6.49e−08 0.8426

HC −1.69e−08 3.62e−08 −1.39e−08 1.96e−08 −1.49e−08 2.29e−08

SHbR (60–70 s) MCI 1.50e−09 8.36e−08 0.3460 2.44e−09 2.96e−08 0.0605 −6.23e−10 6.01e−08 0.7577

HC 5.73e−11 3.96e−08 1.81e−10 1.97e−08 1.13e−09 2.31e−08

SHbO (0–Peak seconds) MCI 1.81e−08 6.91e−08 0.2161 8.80e−09 2.65e−08 0.0842 1.97e−08 5.82e−08 0.0011

HC 1.46e−08 3.75e−08 9.16e−09 1.58e−08 1.03e−08 1.51e−08

Peak time (seconds) MCI 1.50e+01 5.62e+00 0.8265 1.47e+01 4.93e+00 0.0245 1.56e+01 5.36e+00 0.1738

HC 1.51e+01 5.36e+00 1.38e+01 5.53e+00 1.50e+01 5.36e+00

Skewness MCI −8.02e−02 6.42e−01 0.3731 −1.05e−01 6.65e−01 0.5418 −1.66e−01 6.45e−01 0.0015

HC −1.01e−01 7.61e−01 −9.73e−02 8.99e−01 −3.52e−01 8.40e−01

Kurtosis MCI 2.26e+00 9.64e−01 0.4155 2.18e+00 8.96e−01 0.5462 2.19e+00 7.74e−01 0.9987

HC 2.33e+00 9.81e−01 2.23e+00 8.77e−01 2.40e+00 8.70e−01

Biomarker 14: Skewness of 1HbO for the duration of 5 – 65 s
Biomarker 15: Kurtosis of 1HbO for the duration of 5 – 65 s

This study employed two-sample independent t-test to
conduct the statistical analysis with the significance level of 0.05.
The p-value lower than 0.05 indicates the existence of significance
difference between two groups. As demonstrated in Tables 3–8,
the biomarkers with p-value < 0.05 are considered as ones with
significant differences between the MCI and HC groups, which
are marked bold. The appearance of significant biomarkers was
random. It is remarked that the obtained biomarkers were not
repeated for all three tasks or brain regions. Only Biomarker 14
(skewness) revealed a significant difference for all three brain
regions when performing the Stroop task in the case of ROI
channels, see Table 4. Although a few biomarkers showed some
difference (similarly to Section “Comparison of Hemodynamic
Responses”), the group statistical analysis was difficult to permit
a meaningful diagnostic result for the individuals. This leads to
our third strategy, Section “Classification of Digital Biomarkers”:
Evaluating the individual classification accuracy using digital
biomarkers for three mental tasks and different brain regions.

Classification of Digital Biomarkers
The selection of the time intervals for Biomarkers 1–15 has
already been discussed in Section “Statistical Analysis of Digital
Biomarkers.” Figure 5 depicts the entire classification accuracies
between MCI and HC based upon ROI channels for (i) three
mental tasks, (ii) three brain regions, and (iii) fifteen biomarkers.
LDA was used as a classifier. On the other hand, for the channels
manually selected, Figure 6 shows the comparative data for
Figure 5. In agreement with the previous results (Yap et al.,
2017), 1HbO shows better classification results compared to
1HbR (see Biomarkers 1 and 2 of N-back and Stoop tasks
in Figures 5A,B). Therefore, in the case of manually selected
channels, the analysis of 1HbR is omitted and only 1HbO
is focused. Surprisingly, Biomarker 1 in the middle PFC when
channels were selected manually showed the higher classification
result than the case of ROI channels. It is remarked that the
biomarkers showing significant difference in Tables 3–8 are not
necessarily going to have the same satisfactory classification
results with LDA: For instance, Biomarkers 6 and 10 showed a
good classification results in Table 6, but it is not so in Figure 6A.
Even though the best accuracy of 76.67% (i.e., Biomarker 11 of
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TABLE 4 | Statistical data of Stroop task (based upon ROI channels).

Biomarkers Left PFC Middle PFC Right PFC

Avg. SD p-value Avg. SD p-value Avg. SD p-value

MHbO (5–65 s) MCI 8.43e−07 3.65e−06 0.5778 4.15e−07 2.44e−06 0.0644 9.03e−07 3.51e−06 0.3884

HC 9.26e−07 4.72e−06 8.50e−07 2.43e−06 8.30e−07 2.78e−06

MHbR (5–65 s) MCI 3.96e−07 9.66e−07 0.9089 2.06e−07 4.42e−07 0.1575 3.98e−07 8.00e−07 0.1772

HC 4.07e−07 9.07e−07 2.65e−07 4.45e−07 3.32e−07 6.49e−07

MHbO (5–25 s) MCI 1.05e−06 3.47e−06 0.6053 7.23e−07 2.41e−06 0.0298 1.21e−06 3.97e−06 0.1971

HC 1.16e−06 4.89e−06 1.21e−06 2.15e−06 9.85e−07 2.39e−06

MHbR (5–25 s) MCI 2.49e−07 1.36e−06 0.7795 1.70e−07 5.45e−07 0.5652 2.90e−07 1.21e−06 0.1860

HC 3.37e−07 1.05e−06 1.99e−07 4.88e−07 2.08e−07 6.92e−07

MHbO (0–Peak seconds) MCI 9.37e−07 2.99e−06 0.3400 5.44e−07 1.71e−06 0.0057 8.78e−07 3.13e−06 0.3101

HC 8.00e−07 3.63e−06 9.78e−07 1.39e−06 7.80e−07 1.77e−06

SHbO (5–15 s) MCI 3.27e−09 5.52e−08 0.9798 6.83e−09 2.78e−08 0.0919 1.81e−08 9.39e−08 0.0083

HC 1.16e−08 3.37e−08 4.03e−09 1.87e−08 6.03e−09 2.06e−08

SHbR (5–15 s) MCI 8.57e−09 4.05e−08 0.0344 1.98e−09 1.54e−08 0.1172 1.49e−08 9.84e−08 0.0192

HC 3.10e−09 2.37e−08 −4.08e−10 1.70e−08 2.39e−09 1.51e−08

SHbO (20–60 s) MCI −1.33e−09 9.82e−09 0.1610 −2.08e−09 6.75e−09 0.6976 −1.82e−09 1.71e−08 0.9298

HC 2.04e−11 1.04e−08 −1.81e−09 4.44e−09 −4.28e−10 5.18e−09

SHbR (20–60 s) MCI 3.37e−10 8.87e−09 0.8996 −8.35e−11 2.48e−09 0.0149 5.42e−10 9.60e−09 0.2607

HC 2.33e−10 7.89e−09 4.84e−10 2.46e−09 1.19e−10 4.00e−09

SHbO (60–70 s) MCI −3.14e−08 1.01e−07 0.0045 −3.04e−08 7.63e−08 0.0061 −2.70e−08 9.68e−08 0.0029

HC −6.23e−08 1.32e−07 −5.83e−08 1.27e−07 −5.13e−08 1.10e−07

SHbR (60–70 s) MCI −2.22e−08 7.17e−08 0.7094 −7.05e−09 1.71e−08 0.0014 −2.18e−08 6.91e−08 0.8339

HC −1.88e−08 5.78e−08 −1.40e−08 2.93e−08 −1.65e−08 4.36e−08

SHbO (0–Peak seconds) MCI 2.69e−08 7.96e−08 0.0859 1.37e−08 4.30e−08 0.9788 2.81e−08 7.13e−08 0.0008

HC 1.87e−08 5.08e−08 2.08e−08 3.32e−08 1.48e−08 3.07e−08

Peak time (seconds) MCI 1.41e+01 5.80e+00 0.0775 1.51e+01 5.85e+00 0.9238 1.47e+01 5.60e+00 0.2485

HC 1.50e+01 5.21e+00 1.52e+01 6.43e+00 1.52e+01 5.76e+00

Skewness MCI −1.36e−01 8.97e−01 0.0045 −6.57e−02 8.64e−01 0.0032 −3.61e−02 8.88e−01 0.0002

HC −4.06e−01 1.14e+00 −3.53e−01 1.17e+00 −3.43e−01 1.13e+00

Kurtosis MCI 2.48e+00 1.06e+00 0.9423 2.48e+00 1.07e+00 0.6990 2.52e+00 1.17e+00 0.3557

HC 2.67e+00 1.26e+00 2.44e+00 1.06e+00 2.43e+00 1.15e+00

N-back task and Biomarker 10 of Stroop task) was achieved by
using LDA, it is still considered low to be implemented for clinical
applications. As previously mentioned, these 15 biomarkers were
chosen based on the existing studies and our own experiences.
But, the low classification result using LDA necessitates a further
pursuit toward a reliable biomarker for MCI patients based on
the hemodynamic response. We therefore consider using the
whole or selected hemodynamic responses in combination with
a machine learning method, CNN.

CNN Classification of Hemodynamic
Responses
In this section, we investigate the CNN method for automatic
learning of the useful features from the hemodynamic responses
between MCI and HC. We regard that most of the valuable
features appearing in the digital biomarkers are already contained
in the non-linear feature form in the CNN model. As
demonstrated in Figure 7, the CNN classification results trained
by the concentration changes of the 1HbO of the N-back
task show approximately similar accuracies in the three brain
regions (i.e., whole PFC: 64.21%, right PFC: 72.46%, and middle

PFC 74.03%) except for the left PFC, which has the lowest
accuracy than other regions. The classification accuracies with
the Stroop task ranged from a minimum of 73.36% (right PFC)
to a maximum of 75.77% (left PFC). In the VFT case, the
middle PFC obtained a good classification accuracy (78.94%) in
comparison to the whole PFC, left PFC, and right PFC. The
classification accuracies were improved in comparison to the
LDA results obtained by the digital biomarkers. Even the best
accuracy in the case of CNN results trained by hemodynamic
response was nearly 80% (i.e., 78.94% in Figure 7C), the potential
to increase the accuracy still exists. To push the boundary
for a better classification accuracy, we employ the t-map and
the correlation map as biomarkers for classifying the MCI
patients from HC.

CNN Classification Results of Imaging
Biomarkers
The t-map and correlation map are widely used as an image
biomarker in the field of fMRI. Figure 8 shows the group
averaged t-maps of three mental tasks. The numbers shown in
Figure 8 represent the channel numbers on the PFC. The top
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TABLE 5 | Statistical data of VFT (based upon ROI channels).

Biomarkers Left PFC Middle PFC Right PFC

Avg. SD p-value Avg. SD p-value Avg. SD p-value

MHbO (5–65 s) MCI 9.54e−07 4.05e−06 0.7156 3.04e−06 3.04e−06 0.8332 1.34e−06 5.09e−06 0.6294

HC 1.09e−06 2.06e−06 1.04e−06 2.39e−06 1.43e−06 2.09e−06

MHbR (5–65 s) MCI 3.52e−07 9.62e−07 0.0032 1.55e−07 4.80e−07 0.0907 3.10e−07 8.44e−07 0.0000

HC 1.75e−07 3.74e−07 1.08e−07 2.45e−07 1.03e−07 2.39e−07

MHbO (5–25 s) MCI 9.27e−07 3.21e−06 0.8961 3.07e−06 3.07e−06 0.9405 1.29e−06 5.49e−06 0.6196

HC 1.20e−06 2.37e−06 1.21e−06 2.49e−06 1.39e−06 1.85e−06

MHbR (5–25 s) MCI 2.65e−07 1.38e−06 0.5851 2.23e−07 8.54e−07 0.2009 3.34e−07 1.82e−06 0.1186

HC 2.87e−07 7.17e−07 1.73e−07 3.87e−07 1.98e−07 5.84e−07

MHbO (0–Peak seconds) MCI 7.63e−07 2.59e−06 0.6852 2.63e−06 2.63e−06 0.7594 7.56e−07 4.85e−06 0.8759

HC 8.44e−07 1.78e−06 8.40e−07 1.86e−06 1.06e−06 1.53e−06

SHbO (5–15 s) MCI 6.80e−09 1.04e−07 0.6619 5.04e−08 5.04e−08 0.9667 1.93e−08 1.25e−07 0.0393

HC 9.12e−09 2.77e−08 1.12e−08 3.22e−08 7.43e−09 3.61e−08

SHbR (5–15 s) MCI 1.08e−08 5.56e−08 0.0347 3.82e−09 2.71e−08 0.2267 1.58e−09 1.09e−07 0.4574

HC 3.37e−09 2.98e−08 2.37e−09 1.33e−08 8.90e−10 1.30e−08

SHbO (20–60 s) MCI 8.45e−10 1.26e−08 0.0002 1.12e−08 1.12e−08 0.4277 −1.08e−10 2.02e−08 0.1714

HC −1.92e−09 7.42e−09 −1.70e−09 4.83e−09 −1.15e−09 6.04e−09

SHbR (20–60 s) MCI −1.42e−11 1.01e−08 0.0922 −5.89e−10 4.50e−09 0.1039 7.31e−10 1.47e−08 0.044

HC −9.76e−10 5.00e−09 −9.98e−10 2.24e−09 −8.23e−10 3.83e−09

SHbO (60–70 s) MCI −1.65e−08 7.67e−08 0.8321 1.12e−08 4.82e−08 0.429 −2.18e−08 9.44e−08 0.6000

HC −1.22e−08 3.45e−08 −6.72e−09 3.22e−08 −2.04e−08 4.50e−08

SHbR (60–70 s) MCI −1.75e−08 6.75e−08 0.9888 −2.68e−09 1.46e−08 0.1605 −1.01e−08 8.96e−08 0.8797

HC −7.53e−09 2.23e−08 −4.73e−09 1.42e−08 −3.83e−09 1.46e−08

SHbO (0–Peak seconds) MCI 2.41e−08 7.05e−08 0.1679 4.82e−08 3.55e−08 0.9989 4.05e−08 1.25e−07 0.0098

HC 2.02e−08 3.02e−08 2.34e−08 2.68e−08 2.44e−08 3.99e−08

Peak time (seconds) MCI 1.54e+01 5.55e+00 0.3332 5.68e+00 5.68e+00 0.0051 1.56e+01 5.20e+00 0.0624

HC 1.50e+01 5.44e+00 1.40e+01 5.73e+00 1.47e+01 5.66e+00

Skewness MCI −4.01e−02 6.38e−01 0.6858 6.97e−01 6.97e−01 0.9286 −7.38e−02 7.17e−01 0.2114

HC 3.08e−02 6.86e−01 −2.59e−02 7.78e−01 −1.47e−01 7.29e−01

Kurtosis MCI 2.29e+00 9.39e−01 0.3276 2.28e+00 1.08e+00 0.4949 2.29e+00 1.02e+00 0.2745

HC 2.36e+00 9.26e−01 2.28e+00 7.88e−01 2.25e+00 8.25e−01

three figures in Figure 8 (i.e., A–C) present the t-maps generated
by MCI group with the N-back task, Stroop task, and VFT,
respectively, and the lower three maps represent those of HC
(i.e., Figures 8D–F). The results reveal that the activated regions
between MCI patients and HC are different. Figure 9, portrays
the correlation maps of three mental tasks for MCI (Figures 9A–
C) and HC (Figures 9D–F). Finally, the CNN results trained by
t-map and correlation map are compared in Figure 10. All the
CNN results (accuracy) trained by both image biomarkers were
higher than 82.05%, except for the VFT task and t-map (71.59%).
Particularly, the CNN result trained by t-map with the N-back
task showed a highest accuracy of 90.62%.

DISCUSSION

In this paper, our goal is to propose the best biomarker for
diagnosing the MCI patients for clinical usage. For this, 15
digital biomarkers (5 means and 7 slopes of 1HbO/1HbR,
peak time, skewness, kurtosis), three PFC regions, and two
image biomarkers (t-map, correlation map) were investigated

for detecting neural degeneration in the MCI patients. This
study also aims at developing a novel method for diagnosing
the MCI patients from the elderly in their everyday environment
using fNIRS. To the best of the authors’ knowledge, this
is the first work for evaluating the digital biomarkers in
relation to MCI/AD with fNIRS. The obtained results can
become a reference for utilizing appropriate biomarkers for
neural information detection, and may provide a new tool
to diagnose MCI patients in a harmless, non-invasive and
portable manner.

(i) Statistical analysis and individual classification: In Figure 4
and Tables 3–8, the existence of differences of hemodynamic
responses between two groups (MCI, HC) is shown. Most
biomarkers in Tables 3–8 as well as the differences in HbOs
in Figure 4 reveal the existence. This is consistent with the
former studies (Katzorke et al., 2017; Vermeij et al., 2017; Yap
et al., 2017; Li R. et al., 2018). However, the LDA classification
accuracies based up the biomarkers shown in Figure 5 are too
low for clinical applications. That means that the statistical
analysis approach is not reliable for the detection of an MCI
patient clinically. Beyond the current method, a new method

Frontiers in Human Neuroscience | www.frontiersin.org 10 September 2019 | Volume 13 | Article 31773

https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-13-00317 September 5, 2019 Time: 17:48 # 11

Yang et al. Biomarkers Evaluation of MCI

TABLE 6 | Statistical data of N-back task (manually selected channels).

Biomarkers Left PFC Middle PFC Right PFC

Avg. SD p-value Avg. SD p-value Avg. SD p-value

MHbO (5–65 s) MCI 7.99e−07 6.54e−07 0.0827 6.44e−07 6.76e−07 0.0108 7.78e−07 5.65e−07 0.5999

HC 1.05e−06 6.93e−07 9.70e−07 7.08e−07 8.35e−07 6.62e−07

MHbO (5–25 s) MCI 9.23e−07 6.23e−07 0.7490 8.25e−07 7.61e−07 0.2285 8.16e−07 5.81e−07 0.0047

HC 1.03e−06 9.00e−07 7.03e−07 9.99e−07 4.85e−07 8.46e−07

MHbO (0–Peak seconds) MCI 6.62e−07 4.92e−07 0.9820 8.25e−07 5.20e−07 0.1477 4.94e−07 4.81e−07 0.0056

HC 6.65e−07 7.56e−07 3.64e−07 8.60e−07 2.00e−07 6.65e−07

SHbO (5–15 s) MCI 5.94e−09 8.40e−09 0.0025 8.59e−09 1.20e−08 0.5788 1.06e−08 1.33e−08 0.7049

HC 1.24e−08 1.04e−08 9.79e−09 1.15e−08 9.71e−09 1.29e−08

SHbO (20–60 s) MCI −2.45e−09 2.58e−09 0.4853 −2.52e−09 3.58e−09 0.0002 −2.49e−09 3.82e−09 0.0002

HC −2.48e−09 4.16e−09 3.22e−10 4.40e−09 3.00e−10 4.41e−09

SHbO (60–70 s) MCI −6.43e−09 1.41e−08 0.0128 −8.51e−09 1.75e−08 0.0040 −7.55e−09 1.46e−08 0.7138

HC −1.58e−08 1.90e−08 −1.83e−08 1.91e−08 −5.36e−09 2.86e−08

SHbO (0–Peak seconds) MCI 1.28e−08 1.09e−08 0.7124 1.29e−08 9.43e−09 0.4330 1.29e−08 8.34e−09 0.1379

HC 1.20e−08 8.63e−09 1.15e−08 9.47e−09 1.04e−08 1.01e−08

Peak time (seconds) MCI 1.65e+01 5.07e+00 0.1711 1.62e+01 4.90e+00 0.5788 1.61e+01 5.16e+00 0.2327

HC 1.79e+01 4.83e+00 1.66e+01 5.36e+00 1.72e+01 5.03e+00

Skewness MCI −8.92e−02 6.39e−01 0.6745 −9.64e−02 6.60e−01 0.1374 −7.30e−02 6.90e−01 0.0067

HC −3.88e−02 4.93e−01 −2.95e−01 7.98e−01 −4.37e−01 7.91e−01

Kurtosis MCI 2.28e+00 9.35e−01 0.3903 2.26e+00 1.05e+00 0.0121 2.32e+00 8.19e−01 0.7654

HC 2.46e+00 9.53e−01 2.73e+00 9.78e−01 2.44e+00 1.06e+00

TABLE 7 | Statistical data of Stroop task (manually selected channels).

Biomarkers Left PFC Middle PFC Right PFC

Avg. SD p-value Avg. SD p-value Avg. SD p-value

MHbO (5–65 s) MCI 1.40e−06 1.33e−06 0.0129 1.60e−06 1.39e−06 0.6469 1.68e−06 1.23e−06 0.5993

HC 2.27e−06 1.29e−06 1.75e−06 1.44e−06 1.52e−06 1.24e−06

MHbO (5–25 s) MCI 1.27e−06 8.05e−07 0.9999 2.00e−06 1.50e−06 0.7069 2.10e−06 1.29e−06 0.2326

HC 2.47e−06 1.42e−06 2.13e−06 1.48e−06 1.76e−06 1.10e−06

MHbO (0–Peak seconds) MCI 9.21e−07 6.42e−07 0.0009 1.42e−06 1.04e−06 0.7069 1.46e−06 9.74e−07 0.2140

HC 1.67e−06 1.01e−06 1.51e−06 1.08e−06 1.20e−06 8.01e−07

SHbO (5–15 s) MCI 1.27e−08 1.38e−08 0.0555 2.13e−08 1.85e−08 0.9113 1.97e−08 1.75e−08 0.3121

HC 1.99e−08 1.47e−08 2.09e−08 1.53e−08 1.81e−08 1.22e−08

SHbO (20–60 s) MCI −9.36e−10 4.49e−09 0.3268 −3.66e−09 3.27e−09 0.1450 −3.00e−09 3.49e−09 0.9623

HC 7.47e−11 3.22e−09 −2.64e−09 2.50e−09 −1.81e−09 2.25e−09

SHbO (60–70 s) MCI −8.95e−09 2.01e−08 0.0000 −2.19e−08 3.76e−08 0.0471 −1.17e−08 1.82e−08 0.0001

HC −3.98e−08 1.74e−08 −3.27e−08 2.05e−08 −3.43e−08 2.62e−08

SHbO (0–Peak seconds) MCI 1.53e−08 9.22e−09 0.9999 2.26e−08 1.57e−08 0.8587 2.67e−08 1.83e−08 0.2631

HC 3.29e−08 2.12e−08 2.78e−08 2.34e−08 2.23e−08 1.43e−08

Peak time (seconds) MCI 1.82e+01 6.33e+00 0.0104 1.71e+01 4.07e+00 0.6153 1.68e+01 5.41e+00 0.9528

HC 1.50e+01 3.67e+00 1.76e+01 5.51e+00 1.68e+01 4.61e+00

Skewness MCI −4.56e−01 7.31e−01 0.3755 −1.09e−01 9.53e−01 0.1087 −2.62e−01 9.96e−01 0.7460

HC −2.90e−01 7.03e−01 −4.49e−01 8.28e−01 −3.34e−01 9.03e−01

Kurtosis MCI 3.00e+00 1.32e+00 0.6991 2.53e+00 9.36e−01 0.6885 2.61e+00 1.11e+00 0.6029

HC 3.14e+00 1.50e+00 2.63e+00 1.23e+00 2.47e+00 1.32e+00

of using the averaged hemodynamic responses of MCI patients
and HC should be investigated, for instance, adaptive estimation
algorithms (Iqbal et al., 2018; Nguyen et al., 2018; Yazdani et al.,
2018; Yi et al., 2018) or advanced signal processing (Chen et al.,
2018; Hong et al., 2018a).

(ii) Better results in local PFCs: In the literature, Goh and
Park (2009) proposed the scaffolding theory for aging and
cognition. Similar results (Cabeza et al., 2002; Katzorke et al.,
2018) also verified that a neural compensatory mechanism exists
and an additional neural passageway is recruited to support the
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TABLE 8 | Statistical data of VFT (manually selected channels).

Biomarkers Left PFC Middle PFC Right PFC

Avg. SD p-value Avg. SD p-value Avg. SD p-value

MHbO (5–65 s) MCI 1.56e−06 9.50e−07 0.0371 1.60e−06 1.39e−06 0.6469 1.24e−06 7.60e−07 1.0000

HC 2.12e−06 1.06e−06 1.75e−06 1.44e−06 2.21e−06 1.59e−06

MHbO (5–25 s) MCI 1.09e−06 1.26e−06 0.0004 2.00e−06 1.50e−06 0.7069 1.18e−06 9.32e−07 0.9934

HC 2.29e−06 1.23e−06 2.13e−06 1.48e−06 1.82e−06 1.62e−06

MHbO (0–Peak seconds) MCI 7.33e−07 8.93e−07 0.0001 1.42e−06 1.04e−06 0.7069 6.98e−07 5.18e−07 0.9993

HC 1.79e−06 9.83e−07 1.51e−06 1.08e−06 1.24e−06 1.11e−06

SHbO (5–15 s) MCI 8.50e−09 1.99e−08 0.2225 2.13e−08 1.85e−08 0.9113 1.97e−08 2.29e−08 0.8179

HC 1.41e−08 1.42e−08 2.09e−08 1.53e−08 1.84e−08 2.74e−08

SHbO (20–60 s) MCI −7.78e−10 5.29e−09 0.1965 −3.66e−09 3.27e−09 0.1450 −3.39e−09 7.52e−09 0.9903

HC −2.42e−09 4.26e−09 −2.64e−09 2.50e−09 −9.40e−11 5.40e−09

SHbO (60–70 s) MCI −4.39e−09 2.14e−08 0.0597 −2.19e−08 3.76e−08 0.0471 −6.18e−09 1.40e−08 0.0126

HC −1.37e−08 1.49e−08 −3.27e−08 2.05e−08 −1.45e−08 1.73e−08

SHbO (0–Peak seconds) MCI 1.26e−08 1.46e−08 0.0110 2.26e−08 1.57e−08 0.8587 1.46e−08 1.91e−08 0.0145

HC 2.34e−08 1.74e−08 2.78e−08 2.34e−08 2.55e−08 2.30e−08

Peak time (seconds) MCI 1.84E+01 4.47E+00 0.9834 1.71E+01 4.07E+00 0.6153 1.71E+01 4.07E+00 0.4011

HC 1.84E+01 3.76E+00 1.76E+01 5.51E+00 1.76E+01 5.51E+00

Skewness MCI −6.96e−02 5.60e−01 0.7028 −1.09e−01 9.53e−01 0.1087 1.55e−02 4.91e−01 0.0409

HC −1.22e−01 4.90e−01 −4.49e−01 8.28e−01 −2.31e−01 6.38e−01

Kurtosis MCI 2.12E+00 6.62e−01 0.9957 2.53E+00 9.36e−01 0.6885 1.90E+00 1.04E+00 0.9623

HC 2.75E+00 1.05E+00 2.63E+00 1.23E+00 2.25E+00 7.70e−01

FIGURE 5 | Panels (A–C) are the LDA classification results of 15 digital biomarkers based upon ROI channels with N-back, Stroop, and VFT task, respectively.

FIGURE 6 | Panels (A–C) are the LDA classification results of 10 digital biomarkers based upon manually selected ROI channels with N-back, Stroop, and VFT task,
respectively.
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FIGURE 7 | Classification results by CNN (repeated six times) using the HbO data in the ROI.

FIGURE 8 | Comparison of average t-maps between MCI and HC for three mental tasks: (A) N-back MCI, (B) Stroop MCI, (C) VFT MCI, (D) N-back HC, (E) Stroop
HC, and (F) VFT HC.

declining brain function if it becomes inefficient. Similar with this
compensation theory, the 1HbO of HC in the left PFC (shown
in Figure 3) appeared higher than that of MCI, but this was not
obvious in the right and middle PFCs. This result is consistent
with the work of Reuter-Lorenz et al. (2000), which claims that
the contralateral right PFC of the patients with MCI can increase
recruitment of both working memory and episodic encoding.
Also, the higher classification result when using the middle PFC,
as seen in Figure 7, indicates that the middle brain activity got
decreased in the MCI patients. This may coincide with the fact
that the gray matter in the middle PFC gets reduced during the
process of aging (Minkova et al., 2017).

(iii) ROI strategy: Two strategies for selecting the signals
for analysis were evaluated; t-value based selection and manual
selection by visual examination. The t-value based ROI selection
is widely employed in the bio-signal processing areas (Plichta
et al., 2006), since it has the advantage of being convenient and
consumes lesser time. However, in this study, we found that
the automatic ROI selection with t > tcrit included many data
with high noise oscillations. As revealed in Figures 5, 6 and
Tables 3–8, the results obtained by using the manually selected
active channels showed a better performance than the automatic

ROI selection. It reveals that the channel selection is very sensitive
to the final result because the poor performance could be caused
by the wrong selection of ROI channels algorithmically. In light
of the above-mentioned advantage, the automatic ROI selection
would be convenient when analyzing a big data set.

(iv) Mental tasks: Three mental tasks (N-back, Stroop, VFT)
were employed to classify the MCI patients from HC. Based
on the hemodynamic response of 1HbO, the statistical digital
biomarkers analysis, and digital/image biomarkers classification,
the N-back task showed a robust and stable performance in
contrast to the Stroop task and VFT. Especially, the CNN
result using the t-map data obtained the accuracy over 90% by
performing the N-back task. This might be an indication that
the memory-related neural degeneration is more apparent in the
MCI patients when compared with the other mental functions. It
will be interesting to apply another deep learning technique such
as the recurrent neural network (RNN) (Sanchez et al., 2017; Li
X. F. et al., 2018; Liu, 2018).

A number of different time intervals were evaluated in line
with the statistical digital biomarkers in this study. As shown
in Figures 5, 6 and Tables 3–8, the significant results (i.e.,
accuracy > 60% or p-value < 0.05) occurred randomly. It was
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FIGURE 9 | Comparison of the correlation maps between MCI and HC for three mental tasks: (A) N-back MCI, (B) Stroop MCI, (C) VFT MCI, (D) N-back HC,
(E) Stroop HC, and (F) VFT HC (the color bar in the right shows the correlation coefficient from –1 to 1).

FIGURE 10 | Classification results of t-maps and correlation maps by CNN (repeated six times) for three mental tasks.

difficult to conclude the best time interval for MCI detection.
In addition, most of the studies (as listed in Table 1) prefer
to conduct the statistical analysis using the entire task period
between the groups of MCI and HC. However, as per the
obtained results, the biomarkers were not consistent to make a
satisfactory classification result. Therefore, the statistical analysis
is not recommended to detect the early stage of AD. Therefore, as

shown in Figure 9, the combined technique (deep learning and an
imaging biomarker) shows a promising advantage for detecting
the MCI patients from HC in the fNIRS field.

Since the present study accessed a relatively small number of
MCI patients, no attempt was made to exclude patients based on
other criteria. To substantiate the findings, research with a larger
sample size would help ensuring that participants with secondary
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comorbidities can be excluded. In addition, a study with more
participants will allow assessing separately, participants with
different subtypes of MCI. In this study, we considered only the
prefrontal lobes for our investigation, as PFC is widely (>90%)
used for diagnosing MCI in the fNIRS area. Another issue for
improvement can be found from the used headset. NIRSIT has a
specific channel configuration for the PFC. It cannot be used over
the entire brain. Meanwhile, several former studies claimed that
MCI patients have a reduced activation in the hippocampus and
PFC (Johnson et al., 2006; Dannhauser et al., 2008). A broader
brain region than the PFC might give the better opportunity for
examining more effective biomarkers. In the future, the whole
brain with a hybrid technique including EEG and fNIRS (Khan
et al., 2014, 2018; Hong et al., 2018b) with a greater number of
subjects will be pursued hoping that more effective and reliable
biomarkers for diagnosing the early stage of AD are disclosed.

CONCLUSION

For the purpose of diagnosing MCI patients using fNIRS, we
investigated three approaches (statistical analysis, LDA, CNN) in
classifying the measured fNIRS signals. Fifteen digital biomarkers
(i.e., 5 means and 7 slopes of 1HbO/1HbR, peak time, skewness,
kurtosis) in combination of LDA and two image biomarkers (t-
map, correlation map) in combination with CNN were analyzed.
It appears that the classical statistical analysis method is not
reliable for clinical application, because the biomarkers (p < 0.05)
that provided good LDA classification results (> 60%) were not
consistent throughout the trials. However, the CNN classification
result using the t-map input data provided the best classification
accuracy (90.62%) between MCI and HC. Secondly, the local
analyses in the PFC (left PFC, or middle PFC, or right PFC)
provided better classification accuracies than examining the
entire PFC. This leads to the conclusion that the task-related
brain activity in the PFC may be localized per person, and
the use of a few channels of fNIRS may be acceptable for

MCI diagnosis. Finally, the N-back task presented a robust and
accurate performance than the Stroop or VF tasks when the
image biomarkers with CNN were analyzed.
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With the legalization of recreational cannabis (CB) the characterization of how it
may impact brain chemistry is essential. Magnetic resonance spectroscopy (MRS)
was used to examine neurometabolite concentrations in the dorsal anterior cingulate
(dACC) in chronic CB users (N = 26; 10 females) and controls (N = 24; 10
females). The concentrations of glutamate (Glu), total creatine (tCr), choline (Cho),
total N-acetylaspartate (tNAA), and myo-inositol (mI) were estimated using LCModel.
The ANCOVAs failed to show significant differences between controls and CB
users. Regression analyses were then performed on the CB group to model each
neurometabolite to determine its relationship to monthly CB use, sex, the interaction
between CB use and sex. tCr was found to be predicted by both monthly CB use and
sex. While the regression model was not significant the relationship between monthly CB
use and Glu appears to be modulated by sex with the effect of monthly use (dose) being
stronger in males. tNAA failed to show an effect of CB use but did reveal an effect of sex
with females showing larger tNAA levels. Although the results presented are preliminary
due to the small sample size they do guide future research. The results presented
provide direction for further studies as they suggest that dose may significantly influence
the observance of CB effects and that those effects may be modulated by sex. Studies
with significantly larger sample sizes designed specifically to examine individuals with
varying usage as well as sex effects are necessary.

Keywords: cannabis, magnetic resonance spectroscopy, creatine, glutamate, anterior cingualte cortex

INTRODUCTION

The use of cannabis (CB) has increased over the past decade in the United States, and past-year
prevalence of CB use exceeds 10% (Grucza et al., 2016) with few users seeking treatment (Brown
et al., 2003). However, delta-9-tetrahydrocannabinol (THC), the compound responsible for the
psychoactive effects of CB, has been found to alter neurochemistry (Sneider et al., 2013; Colizzi et al.,
2016) which may interact with the development of psychiatric disorders such as schizophrenia and
depression (Auer et al., 2012; Egerton and Stone, 2012). In terms of the impact on neurochemistry,
the few studies using magnetic resonance spectroscopy (MRS) to measure neurometabolites in
humans have reported CB related modulations in glutamate (Glu), creatine (Cr), N-acetylaspartate
(NAA), myo-Inositol (mI) and choline (Cho) (Sneider et al., 2013).
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CB use impacts an array of neurochemicals with human
studies reporting that CB exposure interacts with NAA, Cr, mI
and Cho in addition to Glu (Cowan et al., 2009; Sneider et al.,
2013; Bitter et al., 2014). For example, in a review Sneider et al.
(2013) found that CB users had lower NAA (found in 6 out of 8
studies) than did controls. They also reported that frequency or
duration of CB use was associated with lower levels of NAA, Cho
and mI. NAA is an indicator of neuronal health (Chawla et al.,
2014); therefore, the lower levels of NAA suggest that CB use
may have a toxic effect on neurons. Additionally, Hermann et al.
(2007) found that recreational male CB users had lower NAA/tCr
than control non-users and Yücel et al. (2016) found lower levels
of NAA in the hippocampus in CB users. It should be noted
that the reports reviewed measured NAA from different brain
regions and often reported NAA as a ratio making replication
studies important.

As mentioned, CB use, particularly heavy use, has been linked
to psychiatric disorders (Moore et al., 2007; Lev-Ran et al.,
2014). A meta- analysis of longitudinal studies examining the
relationship between CB use and depression found a moderate
association between heavy CB use (defined as at least weekly
use) and increased risk of developing depression (Lev-Ran et al.,
2014). Additionally, a recent study using genome-wide data
from the International Cannabis Consortium and the Psychiatric
Genomics Consortium (Gage et al., 2017) found a small causal
effect of CB use on the development of schizophrenia and a
large effect of the reverse – schizophrenia risk predicts CB
use. Regardless of the direction of causation, there is a clear
relationship between CB use and psychosis.

Neurochemistry may be the key to understanding the
relationship between CB use and psychiatric disorders. In a recent
review it was found that NAA, Glu and Cr were systematically
found to be altered in psychosis patients (Li et al., 2018).
Creatine which plays a role in regulating energy metabolism
as a neuromodulator has been linked to psychiatric disorders
including schizophrenia (Volz et al., 1998; Allen, 2012) and
mood disorders (depression and anxiety) (Agren and Niklasson,
1988; Coplan et al., 2006; Mirza et al., 2006; Allen, 2012). NAA
is linked to neuronal integrity and mitochondrial dysfunction
(Moffett et al., 2007; Larabi et al., 2017). Li et al. (2018) also
found in their review that NAA appears to be downregulated in
psychosis which they argue is consistent with studies suggesting
myelination abnormalities in psychosis (Flynn et al., 2003;
Mighdoll et al., 2015). Finally, Glu is the most abundant
excitatory neurotransmitter in the brain and has also been linked
to psychiatric disorders. For example, a recent study found
that ACC Glu levels were higher in symptomatic compared to
remitted schizophrenia patients (Egerton and Stone, 2012) while
reductions in Glu were found in the ACC of patients with major
depression (Auer et al., 2012). In a recent study by Rigucci et al.
(2018) examining prefrontal Glu in early psychosis patients who
use CB and non-CB users found that Glu was lower in early
psychosis users compared to both controls and early psychosis
non-users but there were no differences between the non-user
early psychosis group and controls. However, a greater decline in
Glu with age was found in the early psychosis users compared to
the two non-user groups suggesting that CB use may interact with

disease progression. In sum, given that CB use has been found
previously to be correlated with changes in NAA, Cr and Glu
levels and these same neurochemicals are linked to psychiatric
disorders, disorders that have also been associated with CB use, it
is important to further explore these relationships.

The primary aim of the current study was to examine the
relationship between chronic CB use and neurochemistry in
humans using MRS. The target of investigation was the dorsal
anterior cingulate (dACC) cortex. The ACC has also been found
to have high CB1 receptor density (Glass et al., 1997; Tsou et al.,
1998) suggesting that CB is likely to have an impact on the
processing and neurochemistry of the region. It should also be
noted that the ACC is a heterogeneous region with a number of
subregions that have different cytoarchitecture and connectivity
patterns. The current study focuses on the dACC which has
been linked to inhibitory control processes and has been shown
previously to have Glu concentration differences in CB users
(Prescot et al., 2011, 2013). Additionally, because the region has
been examined previously it allows for extension and replication
of previous studies.

Differential effects of CB use as a function of sex have been
reported previously in humans as well as in animal models
(Calakos et al., 2017). For example, male CB users exhibit
higher circulating levels of delta9-tetrahydrocannabinol (THC),
the psychoactive component of CB (Jones et al., 2013); show
larger cardiovascular and subjective effects than female users
(Leatherdale et al., 2007); display more withdrawal symptoms;
and are less likely to be CB-only users (Hasin et al., 2008).
Preclinical studies in rats have found that males are more
sensitive to the hyperphagic and hypophagic effects of the CB1
receptor agonists and antagonists, respectively (Diaz et al., 2009)
and to their hypothermic and hyperthermic effects (Farhang
et al., 2009); females show greater catalepsy, antinociception and
locomotor effects (Tseng and Craft, 2004); and decreases in both
exploratory behavior and emotionality/anxiety levels (Biscaia
et al., 2003). The previous research strongly suggests that females
are different from males in their response to cannabinoids.
However, there are very few studies examining neurochemical
sex differences in humans. Those few studies that examine effects
of sex show sex differences. For example, a study examining sex
differences in CB users as a secondary aim found that female
users had higher levels of mI and lower levels of Glu+ glutamine
(Glx) in the dorsal striatum than control females, while male
users failed to show any effect (Muetzel et al., 2013). Also, Wiers
et al. (2016) using PET found that frontal dopamine signaling
is impaired in female CB users but not males. A secondary
analysis performed in the current study was designed to examine
the interaction between sex and CB use on neurochemistry. It
was predicted that CB use has a greater impact on female users
than male users.

It should be noted that differences in neurochemistry between
CB users and non-users in humans have not been consistently
observed (Cousijn et al., 2018). For example, in the Sneider et al.
(2013) review two of the 8 studies failed to show an effect of
CB use on NAA. There are a number of potential explanations
for the discrepant findings including that the effects of CB use
may be dependent upon age of participants, duration of use, and
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brain region examined. An additional explanation for discrepant
findings is the variation in the definition of chronic CB use.
Currently there is no consistency across studies regarding the CB
use criterion within the chronic CB user group [e.g., 10 uses in
past 12 months (Wright et al., 2016) to 5 times a week in the
past 12 months (Muetzel et al., 2013)]. In the current study we
examined whether CB dosage, defined here as monthly instances
of use, predicts neurometabolite levels and hypothesized that
higher CB use will be correlated with neurometabolite levels.

MATERIALS AND METHODS

Participants
A total of 69 current users and non-users participated in the
study. Subjects were recruited by local advertisements. After
detailed description of the study, written and verbal informed
consent was obtained from each participant. Subjects were
asked to refrain from alcohol or CB use the day prior to
the MRI scan. This study was carried out in accordance with
the recommendations of and approved by Indiana University’s
Institutional Review Board for the protection of human subjects.
All subjects gave written informed consent in accordance with the
Declaration of Helsinki.

The exclusion criteria include: younger than 18 years or older
than 40; presence of any neurological disorder; history of head
trauma with loss of consciousness greater than 10 min; learning
disability; diagnosed psychological disorders including major
depression, panic disorder, or psychosis; use of illicit drugs (other
than CB); alcohol dependence; and contraindication to MRI. For
the CB user group an additional exclusion criteria was CB use less
than one instance per week.

Participants completed a battery of assessments including
the Structured Clinical Interview for DSM-IV-TR (SCID-IV-
TR), Research Version (First et al., 2002); a written drug use
questionnaire; a 6-month time line follow back assessment to
estimate current and past use of CB and alcohol; the short
Michigan alcohol screening test (SMAST); Fagerstrom Test for
Nicotine Dependence (FTND); and the Wechsler Abbreviated
Scale of Intelligence (WASI; Wechsler, 1999). The control
subjects had no history of substance dependence, a negative urine
screen for CB and other substances, and no use of CB in the past
3 months. Groups did not significantly differ in age, IQ score,
sex, days since last alcohol use at the time of screening, or drinks
per week (p > 0.1). Additionally, when examining just the CB
group, there were no sex differences in age, age of CB use onset,
monthly CB use, or lifetime CB use (p > 0.1); females were similar
to males. CB use disorder was not a requirement for the CB
user group.1

1Based on the SCID 10 of the CB users failed to meet criteria for CUD. In order
to meet criteria for diagnosis for abuse/dependence participants had to endorse
impairment and/or withdrawal symptoms from use. Given that no collateral
reports were obtained and that participants often deny or lack insight about
potential impairment we argue for the use of amount of use versus diagnostic
categorization. Additionally, when comparing the 2 groups of users – those with
and without CUD diagnosis – there were no significant or marginally significant
group differences for any of the measures with the exception of age of CB initiation
(M = 17 for non-CUD; M = 15 for CUD).

MRI Acquisition
Image acquisition was performed on a 3T Siemens Tim-Trio
MRI scanner. Foam pads were used to minimize head motion
for all participants. High-resolution T1-weighted anatomical
images were acquired in the sagittal plane using an MP-RAGE
sequence (TR = 1.8 s; TE = 2. 67 ms; inversion time = 0.9 s;
flip angle 9◦; imaging matrix = 256 × 256; 192 slices; voxel
size = 1 × 1 × 1 mm3). MRS was performed using a single-voxel
PRESS sequence (TR/TE = 2000/30 ms, bandwidth = 2000 Hz,
2048 data points, 120 averages, scan time = 4 min), followed
by a water reference scan (8 averages). Each voxel measurement
began with the FASTMAP shimming method twice (Gruetter,
1993; Gruetter and Tkác, 2000). FASTMAP is a pulse sequence
that samples the magnetic field along a group of radial columns
and then adjusts the first order and second order shims. Each run
of FASTMAP is one iteration. Manual shimming was performed
only if FASTMAP did not give a good shimming result. The full
width at half maximum (FWHM) of the linewidths of the water
peak was all below 14 Hz after these procedures. All scans were
visually checked to ensure acceptable MRI quality.

Voxel Placement
The MR spectroscopy voxel was positioned in the dACC using
the T1-weighted image. The voxel was positioned in the following
way: locate the mid-slice of the corpus callosum on the sagittal
slice, then place the voxel directly above the superior and
posterior genu of the corpus callosum with the long axis aligned
with them (see Figure 1). The voxel size was 15× 20× 25 mm3.

MRS Analysis
The MRS data were processed with LCModel (version 6.2-0R)2

using default settings for water attenuation, estimated water
concentration and baseline modeling. LCModel was used to fit
each spectrum as a weighted linear combination of a basis set of
in vitro spectra from individual metabolite solutions. The basis set
was provided by LCModel for TE 30 ms and 123 MHz. The water
reference signal was used for eddy current correction and scaling
the metabolite concentrations. The concentrations of glutamate
(Glu), total creatine (tCr), choline (Cho), total N-acetylaspartate
(tNAA) and myo-inositol (mI) were expressed in institutional
units. LCModel also reports an estimated relative standard
deviation (%SD) for each fitted component, which is equivalent to
the Crame’r-Rao lower bounds (CRLB). Subjects were excluded
if the sum of CRLB values of creatine and phosphocreatine
was greater than 17%. This threshold was chosen based on the
visual check of spectrum quality. It is stricter than that used
in the previous literature, which was normally set to 20% for
any individual metabolite. As a matter of fact, the CRLB values
were all smaller than 20% for Glu and other metabolites for the
remaining subjects in our study.

The neurometabolite concentrations were normalized using a
method described by Gussew et al. (2012). This method controls
for MRS signal differences in tissue composition within the
measured voxel across subjects. The high-resolution structural
scan acquired to position the voxel during data acquisition was

2http://www.s-provencher.com/
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FIGURE 1 | An example of the location of the voxel for Magnetic resonance spectroscopy (MRS) in the dorsal anterior cingulate along with the resultant spectrum
processed by LCModel. The fitted spectrum (red) is superimposed on the original spectrum (black); the residual of fitting is on the top while the baseline is at the
bottom. The linewidth is 0.033 ppm.

used to determine the tissue composition. The T1-weighted
image was segmented for gray matter, white matter, and CSF
with SPM123. The corresponding fraction of tissue volumes
in the MRS voxel was calculated and used to correct for
neurometabolite concentration with respect to heterogeneous
tissue compositions according to equation 2 in the paper by
Gussew et al. (2012). Additional parameters for the correction
included the T1 and T2 relaxation time of water in GM
(1.82/0.10 s), WM (1.08/0.07 s), and CSF (4.16/0.50 s) (Lin
et al., 2001; Stanisz et al., 2005; Piechnik et al., 2009), relative
water contents in GM (0.78), WM (0.65) and CSF (1.0) (Ernst
et al., 1993), and T1 and T2 of Glu in the GM (1.27/0.16 s)
and WM (1.17/0.17) (Ernst et al., 1993; Mlynárik et al., 2001),
respectively. Thus, corrected metabolite concentrations are given
in institutional units. Because tCr was found to be predicted
by CB use we did not normalize other metabolites to tCr. An
analysis examining the ratio of neurometabolites with tCr was
performed to make comparisons with previous studies easier.
Those results can be found in the Supplementary Table S7 and
Supplementary Figure S2.

Statistical Analyses
A correlation analysis was performed to explore the relationship
between measures. Secondly, a 2 (group) by 2 (sex) ANOVA
was performed on each MRS measure to examine group and
sex effects. Finally, a two-step multiple regression analysis was
performed with only the CB users to determine the impact of

3http://www.fil.ion.ucl.ac.uk/spm/software/spm12/

monthly use on metabolite measures. In the first step monthly
use, and sex were entered into the model. In the second step
the interaction between sex and monthly CB use was included
(an analysis with alcohol and nicotine use measures entered in the
model can be found in the Supplementary Material). Analyses
were performed using SAS version 9.4. Multiple comparison
correction was performed using Bonferroni correction. For
the model statistics an alpha of 0.025 (0.05/2) and for the
parameter estimates an alpha of 0.05/#of predictors were used to
determine significance.

RESULTS

Of the 69 participants, six were removed due to a history of
alcohol use disorder, 4 were removed due to an axis I psychiatric
disorder, 2 due to insufficient CB use, 5 due to noisy MRS data,
and 2 due to neurological disorders. Data from fifty participants
were included in the final analyses – twenty-six current (CB) users
and 24 healthy non-user controls (see Table 1).

Voxel Tissue Composition
The majority of the MRS voxel was composed of gray matter
in both groups. An independent samples t-test was performed
and the gray matter concentration did not differ between groups
(p = 0.75; control group 89% gray matter; user group 85%
gray matter). White matter concentration was found to be
different between groups with the user group having a larger
concentration of white matter (p = 0.04). The tissue fractions
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were then used to correct for the concentrations as indicated by
Gussew et al. (2012). The analysis was also performed with the
ratio of GM/WM included as a covariate (see Supplementary
Table S8).

Data Quality
The FWHM and S/R from the LCModel Miscellaneous Output
are measures of the linewidth and signal-to-noise ratio (SNR)
of the in vivo spectra. Independent samples t-tests were used to
examine measures of data quality. No differences were found
between the user and control groups in linewidth (p = 0.44;
control: 0.0347 ± 0.0042; CB: 0.0335 ± 0.006) or SNR (p = 0.63;
control: 63.8± 10.1; CB: 62.6± 7.5).

Correlation Analyses
The correlation results are shown in Tables 2, 3. As shown, the CB
user group shows significant positive correlations between tNAA
and tCr, Glu and mI while the control group does not show such
significant correlations between those metabolites. Additionally,
in the CB user group there is a negative correlation between
monthly CB use and drinks per week such that those who drink
more use CB less.

TCr
The ANOVA failed to show an effect of group or sex
(F < 1); additionally the interaction was also not significant
[F(1,49) = 1.87, p = 0.18]. Both regression models were significant
(see Table 4 and Figure 2). CB monthly use significantly
predicted tCr levels in both the model with and without
the interaction term. Sex was marginally significant in the
model without the interaction term but significant in the
model with the term.

TABLE 1 | Demographics.

Controls CB Users

N 24 26

#Males 10 10

Age 21.5 ± 2.3 21.4 ± 4.5

(18−26 years) (18−39 years)

Age of CB initiation n/a 16.4 ± 2.5 years

Average monthly CB use 33.1 ± 27.2 instances/month∗

0 19.7 ± 9.1 days/month∗

Lifetime CB use (instances) 1 ± 2.7 1442.1 ± 2115.5∗

Average days since last CB
use (prior to scan)

n/a 1 ± 1.8 days

Average days since last
alcohol use (prior to scan)

138.9 ± 403.2 22.2 ± 59.4

Average drinks per week 2.2 ± 2.9 3.3 ± 3.2

FNTD 0 ± 0 0.77 ± 0.27

% have used nicotine in
month prior to scan

4% 19%

WASI 113.7 ± 11.1 110.7 ± 9.2

∗ indicates significant difference between CB users and controls, based on 2-tailed
t-test.

Glu
The ANOVA failed to show an effect of group or sex
(F < 1); additionally the interaction was also not significant
[F(1,49) = 2.53, p = 0.12]. Both regression failed to reach
significance (see Table 5 and Figure 2). When examining
each predictor variable the parameter estimate for monthly use
appears to be modulated by the introduction of the interaction
term to the model (although the factor is not significant when
corrected for multiple comparisons) suggesting that the effect of
monthly CB use is different for males and females. However, these
results should be interpreted with great caution given the small
sample size and small effect size.

tNAA
The ANOVA failed to show an effect of group or an interaction
between group and sex (F < 1). However, there was a significant
effect of sex [F(1,49) = 7.44, p = 0.009]; females had a higher
level of tNAA than did males. Neither regression model was
significant (see Supplementary Table S5, Supplementary Figure
S1, and Figure 2). When examining the predictor variables sex
approached significance.

mI
The ANOVA failed to show an effect of group or sex
(F < 1); additionally the interaction was also not significant
[F(1,49) = 2.7, p = 0.11]. Neither regression model was significant
(see Supplementary Tables S1, S4, Supplementary Figure S1,
and Figure 2).

TABLE 2 | Correlation analysis for control group.

CBmonth Drinks FNTD tCr Glu tNAA mI Cho

CBmonth . . . . . . . .

drinks 1 . 0.24 0.04 −0.17 0.14 0.04

FNTD . . . . .

tCr 1 0.02 0.18 0.45 0.39

Glu 1 −0.3 0.14 −0.3

tNAA 1 0.04 0.09

mI 1 0.55

Cho 1

Bolded values indicate statistical significance.

TABLE 3 | Correlation analysis for CB user group.

CBmonth Drinks FNTD tCr Glu tNAA mI Cho

CBmonth 1 −0.55 −0.26 0.47 0.25 0.34 0.28 0.09

drinks 1 −0.17 −0.12 −0.23 0.02 −0.13 −0.16

FNTD 1 −0.21 −0.04 −0.36 0.16 −0.005

tCr 1 0.38 0.66 0.4 0.29

Glu 1 0.46 0.49 −0.09

tNAA 1 0.61 0.22

mI 1 0.38

Cho 1

Bolded values indicate statistical significance.
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TABLE 4 | Regression analysis with tCr as the dependent variable for the CB users only.

Variable DF Parameter Standard t Pr > |t| Standardized Variance 95% Confidence
estimate error estimate inflation limits

Without interaction term: F(2,26) = 7.16, p = 0.0036, R2 = 0.37, Bayes Factor = 6.58

Sex 1 −0.16 0.072 −2.32 0.029 −0.38 1.01 −0.32 −0.018

CBmonth 1 0.0037 0.0011 3.23 0.0035 0.53 1.01 0.0013 0.006

With the interaction term: F(3,23) = 5.43, p = 0.0057, R2 = 0.4145, Bayes Factor = 3.1

Sex 1 −0.22 0.83 −2.66 0.014 −0.50 1.36 −0.39 −0.049

CBmonth 1 0.003 0.0013 2.42 0.024 0.43 1.24 0.00043 0.0056

CBmonth∗Sex 1 0.0034 0.0027 1.27 0.22 0.26 1.64 −0.0022 0.009

Bolded values indicate statistical significance.

FIGURE 2 | Scatter plots depicting each neurometabolite level (x-axis), monthly CB use (y-axis) and sex (green = CB user females, and purple = CB user male4).

Cho
The ANOVA failed to show an effect of group [F(1,49) = 2.12,
p = 0.15], sex (F < 1), or an interaction [F(1,49) = 1.01, p = 0.32].
Neither regression model was significant (see Supplementary
Table S6 and Supplementary Figure S1).

DISCUSSION

The goal of the current study was to examine the relationship
between chronic CB use and neurochemistry in humans.
Neurometabolite concentrations in the dACC were measured
using MRS. Unlike in some previous studies, the current study
failed to show significant differences between the control and CB
user group. However, when using regression models to examine

the factors that may contribute to the variance in neurometabolite
concentrations within the CB user group two major observations
were reported. First, monthly CB use consistently predicted total
creatine in the CB user group regardless of the other factors
entered into the regression model. Second, sex was a consistent
predictor of total NAA in the CB group and it was a significant
factor in the ANOVA.

Total creatine is considered to have stable concentrations
and, as mentioned above, has been widely used as an internal
reference such that many MRS studies report concentrations of
other metabolites as a ratio of tCr. In the current study, tCr was
consistently found to be predicted by monthly CB use regardless
of the other measures included in the regression model. The
finding that tCr is modulated by CB use has been reported
previously (Prescot et al., 2011). Prescot et al. (2011) found
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TABLE 5 | Regression analysis with Glu as the dependent variable for the CB users only.

Variable DF Parameter Standard t Pr > |t| Standardized Variance 95% Confidence
estimate error estimate inflation limits

Without interaction term: F(2,24) = 2.31, p = 0.12, R2 = 0.16, Bayes Factor = 0.21

Sex 1 −0.23 0.15 −1.49 0.15 −0.28 1.0 −0.54 0.087

CBmonth 1 0.0041 0.0024 1.7 0.1 0.32 1.0 −0.00087 0.009

With the interaction term: F(3,23) = 2.08, p = 0.13, R2 = 0.21, Bayes Factor = 0.12

Sex 1 −0.12 0.18 −0.67 0.51 −0.15 1.36 −0.48 0.24

CBmonth 1 0.0055 0.0026 2.08 0.048 0.43 1.24 0.000043 0.011

Sex∗CBmonth 1 −0.007 0.0057 −1.23 0.23 −0.29 1.64 −0.019 0.0048

Bolded values indicate statistical significance.

that tCr levels decreased in adolescent CB users compared to
controls. As a result of this modulation of tCr by CB use the
measures presented in the current study were not normalized to
it and instead all measures were normalized to tissue water and
corrected for tissue composition.

Recently it has been reported that Cr has neuroprotective
properties with it potentially being used to treat a number
of disorders. For example, Cr was given to children and
adolescents with traumatic brain injury and was shown to
improve cognitive performance (Sakellaris et al., 2006). Creatine
kinase and its substrates creatine and phosphocreatine are
part of the cellular energy buffering and transport system that
connects sites of energy production (mitochondria) to sites of
energy consumption (Hemmer and Wallimann, 1993). Previous
studies have found that Cr administration increases brain
concentrations of phosphocreatine and inhibits mitochondrial
permeability transition, both of which may exert neuroprotective
effects (Hemmer and Wallimann, 1993; O’Gorman et al., 1996;
Ferrante et al., 2000). Phosphocreatine has also been found to
stimulate synaptic Glu uptake, reducing extracellular Glu (Xu
et al., 1996), thereby providing an additional neuroprotective
pathway. Another potential neuroprotective mechanism of Cr
is related to its relationship with NAA. Ferrante et al. (2000)
found a correlation between Cr and NAA in Cr treated transgenic
Huntington’s mice but not untreated mice. NAA has been
shown previously to be an indicator of neuronal health (Chawla
et al., 2014). Interestingly, in the current study a positive
correlation between tNAA and tCr was found for the CB
users (r = 0.66) but not the controls (r = 0.18). Although
the variance in both tNAA and tCr in the CB user group
can be explained partially by CB monthly use, the correlation
between tNAA and tCr remains significant when partialing
out the impact of monthly CB use (r = 0.6, p = 0.001).
These results suggest that the young adult users examined
in this study may have increased brain concentrations of tCr
as a mechanism to protect itself from damage caused by an
increase in exogenous cannabinoids. This is different from the
results reported by Prescot et al. (2011) which shows that
adolescents show decreases in tCr. This discrepancy may be
due to differences in the subject population. The population
examined in this study is a high functioning chronic CB user
group with normal to high IQ. Further studies examining how
age of CB initiation, cognitive capacity and years of use may
interact with tCr are necessary.

A second finding of the study is a sex differences in tNAA
levels such that women had a higher level of tNAA than men.
While there are few studies examining sex differences in tNAA
one recent study reported similar results. Silaidos et al. (2018)
examined NAA as a proxy for mitochondrial dysfunction. There
they found that female participants had higher NAA levels in
both gray and white matter than male participants did; a similar
finding to that reported in the current study. While there was no
interaction between sex and CB use for the NAA measure, this
sex difference and how it may interact with the effects of CB use
warrants further study.

Glutamate is one of the brain’s primary excitatory
neurotransmitters whose concentration is tightly controlled
due to its potential toxic properties. Although previous studies
have found a relationship between CB use and Glu the current
study failed to show a strong effect. However, the results do
advocate for future studies with a much larger sample size
in order to fully explore factors that may interact with the
relationship between CB use and Glu levels. For example, the
current results show that monthly CB use begins to approach
significance when the interaction between monthly use and
sex is included in the model suggesting that Glu levels may be
dependent on the amount of CB use and that the relationship
between Glu and CB use may be modulated by sex. The potential
influence of sex on the relationship between CB dose and
Glu levels support previous reports in preclinical studies and
previous studies in humans by Muetzel et al. (2013) and Prescot
et al. (2011). In fact, Prescot et al. (2011) had a very similar result
in that the effect of Glu was increased when sex was included in
the model. Again, while the interpretation of this effect should
be considered with caution, they clearly indicate a direction for
future research.

In addition, more fully examining the interaction between CB
use and other substance use including alcohol and nicotine on
neurometabolite levels is important. The current study attempted
to control for the use of other substances, however, both alcohol
and nicotine are used in higher rates in the CB user population
than the non-user in the current study. Additionally, a recent
study by Schulte et al. (2017) found that differences in dACC
Glx (glutamate + glutamine) were not dependent on the type of
substance used whether it be nicotine or polysubstance users.

It should be noted that our results are contradictory to those
reported previously by Prescot et al. (2011) and Muetzel et al.
(2013) in that both of these previous studies reported a decrease
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in neurometabolite levels in the ACC of adolescents and in the
striatum of college-aged individuals, respectively, while we show
increases in college-aged individuals. There are a number of
reasons for these discrepant results. First, most studies, including
Muetzel et al. (2013), use tCr to normalize neurometabolite
concentrations and report a ratio with tCr. Because we observed
CB effects of tCr we do not report concentrations in terms of a
ratio. Second, in the current study we normalized the differing
effects of gray and white matter on the MRS signal which was not
performed in the previous studies. Finally, there were differences
in the LCModel processing and the version of the software used
to perform quantification. For instance, the analysis window was
set to 0.2–4.0 ppm in our study in contrast to 0.5–4.5 ppm by
Prescot et al. (2011, 2013). The latter three reasons may account
for different results even using the ratio to tCr (Supplementary
Table S7 and Supplementary Figure S2). These differences in the
analysis makes direct comparison across studies difficult. Even
with these differences, the relationship between CB use and sex
are very similar across studies.

Limitations
The results presented should be interpreted with caution. There
were some limitations regarding the participants. The number of
participants, while larger than some previous studies, is rather
small, particularly when examining the effect of current CB use
and sex. In addition, the results of the current study suggest that
a larger sample size with a range of CB use levels (dosage) as well
as better characterization of CB use is necessary to characterize
the impact of CB on neurochemistry. Again, although we do not
have adequate power to properly address our research questions
we do feel that the study is important in that it clearly directs
future work and highlights the importance of fully characterizing
and controlling factors such as sex and CB dose.

Currently there is no consistency across studies regarding
the CB use criterion within the chronic CB user group. The
concentration of THC being consumed is not controlled in
human studies as it is in preclinical studies making it impossible
to control dose. The results reported in the current study
demonstrate that the amount of CB use is an important
factor to consider when characterizing the impact of CB on
neurochemistry. In the current study there was a wide range
of monthly CB use with the monthly use having a standard
deviation of 27 instances per month. As expected the range of
lifetime use is also large with few participants on the far end
of the use spectrum. It will be important in future research to
ensure an equal distribution of dose in order to examine its effect
on neurochemistry.

Another source of variation across studies regarding CB
consumption is variability of THC content across geographic
regions. The THC products available vary across different regions
of the country which likely impact the effects of CB use on neural
processing. Unfortunately, we were unable to determine the THC
content of the products used by our study participants. However,
future studies should consider this issue.

Cannabis use tends to be co-morbid with some psychological
disorders like depression and anxiety (Auer et al., 2012) as
well as with the use of other drugs like alcohol and nicotine

(Blanco et al., 2018). Also, these co-morbidities may also
interact with neurochemistry making it difficult to determine
the relationship between CB use and brain function, structure
and neurochemistry. In the current study we have attempted
to control for other substance use and psychological disorders.
However, while there are no statistically significant differences
between groups it is still possible that they may interact with
brain processing differently in the two groups. This requires
more extensive research examining poly-substance users as well
as those with psychological disorders.

Magnetic resonance spectroscopy is a non-invasive technique
that allows for the measurement of a number of molecules
including Glu. Glutamate levels in humans have been reliably
reported at 3T (Hurd et al., 2004; Cohen-Gilbert et al., 2014;
Yasen et al., 2017). While sophisticated 3D MRS sequences are
available, single voxel MRS allows for a focus on discreet regions
with the higher spatial and spectral resolution necessary for
regions with susceptibility issues related to field inhomogeneities
like those close to the sinuses (Cohen-Gilbert et al., 2014) (e.g.,
the nucleus accumbens). The measurement of Glu is complicated
by the overlapping resonances of glutamine (Gln). There is some
debate as to whether Glu can be reliably separated from Gln at 3T
(Mayer and Spielman, 2005; Wijtenburg and Knight-Scott, 2011;
Ende, 2015) and it is very likely that our Glu measurements are
contaminated by Gln. Also, while MRS technology has advanced
to the point that neurometabolites can be reliably measured in
humans making it a powerful tool in the study of addiction, the
metabolite levels measured by MRS include both intracellular
and extracellular components. This is different from methods
used in preclinical studies; microlysis in animal studies primarily
measure extracellular concentrations. This difference in measures
makes the direct comparison to the preclinical literature difficult.

CONCLUSION

Cannabis (CB) use is becoming more prevalent with it being
legalized for recreational use in a number of states across
the United States and countries around the world. Therefore,
it is increasingly important to characterize the effect of CB
use on brain chemistry, structure and function as it impacts
the behavioral and cognitive consequences of use. The current
study, even with its limitations, shows that chronic CB use
is related to differences in brain chemistry and that those
differences may be affected by sex and dose. Understanding
these sex differences may be important in the design and
implementation of prevention and treatment programs for young
users. Additionally, there is the potential to use cannabinoid
agonists or antagonists for the treatment of neuropathic pain,
glaucoma, multiple sclerosis, migraine, movement disorders
and eating/appetite disorders; therefore, understanding the sex
differences in cannabinoid pharmacological effects is necessary.
Future studies designed to fully characterize the impact of chronic
CB use on neurochemistry that accounts for CB dose including
THC content, sex, age, age of CB initiation and use of other
substances are essential to developing an accurate model of the
interaction of CB use and brain chemistry.
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Attention deficit hyperactivity disorder (ADHD), one of the most prevalent childhood
disorders today, is generally more likely to be diagnosed and treated in boys than
in girls. However, gender differences in ADHD are currently poorly understood, partly
because previous research included only a limited proportion of girls and relied
mainly on subjective measures of ADHD, which are highly vulnerable to reporter’s
bias. To further examine gender differences in ADHD and to address some of the
shortcomings of previous studies, this study examined gender differences in subjective
and objective measures of ADHD among clinic-referred children with ADHD. Participants
were 204 children aged 6–17 years-old with ADHD (129 boys, 75 girls). A retrospective
analysis was conducted using records of a clinical database. Obtained data included
parent and teacher forms of the Conners ADHD rating scales, Child Behavior
Checklist (CBCL), Teacher’s Report Form (TRF), and child’s continuous performance
test (CPT) scores. Results showed that according to parents’ and teachers’ reports
of ADHD-related symptoms (Conners ADHD rating scales), girls had more inattention
problems than boys, but no differences were identified in the level of hyperactivity and
impulsivity symptoms. CPT data, however, revealed higher impulsivity among boys. We
did not find gender differences in the level of distractibility during CPT performance.
Specifically, the effects of distractors type (visual environmental stimuli, auditory stimuli,
or a combination of them) and distractors load (one or two distracting stimuli at a time)
on CPT performance did not differ between boys and girls with ADHD. These findings
suggest that gender effects on ADHD symptoms may differ between subjective and
objective measures. Understanding gender differences in ADHD may lead to improved
identification of girls with the disorder, helping to reduce the gender gap in diagnosis
and treatment.
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INTRODUCTION

Attention deficit hyperactivity disorder (ADHD) is one of
the most prevalent childhood disorders today (Barkley, 2015),
with an estimated worldwide prevalence of 7.2% in children
under 18 years of age (Thomas et al., 2015). Although gender
has been considered a significant factor in ADHD research
for many years (Arnold, 1996), gender differences among
children with ADHD are not well understood (Hasson and
Fine, 2012). Generally, boys are more likely to be referred,
diagnosed, and treated for ADHD symptoms than girls. These
findings were previously attributed to gender differences in the
manifestation of ADHD (e.g., males having more disruptive
symptoms; Gaub and Carlson, 1997; Gershon, 2002) as well
as to referral bias (Rucklidge, 2008, 2010; Ohan and Visser,
2009). Understanding the role of gender in ADHD care has
been historically hindered by methodological issues, such as
involving relatively low numbers of girls in research samples,
failing to control for possible gender effects, and relying solely
on subjective scales which are often subjected to reporter’s bias
(Quinn and Madhoo, 2014). As a result, literature focusing on
ADHD in female subjects, and gender differences in ADHD
has been limited (Nadeau and Quinn, 2002; Sassi, 2010). The
aim of the current study was, therefore, to examine gender
differences in ADHD-related symptoms, using subjective and
objective measures, within a clinic-referred sample of 6–17-year-
old children with ADHD.

GENDER DIFFERENCES IN ADHD
PREVALENCE

Research has consistently shown that boys are more likely to be
diagnosed and treated for ADHD-related symptoms than girls
(Biederman et al., 2002; Gudjonsson et al., 2014). Male-to-female
ratios of ADHD diagnosis ranged from 2:1 to 10:1 (Nøvik et al.,
2006; Ramtekkar et al., 2010; Willcutt, 2012), with higher male-
to-female ratios found in clinical vs. population-based samples
(Skogli et al., 2013).

Research on gender differences in ADHD suggests that
girls may be consistently under-identified and underdiagnosed
because of differences in the disorder manifestation among
boys and girls. Girls diagnosed with ADHD show fewer
hyperactive/impulsive symptoms and more inattentive
symptoms when compared with boys with the disorder
(Biederman et al., 2002; Biederman and Faraone, 2004).
Further, girls with ADHD present more commonly with
the inattentive subtype than do boys (Hinshaw et al., 2006).
In addition, males with ADHD have been found to have
more co-existing externalizing disorders (conduct disorder,
oppositional defiant disorder) and symptoms (e.g., aggression,
rule-breaking) than typically developing boys, while females
tend to show more internalizing disorders (e.g., anxiety) in
comparison to typically developing girls (Biederman et al.,
2010; Hinshaw et al., 2012). Symptoms of inattention and
internalization might be less likely to be disruptive in the
classroom, resulting in fewer referrals, diagnoses, and treatment
of ADHD in girls (Biederman et al., 2002; Diamantopoulou

et al., 2007). In a recent Swedish large-scale study, Mowlem
et al. (2019) showed that hyperactivity/impulsivity symptoms,
as well as conduct problems, were stronger predictors of
clinical diagnosis and prescription of pharmacological
treatment than other types of ADHD-related symptoms,
suggesting that females with ADHD may be more easily
missed in the ADHD diagnostic process and less likely
to be prescribed medication unless they have prominent
externalizing problems.

Another possible reason for underdiagnosis and
undertreatment of ADHD in girls is that symptoms of
inattention are more likely to be present in a structured
educational environment, such as in high school or college,
which may delay diagnosis among females (Bruchmüller et al.,
2012). Lastly, females with ADHD may develop better-coping
strategies than males to compensate for their ADHD-related
difficulties, such as working hard to maintain classroom
performance. As a result, they can better mitigate or mask
the impact of their difficulties (Quinn, 2010). In addition
to the gender discrepancies in the expression of ADHD,
referral bias may account for the gender differences in ADHD
prevalence. Many studies demonstrated that parents, teachers,
and professionals are more likely to recognize ADHD-related
symptoms in boys than in girls and are more likely to refer boys
to treatment (Glass and Wegar, 2000; Bruchmüller et al., 2012).
For example, Papageorgiou et al. (2008) conducted a study that
collected parent and teacher reports of ADHD behaviors of
children and measured the agreement of the parent and teacher
reports. The results showed that parents rated boys higher on the
hyperactivity scale than girls, but not on emotional problems,
conduct problems, and peer problems. Teachers rated boys
higher on inattention, hyperactivity, and conduct problems
than girls. Likewise, teachers were more likely to refer boys for
ADHD treatment, even when showing equal or lower levels of
impairment compared to girls (Sciutto et al., 2004; Coles et al.,
2012). When gender differences were assessed in a sample of
non-referred children (Biederman et al., 2005), boys and girls
did not differ in subtypes of ADHD, psychiatric comorbidity, or
treatment history. Girls also showed similar levels of cognitive,
school, and family functioning. The authors concluded that
the clinical correlates of ADHD are not influenced by gender
and that gender differences observed in clinical settings may be
caused by referral biases.

GENDER DIFFERENCES IN A
CONTINUOUS PERFORMANCE
TEST (CPT)

Usually, ADHD diagnosis in children and adolescents involves
multiple sources of information, including clinical examination,
parents’ and teachers’ reports and self-report scales (Wolraich
et al., 2011). The vulnerability of these methods to clinicians
and informant biases (Rousseau et al., 2008) may lead to
underdiagnosis or overdiagnosis of ADHD, not only in girls
but also in other groups such as ethnic minorities (Lambert
et al., 2002). Given the limited validity of subjective measures
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of ADHD, there has long been an interest in using objective,
laboratory-based tools that could provide a norm-referenced
measure of ADHD. The CPT is the most frequently used
direct measure of ADHD-related inattention, impulsivity, and
hyperactivity (Vogt and Williams, 2011). Typically, the test
includes a rapid presentation of a sequence of visual or auditory
stimuli (numbers, letters, number/letter sequences, or geometric
figures). Participants are instructed to respond to the ‘‘target’’
stimulus and to avoid responding to ‘‘non-target’’ stimuli.
Responses to non-target stimuli are referred to as ‘‘commission
errors,’’ and are considered as a measure of impulsivity. An
absence of response to target stimuli is referred to as an
‘‘omission error’’ and is assumed to measure inattention. Other
common measures of CPT responses include the number of
correct responses, response time (RT), and the variability in RT.

The influence of gender on CPT performance among children
with ADHD is not clear. Some studies had shown girls to
have fewer CPT errors, superior signal detection, and less
inattention with longer interstimulus intervals (Arnold, 1996).
Other studies, however, failed to identify the gender difference in
CPT performance (Yang et al., 2004). A meta-analysis of gender
differences in CPT among clinic-referred children indicated that
consistent with rating scale studies (Gaub and Carlson, 1997;
Gershon, 2002), boys with ADHD committed significantly more
commission errors than girls with ADHD. However, no gender
differences were found in the rate of omission errors. These
findings suggest that inhibitory control, but not attention deficit
may be mediated by gender. Alternatively, the lack of gender
differences in inattention may be attributed to methodological
limitations of the included studies, mainly the inclusion of a low
number of studies, which were based on predominantly male
samples (Hasson and Fine, 2012).

THE CURRENT STUDY

The gender gap in clinical populations of children with ADHD
continues to hinder the correct diagnosis and treatment of girls
with the disorder (Skogli et al., 2013). Thus, understanding how
gender influences ADHD manifestations may have important
clinical, ethical, and public implications. Prior studies have
shown that girls with ADHD are under-identified due to
sex-specific biases and expectations (Waschbusch and King,
2006; Meyer et al., 2017) and that the threshold for referral
and diagnosis of ADHD in girls might be higher than
for boys (Mowlem et al., 2019). While these studies were
able to identify gender differences on standardized rating
scales, differences in gender performances on direct CPT
measures have received less attention (Hasson and Fine, 2012).
The current study sought to assess gender differences in
rating and objective measurements of ADHD as well as in
co-occurring problems in a clinic-referred sample of children
with ADHD. Based on a relatively balanced female-to-male
ratio (1:1.7), the current study examined the gender differences
in parent and teacher ADHD rating scales, co-occurring
symptoms, and CPT performance indices (attention, timing,
impulsivity, and hyperactivity). In addition, we examined
gender differences in the level of distractibility and in time-

on-task effects during CPT performance. Although increased
distractibility is considered one of the core symptoms of
ADHD within the inattention domain (American Psychiatric
Association, 2013), direct and systematic research on this deficit
and how it is differently patterned in males and females
is currently very limited. Addressing gender differences in
objective and subjective measures of ADHD, as well as in
co-occurring symptoms may overcome some of the clinician’s
and reporter’s gender-related biases observed in ADHD rating
scales. Furthermore, using different types of measures would
increase our understanding of ADHD underdiagnosis in
females and whether certain symptoms are more predictive of
ADHD referral and diagnosis in males than in females (or
vice versa).

MATERIALS AND METHODS

Participants and Procedure
Israel has a socialized healthcare system in which all citizens are
free to choose between four health maintenance organizations
(HMOs). Patient fees are equivalent across all four HMOs, and
all HMOs provide equivalent medical services that are based on
national health regulations. The diagnosis of ADHD in Israel is
usually given by a psychiatrist or a neurologist and includes the
use of the Diagnostic and Statistical Manual of Mental Disorders
(DSM) criteria and a formal diagnostic questionnaire for parents
and teachers (Hezi, 2010).

The current study included 204 children diagnosed with
ADHD (63% boys), referred to an outpatient pediatric neurologic
clinic, affiliated with the second-largest HMO. Children were
referred to the clinic for ADHD evaluation between January
2014 and December 2017. Participating children and their
families were all of Jewish background, lived in rural and
urban areas in Northern Israel, and had medium-high or
high socioeconomic status, based on a social scale that divides
geographic locations into different socioeconomic categories
(Israeli Central Bureau of Statistics, 2017).

Children’s age ranged between 6 and 17 years (Mean
age = 9.44, SD = 2.42). No age differences were found between
girls and boys (t(203) = 1.01, N.S).

Inclusion criteria were children between 6–17 years,
diagnosed with ADHD. The diagnostic procedure was conducted
by a certified pediatric neurologist and included an interview
with the child and parents, medical/neurological examination,
CPT administration, and ADHD diagnostic questionnaires.

Diagnosis of ADHD was considered positive if, based on
both parents’ and teacher’s reports (Conners, 2008), the child
scored above the standard clinical cut-offs for ADHD symptoms.
Since this is a clinical setting, a more conservative cut-off
(+2 Standard deviations and above) for ADHD diagnosis was
used (Barkley, 2015).

Exclusion criteria were an intellectual disability, chronic
neurological levels (e.g., cerebral palsy, autism spectrum
disorder), and psychosis. The protocol for the research project
conforms to the provisions of the Declaration of Helsinki,
approved by the Institutional Review of Board of Maccabi
health services.
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Measurements
Background variables included the child’s age and gender,
ethnicity, socio-economic status, place of residence, and
school type.

ADHD-related symptoms were assessed by the parent and
teacher forms of the Conners ADHD Index Rating scales, 3rd
edition, short-form (Conners 3 AI; Conners, 2008), Hebrew
version (Psychtech Ltd, 2012). The Conners 3 is a multi-
informant assessment of children between 6 and 18 years of age
that takes into account home, social, and school settings and
is considered to be a reliable instrument for detecting ADHD
problems in children aged 6–18 years.

Co-existing psychiatric symptoms were measured by
the Child Behavior Checklist (CBCL), and the Teacher’s
Report Form (TRF; Achenbach and Rescorla, 2001), Hebrew
version (Psychtech Ltd, 2005). These forms include eight
DSM-oriented scales consistent with DSM diagnostic
categories: Anxious/Depressed, Withdrawn/Depressed, Somatic
Complaints, Social Problems, Thought Problems, Attention
Problems, Rule-Breaking Behavior, and Aggressive Behavior.

CPT performance—the study employed the MOXO-
CPT1 version (Berger and Goldzweig, 2010), a standardized
computerized test designed to diagnose ADHD-related
symptoms. Like other CPTs, the MOXO-CPT measures
sustained attention, omission and commission errors, and RT.
However, as detailed below, it differs from other CPTs in its
ability to differentiate between different types of disinhibited
responses and between problems in RT and inattention.
Importantly, the test incorporates external interfering stimuli
(auditory and visual) serving as measurable distractors, a feature
that is unique to the MOXO-CPT. The test’s validity and utility
in distinguishing children and adolescents with ADHD from
their typically developing peers were demonstrated in previous
studies (Berger and Cassuto, 2014; Berger et al., 2017; Shahaf
et al., 2018).

General Description
The test included eight levels (stages); each consisted of 53 trials
(33 target and 20 non-target stimuli) and lasted 114.15 s. The
total duration of the test was 15.2 min. On each trial, a stimulus
(target or non-target) was presented in the middle of the screen
for 0.5, 1, or 3 s and was followed by a ‘‘void’’ of the same
length (Supplementary Figure S1). Each stimulus remained on
the screen for the full presentation time, regardless of whether a
response was provided or not. This practice allows the measuring
of RT as well as its accuracy. The child was instructed to respond
to the target stimulus as quickly as possible by pressing the space
bar once and only once. In addition, the child was instructed not
to respond to any other stimuli but the target, and not to press
any other key but the space bar.

Test Stimuli
Target and non-target stimuli were cartoon pictures. Given that
ADHD often co-occurs with specific learning disabilities that

1The term ‘‘MOXO’’ derives from the world of Japanese martial arts and means
a ‘‘moment of lucidity.’’ It refers to the moments preceding the fight, when the
warrior clears his mind from distracting, unwanted thoughts, and feelings.

may be confounded with CPT performance, all stimuli were free
of letters or numbers (Seidman et al., 2001). The target stimulus
was always a cartoon image of a child’s face. Non-target stimuli
included five different images of animals.

Distracting Stimuli
To improve the test’s ecological validity and to simulate the
everyday environment, the MOXO-CPT incorporated visual and
auditory distracting stimuli that were not part of the non-target
stimuli. Distractors’ onset was not synchronized with the onset of
the target or the non-target stimuli.

Distractors were short animated video clips with typical
elements of the child’s everyday life. Overall, six different
distractors were presented, each of them could appear as pure
visual (e.g., birds moving their wings), pure auditory (e.g., birds
singing), or as a combination of visual and auditory stimuli (birds
singing and simultaneously moving their wings). Distractor
presentation time varied between 3.5 and 14.8 s, with a fixed
interval of 0.5 s between two distractors. There were six various
visual distractors: a bowling ball (presented for 3.5 s), warrior
(Jedi) with a saber, a gong (6.8 s), birds (9.25 s), (14.8 s), saber
(6.8 s), and a flying airplane (8.6 s). Auditory distractors included
the six corresponding sounds of the visual distractors.

Test Levels
The test included eight levels, each included different distractors
set: Levels 1 and 8 did not include any distractors. Levels 2 and
3 included pure visual stimuli, levels 4 and 5 included pure
auditory stimuli, and levels 6 and 7 included a combination of
visual and auditory stimuli. During levels 2, 4, and 6, only one
distractor was presented at a time. During levels 3, 5 and 7, two
distractors were presented simultaneously.

Performance indices—The MOXO-CPT measured four
performance indices:

(1) Attention: the number of correct responses (pressing the key
in response to a target stimulus), which were conducted either
during the stimulus presentation or during the void period
that followed. This method allows the test to evaluate whether
the participant responded correctly to the target (was attentive
to the target) independently of his/her RT. The number of
omission errors were also calculated (i.e., the number of times
that the patient did not respond to a target stimulus). The score
in the Attention index was calculated as the average of correct
responses throughout the eight test levels.

(2) Timing: the number of correct responses (pressing the key in
response to a target stimulus) that were given while the target
stimulus was still presented on the screen. This index excluded
responses that were performed during the void period (after
the stimulus has disappeared). This method allowed the test
to differentiate between the overall rate of correct responses
(measured by the Attention index) and the rate of correct
responses that were given only on the right timing (measured
by the Timing index). These two aspects of RT correspond to
two different deficits typical to ADHD: difficulty to provide an
accurate response and difficulty to respond on time (National
Institute of Mental Health, 2012). The score in this index was
calculated as the average of correct responses while the target
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stimulus was still presented on the screen throughout the eight
test levels.

(3) Impulsivity: the number of commission errors performed only
when a non-target stimulus was present on the screen. Other
types of non-inhibited responses (e.g., pressing the keyboard
more than once) were not considered as impulsive responses
(as will describe in the next paragraph). Score in this index was
calculated as the average of impulsive responses throughout
the eight test levels.

(4) Hyperactivity: the total number of commission responses
that were not coded as impulsive responses (e.g., multiple
responses, random key pressing). Differentiating between
commission errors that were conducted due to impulsive
behavior and commission errors that were conducted due
to motor hyper-responsivity allowed the identification of
multiple sources of response disinhibition. The score in this
index was calculated as the average of hyperactive responses in
the eight test levels.

The MOXO-CPT version for adolescents and adults, that
was administered to participants aged 13 and above, differed
from the children’s version in several aspects. First, in each trial,
the stimulus (target/non-target) is presented for 0.5, 1 or 4 s,
followed by a ‘‘void’’ period of the same duration. Second, eight
different distractors were used instead of six. Distractors were
based on adults’ and adolescents’ everyday life, including car
driving, a crying baby, and arguing people. Third, all distractors
were presented for 8 s, with a fixed interval of 0.5 s between two
distractors. Finally, each level consisted of 59 trials (34 targets and
25 non-targets) and lasted 136.5 s, so that the total duration of the
test was longer (18.2 min). All other test’s characteristics were
identical to the children’s version.

Data Analysis
To address gender differences in teachers’ and parents’ rating
scale of child’s behavior (TRF and CBSL, respectively), we
performed multivariate analysis of variance with covariates
(MANCOVA). In these analyses, gender served as the
independent variable, and the eight CBCL or TRF subscales
were used as dependent variables.

To examine gender differences in teachers’ and parents’
reports of ADHD symptoms (according to the Conners
rating scales for teachers and parents, respectively), we
performed two-way repeated-measures ANOVA. Symptom type
(inattention or hyperactivity/impulsivity) and informant role
(teacher or parent) were the within-subject factors, and gender
was the between-subject factor. Of interest were the interaction
effects of gender ∗ symptom type, gender ∗ informant role, and
the three-way interaction (gender ∗ symptom type ∗ informant
role). These effects may provide evidence that gender differences
in ADHD symptoms vary as a function of symptom type,
informant role or both.

Gender differences in the agreement rates between teacher
and parents rating of ADHD-related symptoms were examined
with chi-square tests.

Further, we examined gender differences in the four
MOXO-CPT performance indices, using a one-way repeated

measures ANOVA, with test levels as the within-subject factor
and gender as the between-subject factor. In addition, we
examined gender effects on the difference between the first and
the last test levels (for each CPT index) in order to explore
whether boys and girls are differently affected by time on the task.

Finally, to examine gender differences in distractibility levels
during CPT performance, we first calculated the difference
between the mean score in the no-distractor level (base-
line) and the mean score in each distractor type (pure
visual, pure auditory, and a combination of visual and
auditory distractors). This calculation was conducted separately
for each CPT index. The outcome of this calculation is
considered a measure of the distractibility level. Next, we
conducted two-way repeated-measures ANOVA. Distractor type
(visual, auditory, or combined) and distractibility load (low
or high distractibility) was the within-subject factors, and
gender was the between-subject factor. Of interest were the
two-way interactions (gender ∗ distractor type and gender
∗ distractibility load) as well as the three-way interaction
(gender ∗ distractor type ∗ distractibility load). Such interactions
would provide evidence for differential patterns of sensitivity to
environmental distractors between boys and girls. Participants’
age served as a covariate in all analyses. Power analysis
calculation revealed that using a two-tailed test, α = 0.05, and
power = 0.80 (Cohen, 1992), a minimum of 51 participants
is required in each gender group. Thus, our sample size
(N = 204) was able to provide adequate power to detect
a medium effect size (Cohen d = 0.5). All multivariate
analyses were followed by posthoc analyses with Bonferroni
correction for multiple comparisons. Analyses were conducted
with SPSS software for Windows Version 25 (SPSS, Inc.,
Chicago, IL, USA).

RESULTS

Gender Differences in Co-existing
Symptoms
To test gender differences in parents’ and teachers’ reports of
child’s behavior we conducted a one-way MACNOVA for the
CBCL and the TRF. The total scores in the CBCL and the TRF
were the dependent variables, and gender was the independent
variable. Age served as a covariate variable. The results of the
analyses are presented in Table 1.

Overall, MANCOVA results of the CBCL subscales
indicated that the effect of gender was not significant,
Wilks’ Lamda = 0.937, F(8,192) = 1.62, p = 0.12. MANCOVA
results of the TRF subscales yielded a significant overall
main effect of gender, Wilks’ Lamda = 0.792, F(8,192) = 6.32,
p < 0.001. Univariate comparisons revealed a main effect for
gender so that according to teachers’ reports, boys had more
anxiety/depression symptoms, F(1,199) = 4.81, p = 0.03, and more
rule-breaking behaviors, F(1,199) = 11.89, p = 0.001 than girls.
Girls, on the other hand, were more likely to present attention
difficulties/hyperactivity symptoms, F(1,199) = 5.96, p = 0.02.
Because inattention and hyperactivity are included in the same
subscale of the TRF, it was impossible to identify whether
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TABLE 1 | Parent and teacher rating of child’s behavior, by gender.

Boys (n = 129) Girls (n = 75) Gender differences

Mean score SD Mean score SD

CBCL parent report
Anxious/depressed 59.35 8.11 60.49 8.511 F(8,192) = 1.62, p = 0.12
Withdrawn/depressed 57.10 8.54 55.56 8.896
Somatic complaints 57.60 8.99 57.33 8.034
Social problems 58.81 7.42 60.13 9.002
Thought problems 63.52 63.61 57.70 7.649
Attention deficit 64.71 7.91 67.53 8.270
Rule-breaking behavior 57.81 7.60 56.87 6.705
Aggressive behavior 62.89 9.14 62.60 9.614
TRF teacher report
Anxious/depressed 61.75 8.91 59.08 7.62 F(8,192) = 6.32, p < 0.001
Withdrawn/depressed 58.95 7.24 58.25 8.14
Somatic complaints 56.98 7.68 55.96 7.15
Social problems 60.61 8.30 61.17 8.44
Thought problems 59.59 7.19 58.12 7.69
Attention deficit and
hyperactivity

62.76 5.19 64.77 5.26

Rule-breaking behavior 59.74 7.69 56.05 6.65
Aggressive behavior 64.48 10.26 62.84 8.01
Conners rating scales
Parent rating of inattention 72.11 11.13 76.25 9.01 F(1,200) = 10.04, p = 0.002
Teacher rating of inattention 71.12 7.76 76.55 8.08
Parent rating of
hyperactivity/impulsivity

73.47 14.00 76.43 14.26

Teacher rating of
hyperactivity/impulsivity

71.26 12.72 70.88 13.81

Parent-teacher agreement
on inattention symptoms

No report 5 3.8 0 0 χ2
(2, N = 204) = 12.08, p = 0.002

Parent or teacher 38 29.4 9 12
Both parent and teacher 86 66.6 66 88

Parent teacher agreement
on hyperactivity/impulsivity
symptoms

No report 15 11.6 8 10.7 χ2
(2, N = 204) = 2.26, p = 0.88

Parent or teacher 37 28.7 24 32
Both parent and teacher 77 59.6 43 57.3

Note. Higher scores mean greater pathology.

teachers perceived girls as more inattentive or more hyperactive
than boys.

Gender Differences in Parent and Teacher
ADHD Rating Scales
To examine gender differences in teachers’ and parents’
reports of ADHD symptoms (according to the Conners
rating scales for teachers and parents, respectively), we
performed two-way repeated-measures ANOVA. Symptom
type (inattention or hyperactivity/impulsivity) and informant
role (teacher or parent) were the within-subject factors, and
gender was the between-subject factor. Table 1 summarizes
gender differences in Conners’s ADHD scores according
to parents’ and teachers’ reports. Analyses did not find a
main effect for symptom type, Wilks’ Lamda value = 0.992,
F(1,200) = 1.53, p = 0.22, or for informant role, Wilks’
Lamda value = 0.997, F(1,200) = 0.61, p = 0.43. Gender
interacted with symptom type, Wilks’ Lamda = 0.981,
F(1,200) = 3.91, p = 0.049, but not with informant role,
Wilks’ Lamda = 0.997, F(1,200) = 0.52, p = 0.47. Between
subject analysis revealed effect for gender, F(1,200) = 10.04,
p = 0.002. Post hoc analysis of the interaction effect

yielded a mean difference of 2.99, p = 0.002. As depicted
in Supplementary Figure S2, girls had more inattention
problems than boys, but no gender difference was evident in the
hyperactivity/impulsivity symptoms.

In order to examine whether gender differences exist in
the agreement rates between teacher and parents rating of
ADHD-related symptoms, we conducted a chi-square test.
Gender differences were found in the rates of agreement on
inattention problems χ2

(2, N = 204) = 12.08, p = 0.002 so that there
were significantly more girls for whom both parent and teacher-
reported inattention problems than boys who scored positive
on both scales. In contrast, no gender differences were found
in the agreement rates on hyperactivity/impulsivity symptoms.
χ2
(2, N = 204) = 2.26, p = 0.88.

Gender Differences in CPT Performance
To examine gender differences in MOXO-CPT performance,
one-way repeated measures ANOVA was conducted, followed
by posthoc analyses with Bonferroni correction for multiple
comparisons. The eight test levels served as the within-subject
factor and gender as the between-subject factor. The results are
shown in Table 2.
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TABLE 2 | Gender differences in the four continuous performance test (CPT) performance indices.

CPT index Test level Boys (n = 129) Girls (n = 75) Gender differencesc

(between-subject effect)Mean score Mean score

M SD M SD

Attention Base line 31.85 2.039 31.73 1.710 F(1,193) = 0 0.38, p = 0.54
Visuala 30.59 2.781 29.96 3.482
Visualb 30.82 2.840 30.58 3.270
Auditorya 30.63 2.878 30.29 3.238
Auditoryb 30.14 4.096 29.59 3.382
Combineda 28.96 4.973 28.27 4.718
Combinedb 28.78 4.737 28.51 4.571
No distractors 29.48 4.312 28.93 3.717

Timing Base line 22.54 4.629 22.18 4.877 F(1,193) = 1.93, p = 0.17
Visuala 19.98 4.346 18.88 3.819
Visualb 20.68 4.736 19.95 4.447
Auditorya 21.62 4.733 20.79 4.670
Auditoryb 21.42 5.195 20.00 5.249
Combineda 19.38 5.698 18.36 5.170
Combinedb 19.54 5.571 17.88 4.936
No distractors 21.13 5.118 19.71 5.043

Hyperactivity Base line 1.90 2.798 1.44 1.915
Visuala 3.76 4.940 2.63 2.176 F(1,193) = 2.96, p = 0.09
Visualb 5.90 8.341 4.41 5.838
Auditorya 4.15 5.252 3.30 3.471
Auditoryb 5.31 7.731 4.53 7.288
Combineda 6.02 9.115 5.23 10.161
Combinedb 7.25 11.287 4.78 5.197
No distractors 4.48 5.759 4.29 6.315

Impulsivity Base line 1.81 1.710 1.58 1.363 F(1,193) = 4.63, p = 0.03
Visuala 2.20 2.150 1.45 1.424
Visualb 2.26 2.003 1.62 1.792
Auditorya 2.37 2.148 1.88 1.779
Auditoryb 2.88 2.700 2.15 2.961
Combineda 2.35 2.673 1.90 2.964
Combinedb 2.50 2.417 2.05 2.327
No distractors 2.89 2.981 2.51 3.167

aLow distractibility (one distracting stimulus). bHigh distractibility (two distracting stimuli). cBased on two-way MANOVA with repeated measures. Note. In the Attention and Timing
indices, higher scores mean better performance. In the Hyperactivity and Impulsivity indices, higher scores mean worse performance (increased hyperactive and impulsive responses).

Analyses of within subject effects on the Attention index
revealed main effect of test level, Wilks’ Lamda = 0.738,
F(7,187) = 9.49, p < 0.001. Gender did not interact with test level,
Wilks’ Lamda = 0.986, F(7,187) = 0.39, p = 0.91. Between-subject
analyses revealed no effect for gender, F(1,193) = 0 0.38, p = 0.54.

Similar patterns were identified in the Timing and
Hyperactivity indices. Analyses of within-subject effects in
the Timing index revealed a main effect for test level, Wilks’
Lamda = 0.813, F(8,187) = 6.14, p < 0.001. Gender did not
interact with test level, Wilks’ Lamda = 0.969, F(8,187) = 0.84,
p = 0.55. Between-subject analyses revealed no effect for gender,
F(1,193) = 1.93, p = 0.17.

Analyses within subject effects on the Hyperactivity index
revealed main effect for test level, Wilks’ Lamda = 0.723,
F(8,187) = 10.24, p< 0.001. Gender did not interact with test level,
Wilks’ Lamda = 0.955, F(8,187) = 1.27, p = 0.27. Between-subject
analysis revealed no effect for gender, F(1,193) = 2.96, p = 0.09.

Analyses of within-subject effects on the Impulsivity index
revealed a main effect for test level, Wilks’ Lamda = 0.971,
F(1,193) = 5.67, p = 0.018. Gender did not interact with
test level, Wilks’ Lamda = 0.968, F(2,192) = 0.88, p = 0.52.
However, between-subject analysis revealed a main effect of

gender, F(1,193) = 4.63, p = 0.03. Post hoc analyses with
Bonferroni correction for multiple comparisons indicated that
boys (M = 2.41, SD = 0.15) conducted more impulsive responses
than girls (M = 1.88, SD = 0.20), regardless of test level (p = 0.03).

The effect of the test level that was observed in all CPT indices
reflects the variation between levels in the presence, type, or load
of distractors. These effects will be described in the next section.

Finally, we wished to examine whether boys and girls
were differently affected by time on the task. Therefore, we
compared boys and girls on the difference between the first
and the last level of every CPT index, using two-way repeated-
measures ANOVA. For these analyses, test level (first and
last) and CPT index (Attention, Timing, Hyperactivity, and
Impulsivity) were the within-subject factors and gender was the
between-subject factor.

Within subject analysis revealed a main effect for CPT index,
Wilks’ Lamda = 0.20, F(3,191) = 250.77, p < 0.001 but not for
the test level, Wilks’ Lamda = 0.998, F(1,193) = 0.34, p = 0.56.
Gender did not interact with CPT index, Wilks’ Lamda = 0.994,
F(3,191) = 0.41, p = 0.75 or with test level, Wilks’ Lamda = 0.996,
F(1,193) = 0.87, p = 0.35. The three-way interaction was not
significant as well, Wilks’ Lamda = 0.991, F(3,191) = 0.56, p = 0.64.
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The between subject analysis did not reveal a main effect for
gender, F(1,193) = 2.39, p = 0.12.

Gender Differences in Distractibility
To study gender differences in distractibility level during CPT
performance, a series of two-way repeated-measures ANOVAs
were conducted. Separate analyses were conducted for each one
of the four MOXO-CPT performance indices. For these analyses,
distractor type (visual, auditory, or combined) and distractibility
load (low or high distractibility) was the within-subject factors,
and gender was the between-subject factor. The results are shown
in Table 3.

Analyses of within subject effects on the Attention index
revealed main effects of distractor type, Wilks’ Lamda = 0.811,
F(2,192) = 22.38, p < 0.001, and distractibility load, Wilks’
Lamda = 0.975, F(1,193) = 4.97, p = 0.03. Gender did not interact
with distractor type,Wilks’ Lamda = 1.00, F(2,192) = 0.04, p = 0.96,
or with distractibility load, Wilks’ Lamda = 0.996, F(1,193) = 0
0.77, p = 0.38. The three-way interaction between distractor
type, distractibility load and gender was not significant, Wilks’
Lamda = 0.995, F(2,192) = 0 0.51, p = 0.60. Between-subject
analysis revealed no effect for gender, F(1,193) = 0 0.33, p = 0.57.

Post hoc analysis with Bonferroni correction of the main
effect of distractor type on the Attention index showed that
participants were more distracted by the combination of visual
and auditory distractors than by the presence of pure visual
(mean difference = 1.84, p < 0.001) or pure auditory distractors
(mean difference = 1.52, p< 0.001). Post hoc analysis of the effect
of distractibility load did not reveal significant differences.

Analyses of within-subject effects on the Timing index
revealed a main effect of distractor type, Wilks’ Lamda = 0.842,
F(2,192) = 17.97, p < 0.001, but not of distractibility load,
Wilks’ Lamda = 0.995, F(1,193) = 0.93, p = 0.34. Gender
did not interact with distractor type, Wilks’ Lamda = 0.998,
F(2,192) = 0.19, p = 0.83, and not with distractibility load, Wilks’
Lamda = 0.996, F(1,193) = 0 0.80, p = 0.37. The three-way
interaction between distractor type, distractibility load, and
gender was not significant, Wilks’ Lamda = 0.984, F(2,192) = 1.51,
p = 0.22. Between-subject analysis revealed no effect for gender,
F(1,193) = 2.31, p = 0.13. Post hoc analysis with Bonferroni
correction of the main effect of distractor type on the Timing
index showed that participants were more distracted by the
combination of visual and auditory distractors than by pure
visual (mean difference = 1.07, p < 0.001) or pure auditory
(mean difference = 2.16, p < 0.001) distractors. Pure visual
distractors were more distracting than pure auditory distractors
(mean difference = 1.20, p< 0.001).

Analyses of within subject effects on the Hyperactivity index
revealed main effect of distractibility load, Wilks’ Lamda = 0.910,
F(1,193) = 19.06, p < 0.001, but not for distractor type, Wilks’
Lamda = 0.990, F(2,192) = 0.99, p = 0.38. Gender did not interact
with distractor type, Wilks’ Lamda = 0.993, F(2,192) = 0.71,
p = 0.49 or with distractibility load, Wilks’ Lamda = 0.983,
F(1,193) = 3.29, p = 0.07. The three-way interaction between
distractor type, distractibility load and gender was not significant,
Wilks’ Lamda = 0.994, F(2,192) = 0.54, p = 0.58. Between-
subject analysis revealed no effect for gender, F(1,193) = 2.14,
p = 0.15. Post hoc analysis with Bonferroni correction of the

TABLE 3 | Gender differences in distractibility during CPT performance.

CPT index Test level Boys (n = 129) Girls (n = 75) Gender differencesc

(between-subject effect)
M SD M SD

Attention Base line-visuala 1.26 2.45 1.77 2.80 F(1,193) = 0.33, p = 0.57.
Base line-visualb 1.03 2.57 1.16 2.70
Base line-auditorya 1.23 2.53 1.44 2.45
Base line-auditoryb 1.72 3.91 2.14 2.72
Base line-combineda 2.89 4.79 3.45 4.32
Base line-combinedb 3.07 4.42 3.22 4.04

Timing Base line-visuala 2.55 2.91 3.30 3.09 F(1,193) = 2.31, p = 0.13.
Base line-visualb 1.85 3.73 2.23 3.24
Base line-auditorya 0.92 3.67 1.38 3.59
Base line-auditoryb 1.11 4.43 2.18 4.20
Base line-combineda 3.15 4.53 3.82 4.39
Base line-combinedb 3.00 5.03 4.30 4.53

Hyperactivity Base line-visuala −1.85 3.34 −1.19 2.49 F(1,193) = 2.14, p = 0.15
Base line-visualb −4.00 7.03 −2.97 5.88
Base line-auditorya

−2.24 4.09 −1.86 3.66
Base line-auditoryb

−3.41 6.60 −3.10 7.17
Base line-combineda

−4.12 8.16 −3.79 10.16
Base line-combinedb

−5.35 10.51 −3.34 5.18
Impulsivity Base line-visuala −0.39 1.717 0.12 1.60 F(1,193) = 2.40, p = 0.12.

Base line-visualb −0.45 1.99 −0.04 1.67
Base line-auditorya

−0.56 1.78 −0.30 1.77
Base line-auditoryb

−1.07 2.61 −0.58 2.84
Base line-combineda

−0.54 2.66 −0.33 2.83
Base line-combinedb

−0.68 2.56 −0.48 2.34

aLow distractibility (one distracting stimulus). bHigh distractibility (two distracting stimuli). cBased on two-way MANOVA with repeated measures. Note. In all MOXO-CPT indices, higher
scores (in absolute value) mean increased distractibility.
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main effect of distractibility load on the Hyperactivity index
showed that CPT performance was worse when two distractors
were simultaneously presented than when only one distractor
was presented (mean difference = 1.10, p< 0.001).

Analyses of within-subject effects on the Impulsivity
index revealed a main effect of distractibility load, Wilks’
Lamda = 0.971, F(1,193) = 5.67, p = 0.018, but not of distractor
type, Wilks’ Lamda, 0.994, F(2,192) = 0.59, p = 0.56. Gender
did not interact with distractor type, Wilks’ Lamda = 0.997,
F(2,192) = 0.34, p = 0.72 or with distractibility load, Wilks’
Lamda = 0.998, F(1,193) = 0.23, p = 0.79. The three-way
interaction between distractor type, distractibility load, and
gender was not significant, Wilks’ Lamda = 0.997, F(2,192) = 0.34,
p = 0.72. The between-subject analysis did not reveal a main
effect for gender, F(1,193) = 2.40, p = 0.12. Post hoc analysis with
Bonferroni correction of the main effect of distractor ability load
on the Impulsivity index showed that CPT performance was
worse when two distractors were simultaneously presented than
when only one distractor was presented (mean difference = 0.21,
p = 0.02).

DISCUSSION

This study systematically examined gender effects on ADHD
manifestations in a clinic-referred sample of children with
ADHD aged 6–17 years, as obtained through subjective and
objective measures of ADHD symptoms. To reduce a reporter’s
bias, the current study used the CPT as an objective laboratory-
based measure of ADHD symptoms. To the best of our
knowledge, this is the first study that focused on gender
differences in distractibility in children with ADHD.

Examination of gender differences in parent and teacher
reports on ADHD-related symptoms, according to the Conners
rating scales, showed that the level of inattention symptoms
was higher among referred girls. However, boys and girls were
equally impaired in terms of impulsivity and hyperactivity.
A similar pattern emerged in the TRF, where teachers
reported more inattention problems for girls, but higher
levels of depression, anxiety, and rule-breaking behaviors for
boys. Consistent with previous studies, these findings suggest
that clinically diagnosed males and females showed similar
symptom severity except for higher inattention scores in
females (Biederman et al., 2002; Biederman and Faraone, 2004;
Graetz et al., 2005). In addition, we found that teachers,
but not parents, were likely to identify boys as having more
psychiatric internalizing (anxiety/depression) and externalizing
(rule-breaking) co-occurring symptoms. These findings differ
from previous studies, which found more anxious/depressed
symptoms in girls than in boys (Quinn, 2008; Liu et al.,
2011). Probably, teachers and parents capture different aspects
of depression and anxiety (e.g., fear of novel experiences vs.
school-related anxiety; Geiser, 2009; Grigorenko et al., 2010).
For instance, teachers may be more likely than parents to
identify anxiety and depression because ADHD-related social
and academic difficulties are more prominent in the school
environment (Biederman et al., 1995). Alternatively, it is possible
that boys’ externalizing symptoms were associated with elevated

levels of emotional lability and dysregulation (Martel and Nigg,
2006; Seymour et al., 2014) and therefore were pronounced as
anxiety and depression.

While teachers’ and parents’ ADHD rating scales
demonstrated gender differences in the inattention domain,
a different pattern of gender differences emerged in the CPT
data. Similar to previous studies (McGee et al., 2000; Seidman
et al., 2005; Miranda et al., 2012), our results showed that boys
conducted more impulsive responses than girls, regardless the
presence of distracting stimuli, the type of distractors (visual,
auditory or combined) or their load (one or two distracting
stimuli at a time). Importantly, gender did not interact with
distractors type or with their load, indicating that the effect
of environmental distractors on CPT performance did not
significantly differ between boys and girls. Our results suggest
a possible dissociation between gender and the method of
ADHD assessment; while girls with ADHD (but not boys)
showed increased inattention symptoms according to teacher
and parent report scales, boys (but not girls) showed increased
impulsivity according to CPT performance indices. These results
indicate that distinct ADHD-related deficits might be evaluated
by different assessment methods and might also be differently
patterned in males and females.

Nonspecific associations between CPT performance and
behavioral measures of ADHD have been well documented in
the ADHD literature (Reh et al., 2015; Willard et al., 2016). CPT
performance was poorly to moderately correlated with parent
and teacher ratings and was often inconsistent with subtypes of
ADHD diagnosis (Barkley, 1991; Edwards et al., 2007). Several
interpretations were offered for these findings. First, it has
been suggested that CPT performance and behavioral measures
of ADHD may not converge due to the limited utility and
ecological validity of both assessment methods. Some authors
have questioned the validity of parent and teacher reports, given
their vulnerability to clinician and informant biases (Edwards
et al., 2007), reduced reliability for monitoring symptoms over
time (Rabiner et al., 2010), and the influences of ethnicity, gender
and socioeconomic status on ADHD symptom ratings (Slobodin
and Masalha, in press).

On the other hand, several authors have questioned the
utility and the ecological validity of the CPT in the diagnosis
of ADHD, as it provides only a brief snapshot of a child’s
attentional capacity in a controlled environment (Barkley,
1991; Netson et al., 2011). A second possible explanation
for the low convergent validity of the CPT with other
behavioral measures of ADHD is that the magnitude of
response achieved on CPT differs from that perceived by
parents and teachers. For example, McGee et al. (2000)
found that in a sample of clinic-referred children, the CPT
was sensitive to behavior ratings only at the highest levels
of the behavioral disturbance. The limited sensitivity of
the CPT to ADHD-related deficits might be attributed to
insufficient cognitive demands of the test (Mahone et al.,
2001; Berlin et al., 2004), leading to a ceiling effect in CPT
performance (Lasee and Choi, 2013). Third, laboratory and
behavioral measures of ADHD may be tapping into qualitatively
different aspects of behavior. Behavior ratings are based on
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the accumulation of behavior during extended periods that
occur in real-life situations. CPT, on the other hand, measures
behavior in a particular moment in a laboratory setting
(Barkley, 1991). Likewise, the CPT may not capture some
aspects of ADHD that are perceived by behavioral ratings,
such as hyperactivity (Reh et al., 2015). There is evidence
that when a measurement of activity was combined with the
CPT, its convergence validity with teacher ratings significantly
improved as well its ability to distinguish between ADHD
and non-ADHD cases (Reh et al., 2015). Finally, the low
correspondence between ratings of behavior and constructs
measured by CPT may be related to the fact the CPT
fails to demonstrate symptom domain specificity (Epstein
et al., 2006; Netson et al., 2011). In a large epidemiological
study, Epstein et al. (2006) found that unexpectedly, omission
errors were associated with hyperactivity symptoms (and not
with inattention symptoms), whereas commission errors were
related to impulsivity symptoms, hyperactivity, and inattention
symptoms. Likewise, a recent study demonstrated that the
levels of hyperactivity or impulsivity during CPT performance
might be associated with basic attentional rather than inhibition
processes (Vogt et al., 2018). It has been suggested that
excessive motoric activity, such as fidgeting during a cognitive
performance, reflects efforts to modulate attention and alertness
(Hartanto et al., 2016). Thus, children with predominantly
inattention problems may demonstrate higher levels of activity
during CPT performance than children with predominantly
hyperactivity/impulsivity deficits.

The above findings suggest that the limited, nonspecific
associations between CPT performance and behavioral measures
of ADHD are multi-factorial and may reflect the psychometric
properties of both assessment methods as well as the underlying
ADHD-related deficits. Given the lack of research on the
correlations between gender, ADHD symptomatology, and CPT
performance (Sims and Lonigan, 2012), further investigation
is needed. Such an examination might assist clinicians in
interpreting the similarities and differences in these two sources
of data and how they are affected by gender.

A question remains as to whether and how gender differences
in CPT performance may vary as a function of the paradigm’s
requirements. In their meta-analytic study of gender differences
in CPT performance, Hasson and Fine (2012) indicated that
the type of the included CPTs (i.e., Conners CPT, AX-
CPT, and an auditory CPT) did not significantly contribute
to their overall findings. However, it was impossible to
determine how each CPT version contributed to the overall
observed gender differences due to the heterogeneity of CPT
paradigms and the different weights imposed on each study.
The MOXO-CPT has numerous unique aspects that might
have affected our results. First, the MOXO-CPT may pose
a higher distractibility load than other CPT paradigms. In
most CPTs that involve distracting stimuli, auditory distractors
served as background noise while children performed another
cognitive task (Abikoff et al., 1996; Pelham et al., 2011). In
contrast, distractors in the MOXO-CPT vary in their type,
length of presentation and location on the screen. This mode of
presentation did not allow adjustment or de-sensitization to the

distractors, thus maintaining high distractibility load throughout
the test.

Further, while some studies have used neutral stimuli (neutral
tone/letter) as distractors (Gordon and Mettelman, 1987;
Uno et al., 2006; van Mourik et al., 2007), the MOXO-CPT
incorporated ecologically valid stimuli that are typically
found in the child’s or adolescent’s everyday environment.
Because patients with ADHD have more difficulties in filtering
meaningful distractors than neutral ones (Blakeman, 2000;
López-Martín et al., 2013), it is possible that this feature of
the test further contributed to its high distractibility load.
These increased attention demands may have led to a floor
effect in CPT performance of both males and females, thus
hindering our ability to observe gender differences on various
CPT indices, such as sustained attention and timing. A second
aspect of the MOXO-CPT that should be considered when
interpreting our results is that the test distinguishes between
commission errors associated with impulsivity and hyperactive
responses associated with increased activity level. While previous
CPT studies consistently showed higher rates of commission
responses among boys than girls (Hasson and Fine, 2012),
they could not indicate whether these uninhibited responses
were associated with impulsivity or with increased activity
level (Pettersson et al., 2018). The MOXO-CPT may offer
a more nuanced observation of gender differences in these
two ADHD-related symptoms, suggesting that boys may be
more impulsive but not more active than girls. Finally, the
MOXO-CPT may differ from other CPTs in the level of
attentional demands over time. Previous studies (Bioulac et al.,
2012; Erdodi and Lajiness-O’Neil, 2013) showed decreased
attention in children and adolescents with ADHD as the task
progressed, probably due to degraded executive functions
and/or motivational resources (Baumeister et al., 2007; Inzlicht
and Schmeichel, 2012; Dekkers et al., 2017). However, we
did not find any differences between participants’ CPT scores
in the first and the last level of the test, regardless of their
gender or the CPT index. One possible explanation for the
diversity of our findings may be related to the cognitive
complexity of the MOXO-CPT paradigm. Previous research
has associated the decreased cognitive performance over time
in children and adolescents with ADHD with the increased
complexity of the task (Tucha et al., 2009, 2017; Huang-Pollock
et al., 2012). For example, in a study with children diagnosed
with ADHD, Bioulac et al. (2012) found a deterioration of
performances over time in a virtual classroom task but not in
the CPT. They suggested that virtual classroom task involved
more complex cognitive mechanisms than the CPT, which
imposed only minimal working memory load. Although the
MOXO-CPT required multiple attentional resources (various
inter-stimuli intervals, high burden of distractors, the use
of ecologically valid distractors, and various locations and
types of stimuli), the first and the last level of the test were
always free of distractors and may, therefore, required fewer
cognitive demands compared to the other test levels. The fact
that order effects confounded with the effects of test conditions
(various distractor type and load) may explain why the current
study failed to identify time-on-task effects in both genders.

Frontiers in Human Neuroscience | www.frontiersin.org 10 December 2019 | Volume 13 | Article 441101

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Slobodin and Davidovitch Gender Differences in ADHD Symptoms

Nevertheless, the interaction between gender and time-on-task
effect on CPT performance should be further addressed in
future studies.

Several limitations of this study should be considered. The
first limitation is associated with the limited generalizability of
the study, due to relative ethnic and geographic homogeneity
of the sample, its limited size, and the fact that all children
were recruited from a single neuro-pediatric clinic. Given that
sustained attention is related to socio-cultural factors and even
to gender equality in the country (Riley et al., 2016), our
sampling method limits our ability to generalize our findings
to populations with greater cultural diversity. Another factor
that may limit the generalization of our findings is the fact
that we included only Israeli patients. Israel is characterized by
a dramatic rise in ADHD referral and diagnosis rates, mainly
due to increased community knowledge about symptomatology
and the benefits of treatment (Davidovitch et al., 2017). The
current sample included relatively mild cases of ADHD, thus
limiting the generalization of our findings to countries with
lower referral rates. Another limitation of the study is our
inability to study gender differences separately for children
and adolescents due to our limited sample size. Indices of
CPT performance, including the level of distractibility, were
previously associated with age (Berger et al., 2013; Slobodin
et al., 2015). Therefore, it will be worthwhile to study gender
effects on developmental trajectories of ADHD. Finally, it
should be noted that compared to other well-established
CPTs, the MOXO-CPT is a relatively novel tool with more
limited empirical support. Further investigation is needed to
provide insight into its psychometrical properties in the ADHD
evaluation process.

Our results may offer further insight into the various
effects of gender on rating and objective measures of
ADHD. The current study suggests that attention deficits
according to parents’ and teacher’s rating scales were
stronger predictors of ADHD referral among girls, whereas
externalization behavior were stronger predictors of ADHD
referral among boys. However, when assessed on objective
measures of ADHD, boys were more impulsive than girls,
but no other gender differences were observed. The fact
that boys and girls did not differ on most CPT outcomes,
including attention performance, timing, motor activity,
distractibility, and time-on-task, may indicate that the severity
of their ADHD symptoms is overall similar. These results
are in line with previous research in clinically ascertained
samples, showing similar levels of ADHD symptoms in
boys and girls in ADHD rating scales with the exception of
inattention for which females had higher ratings (Gershon, 2002;
Mowlem et al., 2019).

Although the utility of the CPT as a stand-alone diagnostic
tool for ADHD is currently limited (Berger et al., 2017;

Tallberg et al., 2019), it may add valuable information about
ADHD-related deficits to support clinical diagnosis. Using an
objective laboratory-based measure of ADHD may be especially
important among girls, who, due to clinician and informant
biases, tend to be underdiagnosed and undertreated for ADHD
(Coles et al., 2012). Our findings may encourage clinicians
and researchers to consider using gender-specific norms and
guidelines when assessing symptoms of ADHD (Hasson and
Fine, 2012).

CONCLUSIONS

The present study provides insight into gender differences
in ADHD symptoms using subjective and objective measures
of ADHD. It demonstrated that parents and teachers were
more likely to identify girls as having inattention problems
than boys. Teachers were more likely to identify rule-breaking
and anxiety/depression symptoms in boys than in girls. CPT
analysis revealed higher impulsivity among boys. Gender did
not interact with distractors type or load to affect CPT
performance, suggesting that deficits in inhibition control and
self-regulation might be considered a key aspect of ADHD
in both boys and girls (Barkley, 1997, 1999). These findings
highlight the need to include multiple sources of information
and methods of assessment to reduce the gender gap in
referred children.

DATA AVAILABILITY STATEMENT

The datasets generated for this study are available on request to
the corresponding author.

ETHICS STATEMENT

The studies involving human participants were reviewed and
approved by Ethics Committee of Maccabi Health Services.
Written informed consent to participate in this study was
provided by the participants’ legal guardian/next of kin.

AUTHOR CONTRIBUTIONS

MD recruited the patients and performed clinical evaluations. OS
and MD contributed equally to the development of study design,
data analysis, integration of findings, and writing themanuscript.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fnhum.
2019.00441/full#supplementary-material.

REFERENCES

Abikoff, H., Courtney, M. E., Szeibel, P. J., and Koplewicz, H. S. (1996). The
effects of auditory stimulation on the arithmetic performance of children

with ADHD and nondisabled children. J. Learn. Disabil. 29, 238–246.
doi: 10.1177/002221949602900302

Achenbach, T. M., and Rescorla, L. A. (2001). Manual for the ASEBA School-Age
Forms and Profiles: An Integrated System of Multi-Informant Assessment.

Frontiers in Human Neuroscience | www.frontiersin.org 11 December 2019 | Volume 13 | Article 441102

https://www.frontiersin.org/articles/10.3389/fnhum.2019.00441/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fnhum.2019.00441/full#supplementary-material
https://doi.org/10.1177/002221949602900302
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Slobodin and Davidovitch Gender Differences in ADHD Symptoms

Burlington, NJ: University of Vermont, Research Center for Children, Youth
and Families.

American Psychiatric Association. (2013). Diagnostic and Statistical Manual
of Mental Disorders. 5th Edn. Washington, DC: American Psychiatric
Association.

Arnold, L. E. (1996). Sex differences in ADHD: conference summary. J. Abnorm.
Child Psychol. 24, 555–569. doi: 10.1007/bf01670100

Barkley, R. A. (1991). The ecological validity of laboratory and analogue
assessment methods of ADHD symptoms. J. Abnorm. Child Psychol. 19,
149–178. doi: 10.1007/bf00909976

Barkley, R. A. (1997). ADHD and the Nature of Self-Control. New York, NY:
Guilford Press.

Barkley, R. A. (1999). Response inhibition in attention deficit hyperactivity
disorder.Ment. Retard. Dev. Dis. Res. Rev. 5, 177–184. doi: 10.1002/(SICI)1098-
2779(1999)5:3<177::AID-MRDD3>3.0.CO;2-G

Barkley, R. A. (2015). Attention-Deficit Hyperactivity Disorder: A Handbook for
Diagnosis and Treatment. 4th Edn. New York, NY: The Guilford Press.

Baumeister, R. F., Vohs, K. D., and Tice, D. M. (2007). The strength model of
self-control. Cur. Dir. Psychol. Sci. 16, 351–355. doi: 10.1111/j.1467-8721.2007.
00534.x

Berger, I., and Cassuto, H. (2014). The effect of environmental distractors
incorporation into a CPT on sustained attention and ADHD diagnosis among
adolescents. J. Neurosci. Methods 222, 62–68. doi: 10.1016/j.jneumeth.2013.
10.012

Berger, I., and Goldzweig, G. (2010). Objective measures of attention-
deficit/hyperactivity disorder: a pilot study. Isr. Med. Assoc. J. 12, 531–535.
doi: 10.1016/j.jneumeth.2013.10.012

Berger, I., Slobodin, O., Aboud, M., Melamed, J., and Cassuto, H. (2013).
Maturational delay in ADHD: evidence from CPT. Front. Hum. Neurosci.
7:691. doi: 10.3389/fnhum.2013.00691

Berger, I., Slobodin, O., and Cassuto, H. (2017). Usefulness and validity of CPT
in the diagnosis of ADHD children. Arch. Clin. Neuropsychol. 32, 81–93.
doi: 10.1093/arclin/acw101

Berlin, L., Bohlin, G., Nyberg, L., and Janols, L. O. (2004). How well do measures
of inhibition and other executive functions discriminate between children with
ADHD and controls? Child Neuropsychol. 10, 1–13. doi: 10.1076/chin.10.1.1.
26243

Biederman, J., Faraone, S., Mick, E., and Lelon, E. (1995). Psychiatric comorbidity
among referred juveniles with major depression: fact or artifact? J. Am. Acad.
Child Adolesc. Psychiatry 34, 579–590. doi: 10.1097/00004583-199505000-
00010

Biederman, J., and Faraone, S. V. (2004). The massachusetts general hospital
studies of gender influences on attention-deficit/hyperactivity disorder in
youth and relatives. Psychiatr. Clin. North Am. 72, 225–232. doi: 10.1016/j.psc.
2003.12.004

Biederman, J., Kwon, A., Aleardi, M., Chouinard, V. A., Marino, T., Cole, H.,
et al. (2005). Absence of gender effects on attention deficit hyperactivity
disorder: findings in nonreferred subjects. Am. J. Psychiatry 162, 1083–1089.
doi: 10.1176/appi.ajp.162.6.1083

Biederman, J., Mick, E., Faraone, S. V., Braaten, E., Doyle, A., Spencer, T.,
et al. (2002). Influence of gender on attention deficit hyperactivity disorder
in children referred to a psychiatric clinic. Am. J. Psychiatry 159, 36–42.
doi: 10.1176/appi.ajp.159.1.36

Biederman, J., Petty, C. R., Monuteaux, M. C., Fried, R., Byrne, D., Mirto, T.,
et al. (2010). Adult psychiatric outcomes of girls with attention deficit
hyperactivity disorder: 11-year follow-up in a longitudinal case-control study.
Am. J. Psychiatry 167, 409–417. doi: 10.1176/appi.ajp.2009.09050736

Bioulac, S., Lallemand, S., Rizzo, A., Philip, P., Fabrigoule, C., and Bouvard, M. P.
(2012). Impact of time on task on ADHD patient’s performances in a virtual
classroom. Eur. J. Psychiatry 16, 514–521. doi: 10.1016/j.ejpn.2012.01.006

Blakeman, R. S. (2000). ADHD and distractibility: the role of distractor appeal.
Diss. Abstr. Int. B. Sci. Eng., 61:517.

Bruchmüller, K., Margraf, J., and Schneider, S. (2012). Is ADHD diagnosed
in accord with diagnostic criteria? Overdiagnosis and influence of client
gender on diagnosis. J. Consult. Clin. Psychol. 80, 128–138. doi: 10.1037/a00
26582

Cohen, J. (1992). A power primer. Psychol. Bull. 112, 155–159. doi: 10.1037/0033-
2909.112.1.155

Coles, E. K., Slavec, J., Bernstein, M., and Baroni, E. (2012). Exploring the
gender gap in referrals for children with ADHD and other disruptive behavior
disorders. J. Atten. Disord. 16, 101–108. doi: 10.1177/1087054710381481

Conners, C. K. (2008). Conners. 3rd Edn. Toronto, Ontario: Multi-Health Systems
Inc.

Davidovitch, M., Koren, G., Fund, N., Shrem, M., and Porath, A. (2017).
Challenges in defining the rates of ADHD diagnosis and treatment: trends over
the last decade. BMC Pediatr. 29:218. doi: 10.1186/s12887-017-0971-0

Dekkers, T., Agelink van Rentergem, J. A., Koole, A., van den
Wildenberg, W. P. M., Popma, A., Bexkens, A., et al. (2017). Time-on-
task effects in children with and without ADHD: depletion of executive
resources or depletion of motivation? Eur. Child Adolesc. Psychiatry 26,
1471–1481. doi: 10.1007/s00787-017-1006-y

Diamantopoulou, S., Rydell, A. M., Thorell, L. B., and Bohlin, G. (2007). Impact of
executive functioning and symptoms of attention deficit hyperactivity disorder
on children’s peer relations and school performance. Dev. Neuropsychol. 31,
521–542. doi: 10.1080/87565640701360981

Edwards, M. C., Gardner, E. S., Chelonis, J. J., Schulz, E. G., Flake, R. A., and
Diaz, P. F. (2007). Estimates of the validity and utility of the Conner’s CPT
in the assessment of inattentive and/or hyperactive impulsive behaviors in
children. J. Abnorm. Child Psychol. 35, 393–404. doi: 10.1007/s10802-007-
9098-3

Epstein, J. N., Conners, C. K., Hervey, A. S., Tonev, S. T., Arnold, L. E.,
Abikoff, H., et al. (2006). Assessing medication effects in the MTA study
using neuropsychological outcomes. J. Child Psychol. Psychiatry 47, 446–456.
doi: 10.1111/j.1469-7610.2005.01469.x

Erdodi, L. A., and Lajiness-O’Neil, R. (2013). Time-related changes in Conners’
CPT-II scores: a replication study. Appl. Neuropsychol. Adult 21, 41–50.
doi: 10.1080/09084282.2012.724036

Gaub, M., and Carlson, C. I. (1997). Gender differences in ADHD: a meta-analysis
and critical review. J. Am. Acad. Child Adolesc. Psychiatry 36, 1036–1045.
doi: 10.1097/00004583-199708000-00011

Geiser, C. (2009). Multitrait-Multimethod-Multioccasion Modeling. München,
Germany: AVM.

Gershon, J. (2002). A meta-analytic review of gender differences in ADHD.
J. Atten. Disord. 5, 143–154. doi: 10.1177/108705470200500302

Glass, C. S., and Wegar, K. (2000). Teacher perceptions of the incidence
and management of attention deficit hyperactivity disorder. Education 121,
412–420.

Gordon, M., and Mettelman, B. B. (1987). Technical Guide to the Gordon
Diagnostic System. Syracuse, NY: Gordon Systems.

Graetz, B. W., Sawyer, M. G., and Baghurst, P. (2005). Gender differences among
children with DSM-IV ADHD in Australia. J. Am. Acad. Child Adolesc.
Psychiatry 44, 159–168. doi: 10.1097/00004583-200502000-00008

Grigorenko, E. L., Geiser, C., Slobodskaya, H. R., and Francis, D. J. (2010).
Cross-informant symptoms from CBCL, TRF, and YSR: trait and method
variance in a normative sample of Russian youths. Psychol. Assess. 22, 893–911.
doi: 10.1037/a0020703

Gudjonsson, G. H., Sigurdsson, J. F., Sigfusdottir, I. D., and Young, S. (2014).
A national epidemiological study of offending and its relationship with
ADHD symptoms and associated risk factors. J. Atten. Disord. 18, 3–13.
doi: 10.1177/1087054712437584

Hartanto, T. A., Krafft, C. E., Iosif, A. M., and Schweitzer, J. B. (2016).
A trial-by-trial analysis reveals more intense physical activity is associated
with better cognitive control performance in attention-deficit/hyperactivity
disorder. Child Neuropsychology 22, 618–626. doi: 10.1080/09297049.2015.
1044511

Hasson, R., and Fine, J. G. (2012). Gender differences among children with ADHD
on continuous performance tests: a meta-analytic review. J. Atten. Disord. 16,
190–198. doi: 10.1177/1087054711427398

Hezi, L. (2010). Criteria for Diagnosing ADHD in Children, Adolescents
and Adults. Israeli Ministry of Health. Available online at:
http://www.health.gov.il/hozer/mr40_2010.pdf. Accessed November 20,
2019.

Hinshaw, S. P., Owens, E. B., Sami, N., and Fargeon, S. (2006). Prospective
follow-up of girls with attention-deficit/hyperactivity disorder into
adolescence: evidence for continuing cross-domain impairment. J. Consult.
Clin. Psychol. 74, 489–499. doi: 10.1037/0022-006x.74.3.489

Frontiers in Human Neuroscience | www.frontiersin.org 12 December 2019 | Volume 13 | Article 441103

https://doi.org/10.1007/bf01670100
https://doi.org/10.1007/bf00909976
https://doi.org/10.1002/(SICI)1098-2779(1999)5:3<177::AID-MRDD3>3.0.CO;2-G
https://doi.org/10.1002/(SICI)1098-2779(1999)5:3<177::AID-MRDD3>3.0.CO;2-G
https://doi.org/10.1111/j.1467-8721.2007.00534.x
https://doi.org/10.1111/j.1467-8721.2007.00534.x
https://doi.org/10.1016/j.jneumeth.2013.10.012
https://doi.org/10.1016/j.jneumeth.2013.10.012
https://doi.org/10.1016/j.jneumeth.2013.10.012
https://doi.org/10.3389/fnhum.2013.00691
https://doi.org/10.1093/arclin/acw101
https://doi.org/10.1076/chin.10.1.1.26243
https://doi.org/10.1076/chin.10.1.1.26243
https://doi.org/10.1097/00004583-199505000-00010
https://doi.org/10.1097/00004583-199505000-00010
https://doi.org/10.1016/j.psc.2003.12.004
https://doi.org/10.1016/j.psc.2003.12.004
https://doi.org/10.1176/appi.ajp.162.6.1083
https://doi.org/10.1176/appi.ajp.159.1.36
https://doi.org/10.1176/appi.ajp.2009.09050736
https://doi.org/10.1016/j.ejpn.2012.01.006
https://doi.org/10.1037/a0026582
https://doi.org/10.1037/a0026582
https://doi.org/10.1037/0033-2909.112.1.155
https://doi.org/10.1037/0033-2909.112.1.155
https://doi.org/10.1177/1087054710381481
https://doi.org/10.1186/s12887-017-0971-0
https://doi.org/10.1007/s00787-017-1006-y
https://doi.org/10.1080/87565640701360981
https://doi.org/10.1007/s10802-007-9098-3
https://doi.org/10.1007/s10802-007-9098-3
https://doi.org/10.1111/j.1469-7610.2005.01469.x
https://doi.org/10.1080/09084282.2012.724036
https://doi.org/10.1097/00004583-199708000-00011
https://doi.org/10.1177/108705470200500302
https://doi.org/10.1097/00004583-200502000-00008
https://doi.org/10.1037/a0020703
https://doi.org/10.1177/1087054712437584
https://doi.org/10.1080/09297049.2015.1044511
https://doi.org/10.1080/09297049.2015.1044511
https://doi.org/10.1177/1087054711427398
http://www.health.gov.il/hozer/mr40_2010.pdf
https://doi.org/10.1037/0022-006x.74.3.489
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Slobodin and Davidovitch Gender Differences in ADHD Symptoms

Hinshaw, S. P., Owens, E. B., Zalecki, C., Huggins, S. P., Montenegro-Nevado, A. J.,
Schrodek, E., et al. (2012). Prospective follow-up of girls with attention-
deficit/hyperactivity disorder into early adulthood: continuing impairment
includes elevated risk for suicide attempts and self-injury. J. Consult. Clin.
Psychol. 80, 1041–1051. doi: 10.1037/a0029451

Huang-Pollock, C. L., Karalunas, S. L., Tam, H., and Moore, A. N. (2012).
Evaluating vigilance deficits in ADHD: a meta-analysis of CPT performance.
J. Abnorm. Psychol. 121, 360–371. doi: 10.1037/a0027205

Inzlicht, M., and Schmeichel, B. J. (2012). What is ego depletion? Toward a
mechanistic revision of the resource model of self-control. Perspect. Psychol.
Sci. 7, 450–463. doi: 10.1177/1745691612454134

Israeli Central Bureau of Statistics. (2017). Characterization and
Classification of Geographical Units by the Socio-Economic Level of the
Population, 2013. Available online at: https://www.cbs.gov.il/en/publications/
Pages/2017/Characterization-and-Classification-of-Geographical-Units-by-
the-Socio-Economic-Level-of-the-Population-2013.aspx. Accessed November
20, 2019.

Lambert, M. C., Rowan, G. T., Lyubansky, M., and Russ, C. M. (2002). Do
problems of clinic-referred African-American children overlap with the child
behavior checklist? J. Child. Fam. Stud. 11, 271–285. doi: 10.1023/A:101681600

Lasee, M. J., and Choi, H.-S. (2013). Evidence of Reliability and validity
for a children’s auditory continuous performance test. SAGE Open
3:215824401351182. doi: 10.1177/2158244013511828

Liu, J., Cheng, H., and Leung, P. W. (2011). The application of the preschool
Child Behavior Checklist and the caregiver-teacher report form to Mainland
Chinese children: syndrome structure, gender differences, country effects,
and inter-informant agreement. J. Abnorm. Child Psychol. 39, 251–264.
doi: 10.1007/s10802-010-9452-8

López-Martín, S., Albert, J., Fernández-Jaén, A., and Carretié, L. (2013). Emotional
distraction in boys with ADHD: neural and behavioral correlates. Brain Cogn.
83, 10–20. doi: 10.1016/j.bandc.2013.06.004

Mahone, M. E., Pillion, J. P., and Hiemenz, J. R. (2001). Initial development of
an auditory continuous performance test for preschoolers. J. Atten. Disord. 5,
93–106. doi: 10.1177/108705470100500203

Martel, M. M., and Nigg, J. T. (2006). Child ADHD and personality/temperament
traits of reactive and effortful control, resiliency, and emotionality. J. Child.
Psychol. Psychiatry 47, 1175–1183. doi: 10.1111/j.1469-7610.2006.01629.x

McGee, R. A., Clark, S. E., and Symons, D. K. (2000). Does the conners’ continuous
performance test aid in ADHD diagnosis? J. Abnorm. Child Psychol. 28,
415–424. doi: 10.1023/a:1005127504982

Meyer, B. J., Stevenson, J., and Sonuga-Barke, E. J. S. (2017). Sex differences in the
meaning of parent and teacher ratings of ADHD behaviors: an observational
study. J. Atten. Disord. doi: 10.1177/1087054717723988 [Epub ahead of print].

Miranda, M. C., Rivero, T. S., and Amodeo Bueno, O. F. (2012). Effects of age and
gender on performance on Conners’ Continuous Performance Test in Brazilian
adolescents. Psychol. Neurosci. 6, 73–78. doi: 10.3922/j.psns.2013.1.11

Mowlem, F. D., Rosenqvist, M. A., Martin, J., Lichtenstein, P., Asherson, P., and
Larsson, H. (2019). Sex differences in predicting ADHD clinical diagnosis
and pharmacological treatment. Eur. Child Adolesc. Psychiatry 28, 481–489.
doi: 10.1007/s00787-018-1211-3

Nadeau, K., and Quinn, P. (2002). ‘‘Rethinking the DSM-I,’’ in Understanding
Women with ADHD, eds K. Nadeau and P. Quinn (Silver Spring: Advantage
Books), 2–23.

National Institute of Mental Health. (2012). Attention
Deficit Hyperactivity Disorder. Available online at:
http://www.nimh.nih.gov/health/publications/attention-deficit-hyperactivity-
disorder/complete-index.shtml. Accessed June 03, 2019.

Netson, K. L., Conklin, H. M., Ashford, J. M., Kahalley, L. S., Wu, S., and
Xiong, X. (2011). Parent and teacher ratings of attention during a year-long
methylphenidate trial in children treated for cancer. J. Pediatr. Psychol. 36,
438–450. doi: 10.1093/jpepsy/jsq102

Nøvik, T. S., Hervas, A., Ralston, S. J., Dalsgaard, S., Rodrigues Pereira, R., and
Lorenzo, M. J. (2006). Influence of gender on attention-deficit/hyperactivity
disorder in Europe—ADORE. Eur. Child Adolesc. Psychiatry 15, 15–24.
doi: 10.1007/s00787-006-1003-z

Ohan, J. L., and Visser, T. A. (2009). Why is there a gender gap in children
presenting for attention-deficit/hyperactivity disorder services? J. Clin. Child
Adolesc. Psychol. 38, 650–660. doi: 10.1080/15374410903103627

Papageorgiou, V., Kalyva, E., Dafoulis, V., and Vostanis, P. (2008). Differences
in parents’ and teachers’ ratings of ADHD symptoms and other mental
health problems. Eur. J. Psychiatry 22, 200–210. doi: 10.4321/s0213-
61632008000400003

Pelham, W. E. Jr., Waschbusch, D. A., Hoza, B., Gnagy, E. M., Greiner, A. R.,
Sams, S. E., et al. (2011). Music and video as distractors for boys
with ADHD in the classroom: comparison with controls, individual
differences, and medication effects. J. Abnorm. Child Psychol. 39, 1085–1098.
doi: 10.1007/s10802-011-9529-z

Pettersson, R., Söderström, S., and Nilsson, K. W. (2018). Diagnosing ADHD in
adults: an examination of the discriminative validity of neuropsychological
tests and diagnostic assessment instruments. J. Atten. Disord. 22, 1019–1031.
doi: 10.1177/1087054715618788

Psychtech Ltd. (2005). Translation of the Achenbach System for Evidence-Based
Assessment. Jerusalem: PsychTech Ltd.

Psychtech Ltd. (2012). Translation of the Conners 3AI Rating Scales. Jerusalem:
PsychTech Ltd.

Quinn, P. O. (2008). Review Attention-deficit/hyperactivity disorder and its
comorbidities in women and girls: an evolving picture. Curr. Psychiatry Rep.
10, 419–423. doi: 10.1007/s11920-008-0067-5

Quinn, P. O. (2010). 100 Questions and Answers About Attention Deficit
Hyperactivity Disorder (ADHD) in Women and Girls. Burlington, MA: Jones
and Bartlett Learning.

Quinn, P. O., and Madhoo, M. (2014). A review of attention-deficit/hyperactivity
disorder in women and girls: uncovering this hidden diagnosis. Prim. Care
Companion CNS Disord. 16:PCC.13r01596. doi: 10.4088/pcc.13r01596

Rabiner, D. L., Murray, D. W., Skinner, A. T., and Malone, P. S. (2010).
A randomized trial of two promising computer-based interventions for
students with attention difficulties. J. Abnorm. Child Psychol. 38, 131–142.
doi: 10.1007/s10802-009-9353-x

Ramtekkar, U., Reiersen, A., Todorov, A., and Todd, R. (2010). Sex and
age differences in attention-deficit/hyperactivity disorder symptoms and
diagnoses: implications for DSM-V and ICD-11. J. Am. Acad. Child Adolesc.
Psychiatry 49, 217.e3–228.e3. doi: 10.1016/j.jaac.2009.11.011

Reh, V., Schmidt, M., Lam, L., Schimmelmann, B. G., Hebebrand, J., Rief, W.,
et al. (2015). Assessment of core ADHD symptoms using the QbTest. J. Atten.
Disord. 19, 1034–1045. doi: 10.1177/1087054712472981

Riley, E., Okabe, H., Germine, H.,Wilmer, J., Esterman,M., andDeGutis, J. (2016).
Gender differences in sustained attentional control relate to gender inequality
across countries. PLoS One 11:e0165100. doi: 10.1371/journal.pone.0165100

Rousseau, C., Measham, T., and Bathiche-Suidan, M. (2008). DSM-IV, culture and
child psychiatry. J. Can. Acad. Child Adolesc. Psychiatry 17, 69–75.

Rucklidge, J. J. (2008). Gender differences in ADHD: implications for psychosocial
treatments. Expert Rev. Neurother. 8, 643–655. doi: 10.1586/14737175.8.4.643

Rucklidge, J. J. (2010). Gender differences in attention-deficit/hyperactivity
disorder. Psychiatr. Clin. North Am. 33, 357–373. doi: 10.1016/j.psc.2010.
01.006

Sassi, R. B. (2010). Attention-deficit hyperactivity disorder and gender. Arch.
Womens Ment. Health 13, 29–31. doi: 10.1007/s00737-009-0121-2

Sciutto, M. J., Nolfi, C. J., and Bluhm, C. (2004). Effects of child gender and
symptom type on referrals for ADHD by elementary school teachers. J. Emot.
Behav. Disord. 12, 247–253. doi: 10.1177/10634266040120040501

Seidman, L. J., Biederman, J., Monuteaux, M., Doyle, A. E., and Faraone, S. V.
(2001). Learning disabilities and executive dysfunction in boys with
attention-deficit/hyperactivity disorder. Neuropsychology 15, 544–556.
doi: 10.1037/0894-4105.15.4.544

Seidman, L., Biederman, J., Monuteaux, M., Valera, E., Doyle, A., and Faraone, S.
(2005). Impact of gender and age on executive functioning: do girls
and boys with and without attention deficit hyperactivity disorder differ
neuropsychologically in preteen and teenage years? Dev. Neuropsychol. 27,
79–105. doi: 10.1207/s15326942dn2701_4

Seymour, K. E., Chronis-Tuscano, A., Iwamoto, D. K., Kurdziel, G., and
Macpherson, L. (2014). Emotion regulation mediates the association between
ADHD and depressive symptoms in a community sample of youth. J. Abnorm.
Child Psychol. 42, 611–621. doi: 10.1007/s10802-013-9799-8

Shahaf, G., Nitzan, U., Erez, G., Meddelovic, S., and Bloch, Y. (2018). Monitoring
attention in ADHDwith an easy-to-use electrophysiological index. Front. Hum.
Neurosci. 12:32. doi: 10.3389/fnhum.2018.00032

Frontiers in Human Neuroscience | www.frontiersin.org 13 December 2019 | Volume 13 | Article 441104

https://doi.org/10.1037/a0029451
https://doi.org/10.1037/a0027205
https://doi.org/10.1177/1745691612454134
https://www.cbs.gov.il/en/publications/Pages/2017/Characterization-and-Classification-of-Geographical-Units-by-the-Socio-Economic-Level-of-the-Population-2013.aspx
https://www.cbs.gov.il/en/publications/Pages/2017/Characterization-and-Classification-of-Geographical-Units-by-the-Socio-Economic-Level-of-the-Population-2013.aspx
https://www.cbs.gov.il/en/publications/Pages/2017/Characterization-and-Classification-of-Geographical-Units-by-the-Socio-Economic-Level-of-the-Population-2013.aspx
https://doi.org/10.1023/A:101681600
https://doi.org/10.1177/2158244013511828
https://doi.org/10.1007/s10802-010-9452-8
https://doi.org/10.1016/j.bandc.2013.06.004
https://doi.org/10.1177/108705470100500203
https://doi.org/10.1111/j.1469-7610.2006.01629.x
https://doi.org/10.1023/a:1005127504982
https://doi.org/10.1177/1087054717723988
https://doi.org/10.3922/j.psns.2013.1.11
https://doi.org/10.1007/s00787-018-1211-3
http://www.nimh.nih.gov/health/publications/attention-deficit-hyperactivity-disorder/complete-index.shtml
http://www.nimh.nih.gov/health/publications/attention-deficit-hyperactivity-disorder/complete-index.shtml
https://doi.org/10.1093/jpepsy/jsq102
https://doi.org/10.1007/s00787-006-1003-z
https://doi.org/10.1080/15374410903103627
https://doi.org/10.4321/s0213-61632008000400003
https://doi.org/10.4321/s0213-61632008000400003
https://doi.org/10.1007/s10802-011-9529-z
https://doi.org/10.1177/1087054715618788
https://doi.org/10.1007/s11920-008-0067-5
https://doi.org/10.4088/pcc.13r01596
https://doi.org/10.1007/s10802-009-9353-x
https://doi.org/10.1016/j.jaac.2009.11.011
https://doi.org/10.1177/1087054712472981
https://doi.org/10.1371/journal.pone.0165100
https://doi.org/10.1586/14737175.8.4.643
https://doi.org/10.1016/j.psc.2010.01.006
https://doi.org/10.1016/j.psc.2010.01.006
https://doi.org/10.1007/s00737-009-0121-2
https://doi.org/10.1177/10634266040120040501
https://doi.org/10.1037/0894-4105.15.4.544
https://doi.org/10.1207/s15326942dn2701_4
https://doi.org/10.1007/s10802-013-9799-8
https://doi.org/10.3389/fnhum.2018.00032
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Slobodin and Davidovitch Gender Differences in ADHD Symptoms

Sims, D. S., and Lonigan, C. J. (2012). Multi-method assessment of ADHD
characteristics in preschool children: relations between measures. Early Child.
Res. Q. 27, 329–337. doi: 10.1016/j.ecresq.2011.08.004

Skogli, E. W., Teicher, M. H., Anderen, P. N., Hovik, K. T., and Øie, M. (2013).
ADHD in girls and boys—gender differences in co-existing symptoms and
executive function measures. BMC Psychiatry 13:298. doi: 10.1186/1471-244x-
13-298

Slobodin, O., Cassuto, H., and Berger, I. (2015). Age-related changes
in distractibility: developmental trajectory of sustained attention in
ADHD. J. Atten. Disord. 22, 1333–1343. doi: 10.1177/10870547155
75066

Slobodin, O., and Masalha, R. (in press). Challenges in ADHD care for ethnic
minority children: a review of the current literature. Transcult. Psychiatry

Tallberg, P., Råstam, M., Wenhov, L., Eliasson, G., and Gustafsson, P. (2019).
Incremental clinical utility of continuous performance tests in childhood
ADHD—an evidence-based assessment approach. Scand. J. Psychol. 60, 26–35.
doi: 10.1111/sjop.12499

Thomas, R., Sanders, S., Doust, J., Beller, E. M., and Glasziou, P. (2015).
Prevalence of attention-deficit/hyperactivity disorder: a systematic
review and meta-analysis. Pediatrics 135, e994–e1001. doi: 10.1542/peds.
2014-3482

Tucha, L., Fuermaier, A. B., Koerts, J., Buggenthin, R., Aschenbrenner, S.,
Weisbrod, M., et al. (2017). Sustained attention in adult ADHD: time-on-
task effects of various measures of attention. J. Neural Transm. 214, 39–53.
doi: 10.1007/s00702-015-1426-0

Tucha, L., Tucha, O., Walitza, S., Sontag, T. A., Laufkötter, R., Linder, M., et al.
(2009). Vigilance and sustained attention in children and adults with ADHD.
J. Atten. Disord. 12, 410–421. doi: 10.1177/1087054708315065

Uno, M., Abe, J., Sawai, C., Sakaue, Y., Nishitani, A., Yasuda, Y., et al.
(2006). Effect of additional auditory and visual stimuli on continuous
performance test (noise-generated CPT) in AD/HD children—usefulness of
noise-generated CPT. Brain Dev. 28, 162–169. doi: 10.1016/j.braindev.2005.
06.007

van Mourik, R., Oosterlaan, J., Heslenfeld, D. J., Konig, C. E., and Sergeant, J. A.
(2007). When distraction is not distracting: a behavioral and ERP study on
distraction in ADHD. Clin. Neurophysiol. 118, 1855–1865. doi: 10.1016/j.
clinph.2007.05.007

Vogt, C., and Williams, T. (2011). Early identification of stimulant treatment
responders, partial responders and non-responders using objective measures

in children and adolescents with hyperkinetic disorder. Child Adolesc. Ment.
Health 16, 144–149. doi: 10.1111/j.1475-3588.2010.00593.x

Vogt, C., Williams, T., Susi, K., and Harrison, S. (2018). Differences in
measurements of hyperactivity between objective testing using infrared motion
analysis (QbTest) and behavioural rating scales when comparing problems in
alerting functions and response inhibition during the clinical assessment of
ADHD. Psychol. Dis. Res. 1, 3–6. doi: 10.31487/j.PDR.2018.02.002

Waschbusch, D. A., and King, S. (2006). Should sex-specific norms be used to
assess attention-deficit/hyperactivity disorder or oppositional defiant disorder?
J. Consult. Clin. Psychol. 74, 179–185. doi: 10.1037/0022-006x.74.1.179

Willard, V. M., Conklin, L. H., Huang, L., Zhang, H., and Kahalley, L. S.
(2016). Concordance of parent-, teacher- and self-report ratings on the
Conners 3 in adolescent survivors of cancer. Psychol. Assess. 28, 1110–1118.
doi: 10.1037/pas0000265

Willcutt, E. G. (2012). The prevalence of DSM-IV attention-deficit/hyperactivity
disorder: a meta-analytic review. Neurotherapeutics 9, 490–499.
doi: 10.1007/s13311-012-0135-8

Wolraich, M., Brown, L., Brown, R. T., DuPaul, G., Earls, M., and Feldman, H. M.
(2011). ADHD: clinical practice guideline for the diagnosis, evaluation,
and treatment of attention-deficit/hyperactivity disorder in children and
adolescents. Pediatrics 128, 1007–1022. doi: 10.1542/peds.2011-2654

Yang, P., Jong, Y., Chung, L., and Chen, C. (2004). Gender differences in a clinic-
referred sample of Taiwanese attention-deficit/ hyperactivity disorder children.
Psychiatry Clin. Neurosci. 58, 619–623. doi: 10.1111/j.1440-1819.2004.01312.x

Conflict of Interest: OS has previously served on the scientific advisory board of
NeuroTech Solutions Limited.

The remaining author declares that the research was conducted in the absence of
any commercial or financial relationships that could be construed as a potential
conflict of interest.

Copyright © 2019 Slobodin and Davidovitch. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with
these terms.

Frontiers in Human Neuroscience | www.frontiersin.org 14 December 2019 | Volume 13 | Article 441105

https://doi.org/10.1016/j.ecresq.2011.08.004
https://doi.org/10.1186/1471-244x-13-298
https://doi.org/10.1186/1471-244x-13-298
https://doi.org/10.1177/1087054715575066
https://doi.org/10.1177/1087054715575066
https://doi.org/10.1111/sjop.12499
https://doi.org/10.1542/peds.2014-3482
https://doi.org/10.1542/peds.2014-3482
https://doi.org/10.1007/s00702-015-1426-0
https://doi.org/10.1177/1087054708315065
https://doi.org/10.1016/j.braindev.2005.06.007
https://doi.org/10.1016/j.braindev.2005.06.007
https://doi.org/10.1016/j.clinph.2007.05.007
https://doi.org/10.1016/j.clinph.2007.05.007
https://doi.org/10.1111/j.1475-3588.2010.00593.x
https://doi.org/10.31487/j.PDR.2018.02.002
https://doi.org/10.1037/0022-006x.74.1.179
https://doi.org/10.1037/pas0000265
https://doi.org/10.1007/s13311-012-0135-8
https://doi.org/10.1542/peds.2011-2654
https://doi.org/10.1111/j.1440-1819.2004.01312.x
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


ORIGINAL RESEARCH
published: 24 January 2020

doi: 10.3389/fnhum.2019.00470

Edited by:

Douglas Owen Cheyne,
Hospital for Sick Children, Canada

Reviewed by:
Marianne Latinus,

INSERM U1253Imagerie et Cerveau
(iBrain), France
Brian C. Coe,

Queen’s University, Canada

*Correspondence:
Robin Laycock

robin.laycock@rmit.edu.au

Specialty section:
This article was submitted to Health,
a section of the journal Frontiers in

Human Neuroscience

Received: 19 July 2019
Accepted: 23 December 2019
Published: 24 January 2020

Citation:
Laycock R, Wood K, Wright A,
Crewther SG and Goodale MA

(2020) Saccade Latency Provides
Evidence for Reduced Face Inversion

Effects With Higher Autism Traits.
Front. Hum. Neurosci. 13:470.

doi: 10.3389/fnhum.2019.00470

Saccade Latency Provides Evidence
for Reduced Face Inversion Effects
With Higher Autism Traits
Robin Laycock 1,2*, Kylie Wood 2, Andrea Wright 2, Sheila G. Crewther 2

and Melvyn A. Goodale 3

1School of Health and Biomedical Sciences, RMIT University, Melbourne, VIC, Australia, 2School of Psychology and Public
Health, La Trobe University, Melbourne, VIC, Australia, 3The Brain and Mind Institute, The University of Western Ontario,
London, ON, Canada

Individuals on the autism spectrum are reported to show impairments in the processing
of social information, including aspects of eye-movements towards faces. Abnormalities
in basic-level visual processing are also reported. In the current study, we sought to
determine if the latency of saccades made towards social targets (faces) in a natural
scene as opposed to inanimate targets (cars) would be related to sub-clinical autism
traits (ATs) in individuals drawn from a neurotypical population. The effect of stimulus
inversion was also examined given that difficulties with processing inverted faces are
thought to be a function of face expertise. No group differences in saccadic latency
were established for face or car targets, regardless of image orientation. However, as
expected, we found that individuals with higher autism-like traits did not demonstrate a
saccadic face inversion effect, but those with lower autism-like traits did. Neither group
showed a car inversion effect. Thus, these results suggest that neurotypical individuals
with high autism-like traits also show anomalies in detecting and orienting to faces. In
particular, the reduced saccadic face inversion effect established in these participants
with high ATs suggests that speed of visual processing and orienting towards faces may
be associated with the social difficulties found across the broader autism spectrum.

Keywords: autism, face processing, face inversion, saccade, eye-movements

INTRODUCTION

A core element of Autism Spectrum Disorder (ASD) is a difficulty in dealing with social situations,
including deficits in eye-contact and reading non-verbal social signals. In addition, individuals with
ASD often show impairments in attending to social information, spending less time, for example,
fixating on the eyes and the central region of faces (Snow et al., 2011). Impairments in identifying
emotions from facial expressions (Lozier et al., 2014), and based on eye-tracking studies, in shifting
attention towards Guillon et al. (2016), and disengaging attention away from faces (Chawarska
et al., 2010; Kikuchi et al., 2011) have also been reported in ASD populations.

Given that nonverbal social cues are usually rapid and dynamic, speed of visual processing
and the orienting of attention may be important for developing social-communication skills. For
example, the latency of the event-related potential (ERP) associated with early perceptual face
processing has been shown to predict emotion recognition in adolescents with ASD (Lerner et al.,
2013). In addition, under free-viewing of photographs of natural scenes, individuals with ASD are
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slower to first fixate on a person in the scene, and spend less time
looking at a person when there are other objects in the scene
(Wilson et al., 2010).

In neurotypical populations, faces appear to constitute a
unique category of objects that gain priority access to neural
processing possibly via a direct superior colliculus-pulvinar-
amygdala route (McFadyen et al., 2017). For example, faces
capture attention in visual search, even when they are irrelevant
to the task (Devue and Grimshaw, 2017), and infants also
demonstrate preferential looking at faces (Johnson et al., 1991).
The salient nature of faces is well illustrated by a saccadic
choice reaction time paradigm employed by Crouzet et al.
(2010) in which saccade onset times towards photographs of
natural scenes presented simultaneously to the left and right of
fixation averaged 150 ms when detecting the side containing
a face (the express saccade range), compared to more than
180 ms when they were detecting a vehicle. This speed of
visual processing for faces is consistent with reports of rapid
ventral stream activation (Braeutigam et al., 2001; Eimer and
Holmes, 2002; Liu et al., 2002), or may reflect direct subcortical
pulvinar pathways to the amygdala that bypass early visual
cortex (Johnson, 2005; Méndez-Bértolo et al., 2016; McFadyen
et al., 2017). Interestingly, this type of fast processing is likely
mediated by the magnocellular system which is also reported
to be impaired in ASD (Greenaway et al., 2013). In the present
study, we used the Crouzet et al.’s (2010) paradigm to examine
the detection of faces vs. cars to disentangle whether the deficit
in face detection in ASD is specific to social stimuli such as faces
or instead reflects a general deficit in saccadic orienting.

The ASD literature on visually guided saccade tasks has been
somewhat inconsistent with regard to latency measures. These
studies involve the onset of a single simple target such as a small
square [or a more engaging target such as a smiley face or a clown
for children participants (Kelly et al., 2013; Kovarski et al., 2019)],
triggering a reflexive visually guided saccade, and have found
ASD to be associated with slower saccadic onset times (SOTs)
towards a target (Goldberg et al., 2002; Miller et al., 2014; Wilkes
et al., 2015), whilst others appear to suggest intact (Minshew
et al., 1999; Takarae et al., 2004; Luna et al., 2007; Kelly et al.,
2013; Zalla et al., 2018) or even faster (Kovarski et al., 2019)
saccadic latency in ASD. In the current study however, where two
competing photographs were presented, we were interested in
the speed of saccadic orienting towards the image that contained
the target category. Given that faces are less salient in those with
ASD (Chawarska et al., 2010; Kikuchi et al., 2011; Guillon et al.,
2016) it would be expected that utilization of a choice reaction
time task should be associated with slower saccadic responses to
face targets in ASD populations.

In addition, we also examined the effect of face inversion.
In typical observers, recognition of inverted faces is reported to
be more difficult, possibly due to the disruption of holistic face
processing that occurs with inversion (Rossion, 2009). Reduced
face inversion effects have been reported in the ASD literature
(Rose et al., 2007) and have also been found to predict autism
traits (AT) in a neurotypical population (Wyer et al., 2012).
A 2012 systematic review argued there is insufficient evidence
for reduced inversion effects in ASD (Weigelt et al., 2012).

However, while most face inversion studies in those on the
autism spectrum have measured identity recognition, only a few
have utilized electrophysiological measurements to assess more
automatic aspects of face processing, finding reduced inversion
effects in ASD (McPartland et al., 2004; Vettori et al., 2019). Here,
we measured saccadic latency when participants were detecting
upright and inverted faces or cars which may also provide a more
reflexive measure of attentional bias towards faces.

As a first step to testing whether or not ‘‘reflexive’’
saccadic mechanisms mediating the rapid detection of faces are
compromised in ASD, we adopted the dimensional approach
to investigating the autism spectrum (Landry and Chouinard,
2016). Similar to patterns observed in ASD samples, the broader
autism phenotype, which includes family members of those
with an ASD as well as neurotypical samples with higher
ATs, has demonstrated anomalies in a number of cognitive
processes, including executive function (Christ et al., 2010),
visual processing (Crewther et al., 2015; Cribb et al., 2016), face
emotion processing (Palermo et al., 2006; Wallace et al., 2010;
Spencer et al., 2011) and in eye-movement patterns towards
faces (Davis et al., 2001; Åsberg Johnels et al., 2017). Together,
these results suggest that this dimensional approach provides
a useful model of ASD, and may shed light on the similarities
and dissimilarities between clinical and sub-clinical populations.
In the current study, therefore, we tested individuals with high
autism-like personality traits drawn from the general population.
Such individuals were identified using a self-report scale that
treats ASD as one end of a spectrum of behavioral traits
extending into the general population (Kanne et al., 2012).

We predicted that individuals with high autism-like traits
would exhibit the slower onset of saccadic eye movements than
individuals with lower autism-like traits when detecting faces,
even though the performance of the two groups might not
differ when detecting inanimate objects, such as cars. We also
predicted that individuals with high autism-like traits would
demonstrate reduced saccadic face inversion effects compared
to individuals with low ATs, but neither group would show a
‘‘car inversion’’ effect.

MATERIALS AND METHODS

Participants
Forty-seven participants (32 females, 15 males; mean age = 25.7,
SD = 6.3) with normal or corrected to normal vision, were
tested after providing written informed consent. All procedures
were approved by the La Trobe University Human Ethics
Committee and carried out in accordance with the approved
protocol and relevant regulations. Prior to completing the
experiment, participants completed an online version of the
Subthreshold Autism Trait Questionnaire (SATQ; Kanne et al.,
2012), a 24 item self-report questionnaire assessing a broad range
of ATs encompassing social-communication and restricted or
repetitive behaviors that has good test-retest reliability, internal
consistency and discriminant validity (Nishiyama and Kanne,
2014). A factor analysis revealed five factors (social interaction
and enjoyment, oddness, reading facial expressions, expressive
language, rigidity). Participants also completed a timed version
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TABLE 1 | Demographic information.

N Mean age (SD) Mean Raven’s raw score (SD) Gender ratio (M:F) Mean SATQ score (SD)

Low autism trait group 15 24.7 (5.2) 48.4 (4.6) 4:11 10.6 (4.5)
High autism trait group 15 27.4 (9.4) 46.4 (5.8) 7:8 32.4 (5.5)

of the standard Raven’s Progressive Matrices test (Raven et al.,
1996). Thirty participants were initially assigned to either high-
or low-AT groups after performing a tertile split in the ranked
SATQ scores of the initial pool of 47 participants. The final
group characteristics after replacing one participant in the low
AT group, and two participants in the high AT group (see
below for details) can be seen in Table 1. As a comparison
to the SATQ scores described in Table 1, SATQ scores in the
general population have been reported with a mean of 23.1
(SD = 7.1), and in a clinical ASD sample with a mean of 40.8
(13.6; Kanne et al., 2012).

A power analysis to determine the sample size, utilizing the
GPower package (Faul et al., 2009) was based on Crouzet et al.
(2010), Bannerman et al. (2012) and Wilson et al. (2010). First
for the within-subject comparison, when an effect size from
Crouzet et al. (2010), dz = 2.5 was used, assuming a correlation
among repeated measures (face and vehicle targets in saccadic
choice reaction time tasks), r = 0.8, a sample size of four would
be required for getting power of 0.80 with alpha level of 0.05.
More conservatively however, when the effect size dz = 0.86 was
estimated from Figure 3 of Bannerman et al. (2012) again
assuming a correlation among repeated measures (upright and
inverted fearful faces in a simple saccadic detection task), r = 0.8,
a total sample size of 15 was calculated and aimed for in the
current study. For the between-subject comparison, although not
a saccadic reaction time task, Wilson et al. (2010) report a group
effect for time to first fixation towards a face of approximately
d = 1.16. Using the same assumptions as above, a sample size of
13 per group would be required.

Stimuli and Procedure
Participants viewed stimuli on a PC 24-inch display monitor
using Experiment Builder software, and saccades were recorded
using the EyeLink 1000 Plus, a video-based eye-tracking system.
Participants viewed tasks binocularly, positioned in a chinrest for
stability 57 cm from the monitor.

Before commencing each task, a 9-point calibration of the eye
movement recording systemwas carried out. After every 10 trials,
a fixation drift-check was made to ensure that the difference
between computed fixation position during calibration and the
current target is not large.

Task design and procedure closely followed that of Crouzet
et al. (2010). Photographs were all grayscale and consisted of
200 natural scenes containing a car, along with 200 natural scenes
containing a face, and 200 distractor natural scenes containing
neither a face nor a car. The car stimuli were sourced from the
internet while the face stimuli and distractor natural scenes were
provided by Crouzet et al. (2010). Each image was converted to
grayscale, 330 × 330 pixels, and adjusted to a mean luminance
value of 128 using Adobe Photoshop. Half the face stimuli
were males and half were females. The faces and cars were

positioned in different locations within the scene rather than
predictably central and were also of varied size and viewpoint
(i.e., front/side angle etc.). Most of the face and the car images
consisted of close-up views of the target, with approximately 30%
(face images) and 35% (car images) taken frommid-stance views.
Each photo had a retinal size of 14◦ by 14◦ of visual angle and was
always positioned 8◦ left or right of fixation.

Each saccadic choice reaction-time task involved the
presentation of two pictures, one on each side of fixation; one
picture always contained the target (face or car), and the other
was a natural scene that did not contain a target. The same set
of 200 natural distractor scenes used for the face tasks were
also used as the distractor images for the car tasks. The photo
containing the target was randomly presented to the left or
right. Initially, a black fixation cross on a white background
was presented centrally for a random duration lasting between
800 and 1,600 ms, followed by a blank screen for 200 ms, and
then the two images were presented for 400 ms followed again
by a blank white screen (see Figure 1).

In the upright face task, participants were required to make
a saccade towards the picture containing a face and completed
200 trials. Target and distractor images were both randomly

FIGURE 1 | Illustration of the task procedure. A fixation was followed by a
200 ms blank screen, and subsequently two images were presented. In
different tasks, one photograph contained a face or a car and was presented
alongside a distractor photograph consisting of a natural scene with no car or
face. In separate tasks both the target and distractor photographs were
presented in an upright orientation, or inverted 180◦. Participants were
required to make a saccade towards the location of the target, presented
randomly to the left or the right, as quickly and accurately as possible.
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sampled without replacement. This design was repeated in the
inversion task, except that both target and distractor pictures
were rotated 180◦. Exactly the same procedure was used in
the upright and inverted car target tasks. Thus, four separate
tasks were completed, with task order counterbalanced between
participants. Within each task, participants were allowed a brief
break every 50 trials. The whole experiment lasted approximately
75 min.

Data Analysis
Eye-movements were recorded monocularly at 1,000 Hz. Data
processing and extraction made use of Eyelink Data Viewer
software, before further processing in Excel, with final analyses
utilizing SPSS. All saccades were recorded and defined by an
eye-movement motion threshold of 0.2◦, velocity above 30◦/s,
and acceleration greater than 8,000◦/s2. An accurate response
was defined as an eye movement of 4◦ or greater in the direction
of the photo containing a target. For each participant, we
calculated the percent correct trials on each task. Mean SOTs
were analyzed for correct trials only, with saccades less than 4◦

or commencing earlier than 80 ms (i.e., indicating anticipation)
excluded from the analysis. One participant in each AT group
hadmissing data for a single task. Box plots for SOTs on each task
and also the inversion effects for each target category revealed a
high AT participant for face inversion, and a low AT participant
for car inversion, both more than two standard deviations above
themean for their group. In order tomaintain equal sample sizes,
these participants were replaced with the participant next in the
ranked SATQ data and formed the final sample for both accuracy
and saccadic analyses (see Table 1). To analyze the accuracy and
SOT data, separate three-way mixed ANOVA’s were conducted,
including target (face, car) and orientation (upright, inverted)
as within-subject factors, and group (low AT, high AT) as a
between-group factor. Effect sizes are reported, adopting the
convention of small, medium and large effects with partial eta
squared values of 0.01, 0.06 and 0.14, respectively.

Given the possibility that apparent discrepancies in the gender
balance between AT groups may have influenced the results,
further analyses were conducted. Fisher’s exact test indicated
that gender was not statistically imbalanced between AT groups
(p = 0.45). Nevertheless, a mixed ANOVA using gender instead
of AT group as the between-groups factor to analyze saccadic
latencies did not reveal a main effect of gender (p = 0.219), nor
any interactions including gender (p’s > 0.795). Together these
analyses suggest that gender does not appear to have influenced
saccadic latencies in the current study.

RESULTS

Accuracy
Both groups performed the tasks with a high degree of accuracy
(mean accuracy: low AT group—face upright = 98%, face
inverted = 95%, car upright = 92%, car inverted 86%; high
AT group—face upright = 96%, face inverted = 95%, car
upright = 90%, car inverted 87%). A three-way mixed ANOVA
revealed a main effect of target, F(1,28) = 81.56, p < 0.001,
η2p = 0.744, with accuracy higher on face tasks than car tasks; a

main effect of orientation, F(1,28) = 26.75, p < 0.001, η2p = 0.489,
with accuracy higher for upright tasks than inverted tasks; but
no effect of group, F(1,28) = 0.08, p = 0.782, η2p = 0.003. The
only significant interaction was a two-way interaction between
orientation and group, F(1,28) = 5.43 p = 0.027, η2p = 0.162,
with simple effects analyses demonstrating that, although the
low AT group was more accurate for upright than inverted
stimuli (p < 0.001), the high AT group were not more accurate
for upright than inverted stimuli (p = 0.054), regardless of
target category.

Saccadic Onset Times
A three-way mixed ANOVA revealed significant main effects of
target, F(1,28) = 207.54, p < 0.001, η2p = 0.881, with SOTs to faces
faster than those to cars; orientation, F(1,28) = 8.84, p = 0.006,
η2p = 0.24, with SOTs to upright targets faster than those to
inverted targets; but not for group, F(1,28) = 0.02, p = 0.878,
η2p = 0.001. There were no significant two-way interactions
involving the group factor. The three-way interaction, however,
was significant, F(1,28) = 4.97, p = 0.034, η2p = 0.151 (see
Figure 2A). Simple main effects analysis used to interpret this
interaction demonstrated that it was driven by differences in
the inversion effects between groups. The inversion effect was
defined as the paired comparison of SOTs between upright and
inverted targets separately for each target category. Specifically,
the low AT group showed a significant inversion effect for faces
(p < 0.001) but not for cars (p = 0.968), whereas the high AT
group did not demonstrate a significant face inversion effect
(p = 0.170), nor a significant car inversion effect (p = 0.309;
see Figure 2B). A t-test also revealed that the high AT group
demonstrated a smaller face inversion effect compared with the
lowAT group, t(28) = 2.85, p = 0.008. Although the high AT group
showed a slower SOT for faces compared with the low AT group,
the group difference was not significant (p = 0.301), and no other
differences in SOTs were apparent between the groups for any of
the tasks (p’s> 0.651; see Figure 2A).

Reaction time data, including saccadic reaction times, is
usually positively skewed, and median SOT, rather than mean
SOT per participant may be considered appropriate for the
current analysis. Although this solution is not recommended for
data sets in which conditions have different number of trials
(Miller, 1988; as was the case here due to the exclusion of trials
not meeting inclusion criteria), a mixed ANOVA was run as
suggested by a reviewer. After replacing a further outlier in
the high AT group, the 3-way interaction was still significant,
F(1,28) = 4.30, p = 0.047, η2p = 0.133. Simple main effects
demonstrated the same pattern of results as for the analysis based
on means (see Appendix). Indeed the difference in SOT between
the mean and median for each participant was small, ranging on
average between 3–5 ms depending on the task condition.

DISCUSSION

The results of our experiment indicate that people with high
(though sub-clinical) ATs showed different eye-movement
patterns, compared with people with low ATs, when orienting
towards faces in natural scenes. In particular, these differences
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FIGURE 2 | (A) Average saccade onset times (SOTs) to detect the
photograph containing a face or a car in the upright and inverted tasks for
high and low Autism Trait (AT) Groups. (B) Face and car inversion effects,
calculated as the difference in mean SOTs between upright and inverted
tasks for high and low AT Groups. Error bars indicate standard error of the
mean. The low AT group demonstrated a significant face inversion effect
(p < 0.001), whereas the high AT group did not (p = 0.170). The face
inversion effect of the low AT group was significantly larger than that of the
high AT group (p = 0.008). Neither group demonstrate a car inversion effect.

were demonstrated by a reduced latency-based face inversion
effect. These effects were found to be specific to the detection
of faces with no evidence for differences in inversion effects
when detecting inanimate targets, such as cars. Although the
current study was not designed to test oculomotor and early-
stage visual processing, the lack of a generalized impairment for
saccade onset latencies and the specificity of the inversion effects
to face targets suggests the oculomotor and visual processing
deficits that have sometimes been reported in ASD populations
across a range of paradigms are unlikely to account for the
face-detection deficit we observed (for reviews, see Simmons
et al., 2009; Freedman and Foxe, 2018).

Whereas low AT participants demonstrated a very
pronounced face inversion effect, with faster SOTs towards
upright than inverted faces, this effect was entirely absent in
the participants with high ATs. Previous studies have found
reduced or absent face inversion effects in ASD populations
(McPartland et al., 2004; Rose et al., 2007) and in a neurotypical
population a smaller face inversion effect was found to predict
ATs (Wyer et al., 2012), although Weigelt et al. (2012) have
cast doubt on the reliability of these findings. One difficulty in
making comparisons between studies is that different measures
of face processing have been used; for example, participants

may be required to match face identity in some studies or
expression in others. The reduced saccadic inversion effect
reported here suggests that the timing of the activation of face
processing mechanisms may be a critical variable, a conclusion
that is also supported by the finding in an ASD sample of a
reduced inversion effect in the N170 latency when viewing faces
(McPartland et al., 2004).

Reports of a lack of face inversion effects in ASD (McPartland
et al., 2004; Rose et al., 2007; Vettori et al., 2019) have been used
to argue that individuals with ASD use a more feature-based
approach to face processing. Typical observers are thought to use
a more global or holistic approach to face processing, rather than
a feature-by-feature analysis, and it is the disruption to this global
analysis from turning the face upside down that produces the face
inversion effect (Rossion, 2009). In the current study, a dramatic
reduction in a saccade latency-based face inversion effect in
participants with higher ATs suggests that this more feature-
based approach to face processing extends across the broader
autism spectrum. Importantly, it suggests that this feature-based
approach operates not only at a slower more deliberate level
but also at a faster and more reflexive level as required by the
task demands in the current study. Finally, in both ASD and in
the broader autism spectrum, previous studies have suggested
either a more generalized impairment in global visual processing
or a bias in local visual processing (Plaisted et al., 1999; Cribb
et al., 2016). This might seem to be inconsistent with the current
result given that different inversion effects were established for
high and low AT groups when detecting faces, but not when
detecting cars. Unlike for faces, however, it is assumed that
the processing of non-face objects typically relies more on a
feature-based strategy (Farah et al., 1998). As a consequence,
reduced face inversion effects may reflect a face-specific anomaly
in processing in the high AT participants, though a more general
global processing deficit would be expected to be evident only
when comparing the upright and inverted face conditions.

Although all participants were able to quickly and accurately
select and direct eye-movements towards both face and car
target categories, face targets were selected more accurately and
with faster response times than for car targets. This replicates
the findings in neurotypical adults by Crouzet et al. (2010),
highlighting that faces constitute a special category of objects.
Across all participants in the current sample, there was a 30-ms
advantage in detecting a face as opposed to a car. It may be
that humans have an innate specialized face specific module
(Kanwisher and Yovel, 2006) or that a general-purpose object
processing system develops expertise in face recognition given
lifelong repeated exposure to faces (Hoehl and Peykarjou, 2012).
A more interactive view suggests that innate tendencies to orient
to faces lead to the development of face-sensitive regions in the
ventral stream (de Haan et al., 2002). Regardless, it is evident that
a clear behavioral advantage for the detection of faces is a strong
and robust effect.

Although slower saccade initiation by high AT individuals
to faces in a choice reaction time task was not established as
expected, a moderate effect size (η2p = 0.038) in the predicted
direction was evident in this sub-clinical population. It remains
possible that this effect would be more pronounced in a
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clinical sample and could reflect differences in conductance
or processing speed within face regions of the ventral stream.
Although a trend suggested that the high AT group was slower
overall to respond to upright faces than was the low AT group,
the saccadic onset in both groups was still faster than what may
be expected from ERP studies that have shown an N170 potential
evoked by faces in neurotypical adults (e.g., Eimer and Holmes,
2002). The rapid onset of face-directed saccades observed in
all participants may be consistent, however, with other reports
using ERP or magnetoencephalography (MEG) that have found
face-selective activation occurring at 100–120 ms (Eimer and
Holmes, 2002; Liu et al., 2002) or even as early as 30–60 ms after
stimulus onset in the ventral stream (Braeutigam et al., 2001). It is
interesting to note that early visual processing abnormalities have
been reported in adults with ASD (compared to healthy control
participants), with weaker and less lateralized MEG responses to
faces occurring around 145 ms in the ventral stream of the right
hemisphere as well as abnormal earlier responses at 30–60 ms
over temporal sites (Bailey et al., 2005).

The fast activation of neural processes subserving rapid
saccadic responses to faces that we and others have observed may
also be explained by processing that passes through subcortical
pathways, bypassing the visual cortex, through the superior
colliculus, pulvinar, and amygdala (Johnson, 2005). A dynamic
causal modeling study based on MEG data suggested that there
might be a direct pulvinar-amygdala activation that occurs as
early as 70ms, regardless of emotion or spatial frequency filtering
(McFadyen et al., 2017). Human intracranial recording has also
established a similar rapid amygdala activation specific to the
low spatial frequency components of fearful faces (Méndez-
Bértolo et al., 2016). Crucially, ASD has been associated with
structural and functional abnormalities in the amygdala (Baron-
Cohen et al., 2000), indicating that rapid subcortical activation
could explain differences in saccadic anomalies in the high AT
group in the current study. Although the amygdala has typically
been associated with threat detection, other work suggests that
the amygdala mediates goal-directed relevance detection more
generally (Sander et al., 2003). Thus, the temporal advantage that
we observed in the detection of faces, even though they had a
range of different expressions, could reflect the operation of these
amygdala-based mechanisms.

Abnormalities in the magnocellular visual system have been
reported in both ASD (e.g., Greenaway et al., 2013) and in
neurotypical individuals with higher ATs (e.g., Crewther et al.,
2015). The magnocellular system is the faster conducting of the
two largely separate geniculostriate pathways and preferentially
responds to stimuli with lower spatial- and higher temporal-
frequencies (Laycock et al., 2007). The magnocellular system
is also thought to drive the subcortical route through superior
colliculus (Schiller et al., 1979), and, of particular interest
here, has been linked to the fast subcortical face detection
pathway that subserves automatic face processing (Johnson,
2005). A number of studies in neurotypical adults have
demonstrated a link between subcortical activation for faces
with low spatial frequencies expected to bias the magnocellular
system (Johnson, 2005). There is also evidence for impairments
in face and emotion processing in ASD being linked to the

low spatial frequency content of face images (e.g., de Jong
et al., 2008). Thus, although highly speculative with regard to
the current data, it remains possible that anomalies in these
face processing mechanisms via the superior colliculus, pulvinar
amygdala pathway may contribute to the absence of a saccadic
advantage for upright compared with inverted faces in the high
AT participants.

One potential limitation of the current study is the issue of
gender and the relatively lower number of males in the low AT
group, despite this imbalance not reaching statistical significance.
It should be noted that the direction of this imbalance is
consistent with the higher incidence of males diagnosed with
ASD (Fombonne, 2005) and the higher number of ATs endorsed
by males than females in the general population (Baron-Cohen
et al., 2001). Follow-up analyses did not show any effect of gender
on task performance, a finding consistent withWyer et al. (2012),
though the current study was not sufficiently powered to include
gender in the main analysis. Thus, although it does not appear to
have done so, it remains possible that gender may have exerted
some influence on the results.

In conclusion, the current study finds evidence for differences
in saccadic processing between high and low AT participants,
that appears to be specific to face detection, and is most
pronounced in the examination of saccadic face inversion effects.
This finding reinforces the suggestion that people with high ATs
do not treat faces as a special category of object, and instead
appear to process them in the same way as they do any object.
Alternatively, it could be argued they may process any object
as they do a face, though in either case, it appears both types
of stimuli may have equal salience in these participants. Taken
together then, our findings have revealed an anomaly in the
automatic and rapid detection of upright compared with inverted
faces in individuals with high ATs.
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APPENDIX

FIGURE A1 | Reanalysis using individual median scores, rather than means
as in Figure 2. (A) Median saccade onset times (SOTs) to detect the
photograph containing a face or a car in the upright and inverted tasks for
high and low Autism Trait (AT) Groups. (B) Face and car inversion effects,
calculated as the difference in median SOTs between upright and inverted
tasks for high and low Autism Trait (AT) Groups. Error bars indicate standard
error of the mean. Error bars indicate SEM.
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Background: Amnestic mild cognitive impairment (aMCI) has a high conversion risk to
Alzheimer’s disease (AD). The aMCI patients may have only a memory deficit (single-
domain-aMCI, sd-aMCI) or deficits in multiple cognitive domains (multiple-domain-aMCI,
md-aMCI). However, differences in intrinsic brain activity between these two sub-types
remain unclear.

Method: Neuropsychological and resting-state functional magnetic resonance imaging
(fMRI) data were acquired from 24 patients with sd-aMCI, 23 patients with md-aMCI,
and 32 healthy controls (HCs). We used the fractional amplitude of low-frequency
fluctuation (fALFF) to characterize the intensity of spontaneous brain activity. The analysis
of covariance (ANCOVA) and post hoc tests was performed to determine the between-
group differences in fALFF.

Results: We found higher fALFF in left-sided superior-to-middle frontal gyri and
middle-to-inferior temporal gyri in sd-aMCI compared to both the md-aMCI and HCs.
Conversely, a lower fALFF was found in the left inferior parietal lobe in both the md-aMCI
and sd-aMCI patients. The fALFF values in the left middle and inferior temporal gyri were
correlated with cognitive performances.

Conclusion: The gradual reduction in the left inferior parietal lobe from single to multiple
domain aMCI suggest a functional inefficiency underlying cognitive impairment, while
increased activity in the frontal and temporal gyri in sd-aMCI rather than md-aMCI might
indicate functional compensation. This study indicates differential functional profiles in the
sd-aMCI and md-aMCI, which may be helpful for the prediction of the future conversion
of aMCI to AD.

Keywords: mild cognitive impairment, resting state, fMRI, the amplitude of low-frequency fluctuation,
Alzheimer’s disease

INTRODUCTION

Alzheimer’s disease (AD) is a leading cause of dementia worldwide. Once the clinical symptoms
of dementia emerge, the brain atrophy has been irreversible, rendering the recognition
of AD at the early stage an urgent prerequisite for effective intervention. Amnestic mild
cognitive impairment (aMCI) has been considered as a highrisk condition of conversion to AD
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(Petersen et al., 2001), which is thus a critical stage for early
recognition of AD.

The neuropathological basis of aMCI has been investigated
extensively. At the stage of aMCI, AD-like patterns of brain
change shave been observed, including characteristic patterns
of functional and structural atrophies in the temporal and
parietal cortices involved in episodic memory (Hu et al., 2014;
Farràs-Permanyer et al., 2015). Even though the aMCI diagnosis
relies primarily on the presence of memory dysfunction, it
is increasingly recognized that aMCI may represent a highly
heterogeneous condition and impairments in other cognitive
domains were often observed in aMCI patients (Brambati
et al., 2009; Lenzi et al., 2011; Li and Zhang, 2015). The
aMCI could be classified into single-domain-aMCI (sd-aMCI)
and multiple-domain-aMCI (md-aMCI) sub-types (Brambati
et al., 2009; Lenzi et al., 2011; Li and Zhang, 2015). The
sd-aMCI is characterized by isolated memory impairment, while
the md-aMCI is characterized by more widespread cognitive
dysfunction involving executive, attention, language, and/or
visuospatial abilities (Cid-Fernández et al., 2017). Given that the
two sub-types of aMCI have different probabilities of progression
to AD (Brambati et al., 2009; Lenzi et al., 2011; Li and Zhang,
2015), it is important to characterize the neural patterns of
these subtypes and identify the features that could predict their
progression to AD.

However, the relationships between the sd-aMCI and
md-aMCI have not been fully clarified. One hypothesis is that
the sd-aMCI progresses to md-aMCI, which is an advanced stage
toward AD rather than sd-aMCI (Seo et al., 2007; Gu et al.,
2019). The sd-aMCI patients were found to have cortical thinning
in the left medial temporal lobe relative to healthy controls
(HCs), while the md-aMCI patients showed cortical thinning
in more widespread regions including the left medial temporal
lobe, precuneus, insula, and temporal association cortices (Seo
et al., 2007). A combined event-related potential (ERP) and
standardized low-resolution brain electromagnetic tomography
analysis (sLORETA) study (Gu et al., 2019) found more severe
neural deficits during the performance of visuospatial working
memory and response inhibition tasks in md-aMCI compared
with sd-aMCI patients. In another single-photon emission
computed tomography study, reduced metabolism in the fronto-
parieto-temporal areas has been observed in both the sd-aMCI
and md-aMCI groups, with the md-aMCI group showing
additional deficits in the posterior cingulate gyrus (Caffarra
et al., 2008). There is also other evidence that the sd-aMCI and
md-aMCI reflect two different etiological processes of dementia
(Bell-McGinty et al., 2005; Zou et al., 2008; Liu et al., 2017).
For instance, the sd-aMCI patients showed more significant
volume loss in the left entorhinal cortex and inferior parietal
lobe, while the md-aMCI showed larger volume reductions in
the right inferior frontal gyrus, right middle temporal gyrus,
and bilateral superior temporal gyrus compared to md-aMCI
patients (Bell-McGinty et al., 2005). A diffusion tensor imaging
(DTI) study reported that the global topological organization of
white matter networks was disrupted in patients with md-aMCI
but not sd-aMCI (Liu et al., 2017). Our previous study (Zou
et al., 2008) of DTI showed decreased FA in the left uncinate

fasciculus and left inferior longitudinal fasciculus in sd-aMCI
compared to md-aMCI patients. Nonetheless, these studies
primarily focused on metabolic and structural differences in
patients with sd-aMCI and md-aMCI, how the spontaneous
brain activity differs from a regional perspective between both
of them remains unknown.

Therefore, we conducted this study to determine the
characteristic functional profiles of the subtypes of sd-aMCI
and md-aMCI.Neuropsychological and resting-state functional
magnetic resonance imaging (fMRI) data were acquired from
24 sd-aMCI patients, 23 md-aMCI patients, and 32HCs. The
fractional amplitude of low-frequency fluctuation (fALFF;
Zou et al., 2008) was used to measure brain activity intensity.
Using this approach, a study has demonstrated that MCI
patients had decreased activity in the medial parietal lobe
and increased activity in the lateral temporal regions and
superior frontal regions (Belleville et al., 2008). Based on these
previous functional magnetic resonance imaging (MRI) study
in aMCI and the SPECT study comparing the blood flow
between sd-aMCI and md-aMCI, we hypothesized that the
fALFF changes in both the sd-aMCI and md-aMCI patients
would be most pronounced in the posterior temporal regions
subserving episodic memory, which has been impaired in
MCI and AD patients (Traykov et al., 2007). Givenmore
widespread cognitive dysfunction in md-aMCI patients
(Albert et al., 2011), the md-aMCI patients may also have
functional abnormalities in the prefrontal and parietal
cortex. Disrupted brain activity may be associated with
cognitive performances.

MATERIALS AND METHODS

Subjects
Twenty-three md-aMCI and 24 sd-aMCI patients were
recruited from the Department of Neurology of Xuanwu
Hospital, Capital Medical University, between January 2011 and
March 2015. Patients were diagnosed according to Petersen’s
criteria (Petersen et al., 2001) and National Institute on
Aging-Alzheimer’s Association criteria for MCI due to AD
(American Psychiatric Association, 1994) according to the
criteria: memory complaint; objective memory impairment;
near-normal performances on general cognition and preserved
daily life activities measured by Activity of Daily Living Scale
(ADL); Clinical Dementia Rating (CDR) score of 0.5; failure to
meet the criteria of dementia according to the Diagnostic and
Statistical Manual of Mental Disorders, fourth edition (DSM-IV;
Wang et al., 2011); hippocampal atrophymeasured by theMedial
Temporal lobe Atrophy scale (MTA scale).

Thirty-two HCs were recruited in the local community.
The HCs were cognitively normal and had a CDR of 0, and
no history of psychiatric or neuropsychological diseases. All
patients had no use of any psychotropic medications for at least
2 weeks prior to the study. The prevalence of vascular factors
such as hypertension, hypercholesterolemia, and heart attack
did not differ among the three groups of md-aMCI, sd-aMCI,
and HCs.
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TABLE 1 | Sample characteristics.

md-aMCI (n = 23) sd-aMCI (n = 24) HCs (n = 32) F p Post hoc

Gender (M/F) 13/10 10/14 14/18
Age (years) 70.4 ± 8.3 69.8 ± 6.2 67.9 ± 6.4 0.972 0.383
Education (years) 10.3 ± 3.6 8.3 ± 4.1 11.4 ± 3.6 4.983 0.009 B < A, C
FD 0.23 ± 0.1 0.24 ± 0.1 0.25 ± 0.11 0.397 0.674
AVLT 4.4 ± 3.6 3.5 ± 2.0 10.9 ± 2.6 99.256 <0.001 A, B < C
MMSE 24.7 ± 3.7 23.9 ± 3.6 28.0 ± 1.9 14.36 <0.001 A, B < C
MoCa 20.4 ± 4.1 19.4 ± 4.6 26.5 ± 2.4 28.995 <0.001 A, B < C
BNT 23.3 ± 2.2 27.9 ± 1.3 29.1 ± 0.7 108.753 <0.001 A < B, C
TMT-A 109.5 ± 19.4 73.1 ± 13.1 54.3 ± 14.2 79.906 <0.001 A > B, C; B > C
TMT-B 222.4 ± 43.3 152.5 ± 38.5 116.1 ± 43.7 40.259 <0.001 A > B, C; B > C

*Data are given as mean ± SD unless otherwise indicated. A, md-aMCI; B, sd-aMCI; C, HC; M, male; F, female; FD, framewise displacement; AVLT, the Auditory Verbal Learning Test;
MMSE, Mini-Mental State Examination; MoCA, the Montreal cognitive assessment; BNT, the Boston naming test; TMT, the trail making test. The AVLT, MMSE, MoCA, and BNT were
based on numbers correct, and TMT was based on seconds.

All subjects were Han race and right-handed. Exclusion
criteria included neurological illnesses, unstable medical
condition, substance dependence or abuse within the last
year, a history of electroconvulsive therapy, acutely suicidal
or homicidal, current pregnancy or breastfeeding, or any
contraindications to MRI scan. The protocol was approved by
the institutional review board of Xuanwu Hospital of Capital
Medical University. All subjects gave written informed consent
in accordance with the Declaration of Helsinki. The demographic
and clinical data were provided in Table 1.

Neuropsychological Tests
All subjects underwent a series of neurological and
neuropsychological tests by an experienced neurologist,
including mini-mental state examination (MMSE), Montreal
cognitive assessment (MoCA), Auditory Verbal Learning Test
(AVLT of Chinese version, short delay free recall), Boston
naming test (BNT), trail making test (TMT; visual attention and
task switching), clock drawing test (CDT; 3-point), and CDR.
We used the 3-point CDT to test visuospatial skill, the TMT to
test executive function, the BNT to test language skill, and the
AVLT (short delay free recall) to test memory ability.

MRI Data Acquisition
The MRI scans were performed on a 3-Tesla scanner (Siemens
Medical Solutions, Erlangen, Germany). The resting-state
functional images were obtained using an echo-planar imaging
sequence: repetition time (TR)/echo time (TE), 2,000 ms/40 ms;
90◦ flip angle; matrix, 64 × 64; thickness/gap, 4.0 mm/1.0 mm;
28 slices. The resting-state fMRI scanning lasted for nearly
8 min. For a registration propose, T1-weighted structural
images were obtained using a magnetization-prepared rapidly
acquired gradient-echo (MPRAGE) sequence: repetition time
(TR)/echo time (TE), 1,900 ms/2.2 ms; 9◦ flip angle (FA);
matrix, 224 × 256 × 176; voxel size, 1 × 1 × 1 mm3.
Before the resting-state scans, subjects were instructed to keep
their eyes closed, remain still without head movement, not
think of anything in particular, and not fall asleep during the
scan. All subjects reported good adherence to these instructions
through confirmation immediately after the MRI scans. No
subjects showed obvious structural damage based on their
MRI images.

Data Preprocessing
The R-fMRI images were preprocessed with Data Processing
Assistant for Resting-State fMRI (DPARSF1) based on Statistical
Parametric Mapping (SPM122). The first 10 volumes were
discarded to allow for magnetization equilibrium. The slice
times for the remaining 229 volumes were corrected for different
signal acquisition times. The functional volumes were motion-
corrected using a six-parameter rigid-body transformation.
Subjects with head motion exceeding translation 2 mm or
rotation 2◦ were excluded. The nuisance signals (including
Friston 24-parameter model of head-motion parameters,
cerebrospinal fluid (CSF) and white matter signals, and linear
trend) were regressed out, while the regression of global brain
signals was not performed because of a potential induction of
negative correlations. Then, derived images were normalized
to Montreal Neurological Institute (MNI) space (3 mm3

isotropic) using Diffeomorphic Anatomical Registration
using Exponentiated Lie algebra (DARTEL) tool. The spatial
smoothing was performed using Full Wave at Half Maximum
6 mm.

The fALFF Computation
We used the fALFF approach to characterize the intensity of
intrinsic neural activity. The fALFF analyses were performed
using the DPARSF software. Specifically, after the above
preprocessing, the fMRI data were temporally band-pass filtered
(0.01 < f < 0.08 Hz) to reduce the low-frequency drift and
high-frequency respiratory and cardiac noise. The time series
of each voxel was transformed into the frequency domain, and
the power spectrum was obtained. Because the power of a given
frequency is proportional to the square of the amplitude of that
frequency component, the square root was calculated at each
frequency of the power spectrum, and the averaged square root
was obtained across 0.01–0.08 Hz at each voxel. This averaged
square root was taken as the ALFF, which was assumed to reflect
the absolute intensity of brain activity (Zang et al., 2007).

Previous studies have found that although the ALFF reveals
significantly higher ALFF in the posterior cingulate cortex,
precuneus, andmedial prefrontal cortex, other non-specific areas

1http://rfmri.org/DPARSF
2http://www.fil.ion.ucl.ac.uk/spm

Frontiers in Human Neuroscience | www.frontiersin.org 3 January 2020 | Volume 14 | Article 2117

http://rfmri.org/DPARSF
http://www.fil.ion.ucl.ac.uk/spm
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Zhou et al. Brain Activity in Cognitive Impairment Subgroups

have also been shown to have higher ALFF, such as the cisterns,
the ventricles, and/or the vicinities of large blood vessels (Zou
et al., 2008), suggesting that the ALFF approach may be sensitive
to signal from physiological noise. To overcome these limits, a
ratio of the power of each frequency at a low-frequency range
to that of the entire frequency range (i.e., fractional ALFF,
fALFF) was computed (Di Paola et al., 2009). Specifically, after
the removal of linear trends, the time series for each voxel
was transformed into the frequency domain without band-pass
filtering. The square root was calculated at each frequency of the
power spectrum. The sum of the amplitude across 0.01–0.08 Hz
was divided by that of the entire frequency range (0–0.25 Hz).
The validity of the fALFF approach in suppressing confounding
signals from non-specific areas has been confirmed in a sample
of healthy subjects (Di Paola et al., 2009).

Statistical Analysis
Between-Group Comparisons in fALFF
One-way analysis of covariance (ANCOVA) was performed
to determine the fALFF differences among the md-aMCI, sd-
aMCI, and HC groups, controlling for age, gender, educational
level, and mean FD values. The results of ANCOVA were
corrected for multiple comparisons with a combination of voxel
p< 0.001 and cluster p< 0.05 according to the Gaussian random
field (GRF) theory.

Then, for the clusters showing statistical significance during
the ANCOVA, we extracted the mean values of the fALFF, and
then, performed post hoc analyses to determine their differences
between two groups within the md-aMCI, sd-aMCI, and HCs
by performing 2-sample t-tests with statistical significance
determined by a Bonferroni-corrected p < 0.0083 (0.05/the
number of t-tests, which is 6).

Between-Group Comparisons With GM as Covariates
Structural MRI studies have suggested that the aMCI patients
have GM loss in many cerebral regions (Kim et al., 2013).
The GM loss may produce partial effects on functional images
and thus be a confounding factor for the analysis of functional
brain images. We, therefore, re-performed the ANCOVA in the
fALFF images among themd-aMCI, sd-aMCI, andHC groups by
adding the GM images as covariates.

Clinical Correlations
The partial correlation analyses were performed between the
fALFF mean values of clusters showing statistical significance
during ANCOVA and cognitive measures including MMSE,
MoCA, AVLT, BNT, TMT and CDT, with gender, age and
educational level served as covariates. The statistical significance
was determined by an uncorrected p < 0.05.

RESULTS

Demographic Data
As shown in Table 1, there were significant group differences
in years of education, AVLT, MMSE, MoCa, BNT, TMT-A,
and TMT-B (p < 0.01), while no differences were found in
age and gender. The between-group difference in education was

mainly driven by the sd-aMCI group. For the AVLT, MMSE,
MoCa, BNT, TMT-A, and TMT-B, both the md-aMCI and
sd-aMCI groups showed significant decreases compared to HCs
(p < 0.001). Poorer performances in TMT-A and TMT-B were
found in both md-aMCI and sd-aMCI compared to HCs, and in
md-aMCI compared to sd-aMCI (p < 0.001).

Between-Group Differences in fALFF
The ANCOVA among the three groups showed significant group
effects in the left-sided superior and middle frontal gyri (peak
MNI coordinates:−18, 39,−12), middle (peakMNI coordinates:
−63, −18, −24) and inferior (peak MNI coordinates: −39,
−15, −33) temporal gyri, and inferior parietal lobe (peak MNI
coordinates: −51, −51, 24; Figure 1 and Table 2). For these
clusters showing statistical significance during the ANCOVA, the
post hoc analysis showed higher fALFF values in the left-sided
superior and middle frontal gyri, the middle and inferior
temporal gyri in the sd-aMCI group than both the md-aMCI
and HC groups. Conversely, lower fALFF was found in the left
inferior parietal lobe in the md-aMCI than the sd-aMCI group,
and in the sd-aMCI than the HC group (Table 2). As shown
in Supplementary Figure S1, using the GM volume images as
covariates, the fALFF analyses produced results similar to the
analyses without GM correction.

Clinical Correlations
As shown in Table 1 and Figure 2, we observed significant
positive correlation between the fALFF values of the left
inferior temporal gyrus and the MMSE scores within the
md-aMCI group. Conversely, a significant negative correlation
was observed between the fALFF values of the left middle
temporal gyrus and both the MMSE and MoCA scores within
the sd-aMCI group.

DISCUSSION

Using the fALFF in dice, the current study examined the
differences in resting-state brain activity in patients with the
sd-aMCI and md-aMCI subtypes. The results showed that the
sd-aMCI differed from md-aMCI in the fALFF values of the
left superior-to-middle frontal gyri, the left middle-to-inferior
temporal gyri, and the left inferior parietal lobe. The fALFF in
the left temporal gyri were associated with cognitive deficits in
aMCI patients. The results suggest that the two subtypes of aMCI
may have different functional correlates and the fALFF may be a
potential measure to differentiate them.

The first important finding is higher fALFF in the left-sided
superior-to-middle frontal gyri and middle-to-inferior temporal
gyri in the sd-aMCI than both the md-aMCI and HC groups.
The superior and middle frontal gyri are involved in a series
of cognitive processes, such as executive function and working
memory (Kim et al., 2014; Zamora et al., 2016), while the lateral
temporal cortex is more involved in episodic memory (Luo
et al., 2018). These cognitive functions are typically impaired
in AD and MCI patients (Bell-McGinty et al., 2005; Clément
and Belleville, 2010; Teipel et al., 2010; Liang et al., 2011;
Scheller et al., 2014; Verfaillie et al., 2016; Melrose et al., 2018).
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FIGURE 1 | Regions showing between-group differences in fractional amplitude of low-frequency fluctuation (fALFF). The images show a significant group effect on
the fALFF in the left frontal gyrus, left middle and inferior temporal gyri, and left inferior parietal lobule. The numbers at the lower-left corner of the image refer to the
montreal neurological institute (MNI) coordinates. The bar maps show between-group differences in fALFF in these regions. The data were expressed as mean
value ± standard error (SE). *p < 0.05; **p < 0.01; ***p < 0.001.

TABLE 2 | Regions showing between-group differences in fALFF.

Region Voxels MNI coordinate (x, y, z) F Post hoc

Superior frontal gyrus/Middle frontal gyrus 287 −18, 39, −12 12.35 B > A, C
Middle temporal gyrus 196 −63, −18, −24 12.799 B > A, C
Inferior temporal gyrus 66 −39, −15, −33 9.198 B > A, C
Inferior parietal lobule 93 −51, −51, 24 9.749 A > B; B > C

fALFF, fractional amplitude of low-frequency fluctuation; MNI, Montreal Neurological Institute. A, md-aMCI; B, sd-aMCI; C, HC.

FIGURE 2 | The correlations between the fALFF values and cognitive scores. (A) Significant positive correlations between the fALFF of the left inferior temporal
gyrus and the mini-mental state examination (MMSE) scores found within the md-Amnestic mild cognitive impairment (aMCI) group. (B,C) Significant negative
correlations between the fALFF of the left middle temporal gyrus and the MMSE scores, between the fALFF of the left middle temporal gyrus and the MoCA scores
found within the single-domain-aMCI (sd-aMCI) group.

Studies have suggested an involvement of the lateral frontal
and temporal cortical regions in aMCI (Bell-McGinty et al.,
2005; Clément and Belleville, 2010; Teipel et al., 2010; Liang

et al., 2011; Scheller et al., 2014; Verfaillie et al., 2016; Melrose
et al., 2018). For instance, a study (Verfaillie et al., 2016)
combining the R-fMRI and CSF showed that the regional
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homogeneity values were associated with the Aβ level of
the superior temporal gyrus in patients with sd-aMCI. The
thinner temporal cortex has been used to predict the increased
risk of future progression to dementia (Teipel et al., 2010).
Another study of DTI showed altered fiber integrity in aMCI
patients in the callosal genu and anterior midbody connecting
the bilateral hemispheres of the prefrontal cortices (Scheller
et al., 2014). The GM volume in the superior and middle
temporal gyri has been used to differentiate the md-aMCI
and sd-aMCI as greater volume loss was observed in patients
with md-aMCI compared to sd-aMCI (Bell-McGinty et al.,
2005). Despite these structural atrophies, several functional
MRI studies (Clément and Belleville, 2010; Liang et al., 2011;
Melrose et al., 2018) have shown increased activity in the
prefrontal and temporal regions in aMCI patients, which
has been considered as a compensatory effect for cognitive
impairments. It was proposed that the aMCI patients recruited
additional brain regions related to cognitive performances
to achieve high demanding cognitive tasks (Clément and
Belleville, 2010; Liang et al., 2011; Melrose et al., 2018).
Together, higher fALFF in the frontal and temporal gyri in
sd-aMCI than both the md-aMCI and HC groups suggest a
functional compensation in sd-aMCI patients. It is possible
that the sd-aMCI patients may recruit more neural resources
from the frontal and temporal regions to compensate for
poor cognitive performances and fiber integrity impairment
in the bilateral superior and inferior longitudinal fasciculus
and left uncinate fasciculus observed in our previous study
of DTI (Liu et al., 2017). Further, the behavioral significance
of the temporal cortices may be strengthened by significant
correlations between the fALFF values of the left temporal
cortices and cognitive performances measured by MMSE
and MoCA.

In contrast to increased frontal and temporal activities in
sd-aMCI patients, we found a gradual reduction in the fALFF
values of the left inferior parietal lobe in the md-aMCI and
sd-aMCI patients. The inferior parietal lobe is a central node
within the posterior DMN, which is highly active at rest but
inhibited during goal-directed cognitive tasks (Andrews-Hanna,
2012). The DMN, particularly for the posterior division, plays
a key role in highly integrated tasks such as episodic memory
(Yi et al., 2015; Sneve et al., 2017). The DMN is among the
earliest to show abnormal amyloid deposition and has been
the focus of AD and MCI researches (Koch et al., 2015). Most
seed-based and independent component analysis of R-fMRI
data indicates a loss of connectivity within the DMN in both
the aMCI and AD (Dillen et al., 2017; Oishi et al., 2018; Hu
et al., 2019). Altered DMN connectivity may be a very early
biomarker for AD (Dillen et al., 2017; Oishi et al., 2018; Hu
et al., 2019). Reduced GM volume in the inferior parietal lobe
has been observed even before the development of aMCI (Oishi
et al., 2018). Further, a significant relationship has been found
between low GM volume in the right IPL and severity of
mental disorientation in aMCI patients (Weise et al., 2018). We,
therefore, can speculate that our finding of a gradual reduction in
the fALFF of the left inferior parietal lobe from single tomultiple-
domain cognitive damage may suggest an involvement of the

inferior parietal lobe in the neural mechanism of both the single
and multiple-domain aMCI.

It is also worthy to note that the fALFF changes in our
aMCI patients were predominantlydistributed over the left
rather than the right hemisphere. This is consistent with
the previous reports of greater amyloid burden on the left
hemisphere in aMCI patients (Baron et al., 2001). The VBM
studies in AD have demonstrated that the left hemisphere
was preferentially affected than the right hemisphere (Karas
et al., 2003; Thompson et al., 2003). The right hemisphere
may have a ‘‘time lag’’ in developing into structural damage
(Oishi et al., 2018). However, the reason underpinning this
functional asymmetry needs to be clarified with more targeted
research designs.

Despite these important results, several issues need to be
further addressed. The small sample may limit the detection
of some abnormal brain regions found in previous fMRI
studies of aMCI. The structural foundation underlying these
brain functional changes remains unclear. Although previous
structural MRI studies have suggested the abnormalities of
these cortical regions in aMCI (Di Paola et al., 2009; Oishi
et al., 2018), a combined analysis of the R-fMRI and structural
imaging data (e.g., structural MRI and DTI) will be more helpful
for the elucidation of that issue. Our cross-sectional design
may limit the assessment of the role of fALFF changes in
the subsequent development of dementia. Future prospective
studies are warranted to determine how the fALFF of these
frontal, temporal and parietal cortices in sd-aMCI and md-aMCI
patients change after they convert to AD and how the fALFF
differs from the aMCI patients who will be converted and not
converted to AD.

In conclusion, we found reduced brain activity in the left
inferior parietal lobe but increased activity observed in the
left-sided superior-to-middle frontal gyri and the left middle-
to-inferior temporal gyri in aMCI patients. These changes
may reflect both functional inefficiency and compensation in
response to damage at earlier stages of neurodegeneration.
These results suggest that the fALFFmaybe sensitive indices
for differentiating the sd-aMCI and md-aMCI. Finally, our
study demonstrated the neural differences between the sub-types
of aMCI from a regional brain perspective and suggests
that the md-aMCI might be a more advanced form of the
sd-aMCI subtype.
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