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Editorial on the Research Topic
Data-driven modeling and optimization: Applications to social computing

With the development of computer technology and the exponentially increasing capacity in generating new data, using big data to analyze various problems has become a new norm of research and development. Nowadays, atmospheric science, genomics, biology, remote sensing, medical records, and other fields can generate new data in high-throughput fashion. Big data which has become the characteristics of this era has been integrated into our production and life. Massive data gives rise to challenges as well as opportunities, which promotes the development of new data analysis methods. Data-driven modeling and optimization has become the main method to study practical problems now. Through the analysis of a large amount of data, the underlying patterns and dynamics can be understood much clear which provide a theoretical basis for promoting the better development of society.
This Research Topic has collected a series of studies on different social problems. Those studies mainly focused on establishing models for solving and prediction based on massive data, for instance, Li et al. analyze the network characteristics and predicts the popularity of yoga . Sun et al. establish a new data ownership verification mechanism using Σ-protocol and Pedersen commitment. Wang et al. predict the future development of EV charging piles in China by clustering methods. Yuan et al. study the network generated by urban living and working interaction patterns which impacts the formation of urban structure. Han et al. construct an information dissemination index system from multilevel and complex perspectives. Bai et al. establish a model for identifying the meteorological elements that affect the vegetation coverage change in China. Liu et al. propose a strategy of emergency material allocation in uncertain environments. Qu et al. use visibility graph network to analyze levels of concern about joint punishment for dishonesty.
We also collect some papers on economics and health. Portfolio optimization model, the optimum window of the stock price model and the stand index of the virtual cryptocurrency trading popularity model are established. (Yan  et al., Liu et al., Zhu et al. ). For COVID-19, there are three models which calculate the number of infections by COVID-19 tests at the Tokyo Olympics, develop a general modeling to estimate the importation risk of COVID-19 and develop a new tool for local surveillance of the COVID-19 outbreak (Vico Lau et al., Xu et al., Liu et al.). And, Hong Hu et al. establish the model for simulating the transmission route of the African swine fever virus in China. Du et al. reveal the influencing factors of cervix cancer.
Last, this Research Topic has collected the studies on deep learning framework. Zhang et al. propose a model which takes the advance of the graph neural networks and overcomes the data sparsity problem for social recommendation. Li et al. propose CR model for state fragility index. Lin et al. propose methods for vehicle detection and vehicle counting. Song et al. construct NMDRL model for studying propagation, game, and cooperation behaviors in networks. Yang et al. propose an approach for accurately estimating the global and local influence of social networks. Sun et al. introduce the semivariogram into geostatistics and study system robustness for three different dynamical models. Sheng et al. solve the maximization of the dynamic influence in low-dimensional latent space by network representation learning. Li et al. develop a network rewire mechanism using multi-objective optimization to enhance the robustness of complex networks.
This Research Topic aims to know the development trend of methods that solve important problems based on massive data at present. The source of papers is diverse and data-driven models and optimization are applied to many fields. The authors have established different models for public health, society, machine learning, and economics, and provide efficient reference values for solving complex problems in different fields.
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A complex network can crash down due to disturbances which significantly reduce the network’s robustness. It is of great significance to study on how to improve the robustness of complex networks. In the literature, the network rewire mechanism is one of the most widely adopted methods to improve the robustness of a given network. Existing network rewire mechanism improves the robustness of a given network by re-connecting its nodes but keeping the total number of edges or by adding more edges to the given network. In this work we propose a novel yet efficient network rewire mechanism which is based on multiobjective optimization. The proposed rewire mechanism simultaneously optimizes two objective functions, i.e., maximizing network robustness and minimizing edge rewire operations. We further develop a multiobjective discrete partite swarm optimization algorithm to solve the proposed mechanism. Compared to existing network rewire mechanisms, the developed mechanism has two advantages. First, the proposed mechanism does not require specific constraints on the rewire mechanism to the studied network, which makes it more feasible for applications. Second, the proposed mechanism can suggest a set of network rewire choices each of which can improve the robustness of a given network, which makes it be more helpful for decision makings. To validate the effectiveness of the proposed mechanism, we carry out experiments on computer-generated Erdős–Rényi and scale-free networks, as well as real-world complex networks. The results demonstrate that for each tested network, the proposed multiobjective optimization based edge rewire mechanism can recommend a set of edge rewire solutions to improve its robustness.
Keywords: complex networks, network robustness, network rewire mechanism, multiobjective optimization, partite swarm optimization
1 INTRODUCTION
In our daily life, complex networks are ubiquitous [1–3]. We rely on diverse kinds of complex networks as they play a very important role in our lives [4–6]. For example, we rely on transportation networks to travel around the world, while we count on power grid networks to provide power supplies to ensure social productions and lives [7]. Complex networks are so important to us. However, complex networks in real-world often suffer from unpredictable disturbances such as random component failures and/or target attacks [8,9]. Those disturbances can lead to the dysfunction of network components [10]. Because the components of a network generally interact with each other, therefore the dysfunction of some components can trigger the dysfunction of other components and system-level disasters even can appear. It is therefore of great scientific and social values to ensure the stabilities and reliabilities of complex networks [11,12].
Up to now, scientists have developed many ways to quantify stabilities and reliabilities of complex networks [13,14]. One of the most effective ways is based on network robustness analysis [15]. The robustness of a network quantifies the capability of the network to survive disturbances. Scientists in the past decade have carried out many studies on network robustness. The majority of existing studies on network robustness of based on graph theories [16,17]. A graph is a straightforward yet effective modelling of a complex network. The nodes of a graph are the entities of a complex network, while the edges of the graph represent the interactions among the entities. Existing studies on network robustness can be roughly grouped into two classes. The first class aims to develop quantitative metrics to measure the robustness of a given network. The second class is dedicated to investigating models and theories to improve the robustness of a given network.
Regarding network robustness quantification, one of the most studied methods is the percolation theories [18,19]. Suppose that 1 − p portion of the nodes of a network lose their functionalities due to disturbances. Then the purpose of percolation theories is to mathematically calculate the remaining portion of nodes. Such kind of percolation theories are termed as site percolation [4]. Note that the remaining portion of nodes is no higher than p since the dysfunction of some nodes can lead to the dysfunction of other nodes that rely on those initially failed nodes. Because the dysfunction can be happened to the edges of a network, the corresponding percolation theories are deemed as bond percolation [4]. It has been widely reported that many complex networks show community structures [20]. A network community is commonly regarded as a subnetwork of a given network and the similarities between nodes within the community are high while similarities between communities are low. For a network with community structure, when some of its components are failed, then those failed components will first affect components in their own communities. Therefore, some researchers also investigate the robustness of complex networks to component failures at a mix-level. For example, the work in [21] for the first time investigated the robustness of ecological networks to the species loss of community. Interestingly, they discovered that the community-level robustness of ecological networks has positive correlation with that of node-level robustness.
Percolation theories provide a way to measure the robustness of complex networks. Another challenging question is how to improve the robustness of complex networks. For real-world applications, the back-up mechanism is widely used [16]. Literally, the back-up mechanism improves the robustness of a network by backing up its critical components. Note that to back-up a network component needs extra resources and sometimes it is not easy to do that. For example, it may be difficult to back up a power station due to physical connection issues. Consequently, scientists have developed another effective way, i.e., network rewire mechanism, to improve the robustness of complex networks [22,23]. A network rewire mechanism changes the connections between the nodes of a network so as to improve its robustness. Generally, a rewire mechanism is subject to the constraint that the total number of edges is fixed. However, some researchers propose to discard this constraint when design network rewire mechanisms [24].
Network rewire mechanisms have been proved to be very effective for improving network robustness. However, existing network rewire mechanisms have two major drawbacks. The first one is that a rewire mechanism normally generates a robust network whose structure is quite different from its original one. This drawback makes existing rewire mechanisms hard to be applied to real situations. The second one is that existing rewire mechanisms can only generate single solutions which is not intelligent for smart and personalized decision making.
In order to overcome those two drawbacks mentioned above, in this paper we suggest a novel network rewire mechanism for improving network robustness. Specifically, we propose a multiobjective optimization based network rewire mechanism. The proposed mechanism simultaneously optimizes two objectives. The first objective is to maximize the network robustness. This objective makes sure that a feasible network rewire solution definitely increase the robustness of the studied network. The second objective is to minimize the number of network rewire operations. This objective ensures that a feasible network rewire solution can improve the robustness of the studied network by implementing as small number of rewire operations as possible, making the proposed network rewire mechanism be of practical use. In order to solve the optimization based model, we further develop a multiobjective particle swarm optimization algorithm. Each time we run the developed algorithm, the algorithm can generate a set of solutions. Each solution denotes a network rewire choice with which the robustness of the studied network can be improved. Compared to existing network rewire mechanisms, the newly proposed network rewire mechanism better facilitates decision making. In order to validate the effectiveness of the proposed mechanism, we carry out experiments on Erdős–Rényi and scale-free networks that are generated using computer models. We also carry out experiments on several real-world complex networks. Experiments demonstrate that the proposed optimization-based network rewire mechanism can provide many different choices to improve the robustness of the tested networks. For real-world applications, one may analyze the detailed properties of the given network and decide which choices can be chosen to improve the network’s robustness.
The remainder of this paper is organized as follows. Section 2 presents preliminaries for better understanding of this work. Section 3 formulates the proposed research problem and Section 4 delineates the designed algorithm to solve the proposed problem. Section 5 demonstrates the experiments and Section 6 concludes the paper.
2 RELATED BACKGROUNDS
2.1 Network Notations
A complex network is usually represented by a graph. A graph consists of nodes and edges. In the literature, a node also can be called a vertex while an edge can be called a link. Mathematically, a graph is generally denoted by G = {V, E}. In this kind of notation, the symbol V represents the node set and the symbol E represents the edge set. The nodes of a graph represent the entities of a network that the graph models, while the edges represent the relationships between the entities.
The relationships between the nodes of a graph can be depicted using its adjacency matrix which is usually denoted by A. Figure 1 shows an example of a simple network together with its corresponding adjacency matrix.
[image: Figure 1]FIGURE 1 | An example of a simple network together with its corresponding adjacency matrix.
For the graph G shown in Figure 1 with n = 9 nodes, its adjacency matrix is normally with size n × n. The element of A is usually denoted by aij, representing the relationship between nodes i and j. Note that the value of aij is problem-specific. For a binary network with aij ∈ {1, 0}, the element aij only represents whether there is connection between nodes i and j.
2.2 Network Rewire Mechanism
A network rewire mechanism is usually used in the network science domain. For a given network G, a network rewire mechanism aims to generate a new network G′. Figure 2 shows an example of a simple network rewire mechanism.
[image: Figure 2]FIGURE 2 | An example of a simple network rewire mechanism.
In Figure 2, the original network has 10 nodes and 11 edges. After adopting a simple rewire mechanism, network G has been changed into network G′. It can be seen from the figure that the network rewire mechanism just changes the edge connections between the nodes and does not change the total number of edges of the original network.
2.3 Particle Swarm Optimization
Many real-world problems can be reformulated as optimization problems. Because real-world problems could be very difficult, therefore when turning a real-world problem into an optimization problem, the optimization formula may not have mathematical properties like gradient. In this case, mathematical methods cannot solve such kind of optimization problems.
In order to solve optimization problems that cannot be solving using traditional mathematical methods, scientists have developed the so called bio-inspired algorithms [25,26] and amongst which is the particle swarm optimization algorithm (PSO) [27–29].
Suppose that one aims to maximize a function f(x) with x being the argument by using PSO. Then a PSO algorithm works with a swarm or a population of individuals. Each individual is a feasible solution x to the optimized problem f(x). Let us use pi to denote the ith population and xj ∈pi to denote the jth individual in pi. Then a PSO algorithm iteratively evolves pi to approximate the optimal solutions to f(x). During each iteration, the algorithm updates individual xj in the following way:
[image: image]
where vj is the velocity of individual xj. The velocity vj is calculated as follows
[image: image]
where w, c1 and c2 are three constants. r1 and r2 are two random number with r1, r2 ∈ [0, 1]. The symbol Lj is the personally best individual of xj, i.e., the best solution that individual xj has so far found. The symbol G is the globally best individual found by all the individuals.
Note that an individual updates its velocity vj by referring to its historical information and the information from the whole population. The new velocity vj then could help individual xj to explore to promising area. During each iteration, the algorithm updates Lj and G. By iteratively evolving pi for a prescribed number of iteration, the algorithm stops and G therefore is regarded as the optimal solution(s) to the original optimization problem.
3 RESEARCH PROBLEM AND PROBLEM FORMULATION
3.1 Network Robustness Measurement
The research aims to enhance the robustness of a given network by proposing a novel network rewire mechanism. To do so, first we need to know how to quantify the robustness of a given network. In the literature, there are many studies on network robustness [16,30]. As a consequence, many methods have been developed by scientists to quantify the robustness of complex networks [13,31] and amongst which is the method based on spectral analysis [31].
Given a network G with its adjacency matrix being denoted by A. Let us use di to represent the degree of node i, i.e., the number of edges attached to i. Then one can easily obtain a diagonal matrix D in which its ith element is di. In the literature, the Laplacian matrix L of network G is defined as
[image: image]
For the matrix L we can work out all its eigenvalues λ. An eigenvalue λ satisfies the following relation
[image: image]
in which x is the corresponding eigenvector. Let λ2 ∈ λ be the second smallest non-negative eigenvalue of matrix L. It has been found that λ2 has a positive relationship with the network’s connectivity [31]. As a consequence, in the literature scientists use it as a metric to quantify the network’s robustness. Due to its computationally friendly feature, in this study we use λ2 as the network robustness quantification metric. Normally, the larger the value of λ2, the more robust the given network.
3.2 Proposed Network Rewire Mechanism
In this work, we propose a new network rewire mechanism to enhance the robustness of a given complex network. Figure 3 takes a simple network as an example to show the basic idea of the proposed network rewire mechanism.
[image: Figure 3]FIGURE 3 | The basic idea of the proposed network rewire mechanism to enhance the robustness of a given complex network. In the proposed rewire mechanism, both edge additions and deletions are allowed without extra constrains.
On the left hand side of Figure 3 is a simple network G0 with 10 nodes. The network G0 originally carries with 11 edges. In order to enhance its robustness, existing rewire mechanisms change the edge connections. Specifically, they reconnect the nodes and aim to find out a new network G1 with exactly the same number of edges and higher network robustness.
In this work we propose a novel rewire mechanism as shown on the right hand side of Figure 3. The proposed mechanism does not require that G1 has exactly the same number of G. As can be seen from the right hand side of Figure 3, we delete some edges from G. We also add new edges between the nodes. As long as G1 has higher network robustness than G, then we can both delete edges from and add new ones to G. As compared to existing rewire mechanisms, the newly proposed mechanism is more flexible and could be more of practical usage.
Note that for a given network there are many choices for edge deletion and addition. In order to determine which edges can be deleted and added, we propose a multiobjective optimization model which will be described in detail in the subsequent subsection.
3.3 Proposed Optimization Model
For a given network G we adopt the λ2 metric to quantify its robustness. The proposed network rewire mechanism aims to enhance G’s robustness by removing and adding edges. Specifically, we propose the following multiobjective optimization model.
[image: image]
in which [image: image] is the robustness of G, E− is the set of edges to be deleted from G and E+ is set of edges to be added to G. For network G the proposed rewire mechanism removes edges in the set E− and adds edges in the set E+. Then G becomes G1 with respect to E− and E+ and [image: image] is its corresponding robustness.
In the above model, objective f1 aims to maximize the robustness of G1. Both objectives f2 and f3 aim to minimize the edge operations. For a network in reality, it is not good to remove a large amount of edges from the network as it will change the network’s structure a lot. Objective f2 then constraints this operation. Similarly, it is not practical to add a large amount of edges to the network as adding new edges needs extra workload. Objective f3 is such a constraint to avoid this behaviour.
Note that existing rewire mechanisms also do edge addition and removal, i.e., they consider both objectives f2 and f3. However, they require to remain the total number of edges in the network, i.e., they require that f2 = f3. In the newly proposed rewire mechanism, we do not pose such constraints. As a consequence, the proposed mechanism is of more practical use. For networks in which adding edges is more convenient than that of deleting edges, then we can minimize f2 but relax f3. Similarly, if deleting edges is much easier than adding new ones, then we can pay more attention to f3.
4 ALGORITHM DESIGN
4.1 Algorithm Framework
One may clearly see from Eq. 5 that the proposed optimization model does not have a direct relationship between the decision variable (E+ and E−) and the objective function values. A concrete solution of E+ and E− cannot directly be substituted into the calculation of f1. Meanwhile, E+ and E− are edge sets.
The proposed model contains three objectives. In order to solve it, traditional mathematical methods will apply weighted sum method to do it. However, since the edge sets are composed of links, therefore mathematical methods cannot solve Eq. 5 as the decision variables are discrete and the objectives do not have any gradient information. Because the proposed optimization model given in Eq. 5 involves three discrete objectives, in the literature, scientists have developed nature-inspired algorithms such as genetic algorithms (GAs) [32], particle swarm optimization algorithms (PSOs) [33], etc., to solve such kind of problems. Both GAs and PSOs are designed for single objective optimization. In order to solve multiobjective optimization, representative algorithms like the non-dominated sorting genetic algorithm-version II (NSGA-II) [34], multiobjective particle swarm optimization (MOPSO) [35], multiobjective evolutionary algorithm based on decomposition (MOEA/D) [36], etc., have been developed by scientists and been applied to solve many engineering problems.
In order to solve the model shown in Eq. 5, we in this work adopt the MOPSO algorithm proposed in [27]. The MOPSO algorithm is chosen because of its simplicity in terms of algorithm understanding and implementation. We redesign some operators of the MOPSO algorithm to make it fit for the model in Eq. 5. The whole algorithm framework for solve Eq. 5 is given in Algorithm 1.
[image: ] | 
Step 4 of Algorithm 1 involves the individual representation method which will be described in the following subsection. Step 7a of Algorithm 1 evaluates a particle based on the proposed multiobjective optimization model. Step 10 of Algorithm 1 is the main for loop which mainly contains the particles’ position and velocity information update and this will be described in the following subsection. Note that the details for generating a testing network will be provided in the experiment section and all the parameter settings will also be given in the experiment section.
4.2 Representation of Particle Potion
The algorithm proposed in [27] is for network clustering. The authors therefore developed an integer based particle position representation method. Since in this work we aim to do network rewire to enhance network robustness, we thus need to reconsider the way to represent a particle position.
Keep in mind that the purpose of the work is to find out the edge sets E+ and E− so as to improve the robustness of a given network. For a given network G, we know its adjacency matrix A and its edge set E. We then can remove edges from E and E− can be determined. Based on matrix A, we also know the possible new edges between the nodes and therefore can determine E+. Considering this, we thus propose the following way to represent the position of the ith particle of a PSO algorithm.
[image: image]
In Eq. 6, xij ∈xi is a binary variable, i.e., xij ∈ {0, 1}. The length of xi is m and m = n × (n − 1)/2. Figure 4 takes a simple network as an example to show how Eq. 6 works.
[image: Figure 4]FIGURE 4 | An illustration of a simple network and a possible representation of a particle position.
In Figure 4, the simple network G has five nodes and seven edges. Its adjacency matrix is given as A. In the figure there is a binary sequence x which represents a particle’s position. This binary sequence represents a possible edge rewire solution. We first set up an empty matrix A′. Then we turn the binary sequence x into the elements of the upper triangle matrix of matrix A′. The upper triangle matrix then represents the new edge connection relationship and corresponds to the new network G′.
As mentioned earlier, the purpose of this work is to find E+ and E−. So the most straightforward way is to represent xi as an adjacency matrix A′. Based on the difference between A and A′ we can easily work out E+ and E− and therefore can calculate the values of the objective functions. However, this kind of representation requires too much computer memories when n is very big. As can be seen from Figure 4, the proposed representation mechanism can reduce the memory size by more than half.
4.3 Representation of Particle Velocity
How to represent the velocity of a particle is related to the way how the position of the particle is represented, since the velocity vector help a partite to update its position information. As compared to the matrix representation method, the proposed particle position representation method is more convenient for the velocity representation.
Since in this work we propose to encode the edges in the upper triangle of the adjacency matrix of a given network using binary coding schema, therefore we decide to use binary representation of the velocity vector of a given particle. Specifically, for a given velocity vector vi = (vi1, vi2, … , vim) corresponding to particle xi, its element vij ∈ {0, 1}. The element vij represents whether the jth element in the vector xi will be changed or not.
4.4 Update of Particle Position and Velocity
For the ith particle with xi being its position vector, we update its position information with the following equation
[image: image]
in which the operator ⊕ defines the operation for xi’ as follows
[image: image]
[image: image]
The velocity vector vi′ of the ith particle is updated as follows
[image: image]
in which the speed vector v is calculated as
[image: image]
where Gr ∈G is a solution randomly chosen from the global best solution set G and the symbol S () is a confining function which maps vector v into vi′. Specifically, S () works as follows
[image: image]
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It can be seen from the above equations that v is a real valued vector. By implementing the S () operation we turn v into a binary vector based on which we thus can update the particle’s position information. Note that other functions also can be adopted to replace the S () function. However, there is no guarantee that other functions would perform better than the S () function does. The S () function is adopted because it is smooth in the objective space.
4.5 Update of Local and Global Best Particles
Note that PSO is a population based algorithm. During the iterations we need to update the information of the local best individual Li for all i ∈ [1, psize] and the global best individual G since they help the entire swarm to explore for better solutions. Algorithm 2 presents the pseudocode for updating the local and global best particles in the adopted MOPSO algorithm.
[image: ] | 
As can be seen from Algorithm 2, during each iteration, when a new individual xi is generated, we then evaluate its fitness. If xi dominates its historical best Li (step 1c of Algorithm 2), then we replace Li with xi, otherwise, we keep Li as it is. When a new population of individuals are generated, we then update G. Specifically, we use the Pareto solutions obtained from the current population to update those in the history. When any of the new Pareto solutions dominate any historical Pareto solutions, we then replace the old solutions with the new one (step 3 of Algorithm 2).
5 EXPERIMENTAL STUDY
5.1 Network Datasets
5.1.1 Computer-Generated Networks
In the experiments we first test the proposed edge rewire mechanism on computer-generated networks. Specifically, we generate two types of networks, i,e., Erdős–Rényi networks and scale-free networks. The degree of an Erdős–Rényi follows Poisson distribution while the degree of a scale-free network follows power law distribution.
In order to generate an Erdős–Rényi network with n nodes, we first generate an empty network GER with n nodes. We then define a constant d. Then we further define the connection probability r as r = d/n. Then we connect each pair of nodes of GER with probability r. We have proved in our previous paper in [8] that the generated network appropriately follows the following degree distribution
[image: image]
The network GER therefore is an Erdős–Rényi network since its degree distribution follows the Poisson distribution and the average degree of GER is d. Figure 5 shows the degree distribution and the corresponding curve fitting of an example Erdős–Rényi network generated using the above mentioned method.
[image: Figure 5]FIGURE 5 | Degree distribution of a randomly generated Erdős–Rényi network (n = 1000, d = 6). The function [image: image] is used for curve fitting.
In Figure 5, the Erdős–Rényi network is generated with n = 1000 and d = 6. A Poisson distribution function [image: image] is used to do the curve fitting. It can be seen from Figure 5 that a1 = 1.01 and a2 = 6.06. The curve fitting result complies well with the distribution given by Eq. 14.
In order to generate a scale-free network with n nodes, we first determine the exponent λ in the degree distribution function p(k) = ck−λ with k being the nodes degree and c being a constant. We then determine the largest degree kmax and the smallest degree kmin. Based on the three parameters λ, kmax and kmin we then solve the following equation
[image: image]
By solving the above equation we then work out the constant c. With all the above, we then sample a degree sequence k = (k1, k2, … , kn) from the degree distribution function p(k) = ck−λ. Then we use the method proposed in [37] to work out networks GSF whose has exactly the sampled degree sequence k.
In Figure 6, the scale-free network is generated with n = 100, λ = 2.4, kmin = 1, and kmin = 10. A power-law distribution function [image: image] is used to do the curve fitting. It can be seen from Figure 6 that a1 = 0.77 and a2 = 2.47. By solving Eq. 15 we get C = 0.737. Therefore, the curve fitting result complies well with the theoretical analysis.
[image: Figure 6]FIGURE 6 | Degree distribution of a randomly generated scale-free network (n = 100, λ = 2.4, kmin = 1, kmin = 10). The function [image: image] is used for curve fitting.
5.1.2 Real-World Complex Networks
Apart from the computer-generated networks, in the experiments we also test the proposed edge rewire mechanism on several real-world networks. Specifically, the following networks chosen from the survey paper in [20] are tested.
5.1.2.1 The Karate Network
This network contains 34 nodes and 78 edges. It depicts the relationships between 34 members with the Karate club. The edges represent the relationships among the members. The structure of the Karate network is shown in Figure 7A.
[image: Figure 7]FIGURE 7 | Network structure visualization of (A) the Karate network, (B) the dolphin network, (C) the Football network and (D) the SFI network.
5.1.2.2 The Dolphin Network
The dolphin network contains 62 nodes each of which represents a bottlenose dolphin. Three are 159 edges in the network. The edges are built based on statistically significant frequent association, i.e., their social behaviours. The structure of the Dolphin network is shown in Figure 7B.
5.1.2.3 The Football Network
The football network represents the American football games between Division IA colleges during regular season Fall 2,000. The football network contains 115 nodes each of which represents a college. Three are 613 edges in the network. An edge is built between two nodes if the corresponding colleges have a game. The structure of the Football network is shown in Figure 7C.
5.1.2.4 The SFI Network
The SFI network represents the collaborations between the scientists working with Santa Fe Institute during any part of calendar year 1999 or 2000. The SFI network contains 118 nodes and 200 edges. The structure of the SFI network is shown in Figure 7D.
Figure 7 visualizes the structures of the four tested real-world networks. These four networks are chosen because they have been widely used in the network science domain. Note that the four real-world networks are unweighted, i.e., they are binary networks. In the experiments, we only test the proposed mechanism on small-scale networks. On the one hand, the proposed mechanism can be tested on large-scale networks. On the other hand, testing on large-scale network is time consuming as the adopted PSO algorithm is a population based random search algorithm. As the main purpose of this work is to validate the feasibility of the proposed mechanism, therefore we do not carry out experiments on large-scale networks at the moment.
5.2 Parameter Settings
As mentioned above, when generating the networks we need to determine some parameters first. Meanwhile, for the introduced algorithm it also carries with several parameters. In the experiments, we set all the needed parameters as what are shown in Table 1.
TABLE 1 | Settings of the parameters contained in the algorithm and the generated networks for testing.
[image: Table 1]Note that the main idea of this work is to validate if the proposed optimization based edge rewire mechanism is effective or not. Therefore, we do not set the value of n large enough. For a network with n nodes, there are maximum n × (n − 1)/2 edges. If n is too large, then the optimization process will take a long time to finish. In the experiments we set it to be small so as to quickly check if the proposed idea is feasible or not. This is the main reason why the tested real-world networks are small in size.
5.3 Obtained Pareto Fronts
In the experiments, we generate two types of artificial networks. For each type of networks, we generate 12 networks with the configurations of the number of nodes and the degree control parameter, i.e., d for the Erdős–Rényi network and λ for the scale-free network. Figure 8 and Figure 9 respectively visualize the Pareto fronts obtained by the introduced multiobjective particle swarm optimization algorithm when tested on the Erdős–Rényi and scale-free networks. Note that for each tested network we run the introduced multiobjective particle swarm optimization algorithm for 20 times. After each run we save the Pareto solutions. We eventually merge all the Pareto solutions over the 20 runs and filter out the final Pareto solutions based on Pareto dominance mechanism.
[image: Figure 8]FIGURE 8 | Visualization of the Pareto fronts obtained by applying the introduced multiobjective particle swarm optimization algorithm to the generated Erdős–Rényi networks.
[image: Figure 9]FIGURE 9 | Visualization of the Pareto fronts obtained by applying the introduced multiobjective particle swarm optimization algorithm to the generated scale-free networks.
Both in Figure 8 and Figure 9 each row represents the results for networks with different sizes. In Figure 8, each column corresponds to different d, while each column in Figure 9 corresponds to different λ. We can clearly see from those two figures that the values of f1 for all the solutions are negative. This means that the robustness of the original networks have being improved based on the corresponding edge rewire mechanism. One may further see from the figures that the proposed multiobjective optimization based edge rewire mechanism can yield many different solutions to improve the robustness of a given network. Actually, this is one of the biggest advantages of the proposed edge rewire mechanism as compared to existing ones which can only provide single solutions for the decision makers. As can be seen from the two figures, each solution corresponds to edge deletions and additions but the number of added edges does not need to be equal to that of the deleted edges, which makes the proposed mechanism more flexible for real use.
The above experiments are carried out on Erdős–Rényi networks and scale-free networks which are two important types of networks. In the next, we show the results on the four real-world networks. Figure 10 visualizes of the Pareto fronts obtained by the introduced algorithm when tested on the four networks.
[image: Figure 10]FIGURE 10 | Visualization of the Pareto fronts obtained by applying the introduced multiobjective particle swarm optimization algorithm to (A) the Karate network, (B) the dolphin network, (C) the Football network and (D) the SFI network.
It also can be seen from Figure 10 similar phenomenon occurs to the tested real-world networks as compared to that of the computer-generated networks. More specifically, there are multiple Pareto solutions for improving the robustness of each of the tested real-world networks. The above experiments prove that the proposed edge rewire mechanism can reconnect those tested networks to improve their network robustness. In what follows, we analyze the robustness of the enhanced networks with respect to the obtained Pareto solutions.
5.4 Enhanced Network Robustness
The above experiments indicate that the proposed multiobjective optimization based edge rewire mechanism can help to improve the robustness of a given network. Note that by optimizing the proposed mechanism, a set of rewire solutions can be obtained. In this section we analyze the robustness improvement of two extreme solutions for each tested network.
As can be seen from Figures 8–10, the Pareto front for each network contains a set of solutions. Here, we choose two extreme solutions from each Pareto front. For all the solutions, we sum up f2 and f3. Then we choose the two extreme solutions as the two solutions that require the minimum number of edge operations including addition and deletion. We then calculate the ratio of robustness improvement. The results for all the tested artificial networks are shown in Table 2.
TABLE 2 | Robustness improvement made by the two selected extreme solutions from the Pareto front for each of the tested Erdős–Rényi (ER) and scale-free (SF) networks.
[image: Table 2]In Table 2, the robustness improvement is calculated as [image: image]. In the table, we can see that for all the tested artificial networks, the robustness of the original networks have been greatly improved. We also observe from the table that when the size of a network is increased, then the robustness improvement will also be increased. This is because that a network with n nodes has n × (n − 1)/2 maximum number of edges. Thus, a larger network has larger maximum number of edges and there is larger probability to improve its robustness given the fact that the most robust network is a full connected network.
From Table 2 we also notice that the robustness improvement for scale-free networks are more significant than that of Erdős–Rényi networks. This is because that a scale-free network has relatively less edges than an Erdős–Rényi network with the same number of nodes. Consequently, the proposed edge rewire mechanism can work better for improving the robustness of scale-free networks.
Table 3 records the robustness of the tested four real-world networks (recorded by [image: image]) as well as the robustness of the corresponding optimized networks (recorded by λ2′ and [image: image]) with respect to the selected extreme solutions. For the Karate network, its original robust is 0.4685 as can be seen from Table 3. By rewiring its edges with respect to the two selected solutions, the robustness of the two optimized networks are respectively 8.9665 and 9.0996, which are about 20 times of its original robustness. For the remaining three networks, their robustness also have been significantly improved based on the proposed edge rewire mechanism. The experiments on real-world networks also validate the effectiveness of the proposed rewire mechanism.
TABLE 3 | Robustness of the real-world networks and their optimized networks with respect to the two selected extreme solutions from the Pareto fronts.
[image: Table 3]5.5 Optimized Network Structure
Tables 2,3 show that the robustness of the tested networks have been greatly improved. In this section we graphically visualize the optimized structures of the networks against the original ones. For simplicity, here we only visualize the structures of Erdős–Rényi networks for d = 4 and scale-free networks for λ = 2.
Figures 11, 12 respectively visualize the original network structures (first column) and the optimized networks structures (second and third columns) for Erdős–Rényi networks for d = 4 and scale-free networks for λ = 2. We can see from Figures 11, 12 that the proposed edge rewire mechanism makes a given network have more edges to improve its robustness. As compared to Erdős–Rényi networks, the optimized scale-free networks seem to be much denser than their original networks. As explained earlier, this is because that a scale-free network has relatively less edges than a same sized Erdős–Rényi network.
[image: Figure 11]FIGURE 11 | Original (first column) and optimized structures (second and third columns) of the Erdős–Rényi networks for d = 4.
[image: Figure 12]FIGURE 12 | Original (first column) and optimized structures (second and third columns) the scale-free networks for λ = 2.
Figure 13 visualizes the original network structures (first row) and the optimized networks structures (second and third rows) for the four tested real-world networks. It can be clearly seen from Figures 11–13 that the selected two solutions suggest to add more links to each of the tested network to improve its network robustness.
[image: Figure 13]FIGURE 13 | Original (first row) and optimized structures (second and third rows) of the four tested real-world networks.
5.6 Discussion
One may notice from Figures 11–13 that the proposed edge rewire mechanism tends to make a given network be denser in order to improve its robustness. This is not necessarily the feature of the proposed model. Actually, the proposed multiobjective optimization based rewire mechanism is very flexible. Note that in the proposed model we do not add in any constraints. We do not limit the number of deleted and added edges. As long as the edge operations can improve the robustness of a given network, then the multiobjective optimization algorithm will determine the goodness of the edge operations based on Pareto dominance mechanism. If the operations are non-dominated with each other, then those operations will be saved as the possible choices.
Note that in the experiments for a tested network, its number of edges is far less than that of the maximum number of edges it can has. This is especially true for the tested scale-free networks. A scale-free network is normally sparse in its connections. Therefore there could be many choices to improve its robustness. In order to avoid making a network be denser, we provide below some possible solutions.
1) One may consider to increase the population size of the particle swarm optimization algorithm and run it for more than 20 times to possibly obtain more Pareto solutions. Then one may expect to select Pareto solutions that do not make many edge reconnections. It is also suggested that one can try to redesign the algorithm operators especially the status update principles for the particle swarm optimization algorithm.
2) One may add extra constraints. For example, one can set the portion of maximum edge operations, i.e., instead of considering all the possible edges, one can just predefine the maximum number of edges allowed in a given network. For example, for a network with n nodes and m edges, it can have a maximum of n (n − 1)/2 edges. Then one may add the constrain of f2 + f3 < αn (n − 1)/2 in which α ∈ (0, 1) is a control parameter.
3) For real applications, one may also consider the cost on the edge operations. For some networks, adding edges could be more costly than deleting edges, while the situation can be the opposite for some networks. Therefore, instead of directly using objectives f2 and f3, one can design other cost functions. A straightforward way to achieve this goal is to punish the two objectives with different coefficients. For example, one can consider the objectives βf2 and (1 − β)f3 with β ∈ [0, 1].
6 CONCLUSION
The study on network robustness has attracted much attention in the past decade. In reality many complex networks will more or less suffer from external attacks. Those attacks to a network can lead to the failure of network nodes and edges. When some nodes and/or edges fail, the corresponding network could totally fail, which could bring about enormous losses. Network robustness estimates a network’s ability to bear with attacks. To do research on network robustness can help the better design of network structures to improve their robustness.
In order to enhance the robustness of a complex network, in the literature one of the most effective ways is the network rewire mechanism which changes the edge connections between the nodes so as to improve the network’s robustness. In this work we adopted spectral analysis to measure the robustness of a given network. We then proposed a multiobjective optimization based network rewire mechanism to enhance network robustness. The proposed edge rewire mechanism optimizes three objectives. The first one is the robustness improvement. The second one is to minimize edge deletions and the third is to minimize edge additions. To optimize the proposed mechanism, we further develop a multiobjective discrete partite swarm optimization algorithm to solve the proposed mechanism. Compared to traditional network rewire mechanism, the developed mechanism can generate a set of network rewire choices each of which can improve the robustness of a given network. To validate the effectiveness of the proposed mechanism, we carried out simulations on computer-generated Erdős–Rényi and scale-free networks as well as real-world networks. Experiments have validated the effectiveness of the proposed edge rewire mechanism.
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This article proposes the use of a novel approach to portfolio optimization, referred to as “Fundamental Networks” (FN). FN is an effective and robust network-based fundamental-incorporated method, and can be served as an alternative to classical mean-variance framework models. As a proxy for a portfolio, a fundamental network is defined as a set of “interconnected” stocks, among which linkages are a measure of similarity of fundamental information and are referred to asset allocation directly. Two empirical models are provided in this paper as applications of Fundamental Networks. We find that Fundamental Networks efficient portfolios are in general more mean-variance efficient in out-of-sample performance than Markwotiz’s efficient portfolios. Specifically, portfolios set for profitability goals create excess return in a general/upward trending market; portfolios targeted for operating fitness perform better in a downward trending market, and can be considered as a defensive strategy in the event of a crisis.
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1 INTRODUCTION
The problem of portfolio optimization is one of the most important issues in asset management [1]. Modern Portfolio Theory (MPT) has served as the foundation and industry standard for portfolio optimization, being capable of demonstrating the concepts of diversification and risk-return efficiency based on a mean-variance framework [2, 3]. However, within the last few decades, practitioners and academics have become aware of its drawbacks. First, the high sensitivity of the estimated mean-variance efficient portfolio to estimation errors in expected return may lead to non-robust results [4–12]. Second, the mean-variance optimization requires the inversion of a positive-definite co-variance matrix which would lead to large estimation errors and will further offset the benefits of diversification. Hence, the portfolio cannot be constructed for a large number of stocks [13]. Third, the lack of hierarchical structure in a correlation matrix allows weights to vary freely in unintended ways, which is a root cause to the mean-variance efficient portfolio’s instability [14]. Moreover, MPT only involves the analysis of prices and is not able to incorporate the fundamental analysis which has been deemed value-relevant to stock return by not only well-known investors mentioned earlier, but also multiple researchers in the past [15–19].
To our knowledge, substitution of mean-variance framework has not been well discussed in the area of portfolio optimization. Studies introduced fundamental analysis to mean-variance model are still confined by the drawbacks. The application of financial networks started a new branch in optimizing portfolios. However, few of them conveyed fundamental information. Therefore, the main purpose of our research is to bridge portfolio optimization to fundamental analysis with network structure.
In this paper, we propose a novel approach for portfolio optimization, referred to as “Fundamental Networks” (FN), an effective and robust network-based fundamental-incorporated method. It can be used as an alternative to the classical Markowitz’s model. Compare to it, FN avoids the estimation errors of expected return and standard deviation,and also removes the requirement of a positive definite co-variance matrix. As a proxy for a portfolio, a fundamental network is defined as a set of “interconnected” stocks, among which linkages are a measure of similarity of fundamental information among stocks. The capital allocated to a stock is proportionate to the concept of weighted degree in network theory.
The fundamental networks bridge portfolios to fundamental information with network theory. The process of portfolio optimization is decomposed into steps as asset selection and capital allocation [20]. iterature referred to this paper is classified as fundamental analysis and financial networks. However, few of them addressed the both steps.
Fundamental analysis is the most common way to assess firm value [19]. However, the application of fundamental analysis in portfolio optimization tends to focus on the stock selection rather than developing an effective and innovative weighting schema based on fundamental information [18, 20–24]. Attempts introduced an additional fundamental condition into Markowitz’s model for both optimal selection and allocation. Although these models are improved by selecting stocks of good economic condition for the portfolio, major limitations from Markowitz’s model have not been addressed [25–27]. Another area of studies which is related to our work is fundamental indexation, which assigns portfolio weights using metrics in financial statements instead of stock price and capitalization [28–30].
Pioneered by the remarkable work of [31]; network-based methods have found their way into finance literature, and Recent studies such as [32–35] explore their usefulness for optimal investment purposes. Indeed, as noted in [36]; many financial optimization problems including Markowitz’s, had an underlying network structure. The topology of network encodes the complex dependency structure of financial equities, extracts hierarchical and clustering properties, and reduces data complexity while preserving fundamental characteristics of information [34]. Because the functionality of complex networks relies on their underlying structure and structural stability, most empirical studies chose the minimum spanning tree (MST) as the base structure for their financial networks [37–41].
In network theory, information about the relative importance of nodes in a network can be obtained through centrality measures, which are the most fundamental and frequently used measures to reveal network structure [42–46]. Investment decisions are usually derived from choosing “central” or “non-central” assets from the network. “Non-central” investment strategy claims that a portfolio containing the outskirts of the network have greater diversification potential, and thus are exposed to less risk [32, 34, 35, 45]. However, these studies only select stocks, the allocation process is still under the Markowitz’s mean-variance framework, therefore its drawbacks inherited from the framework remain unsolved.
Our proposed FN can address both asset selection and capital allocation for portfolio investment. In the selection stage, a portfolio objective is set, such as maximizing changes of return on equity (ROE). In the allocation stage, we construct a fundamental network with proper network structure. To start with, we define each selected stock as a node in the network, and each node is described using its fundamental information set which may include changes in net profit, asset turnover and leverage ratio. Next, we define potential links in the network using similarity measure of information sets among stocks, similarity measure can be Euclidean distance or other common distance measures. Finally, a network structure such as the minimum spanning tree (MST) is applied to form connections among stocks, and weighted degrees are derived for capital allocation. Network efficiency is considered to be a measure of network instability and error tolerance [47].
Two empirical models are provided in this paper as applications of the FN. Model 1 is based on DuPont framework where the objective of selecting stocks with high ROE, changes in net profit, asset turnover and leverage ratio serve as fundamental information set to describe a node. Model 2 is focused on operating income, where stock nodes are presented as changes of gross profit. Both of these models use Euclidean distance to construct a MST to be used as the desired network structure. We evaluate model performance using Sharpe Ratio from year 2006 to 2018. Model 1 outperforms the mean-variance efficient portfolios for all risk cases, and Model 2 outperforms the mean-variance efficient portfolios in the low-risk cases. In other words, FN efficient portfolios are more mean-variance efficient in out-of-sample performance than Markwotiz’s efficient portfolios. In addition, the annual return of Model 1 is positively correlated to the annual return of the S&P 500 Index, while Model 2 is negatively correlated to that of the S&P 500 Index. Unlike the one fixed optimization goal of mean-variance framework, FN provide solutions to complex market conditions. In our study, Model 1 is suggested for general market condition, while Model 2 serves as a defensive strategy in the event of a crisis.
The major contributions of our proposed FN are:
• Proposing a Novel Framework for Portfolio Optimization: creating an network-based fundamental-incorporated method for portfolio optimization, completely different from the classical Markowitz’s model. Empirically, the out-of-sample performance is suggested that network efficient portfolios reached higher mean-variance efficiency than Markowitz’s solutions.
• Expanding Source of Information: incorporating fundamental information and providing flexibility in selecting portfolio objective. It can be any fundamental variable or financial ratio representing profitability, liquidity, solvency, operating efficiency etc.
• Lifting Restriction: removing portfolio size constraint in mean-variance framework, referred to the positive-definite requirement of co-variance matrix, so that enable large-scale portfolio optimization.
• Enhancing Robustness of Asset Allocation: increasing stability and robustness of optimal capital allocation on stocks by adopting optimal network structure.
The remainder of the paper is organized as follows: section 2 introduces the general mathematical model of fundamental networks. In section 3, two empirical studies are provided and evaluated. Section 4 presents our conclusions and avenues of future research.
2 METHODOLOGY
2.1 Stock Portfolio as a Network
In our FN model, the asset selection rule is determined by the chosen fundamental objective. The asset allocation process is to minimize stock similarity under an optimal network structure. For example, ROE is an indicator of corporate profitability. To maximize profitability of a portfolio, we choose the changes of ROE as the fundamental objective and filter a set of high performance companies out of the entire market. We then construct a network based on fundamental information set, using the same example as in Model 1. Elements in the set include changes in net profit, asset turnover and leverage ratio among others. The allocation result is expected to be positively correlated to the weighted degree of each node in the network.
The main novelty of this paper lies in the flexibility choosing objective, information sets and risk measures based on fundamentals. Objectives and information sets can be any fundamental variable or financial ratio representing profitability, liquidity, solvency, operating efficiency etc. Common network structures can refer to, but are not limited to minimum spanning trees, planar maximally filtered graphs, market graphs [48]. Variations in node representation, network structure and distance definition allow a variety of potential risk measures to be applied. Such risk measures can be derived as centrality, assortativity, and network efficiency among others. Since, centrality, assortativity and network efficiency are measures of similarity and stability in graph theory, these can be considered as diversification and robustness of allocation in portfolio theory [33, 34].
2.2 Fundamental Network Framework
In this paper, we introduce the concept of “Fundamental Network Framework” as a general process equating portfolio optimization with finding optimal network topology features (Figure 1). The framework is consisted of three stages: asset selection, fundamental network construction and asset allocation.
[image: Figure 1]FIGURE 1 | Flowchart for Portfolio Optimization under Fundamental Network Framework. Two empirical examples are specified in Table 2.
2.3 Fundamental Network Construction
According to Figure 1, Stage 1 and 2 is to define and construct fundamental networks by modeling a portfolio with topological features. A fundamental network is referred to a connected, undirected and weighted graph G(V, E, W).
Definition 1 (Fundamental Network) Define a connected, undirected and weighted graph
[image: image]
whereV = {v1, …, vn} denotes a set of stocks. Every stock and its fundamental/financial ratio information is represented as a node.E = {e1, …, en} is the edge set.Wis the weighted adjacency matrix andwi,j ∈ W, wi,jrepresents the edge weight between nodesviandvj.
In stage 1 (Figure 1), we need to define the fundamental objective such as profitability, and then refer a specific variable for the objective. In this paper, we only allow one dimension objective. Definition 2 is to mapping a stock to the fundamental variable. For instance, ROE is selected to describe profitability noted as the utility U = u(V) = ROE.
Definition 2 (Utility)Define a utility as
[image: image]
whereu() is a utility function.
Then filter stocks with the variable selected to establish a stock pool for later optimization. Notice that VU are the selected stocks based on U and Uthreshold. It can represent any predetermined objective such as profitability, liquidity, solvency, or operating efficiency.
Definition 3 (Stock Pool) Select a subset of stocks satisfying
[image: image]
whereUthresholdis a threshold level ofU.
Stage 2 is mainly to construct fundamental networks based on selected stock pool. Specifically, each node represents the fundamental(s) of a stock. A linkage between two nodes represents the dissimilarity of the corresponding stocks. In this paper, dissimilarity measure is referred to Euclidean distance.
Definition 4 (Fundamental Node)DefineV = {v1, …, vn}, a node is
[image: image]
whereviis the fundamental information set ofstockiandI(i,q)is referred to qth fundamental variable representing a stock.I(i,q)ranges from financial ratios to the variables in the financial statements such as leverage ratio, net income,Δgrossprofit, etc. Note that m is noted as the number of variables to define a node.
Definition 5 (Dissimilarity) Define Euclidean distance as the measure of dissimilarity between two nodes i, j, D = {d(i, j), ∀i, j ∈ [1, n]}.
[image: image]
A network with the set VU can be constructed by Definition 1–3. Given node set VU, network structure E is derived from network generation algorithms such as small-world networks, scale-free networks and minimum spanning tree etc. The topology features of G(VU, E, W) vary when choosing different network models. It is found a more complex topology often comes with a greater systemic risk [37, 49, 50] and a structural optimized network structure will also lead to an optimized portfolio [35, 51].
Fundamental network structural stability and dissimilarity in graph theory is defined in our model as portfolio risk in portfolio theory. Network efficiency is considered to be a risk tolerance measure in graph theory [47]. By bridging stock portfolios to networks, we are able to use network efficiency as a risk measure of a portfolio.
In this paper, we use minimum spanning tree (MST) as the base network structure. A minimum spanning tree (MST) is a tree T(VU, ET, WT) ∈ G(V, E, W) with minimum total edge weight.
Definition 6 (Minimum Spanning Tree) Given a connected, undirected weighted graph G(VU, E, W), the minimum spanning tree (MST) is a tree T(VU, EMST, WMST) ⊆ G with minimum total edge weight defined as:
[image: image]
where[image: image]is subgraph ofGandEMST ⊆ E,WMST ⊆ W.
2.4 Risk Measurement and Asset Allocation
In stage 3 (Figure 1), after the network is constructed, we introduce total network efficiency (TNE), which is a measure of systemic attack and error tolerance, as the risk measure in our model. A network with higher network efficiency has a higher tolerance to errors and attacks [47].
Definition 7 Total Network Efficiency (TNE)
[image: image]
wheredi,jis the distance of all paths from nodevitovj ∈ G(VU, E, W),∀i ≠ j. Note thatG(VU, E, W) is a undirected graph, sodi,j=dj,i.
TNE is positively related to the number of nodes and edges since it is defined as the sum of reciprocal of all edges in a network. Therefore, increasing size of an FN will increase its TNE, indicating a reduction of instability and an increase in diversification.
In addition, given a certain number of nodes, a minimum spanning tree has the maximum of TNE [image: image]. Mathematically, according to Definition 7, a minimum spanning tree T minimizes ∑i,jdi,j, ∀i, j ∈ G such that [image: image], where [image: image] is arbitrary subgraph of G. Given a total number of n stocks where [image: image], u(vi) ≥ Uthreshold, the minimum spanning tree set [image: image], i = 1, …, n are the portfolios with maximized.
Finally, investment allocation is calculated from the weighted degree of the nodes in the network. From a network perspective, a stock with high weighted degree is systemically important as it is assigned a large portion of investment.
Definition 8 (Investment Allocation)Given a connected weighted graph.
G(VU, E, W), VU = {v1, …, vn} is a n-stocks portfolio satisfying∀vi ∈ VU, U(vi) ≥ Uthreshold, wherevirepresents the fundamental information set of a stockIi.
DefineX = (x1, x2, …, xn) as the vector of investment allocation,xias the proportion of investment in stocki, and[image: image].
[image: image]
whereN(vi) is the neighbor set ofvi,wi,jrepresents the edge weight between two stocks’ fundamentalsviandvj.
3 EMPIRICAL ANALYSIS AND RESULTS
In this section, we present two empirical solutions in portfolio optimization as applications of Fundamental Networks. While minimizing fundamental network structural instability, the models are distinct from their fundamental objectives and node variables to adapt to different market scenarios. Our optimized portfolios outperforms Markwotiz’s under certain market conditions.
3.1 Data and Models
Financial statement data are from the Compustat database,the sampled stocks are S&P 1,500 index members from 2006–2018. There are around 550 to 580 stocks each year after excluding those missing necessary data. The backtest started from 04/15/2007 and the positions are adjusted at the first trading day right after each April 15th when all companies had released their financial statements. Risk free rate refers to 1-year t-bill rate. Price returns are calculated annually between each April 15th. Fundamental variables are selected from annual financial statements. A detailed description of fundamental variable settings is shown in Table 2. All fundamental values can be found in the supplementary data set.
To illustrate the flexibility of FN framework in selecting portfolio objectives and fundamental information, we introduce two models in the empirical analysis Table 2. Model 1 maximizes company profitability described by changes of Return on Common Equity (ROE). In accordance with DuPont Analysis, each node is defined by changes in net profit, asset turnover and leverage ratio. Model 2 is focused on operating fitness, fundamental objective is defined as changes of operating income, and stock nodes are presented as changes of gross profit.
In the FN models, Euclidean distance is referred to the measure of diversification. Therefore, instead of restricted by the positive-definite requirement of co-variance matrix in mean-variance framework, portfolio size in FN models can be as large as the stock Universe. In our examples, the portfolio size ranges up to around 550 stocks.
The FN networks displayed in Figures 2, 3 are portfolios selected from efficient frontiers of Model 1 and 2 in 2009, each consisted of 200 stocks. Each node represents a stock while linkages measure similarity of their fundamental information. Size of node is positively correlated to weighted degree and investment allocation.
[image: Figure 2]FIGURE 2 | Fundamental Network: Model 1, 200 stocks in 2009. Size of node is positively correlated to weighted degree and investment allocation.
[image: Figure 3]FIGURE 3 | Fundamental Network: Model 2, 200 stocks in 2009. Weighted degree is higher for the nodes (larger) near the end points than those in the middle since no hierarchical structure is detected.
Apparently, the structural complexity of the two networks varies significantly that Model 1 has a hierarchical structure and higher interconnectedness than Model 2. This outcome is related to the complexity-stability debate [52] that whether a positive correlation exists between them. Interconnectedness is a key feature in measuring network complexity. In finance, many studies suggested that interconnectedness conveys higher systemic risk in bank networks [53]. According to [54]; there is no economic theory at hand that can be used to answer the question of the optimal level of interconnectedness for a financial system from a general equilibrium perspective. However, our empirical results suggest that the portfolios with high interconnectedness have higher volatility in out-of-sample performance (Table 1).
TABLE 1 | Performance Comparison.
[image: Table 1]TABLE 2 | Model Specifications.
[image: Table 2]3.2 Empirical Results
The assessment of the performance is based on out-of-sample statistics in the holding period which is 252 trading days. In stead of individual portfolios, this paper is to compare all the portfolios on the efficient frontiers. Therefore, we investigate the performance from both risk and time perspectives.
Specifically, we note Sharpe Ratio as Sharpe(q, t), where t is the time and q represents qth percentile of the risk distribution, q = {0, 5%, 10%, …, 1}. To compare models with different risk measures, we normalize risk into [0, 1]. Then Sharpe ratio can be represented at intervals of 5% from 0 to 1, for a total number of 21 risk levels.
[image: image]
where Sharpeq is the average Sharpe ratio of qth percentile portfolios over time t.
For example, efficient frontiers are constructed for each year. Sharpe(5%, 2008) is referred to Sharpe ratio of the portfolio on the frontier with the lowest 5% risk at the year 2008. [image: image] is the average of all the portfolios with lowest 5% risk from the years between 2007–2019 Figure 4.
[image: Figure 4]FIGURE 4 | Fundamental Network Efficient Frontiers Model Out-of-Sample Performance. Model 1 (blue) is generally more mean-variance efficient than the benchmark while Model 2 (red) only outperforms in the low risk region (q ≤ 45%). Mean-variance efficient frontier is the benchmark (black).
In addition, we introduce [image: image] as the average of Sharpe ratios for all portfolios on the efficient frontier at time t. Similarly, [image: image] and [image: image] represent average return and volatility of the efficient frontier at time t.
In Table 1, the Model 1 significantly outperforms Markwotiz’s in the year of 2012–2014, 2016, and 2017. These years are often considered to be “good” years where the market earnings growth are positive. The model 2 maximizes operating income and outperforms Markowitz’s in “bad” years (2007, 2008, 2015, 2018). The result is consistent with [55] who suggested that high operating performance companies have low volatility and outperforms high volatility stocks.
Define R = R(q, t), ∀q, t to be the actual return of the efficient frontier for all time t; R0 = R0(q, t), ∀q, t is the actual return of mean-variance efficient frontier for all time t; RMarket is the annual return of the stock market which is represented by the annual return of the S&P 500 Index in this paper.
Let the premium between fundamental network frontier and mean-variance frontier to be:
[image: image]
As a result, Model 1 creates excess return when market grows but may suffer loss when market drops. Meanwhile, Model 2 has a negative β which means it outperforms Markowitz’s when market goes down. Model 1 refers to an aggressive strategy by optimizing company profitability. Model 2 is a defensive strategy with emphasis on operating income (Table 3).
TABLE 3 | Regressions Analysis and Diagnostics.
[image: Table 3]4 CONCLUSION AND DISCUSSION
We propose a novel approach, named Fundamental Networks (FN), for asset allocation under a network framework, which allows network stability measures to become applicable for portfolio optimization. FN avoids confrontation of estimation errors and the positive definite requirement of the covariance matrix in mean-variance framework. Our FN model provides robust and well-diversified solutions for investment.
Two examples with different fundamental objectives and variables are demonstrated in the paper. We conclude that network efficient portfolios, when properly defined with fundamental variables, are also mean-variance efficient in out-of-sample performance under certain market conditions. Moreover, our approach is adaptive to different market conditions. Portfolios set for profitability goals create excess return in an upward trending market, and outperform Markowitz’s benchmark when averaged across years. On the other hand, portfolios targeted for operating fitness produce better returns in the down trending market, and can be used as a defensive strategy in times of crisis. This empirical result also suggests that fundamental networks with lower interconnectedness are less volatile than those with higher complexity.
In conclusion, FN takes into consideration all filtered stocks and their interconnections, including some stocks which are insignificant but indispensable for the diversification of portfolios. The fundamentals-integrated network reveals both interesting known structures (similarity among stocks) and other structural patterns that are typically lost in the mean-variance framework. When combined with fundamentals and financial ratio information, such patterns can be developed as strategies under different market conditions. This coherent and principled network approach should prove useful for various forms of portfolio construction not limited to fundamental information. More generally, the proposed model is expected to be applied to other complex systems, because of its ability to generalize and connect networks from arbitrary data sets.
There are several avenues for future work. Firstly, a theoretical interpretation of fundamental networks is desired. Secondly, we can investigate, compare, discover patterns for optimal solutions with various fundamental objectives and variables. Thirdly, we can test and analyze more network structures (e.g., planar maximally filtered graph, market graph, maximum cliques among others), and network topological features (e.g., density, assortativity and community structure and others). Finally, fundamental networks open the door for multi-layer stock networks modeling fundamental-price dynamics, a potential interpretation for market efficiency.
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Data-driven deep learning has accelerated the spread of social computing applications. To develop a reliable social application, service providers need massive data on human behavior and interactions. As the data is highly relevant to users’ privacy, researchers have conducted extensive research on how to securely build a collaborative training model. Cryptography methods are an essential component of collaborative training which is used to protect privacy information in gradients. However, the encrypted gradient is semantically invisible, so it is difficult to detect malicious participants forwarding other’s gradient to profit unfairly. In this paper, we propose a data ownership verification mechanism based on Σ-protocol and Pedersen commitment, which can help prevent gradient stealing behavior. We deploy the Paillier algorithm on the encoded gradient to protect privacy information in collaborative training. In addition, we design a united commitment scheme to complete the verification process of commitments in batches, and reduce verification consumption for aggregators in large-scale social computing. The evaluation of the experiments demonstrates the effectiveness and efficiency of our proposed mechanism.
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INTRODUCTION
Social computing, a field highly relevant to human behavior, has made considerable progress in recent years. With the proliferation of cell phones and IoT devices, information about humans, behaviors, and interactions is being recorded in unprecedented detail. Combined with deep learning models, the application of social computing can profoundly solve various industry challenges such as epidemic prediction [1, 2], social network service [3], and hot topic recommendations [4]. For example, data-driven epidemic propagation can help governments and hospitals prepare resources in advance [1]. Moreover, some well-designed pre-diagnosis models of COVID-19 may alleviate physician shortages [2].
As a data-driven technology, deep learning has a natural desire for data to be more accurate and higher-quality. Since user data in social computing is closely tied to privacy, providing the data directly would cause extremely serious privacy damage. Google [5] proposed the concept of federated learning in 2016, which is an innovation in collaborative training. Without directly obtaining local data from multiple parties, it can take full advantage of the value of the data by sharing gradients. However, transmitted gradients are subject to model inversion attacks, attribute inference attacks, membership inference attacks, etc. Thus, the privacy of users requires further protection.
To resolve the problem of privacy leakage in transmitted gradients, researchers have proposed a wide range of solutions that can be roughly divided into two categories: differential privacy [6] and cryptographic algorithms [7]. Differential privacy is a method of adding noise so that the attacker cannot determine the user’s exact gradient. However, the differential privacy-based method modifies the original data, resulting in a loss of model accuracy. Unlike differential privacy methods, cryptographic algorithms such as homomorphic encryption do not alter the value of the gradient. But instead, they prevent third parties and model aggregators from obtaining a single participant’s model parameters by encryption or concealment. Most cryptography-based parameter protection methods have a higher arithmetic overhead and many researchers are committed to optimizing their overhead.
Apart from performance issues, cryptography-based privacy-preserving methods will also introduce a derivative problem. Because of the semantic invisibility of encrypted data, data aggregators cannot judge whether a problem exists. The most obvious problem associated with data invisibility is that data tampering is difficult to detect, and some work has been done to try to resolve this. Li et al. [8] proposed to store verification tags on the blockchain and generate a Merkle tree as proof. The transaction information must be uploaded to the blockchain, which prevents malicious users from tampering during the training process. Weng et al. [9] proposed a blockchain-based auditing model called Deepchain that considers the malicious behavior of model aggregators.
However, another problem of semantic invisibility in encrypted data was left behind. Cryptography methods blur the user’s ownership of the real information corresponding to the ciphertext data during the transaction. Malicious users can steal historically encrypted gradients from publicly audited information or previous transactions, and upload them elsewhere to gain benefits, in what we call an encrypted forwarding attack. The attack will destroy the fairness of the entire system, and make fewer users willing to participate in collaborative training. Recently, researchers have proposed extracting user data features through the first few layers of deep neural networks, making them adaptable to multiple uncertain deep learning tasks [10, 11]. This will lead to a change in traditional collaborative training from focusing on a single defined task to completing multiple uncertain tasks, further expanding the reach of encrypted forwarding attacks.
In this paper, we aim to resolve the problem of encrypted forwarding attacks in collaborative training. To prevent users from submitting others’ encrypted gradients maliciously, users need to use Pedersen commitment to commit on the uploaded gradient. The model aggregator can verify the ownership of the encrypted gradient by determining whether the user has plaintext. Our main contributions are as follows:
• We propose a data ownership verification mechanism to counter encrypted forwarding attacks caused by cryptography-based privacy-preserving methods. We use an interactive Σ-protocol and Pedersen commitment algorithm to prove that the user has the plaintext corresponding to the encrypted gradients.
• We design a united commitment scheme to complete the verification process of commitments in batches, thereby reducing verification consumption for the aggregator.
• We verify the effectiveness of the model on a social face dataset CelebA and a digital recognition dataset MNIST, then provide a safety analysis. The experimental results demonstrate that the commitment scheme does not impose an additional burden on secure aggregation of social applications.
The rest of this paper is organized as follows. In Related Work, we introduce the existing work of cryptography-based privacy-preserving methods and derivative audits approaches of encrypted data. Preliminaries introduces the relevant background knowledge of the Σ-protocol, Pedersen commitment, and attack models. System Design elaborates the details of the ownership verification mechanism. In Security Analysis, we analyze the correctness and safety of our mechanism. Experimental Results evaluates and analyses the performance of Paillier algorithm and Pedersen commitment in our mechanism. Finally, we conclude our paper in Conclusion.
RELATED WORK
Cryptography-Based Privacy-Preserving Methods in Collaborative Training
Privacy concern is one of the main problems in collaborative training. Although some collaborative training allows collaborative participants to only share model updates rather than raw training data, such as federated learning. There are still some privacy problems that are not completely solved [12–14]. Attackers may infer whether a sample exists in the training dataset or contain certain privacy attributes from the user gradient, called member inference attacks [15] and attribute inference attacks [16].
Secure aggregation [17] is a cryptography-based privacy-preserving method that prevents aggregators from gaining direct access to individual participants’ gradients and committing privacy attacks. Homomorphic encryption is a common security aggregation algorithm that allows users to operate on ciphertext and decrypt the results of operations, where the decryption result is the same as for operating on plaintext. Participants can first encrypt the gradient via homomorphic encryption. The parameter aggregator then aggregates all encrypted gradients and decrypts the aggregated result, thereby indirectly obtaining a global model update contributed by the participants. The existing homomorphic encryption methods are mainly based on full-homomorphic encryption [18] and semi-homomorphic encryption [19].
Fully homomorphic encryption is mainly based on ideal lattices theory [20]. It relies on a large number of polynomial-based power operations and modulo operations, which greatly increases the consumption of implementation. It is still difficult to apply directly in the existing work.
Paillier encryption [19] is a representative work of semi-homomorphism that is widely used because of its simple structure. Phong et al. [21] proposed the method combining asynchronous stochastic gradient descent and Paillier homomorphic encryption. They proved that the system could prevent the aggregator from learning the data privacy of the participants, and ensure the availability of the model training with the acceptable system overhead. Zhou et al. [22] applied a homomorphic encryption scheme to fog computing. They proposed a scheme that combines Paillier encryption and blindness technology, which can resist collusion attacks by multiple malicious entities.
In order to improve the efficiency of the homomorphic encryption system, Zhang et al. [23] proposed a federated learning model called BatchCrypt. They encoded batches of gradients and perform homomorphic encryption with less time, which greatly reduces the overhead of the whole system. LWE has more extensive applicability because of its full-homomorphism. Hao et al. [24] utilized and improved the BGV algorithm based on LWE, which achieves the secure aggregation of gradients to prevent privacy disclosure. It makes the scheme based on homomorphic encryption practical.
The above works complete the data privacy protection for the participants and make the system feasible, but another potential problem has appeared: it is difficult for the aggregator to determine whether a problem exists due to the semantic invisibility of the encrypted data.
Verification of Secure Aggregation
Semantic invisibility of encrypted data presents numerous challenges, including transmission errors, malicious tampering by intermediaries, and the exclusion of some user-generated gradients by dishonest aggregators.
The correctness audit of the transmission gradient becomes very difficult in the encrypted state. Weng et al. [9] provided an audit mechanism based on ∑-protocol [25] which generates proofs of correctness for each gradient. Guo et al. [26] proposed a Paillier-based zero-knowledge proof algorithm. The server and users can jointly calculate the statement of encrypted gradients to prove the correctness of gradients.
To ensure that the gradients provided by each participant are indeed aggregated correctly, Xu et al. [27] use a homomorphic hash technique combined with pseudorandom function to help users verify the correctness of aggregation. To extend the applicability of the algorithm, Guo et al. [28] proposed a commitment scheme based on linearly homomorphic hash to verify the integrity of aggregation. Before sending gradient to the server, the users need to generate and exchange the hash value of their gradient. The users can verify whether the gradient is tampered with by checking hash values.
Despite the foregoing, there is a serious problem that has not been addressed. Encrypted data may be accessed by multiple users as public data. Malicious users can forward them to other collaborative tasks with the same purpose for improper profit. There are even cases where multiple users claim ownership of ciphertext in the same task. This will undermine the willingness of honest users to engage in collaborative training and thus lead to a shortage of training data for social applications. In this paper, we propose an ownership verification mechanism based on the Patterson commitment that can prove that the user owns the plaintext of the data without providing the plaintext.
PRELIMINARIES
In this section, we briefly recall the definition of Σ-protocol and Pedersen commitment, and introduce the attack models.
Σ-protocol
Σ-protocol [25] is a two-party interaction protocol in zero-knowledge proof field. It is used to prove that someone knows a secret without disclosing it. There are many classic examples such as Schnorr’s protocol [29], which is used for authentication.
Consider a binary relation [image: image] and an element [image: image], and we have [image: image], where [image: image] is called the pre-image of [image: image] under a mapping [image: image]. In Σ-protocol, we think of [image: image] as a witness and [image: image] as the corresponding instance for [image: image], where [image: image] and [image: image] are finite values.
Suppose that there are two parties, one of which is prover, and the other is verifier. Without exposing [image: image], the prover wants to prove to the verifier that he knows the pre-image value [image: image] of [image: image] under the mapping [image: image]. As shown in Figure 1, they need to follow Σ-protocol with the steps below:
[image: Figure 1]FIGURE 1 | The general process of Σ-protocols.
Step 1: Prover computes a commitment [image: image] with the value of, and sends it to verifier.
Step 2: Verifier returns a random value [image: image] called challenge to prover.
Step 3: Prover sends a response [image: image] to verifier. It is computed with [image: image] and [image: image].
Step 4: Verifier uses instance [image: image] and the message [image: image] generated in previous steps to compute the verification result.
Since the challenge [image: image] is randomly selected, if the prover does not know the witness x, he cannot use challenge [image: image] to compute a correct response [image: image] in Step 3. When the verification passes, the verifier is convinced that the prover knows the witness [image: image]. The witness in our ownership verification mechanism can be a secret gradient used for social computing. A user can prove that it knows the secret gradient [image: image] corresponding to the commitment[image: image]
Pedersen Commitment
Pedersen commitment [30] is a homomorphic commitment scheme, in which one computes a commitment bound to a chosen value. Pedersen commitment scheme can be used to prove that a committed value is not tampered with. According to its homomorphism, it is usually used to prove that the secret committed data satisfies certain binding relationships. The scheme consists of a commitment phase and a verification phase. In the beginning, A trusted third party selects a multiplicative group [image: image] with the order of large prime [image: image], then selects two prime elements [image: image] and [image: image] of group [image: image], where no one knows the value [image: image] to make [image: image]. After the committer and verifier agree on two elements [image: image] and [image: image], they follow the process as follows:
Commitment: To commit to secret value [image: image], the committer chooses a random value [image: image], computes commitment [image: image] and sends it to verifier.
Verification: Committer sends [image: image] to verifier. Verifier use [image: image] to computes [image: image] and checks whether it is equal to [image: image]. If the verification passed, it means that [image: image] is not tampered with.
Pedersen commitment scheme is designed that the sum of two commitments can also be seen as a commitment. It can be represented by [image: image], where [image: image], [image: image]. It seems like someone use a random value [image: image] to commit to [image: image].
Pedersen commitment scheme has the following properties: 1) Perfectly hiding: the [image: image] in the commitment computation is randomly chosen, so two commitments to one value will be different. No one can find a correlation between commitment and committed value. 2) Computationally binding: the commitments on different messages are different, which means that the malicious party cannot deny the value he committed. A more detailed introduction and proof can be seen in [30].
Different from Σ-protocol, the committed value in Pedersen commitment scheme needs to be revealed in the verification phase. It cannot be directly used to prove that the single encrypted gradient is not tampered with. In our scheme, we use the homomorphism of Pedersen commitment scheme to check whether the aggregated commitment is correctly corresponding to the aggregated gradient, further confirming the binding relationship between the commitment and encrypted gradient.
Threat Models
As we attempt to solve the problem of data silos in social computing through cooperative training, privacy protection and data ownership have become unavoidable difficulties. Cryptography-based secure aggregation methods can be a good solution to keep private information from being accessed by unauthorized users, but they also make it more difficult to verify data ownership. Two main roles are included in the current collaborative training:
Model Aggregator is a service provider that publishes the request for data training. It asks multiple users to provide trained gradients to conduct social computing.
Data Owners are users who have datasets and are willing to participate in collaborative training. They submit the trained models or gradients to the model aggregator for model updating.
Once we use a cryptography-based secure aggregation algorithm that prevents model aggregators from obtaining plaintext data from a single data owner. It is difficult to distinguish whether the user who submits encrypted data is its real owner or not. As shown in Figure 2, attackers can download encrypted data from elsewhere or historically, and then participate in the current cooperative training for improper profit, which we call encrypted forwarding attacks. In addition, we present several threat scenarios for encrypted forwarding attacks.
[image: Figure 2]FIGURE 2 | Encrypted forwarding attacks in cooperative training.
Threat 1. Attackers can only obtain encrypted data and claim ownership of the encrypted data. Malicious users access encrypted data through public channels, such as the available audit information or publicly accessible blocks on the blockchain. The encrypted data is being downloaded by attackers and forwarded to similar tasks for unfair gain.
Threat 2. Attackers can obtain encrypted data as well as its verification information. As an intermediate forwarder, a malicious user receives not only the encrypted data but also the previous verification information. By masquerading as a data owner and participating in social computing, traditional mechanisms of ownership verification may be bypassed.
Security Goal: To prevent encrypted forwarding attacks by malicious attackers, we need an ownership verification mechanism for encrypted data. For privacy reasons, it can conclusively confirm ownership of data without directly obtaining the plaintext of user’s data. In addition, verification information must be real-time to prevent falsification by forwarding historical verification information.
SYSTEM DESIGN
In this section, we present the specific construction of our data ownership verification mechanism. Our mechanism prevents the leakage of user information to curious aggregators while resisting encrypted forwarding attacks by malicious users, as detailed in the threat model.
System Overview
We suppose that there exist many users who possess private training data in a community. They all agree on the structure and configuration of a common task model. When a user wants to update its model, it claims to be a model aggregator and requests collaborative training from other users. Other data owners will respond to the model aggregator. We denote the model aggregator as [image: image] and data owners as [image: image],[image: image]
The aggregator [image: image] then collects gradients from these data owners to update its task model. The process of gradient collecting is shown in Figure 3.
[image: Figure 3]FIGURE 3 | The workflow of our system.
Phase 1. Initialization
A user claims to be an aggregator to all other users in the community. Others will respond to the claim and form a group with the aggregator by some means [31]. After that, a trusted institution executes the initialization of threshold Paillier algorithm and Pedersen commitment scheme for the group.
Phase 2. Gradient Aggregation
After each data owner [image: image] gets gradient [image: image] through local training, it uses the threshold Paillier algorithm to encrypt it to cipher [image: image], then uploads it to the aggregator [image: image]. The aggregator [image: image] will aggregate the gradients.
Phase 3. Commitment Submission
Each data owner [image: image] who has uploaded gradient uses gradient [image: image]to compute a commitment [image: image] based on Pedersen commitment scheme and uploads it to the aggregator [image: image].
Phase 4. Verification and Decryption
The aggregator [image: image] conducts the verification of commitment with each data owner[image: image]. If the verification passes, the aggregator [image: image] asks data owners to collaboratively decrypt the aggregated gradient. At last, the aggregator [image: image] confirms the ownership of gradients by checking commitments and gradients.
After the aggregator [image: image] and all data owners have finished the process as above, the aggregator will pay each data owner for the model update. We can think that they have finished a round of secure aggregation.
Gradient Aggregation Based on Paillier Algorithm
Initialization: After the aggregator and data owners form a group together, a trusted institution will execute the initialization process. Concretely, it confirms the scale of the group and initializes the [image: image] threshold Paillier algorithm, where [image: image] is the number of data owners and [image: image] is the least number of data owners together to decrypt a cipher. The concrete process is shown in Algorithm 1.
[image: FX 1]
The trusted institution publishes the public key [image: image]. It also distributes shares of private key [image: image] and verification key [image: image] to each data owner [image: image], respectively.Encoding of gradient: The homomorphism of Paillier algorithm can be represented as [image: image], where [image: image] denotes the encryption. The aggregator [image: image] can aggregate encrypted gradients [image: image] and decrypt it to obtain aggregated gradient [image: image]. Suppose that a data owner [image: image] has the gradient [image: image] to upload. Each element [image: image] represents the gradient of the [image: image] component of the model. First of all, each data owner [image: image] encodes the gradient. They divide each element [image: image] into several vectors [image: image] and encode them into a specific format which can be encrypted by Paillier algorithm. The data owner [image: image] encrypts the gradient by encrypting each vector [image: image]. To explain the encryption of gradients briefly, we use [image: image] to represent the gradient encrypted by Paillier algorithm.Encryption and aggregation: We assume that there is a group composed of [image: image] data owners. Given the public parameter [image: image] and threshold [image: image], each data owner[image: image] encrypts its gradient [image: image] by computing [image: image], where [image: image] is a random element chosen from [image: image]. Then they together upload the cipher [image: image] to the aggregator [image: image]. The aggregator [image: image] will aggregate all the encrypted gradient [image: image] by computing [image: image] and return the aggregation result [image: image] to each data owner [image: image] to request the decryption. To ensure that the aggregator [image: image] correctly aggregates all the encrypted gradient [image: image], we introduce the commitment scheme in [28].Decryption and update: In the decryption phase, each data owner [image: image] provides his decryption share [image: image], where [image: image] is its share of the private key. In addition, each data owner [image: image]will also publish the proof [image: image]. If at least [image: image] data owners are verified to provide correct decryption shares, the aggregator [image: image] can obtain the decryption result by computing [image: image], where [image: image], [image: image] and [image: image]. The proof of correctness can be seen in [32]. To request data owners to join in the decryption process, the aggregator [image: image] should pay for the gradients to them. According to the addictive homomorphism of Paillier algorithm, the decryption result [image: image] is equal to [image: image]. The aggregator [image: image] will use it to update the task model.
Ownership Verification
In the collaborative training based on homomorphic encryption such as Paillier encryption, the aggregator is set to obtain only the decrypted aggregation result but not any gradient from individual data owner. Only in this way, the privacy in gradients will not be directly obtained by the aggregator. If a malicious user obtains an encrypted gradient, he may forward the encrypted gradient to another aggregator to profit. To solve the forwarding problem, the aggregator is required to verify the ownership of each received encrypted gradient.
The verification mechanism is based on Σ-protocol and Pedersen commitment scheme. As for Pedersen commitment scheme, a trusted institution is required to select two prime elements [image: image], where G is a cyclic group and [image: image] is unknown to others. The process of verification is shown in Algorithm 2:
Commitment submission: After data owner [image: image] has uploaded the encrypted gradient [image: image] to the aggregator [image: image], it computes a commitment [image: image], where [image: image] is a random value and [image: image] is the gradient. Then it submits ([image: image], [image: image]) to the aggregator [image: image].
Commitment verification: The aggregator [image: image] will compute the aggregated gradient [image: image] and the aggregated commitments [image: image], [image: image]. Then it sends a random challenge value [image: image] back to each data owner. Each [image: image] owner [image: image] needs to use the challenge value [image: image] to compute a response [image: image], [image: image], [image: image]. Then each data owner submits [image: image] to the aggregator [image: image]. After that, the aggregator [image: image] aggregates all [image: image] to obtain [image: image] by computing [image: image], [image: image], [image: image]. Then it verifies whether [image: image] holds. If it passes, it means that each data owner [image: image] proves it knows the secret value [image: image] bound to the commitments [image: image].
[image: FX 2]
Ownership verification: To verify the committed value is the correct gradient, the aggregator [image: image] requests owners to decrypt the gradient [image: image], and obtains the aggregated gradient [image: image]. Then he checks whether [image: image]. If it passes, it means that the secret value [image: image] is indeed the gradient corresponding to cipher [image: image]. The aggregator [image: image] confirms that each data owner owns the plaintext of his gradient.In our scheme, the aggregator can reduce the consumption of verification through checking the aggregated commitments. If the verification failed, it means that some data owners cannot provide the correct plaintext of their gradients. The aggregation of gradients and commitments will be rescheduled. Concretely, the aggregator can divide the group into several subgroups, then repeat the gradient aggregation and commitment verification. The malicious data owner will be identified through a series of verifications.
SECURITY ANALYSIS
The Protection of Gradient
In order to maintain the correctness of gradient and prevent it from being obtained directly by others, we use the addictive threshold Paillier homomorphic encryption algorithm. Firstly, we discuss the feasibility of the threshold Paillier encryption algorithm for gradient protection in our scheme.
Lemma 1:[image: image] is bijective when the order of [image: image] is a non-zero multiple of [image: image], and it is also a homomorphic mapping that [image: image].
Lemma 2: A number [image: image] is said to be an nth residue modulo [image: image] if there exists a number [image: image] such that [image: image], and it is hard to find the value of [image: image].The proof of Lemma 1 and Lemma 2 can be seen in [19]. Lemma 1 indicates that the aggregated ciphertext of gradient can be decrypted to the aggregated gradient. The aggregator is able to acquire aggregated gradient without knowing individual gradients. From Lemma 2, we can conclude that the ciphertext of gradient is hard to be cracked.Each data owner in our threshold Paillier algorithm has the ability to decrypt a cipher only in groups, so whenever a data owner obtains an individual encrypted gradient, he can’t decrypt it unless others collude with him. The individual gradient can be well protected in our encryption scheme.The Σ-protocol can make one prove that he knows the secret without revealing it. Specifically, a prover can state a commitment and prove that he knows the secret in the commitment. In the process of our protocol, the data owner [image: image] states [image: image], and then generates two random values [image: image] to hide the information in [image: image] to prevent gradient [image: image] from being exposed to others.
Lemma 3: Only when the generated random values [image: image] and [image: image] are different, no one can recover the secret value from the [image: image], that is, a commitment will not disclose any information about the committed value.The concrete proofs can be seen in [33]. As long as the data owner ensures that the random values [image: image] and [image: image] are different, we can think that the gradient is protected in the commitment according to Lemma 3.
The Validity of Commitment
Lemma 4: Two commitments for two different messages are different, otherwise the relationship between [image: image] and [image: image] can be calculated, which is not in line with the discrete logarithm hypothesis.According to Lemma 4, we know each commitment is corresponding to a unique gradient. If a data owner submits a commitment, it means that it states the ownership of a gradient. We suppose that there exists a user who forwards another data owner’s encrypted gradient. As we stated in Threat Models, we consider two kinds of treat model.If an attacker only obtains encrypted gradient, it needs to state a commitment. Consider that it does not know the plaintext of gradient [image: image], it may commit to a secret fake gradient [image: image] and upload the commitment [image: image]. In the following steps, it needs to respond to the challenge [image: image], which proves the binding relationship between fake gradient [image: image] and commitment [image: image]. In other words, if the verification passes, the aggregator can think that the user has committed to the plaintext of gradient, which can be denoted as [image: image]. After that, the aggregator uses the decryption result to check whether the committed [image: image] is equal to the gradient [image: image]. If not, the user’s malicious behavior of forwarding will be discovered.If an attacker obtains encrypted data as well as its historical verification information, it needs to respond to the dynamic challenge [image: image] in the verification process. Due to it even does not know the committed value in commitments, the verification will fail. In other words, the historical verification information is not reusable for an attacker.Despite each data owner may obtain encrypted gradient from the aggregator in the decryption phase, the forwarding attack still does not work because of our commitment scheme.
EXPERIMENTAL RESULTS
In this section, we introduce the experiments in our scheme, including the performance evaluation of Paillier algorithm and Pedersen commitment scheme. We deploy an aggregator and multiple data owners to simulate the process of collaborative training.
We build the deep learning model with Python(version3.83), Numpy(version 1.18.5), Pytorch(1.6.0) on GPUs. We use CelebFaces Attributes Dataset (CelebA) to conduct smile recognition. The dataset includes 202,599 face images with 40 binary attributes. We randomly select 60,000 images and averagely assign them to the data owners. We also use the famous MNIST dataset to conduct handwritten digit recognition. We set the epoch of training as 3. The structure of the network is shown in Table 1.
TABLE 1 | The structure of model.
[image: Table 1]After each iteration of the training, we output the gradient and evaluate the performance of Paillier algorithm. We compress the gradient by setting the precision of each gradient at 3–5, and use the gradient to update the model. Concretely, the data owners train their local model and output the gradient in given precision. Then we aggregate these gradients o update the model. With the change of given precision, the accuracy of the model is shown in Figure 4.
[image: Figure 4]FIGURE 4 | The accuracy with different precision of gradient. (A); On MNIST dataset (B) On CelebA dataset;
If we do not compress the gradient, the accuracy on CelebA dataset in each epoch is 90.66, 91.01, and 92.24%, respectively. The accuracy on MNIST dataset in each epoch is 96.71, 98.21, and 98.58%, respectively. When we control the precision of gradient at 5, 4, 3, the accuracy on CelebA dataset in the third epoch changes to 90.77, 91.08, and 90.41%, which is approximately 1.5% lower compared to the accuracy with no gradient compression. With gradient compression, the accuracy decline is not obvious on MNIST dataset, where the accuracy in the third epoch is 98.49, 98.51, and 98.33%. decreasing within 0.2%. The change of gradient precision has a more significant impact on large-scale training. When the precision decreases, the accuracy in different epochs is lower, which makes the training more difficult to converge. To ensure the quality and stability of training, we choose to set the precision at five in our subsequent experiment.
As for gradient encryption, we use the Paillier algorithm implemented in Python based on CPU. We use the Charm-crypto.1 library to perform the encryption and decryption process of Paillier algorithm. Charm-crypto is a Python library for fast encryption on large numbers. We encode the gradient as a vector of integers that can be encrypted by Paillier algorithm. By controlling the precision of gradients, we get multiple vectors of the gradient in various lengths. Because the precision changes, the total number of parameters varies. We choose to evaluate the Paillier algorithm on a message with a length of [image: image] digits. The evaluation of overhead is shown in Figure 5.
[image: Figure 5]FIGURE 5 | The overhead of Paillier algorithm. (A) encrypted unit [image: image][10,100]; (B) encrypted unit [image: image][100,500].
To maintain the correctness of decryption results after cipher aggregation, the length of the encrypted unit is limited by the number of ciphers and security parameters of the Paillier algorithm. On the premise that we maintain the correctness of decryption, we divide the message into multiple units to encrypt. When the length of an encrypted unit ranges from 10 to 100, as the length is doubled, the time consumption is almost halved. The length of the unit does not have a significant impact on unit encryption time. When the length ranges from 100 to 500, the unit encryption time obviously increases as the length increases, however, the total time consumption still decreases. It is better to choose a larger encryption unit if possible. Since training overhead is much higher than the gradient encryption in cooperative training, the overhead of Paillier algorithm above is acceptable.
As for the Pedersen commitment scheme, we use cryptographic algorithms based on discrete logarithm to deploy it. We divide the message with a length of [image: image] digits into multiple units again and evaluate the time consumption of the scheme. We first simulate the process of commitment and verification of a device. The overhead is shown in Table 2.
TABLE 2 | Overhead of Pedersen commitment scheme with one data owner.
[image: Table 2]The time consumption of committing is much less than the time consumption of encryption and decryption. When the unit is larger, the total overhead of the commitment scheme is at a lower level. To evaluate the impact of the number of data owners on the commitment scheme, we set the number of data owners from 1 to 10, respectively. Each data owner needs to commit to a message with a length of [image: image] digits. The experimental results can be seen in Figure 6. The total time of commitment aggregation increases because the number of devices increases. The time consumption of verification increases slightly as the number of devices increases, which almost does not influence the total time consumption of our commitment scheme.
[image: Figure 6]FIGURE 6 | The overhead of Pedersen commitment scheme. (A) commitment aggregation; (B) commitment verification.
To better show the practicality of this commitment scheme in large-scale cooperative learning, we set the committed unit at 100, 200, respectively, and expand the number of devices to 50 and 100. The evaluation result can be seen in Tables 3, 4. The total time consumption is still much lower than the encryption and decryption. It means that the increase in data owners will not impose a clear burden on the commitment scheme. Our experimental results indicate that our commitment scheme is feasible in the cooperative training.
TABLE 3 | Overhead of large-scale commitment aggregation.
[image: Table 3]TABLE 4 | The Overhead of large-scale commitment verification.
[image: Table 4]CONCLUSION
In this paper, we propose an ownership verification mechanism against encrypted forwarding attacks in data-driven social computing. It can defend against the malicious gradient stealing and forwarding behavior in cryptography-based privacy-preserving methods. Based on the premise of maintaining gradient privacy, we present a protocol based on Σ-protocol and Pedersen commitment to achieve our security goal. Specifically, we design a united commitment algorithm to make participants cooperate to submit gradients and provide proof of data ownership. If any user submits other’s gradient, it will fail to provide correct proof to pass the verification process. The experiment results validate the security of our proposed mechanism and demonstrate the practicality of our solution.
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Over the recent years, the study of time series visualization has attracted great interests. Numerous scholars spare their great efforts to analyze the time series using complex network technology with the intention to carry out information mining. While Visibility Graph and corresponding spin-off technologies are widely adopted. In this paper, we try to apply a couple of models derived from basic Visibility Graph to construct complex networks on one-dimension or multi-dimension stock price time series. As indicated by the results of intensive simulation, we can predict the optimum window length for certain time series for the network construction. This optimum window length is long enough to the majority of stock price SVG whose data length is 1-year. The optimum length is 70% of the length of stock price data series.
Keywords: time series visualization, complex network, sliding window-based visibility graph, multiplex visibility graph, stock price
INTRODUCTION
Along with the big data era, time series widely exists in practice and is a popular data representation means, e.g., the stock price, the carbon price, white Gaussian noise, surface concentration ozone and etc. Specifically, time series is a sequence of data points represented in time order, while the time intervals between any consecutive points are always the same [1]. Due to the nonlinear and discrete properties, a bunch of analyzing approaches have been proposed [2]. Afterwards, complex network theory is developing rapidly [3] and applied to the analysis of time series data [1–9]. Hence, a technique, i.e., time series data visualization, and some improved versions, are developed by constructing complex networks from the initial data. Hence, sufficient analysis of the time series data can be performed accordingly.
Among those approaches, a technique, named Visibility Graph (VG), is widely adopted, and attracts the intensive interests [10]. This is initially proposed by Lacasa and his coworkers when investigating the time series data of robot movement [10]. Through VG, a corresponding complex network can be constructed, while the inherent properties and implied information of the original data can be preserved properly, such as Hurst coefficient, fractal properties [8, 11]. It is proved to be an efficient tool for the analysis of times series data [12–14]. Hence, the VG-based complex network and corresponding derivative theories are becoming a hot topic and various scholars have devoted their endless efforts into applying such theories into the various studies.
Initially, VG-based analysis mainly focuses on one-dimensional time series data. Recently, scholars start to investigate multiple time series data jointly to reveal inclined information. For instance, the authors in [10, 15] proposed a Multiplex Visibility Graphs (MVG) approach and conducted analysis of the surface concentration ozone, while complex networks are constructed for two time series data sets, i.e., the surface concentration ozone and the concentration of NO2 which are closely related with each other. Similarly, with the development of VG, a bunch of improved approaches have been proposed, such as sliding window-based Visibility Graph (SVG) [16], Multiplex Visibility Graph (MVG) [10, 15], Horizontal Visibility Graph (HVG) [17], and Limited Penetrating Visibility Graph (LPVG) [14, 18]. With the application of these approaches, it becomes easier for us to extract implied information from time series data.
Stock price time-series data is also one of the common time-series data. The analysis of stock price data, especially stock price trend prediction based on the analysis result, attracts the interests of various scholars [19, 20]. The authors in [20, 21] performed stock price forecasts and trend research study of stock price time-series data through machine learning approaches. While, we analyzed the stock price time-series data by complex network theory in which the corresponding complex network is constructed for stock time-series data, and relevant information can be studied accordingly. Here, we mainly adopt the SVG model to visualize the time series data of stock price. As revealed in [16], the appropriate window length for the analysis of different time series data sets varies. Hence, analyses of different stock price data are performed to determine the appropriate window length of SVG. Furthermore, corresponding multi-layer networks are constructed through MVG, then the correlations between time series data of multiple stock prices are thoroughly studied.
MODEL DESCRIPTION
Firstly, the VG and corresponding spin-off technologies are introduced. For VG, it is typically an undirected graph with the corresponding weight of each link equals to 1. For an original time series sequence, each data point is assigned an index indicating the time flag, i.e., [image: image], while the data value for [image: image] equals to [image: image]. Hence, each data point can be indicated by ([image: image], [image: image]) for simplicity. Aiming to construct the network through VG, we are supposed to determine whether a link exists between two data points from the original time series data while the corresponding criterion is provided as [10]:
1) If two data points A ([image: image], [image: image]) and B ([image: image], [image: image]) are consecutive, i.e., no data points exist between these two points, there definitely exists a link connecting A and B.
2) If two data points are not consecutive, i.e., a point C ([image: image], [image: image]) exists where ([image: image] < [image: image] < [image: image]), and the relationship described by Eq. 1 is satisfied, then we can obtain a link connecting A and B.
[image: image]
For any data point combination, the above criterion is applied to discriminate the existence of links, and the corresponding VG network can be derived accordingly which can be further indicated by an adjacent matrix. If a link exists between two data points, then the corresponding value in the adjacent matrix equals to 1; otherwise, it is 0. An illustrative example is shown in Figure 1A indicating the network construction process of a time series data set consisting of 10 points.
[image: Figure 1]FIGURE 1 | (A) An example of the network construction process through VG. (B–D) A network construction process through SVG. Here, the lines connecting the top of data columns indicate the existed links.
Sliding-window is widely applied in various areas and related algorithms are proved to be of high computational efficiency and able to reduce the required storage [22]. Hence, an improved method is developed as in [16] by introducing the sliding-window idea into the network constructing process of VG to improve construction efficiency. Because of sliding-window, the afore-mentioned criterion is only necessary to be applied between a data point and a certain point within the sliding-window. Thus, the necessary times of applying the above discriminate criteria will be reduced tremendously. As in [16], we suppose the time series data is composed of [image: image] data points while the selected sliding-window length equals to [image: image]. Then, the network construction procedure through SVG is provided as:
1) Step 1: For the first [image: image] data points, the discriminate criteria of the original VG algorithm are applied to determine the existence of links;
2) Step 2: The window moved forward by the distance of a data point, and a new data point enters the window. Thus, the sliding-window covers the new data point and the previously existed [image: image]-1 data points. Hence, the discriminate criteria of the original VG will be applied.
3) Step 3: Repeat Step 2 until we reach the end of the time series data.
Examples are provided in Figure 1 which illustrates the construction process through VG and SVG with a window length of 4. For Figures 1B–D, the data points indicated by red columns are within the sliding-window, whereas those represented by blue columns are outside the sliding-window.
Accordingly, the computational complexity of SVG is largely determined by the required times of applying the discriminate criteria (fundamentally affected by the sliding-window length). For a time series consisting of [image: image] data points and a provided window length [image: image], the required times of applying the discrimination criteria to construct the complex network, i.e., S, is calculated as
[image: image]
where [image: image]*([image: image]-1)/2 indicates the times of applying the discrimination criteria to the first [image: image] data points, while ([image: image]-[image: image]) refers to the total number of times when moving forward, and the discrimination criteria is anticipated to be applied for [image: image]-1 for each movement. When [image: image] is infinitely close to 1, the computational time complexity will be O ([image: image]). In practice, it is unlikely for [image: image] to be close to 1, then the practical complexity will fall into the range of O (n)and O ([image: image]). Generally, the average time complexity is around O (nlogn) [23].
In this manuscript, we also study time series data sets of multiple stocks, thus the MVG is also introduced [15]. For MVG, there exists one time axis in common reflecting the varying of different types of data at the same time. Such types of data have inclined relationships which can be analyzed through calculating corresponding network parameters of the MVG. An example of MVG is provided as in Figure 2. As illustrated by Figure 3B, the 3rd data points on different layers seem to possess similar properties.
[image: Figure 2]FIGURE 2 | An illustration of the MVG.
[image: Figure 3]FIGURE 3 | Three types of representative time series data. (A) stock, (B) Brownian motion, and (C) Guass noize.
As in [24], similar analysis can be performed to explore the implicit information of MVG. Here, two parameters are adopted aiming to investigate the interlayer information, i.e., Average Edge Overlap (AEO) and Interlayer Mutual Information (IMI) [25]. AEO is the average of the existence probabilities of a common link in all layers of the MVG which reflects the similarity of links on different layers (being denoted as ω). Corresponding value is calculated as
[image: image]
where the numerator indicates the total number of the appearance of the link between any two data points [image: image] and [image: image] in the layers of MVG. While [image: image] represents the total number of layers for the MVG. If [image: image] equals to 1, this indicates the link between the two data points does not exist in any of the layers. According to (Eq. 3), the maximum value of [image: image] equals to 1, this indicates all layers of the MVG are identical. Correspondingly, the minimum value of ω equals to 1/M which corresponds to the scenario that every link only exists in one layer.
Another metrics, i.e., Interlayer Mutual Information (IMI), is introduced to reflect the relationship between the degree distributions of different layers [25]. Here [image: image]([image: image],[image: image]) indicates the IMI for two layers α and β which is provided as
[image: image]
where [image: image]([image: image][[image: image]], [image: image][[image: image]]) denotes the occurring probability of the case that a point on layer [image: image] possesses a degree of [image: image][[image: image]] while the corresponding data point on layer [image: image] is of a degree of [image: image][[image: image]]. P ([image: image][[image: image]]) represents the probability of a data point on layer [image: image] possessing a degree of [image: image][[image: image]], while [image: image](k [[image: image]]) indicates the probability of a data point on layer [image: image] possessing a degree of [image: image][β]. A higher [image: image]([image: image],[image: image]) indicates that the degree distributions of the two layers seem to be even more similar.
ANALYSIS OF STOCK PRICES
In this section, we focus on analyzing the time series data of stock price through the afore-mentioned approaches. Three representative types of data are selected for illustrations. Figure 3A illustrates the time series data for the stock opening price of Ping An Bank Co., Ltd. consisting of a total number of 242 data points. For comparison, Figure 3B and Figure 3C indicate the data by adding Brownian Motion with Hurst coefficient of 0.5 and one-dimensional White Gaussian noise of 10 dB, respectively. For ease of reference, the data series are assumed to be of the same lengths. Among the three data sets, the transition of the data indicated by Figure 3A seems to be the smoothest; while the varying trend of the data indicated by Figure 3C is the most violent.
As afore-mentioned, networks obtained through SVG for different sliding-window lengths are likely to be of different properties. First, we investigated the relationship between the maximum degree of the obtained network and the sliding-window length with corresponding results being presented in Figures 4A–C, respectively. As illustrated, the maximum degree varies if a different sliding-window length is adopted. Whereas, once the sliding window length arrives at a certain threshold, the maximum degree maintains. However, for different types of data, the maximum degree varies. For the stock opening price of Ping An Bank Co., Ltd., the maximum degree is approximately 60, while the maximum degrees for data incorporating Brownian Motion and White Gaussian noise are 40 and 20, respectively. Furthermore, the corresponding velocity of convergence also varies. For the stock opening price of Ping An Bank Co., the maximum degree converges until [image: image] increases to approximately 70% of the total number of data points ([image: image] is supposed to be larger than 164 which is approximately 68% of the total data points). For data incorporating Brownian Motion, the maximum degree converges when [image: image] approximately equals to 35% of the total number. While for the data with White Gaussian noise, the corresponding value converges when [image: image] is around 20% of the total number.
[image: Figure 4]FIGURE 4 | Illustrations of the relationships between the maximum degrees of the obtained complex networks through SVG and [image: image] for different types of time series data (A) Original data; (B) Brownian Motion incorporated (C) Gaussian white noise considered.
The discrepancy of the maximum degree or the velocity of convergence can reflect the characteristics of different types of data. Compared with the other types of data, the transition of the stock opening price of Ping An Bank Co., Ltd. seems to be the smoothest; thus, it is likely for more data points to meet the discriminate criteria. Hence, the derived network is likely to possess a large maximum degree. In other words, it is highly likely for data points that are far from each other to be connected if the transition is smooth. Whereas, for the data with Gaussian white noise, the discriminate criteria condition is less likely to be met due to the sudden variance of the original data series. Thus, the maximum degree is relatively small. Reversely, if the maximum degree of an obtained network is relatively small, we can predict that the transition of the original data is sharp.
Previously, we mainly investigated the maximum degree of the obtained network, whereas, the optimum window length is also of great significance. Afterwards, we also investigated the relationship between the average degree of the obtained network and [image: image] to provide information regarding the determination of the optimum [image: image] with the corresponding results being provided in Figure 5.
[image: Figure 5]FIGURE 5 | Relationships between the average degree of the obtained complex network through SVG and the sliding-window length for different types (A) Original data; (B) Brownian Motion incorporated (C) Gaussian white noise considered.
The criteria of optimum [image: image] are provided as: for a given [image: image], if the primary parameters of the obtained network, such as maximum degree, is approximately the same as the corresponding value obtained through original VG, and the percentage of varying velocity is smaller than 5% with the increase of [image: image], we can regard it as the optimum value. Accordingly, we find that the optimum [image: image] for the original stock price data is also approximately 168 (about 69% of the total data points). Similarly, analyses can also be conducted on the other types of data to find the optimum [image: image]. Corresponding results are provided in Table 1 which illustrate the computational efficiency of SVG and original VG.
TABLE 1 | Comparison of network construction through SVG for different types of time series data.
[image: Table 1]Moreover, the degree distribution of the obtained network is provided as in Figure 6. We see that the derived network for the stock opening price data follows power-law distribution while the relationship between γ and [image: image] is given in Figure 7. As indicated, a sliding-window length of 168 (approximate 69% of the total number of data points) seems to be the appropriate value for the construction of the complex network from the stock opening price when considering parameter γ.
[image: Figure 6]FIGURE 6 | Illustration of the relationships between different parameters and window length for the stock opening price data of Shenzhen Cau Technology Co., Ltd. in 2018 (A) maximum degree; (B) maximum average length.
[image: Figure 7]FIGURE 7 | Illustration of the coefficient γ vs. [image: image].
In order to derive a general conclusion, we also take the stock opening price data for 500 stocks from the A-share market. After sufficient analyses, we find that for the one-year-long data, a window length of 75% of the total data points is sufficient for the construction of the network. Here, sufficient length means it is safe and incurs no information loss, but it does not necessarily to be the optimum window length. After further analysis, we find that the optimum window length might be smaller than 60% of the total points for the data of some stocks. Another stock of Shenzhen Cau Technology Co., Ltd. is taken for an illustration. This company mainly focus on computer software and bio-pharmacy technology which is likely to be affected by market fluctuations. Hence, the stock price data is likely to fluctuate rapidly [17]. The optimum [image: image] for constructing a network through SVG is only 100 for Shenzhen Cau Technology Co., Ltd. as illustrated in Figure 6. This validates the previous conclusion that when the data fluctuate rapidly, the maximum degree of the network obtained through SVG is likely to be smaller. Whereas for stock prices of bank and real estate companies, the optimum window length is around 160. This verifies the conclusion that the optimum window length is largely affected by the characteristic of the original data.
Furthermore, we also performed an analysis of the stock opening price data for Ping An Bank Co. from 2018 to 2019. The relationships between incorporated parameters and window length are provided in Figure 8. As presented, for a two-year-long data, the optimum window length is approximately 378 (which is about 77.8% of the total data points) according to the above criteria of discriminating the optimum [image: image]. We can find that for data of different lengths, the percentage obtained by dividing the obtained window length with the total data points varies slightly. Furthermore, to construct the network through SVG for different data lengths, the obtained optimum window lengths are provided in Table 2.
[image: Figure 8]FIGURE 8 | Illustration of the relationship between incorporated parameter and [image: image] through SVG. Here, a two-year stock opening price data for Ping An Bank Co. is considered. (A) maximum degree; (B) average degree.
TABLE 2 | Optimum window length for constructing network through SVG for stock opening price of Ping An Bank Co. with different total data points.
[image: Table 2]As aforementioned, it is necessary to analyze multiple time series data to mine implicit information. Hence, experiments are conducted into the investigation of different stock price data by applying MVG. First, a two-layered network is constructed from the opening stock price and the highest stock price of Ping An Bank Co. Figure 9A illustrates the corresponding original time series data, while the obtained adjacent matrices are provided in Figures 9B,C. As presented in Figure 9A, the opening stock price and the highest stock price of Ping An Bank Co. are of a similar trend; this can also be observed by similar adjacent matrices of the networks for different data series.
[image: Figure 9]FIGURE 9 | (A) The opening stock price and highest stock price of Ping An Bank Co.; (B) Adjacent matrices of the networks obtained through MVG for opening price; (C) Adjacent matrices of the networks obtained through MVG for highest price.
Regarding the obtained two-layered networks, the aforementioned parameters can be calculated, being listed as [image: image] = 0.7285 and [image: image]([image: image],[image: image]) = 1.3096. These parameters can be used to predict the correlations of the provided data series. ω can be used to indicate the link distributions of different layers; thus, the obtained networks are similar. Later, we performed an analysis of different time series data combinations and the corresponding parameters are calculated, provided in Table 3. As illustrated, the correlations of different data combination for the same stock price varies. But even the scenario with the least correlation, the corresponding value is much higher than the correlation between No2 and surface concentration ozone.
TABLE 3 | Parameter obtained for the two layered networks for different combinations of time series data for Ping An Bank Co.
[image: Table 3]Moreover, we concern about the relationship between the stock prices of different stocks. Thus, we build an MVG network for the price data of different stocks. For example, we build a two-layer complex network based on the time-series of the opening prices of Ping An Bank and Vanke Co. Ltd. Class A. Similarly, Figure 10A below shows the opening stock price time-series data of two stocks in 2018, and Figures 10B,C shows the non-zero elements’ distribution of the complex network adjacency matrix generated by the opening price data of two stocks. After calculating the interlayer parameters of MVG, we can obtain ω = 0.6426 and I(α,β) = 1.2836 for the two-layer network. Such values almost reach the value of the two-layer network of surface ozone concentration and nitrogen dioxide concentration mentioned earlier. This means that the two stocks of Ping An Bank Co. and Vanke Co. Ltd. Class A have a relatively close relationship in the trend of stock data. More results are provided in Table 4. Obviously, the opening data is consistent with the above conclusion, while conclusions hold true for all the other price data. The close relationship between Ping An Bank Co. and Vanke Co. Ltd. A on the trend of stock data can be explained from the perspective of economics as the relationship between finance and real estate. The investment cost and investment income of the real estate industry are closely related to the financial environment, while the market in turn affects the economy and finance [15, 17]. Therefore, this mutual influence relationship in economics can be seen on the interlayer parameters of the two-layer MVG of stock prices.
[image: Figure 10]FIGURE 10 | (A) Two stocks’ opening price time-series data; (B,C) denote the adjacent matrices of two-layer MVG network built with provided time-series data for Ping An Bank Co. and Vanke Co. Ltd., respectively.
TABLE 4 | Parameters obtained for the price data for Ping An Bank Co. and Vanke Co. Ltd. Class A.
[image: Table 4]In contrast, there exists no such strong correlation between Ping An Bank Co. and the biopharmaceutical stock Shenzhen CAU Technology Co. Ltd. Table 5 below shows the interlayer parameters of the two-layer MVG networks obtained for the opening prices of some other stocks and Ping An Bank Co.
TABLE 5 | Parameters obtained for the two layered networks for different combinations of Ping An Bank Co. and four different stocks.
[image: Table 5]In Table 5, both Vanke Co. Ltd. A and Shenzhen Zhenye Co. Ltd. A are real estate stocks. According to the previous analysis, after building a two-layered MVG network for other stock data and Ping An Bank Co., the inter-layer parameters tend to indicate the tightness of the relationship between the two stocks. In contrast, Shenzhen CAU Technology Co. Ltd. is a biopharmaceutical stock, while Digital China Group Co. Ltd. is an Internet stock. They are not closely related to Ping An Bank Co. from the perspective of stock, and therefore we can see a relatively low correlation. After analyzing other stocks, we found similar conclusions. For example, after constructing a two-layer network with the opening price data of Changan Automobile stock and Daye Special Steel stock, the average edge overlap ω obtained equals 0.6489. This value almost even exceeds the ω value of the two-layer network constructed with Ping An Bank Co. and Vanke Co. Ltd. A. Daye Special Steel Co. Ltd. belongs to steel and metal shares, while Chongqing Changan Automobile Co. Ltd. belongs to industrial machinery shares. The industrial production of the latter depends on the raw materials provided by the former type of enterprises. It is the correlation between the two in the background of the stock industry that causes the inter-layer parameters of the two-layer network constructed by the two stock price data also show a relatively close correlation.
COMPLEX ANALYSIS
When I = 0, the inner loop executes n times; when I = 1, the inner loop executes n−1 times, and when I = n−1, the total execution times can be calculated as follows:
[image: image]
According to the second rule of derivation of large order o previously mentioned: only the highest order is reserved, so n2/2 is reserved. According to the third article, if the constant of this item is removed, then 1/2 of the time complexity of this code will be removed. Finally, the timev complexity of this code is O (n2).
CONCLUSION
Tvhrough VG and related techniques (SVG and MVG) for analyzing time-series data, we conducted intensive experiments on various stocks, and we also combine the knowledge of securities and social economics to obtain more meaningful research results. In this paper, we try to find out the size of the window length [image: image] that should be selected when constructing the network through SVG for stock price time-series with the length of [image: image]. According to the above analysis, for one-year-long stock price time-series data, the length of the security window that does not lose the original data information in most cases due to the establishment of the SVG network is approximately [image: image]/[image: image] = 70%. At this time, compared with the traditional VG model, the reduction in the amount of calculation when constructing the network is about 10%. Although such a window length may compromise the effect of using the SVG algorithm, such a window length is safe and sufficient. Such a long window length is not always necessary, in other words, it is not optimal. The actual optimal window length for some stocks can even be W/N < 50%. And this optimal window length has been proved in this paper to be related to the type and nature of stocks. Different types of stock data may have different optimal window length values, which requires further research. Besides, it is found that for stock price time series data of different lengths, the optimal value when applying the SVG model and the value of the security window length ratio W/N is different, which calls for further research. We believe that the SVG algorithm will play a more significant advantage in building a complex network for stock price data with further research conducted.
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Taking Baidu search index as the data source, this research collects yoga-related data in various provinces in China, analyzes the public’s attention to yoga on the Internet from the perspective of the complex network theory, so as to dig out characteristics of those who are interested in yoga as well as the temporal and spatial change of yoga attention from 2011 to 2020. Then, by transforming the time series into a network through the VG model and HVG model, the paper analyzes the network characteristics and predicts the popularity of yoga. Furthermore, the publicity of yoga and the public’s attention to it are analyzed, considering the policy, national education level, the influence of TV, mobile phone and other communication equipment, so as to help the market to provide corresponding products and services in a targeted manner and to promote the healthy development of the yoga industry.
Keywords: complex network, social network, yoga, attention, visualization graph
INTRODUCTION
In recent years, the government has been vigorously developing national fitness. The “Healthy China 2030” Planning Outline and the “Opinions on Promoting National Fitness and Sports Consumption to Promote the High-quality Development of the Sports Industry” issued by the Party Central Committee and the State Council both recognize the necessity of carrying out national fitness campaign, activating the fitness training market and building a better platform for the sports industry. Yoga is a physical, mental, and spiritual exercise with a history of more than 5,000 years and it represents “harmony” and “consistency”. Its essence is to connect “self” and “superego,” to transform the soul and to improve physical and mental health. Since the 19th century, modern yoga has been attracting groups of all ages rapidly with its functions, such as improving posture and self-cultivation. It is estimated that there were 2.5 million yoga practitioners in the United Kingdom and 15 million in the US in 2008 [1], and the number has been increasing rapidly in recent years.
At present, the number of researches on yoga at home and abroad has been increasing significantly year by year. Though its research content covers the history of yoga, the feasibility of introducing yoga and the efficacy of yoga, the majority of them are purely theoretical description and analysis based on transplantation of related theories and adoption of conceptual introduction and explanatory methods. These researches focus on theoretical explanations and abstract categories, featuring low-level repeated studies and weakness of absorbing new research methods. The relationship between yoga and human health is one of the important directions of domestic research. Wang Min (2005) conducted a 15 weeks experiment on female college students, showing that yoga practice can effectively improve their respiratory system, circulatory system skills, physical flexibility, balance ability, and mental health [2]. Wu Minyue (2010) reviewed scientific research papers on yoga and health at home and abroad, showing that long-term insistent practice of yoga has a positive influence on preventing and treating chronic diseases such as cardiovascular diseases and diabetes [3]. Over time, the medical field has recognized the efficacy of yoga and has been adopting it into the treatment and management of diseases, including chronic disease [4], depression [5–7], cancer [8, 9], and rehabilitation. Later, the study of yoga is no longer restricted to its exercising and health function and covers the development of the entire industry, causing an in-depth impact on yoga research. Huang Min (2010), Chen Xiaoying (2010), and some other researchers analyzed the development status of yoga-related industries from the perspective of yoga industrialization and marketization and put forward suggestions for the sustainable development of yoga industry [10, 11]. Yu Jingjing (2011), Liu Min (2013), and Zhang Maomao (2014) discussed the social background and value orientation of yoga and the building of yoga teaching teams in universities [12–14]. VG model is also used in stock and venture capital [15, 16].
Compared with domestic research, foreign research presents the characteristics of overlap, penetration, and integration of multidiscipline. It pays special attention to the adoption of empirical research methods such as randomized controlled trials, double-blind trial intervention, meta-analysis, follow-up, prospective studies, and nationwide surveys. The research content is systematic and target-orientated. For instance, Cramer H (2013) analyzed 12 randomized controlled trials (619 participants) to study the relationship between yoga and its influence on relieving depression and anxiety and improving the quality of life. He argues that yoga can be considered as one of the adjunctive treatment methods for patients with depression or individuals with elevated levels of depression [17]. Stemlieb B (2011) conducted a randomized controlled experimental intervention on breast cancer patients, discovering that targeted yoga intervention can significantly improve the persistent fatigue symptoms [18]. Bussing A (2012) believes that although yoga has not been proven to be an independent treating method due to some research conditions, the beneficial effects of yoga intervention on physical and mental health related to pain do exist. As adjunctive therapy, yoga can improve body function and self-confidence [19]. With the widespread concept of practicing yoga, more research has been conducted on the relations between yoga and the treatment of diseases including obesity [20, 21], chronic blood disease [22], mental health [23, 24], cancer [25, 26], and even COVID - 19 prevention [27, 28]. The increasing popularity of yoga can be partly attributed to the Internet and social media. Social media bloggers have been attracting more and more yoga practitioners. Chen et al. (2014) designed a yoga pose recognition model to help yoga practitioners to practice with more appropriate postures. The Internet also provides researchers a better platform to conduct their studies. K Firestone (2014), Johnson (2014) conducted online surveys to collect data [29, 30], which has some similarities to our study.
This paper breaks the boundaries of domestic literature, adopts search behavior data to measure public’s attention on yoga, and attempts to investigate the time change trend of yoga attention in a specific time and space environment and the characteristics of the practitioner, so as to understand the public’s need for yoga and its changing trend and analyze the evolution of yoga attention by establishing the time series prediction model of yoga attention degree, so as to propose suggestions on the future yoga development directions and strategies. The second part of the paper is a description of the methods used. The third part is a complex network-based analysis and visualization of the Baidu search index data of yoga from 2011 to 2020. The fourth part is the prediction of the popularity of yoga and relevant suggestions.
MODEL DESCRIPTION
Data Extraction and Processing
Attention, which refers to the degree to which a thing receives interests from social groups, is an important indicator of the strength of the internal relationship between things and group behavior, exerting an important influence on public opinion, culture, and policy. Attention can be reflected by different parameters, such as the number of searches, views, reposts, comments, and favorites of an event on the Internet. Based on Baidu’s massive data, the Baidu index, on the one hand, analyzes the hotness of keywords and, on the other hand, explores in-depth the data characteristics of public opinion, market demand, and user characteristics. The Baidu index reflects the active search demands of internet users, and all activities that affect their search behavior may affect the Baidu index. Therefore, in order to show the public’s attention to yoga and those who are interested in yoga, this study selects the visualization results of the Baidu index search as the data basis for analyzing domestic users’ attention to yoga. The interpolation method is adopted to obtain equal interval data in case missing sampling or uneven sampling interval of the data occurs.
Modeling of Complex Networks
A complex network describes a system composed of a large number of interacting individuals. The analysis of a complex network can help describe the structure of the network system and understand the law of information evolution on the network, so as to finally realize the intervention and optimization of information evolution process on the network. This paper uses the time series visualization method proposed by Lacasa et al. [31] to construct the network, which consists of the Baidu search index time series subsystem with the keyword “yoga” in 31 provinces in China. First, the discrete time series data of the subsystem [image: image] corresponds to the nodes of the network, and the connection edges are constructed according to the visual criterion. The connection edge can be established by visualizing the data of any two points. In the time series [image: image] any point between [image: image] and [image: image] can be linked, and when [image: image] any point [image: image] between [image: image] and [image: image], all satisfy:
As shown in Figure 1, the height of the bar represents the data value at each time point. If the tops of the 2 bars are visible to each other, the corresponding two points are connected by the network in the figure.
[image: Figure 1]FIGURE 1 | The theory of time series data visualization.
Secondly, to construct an adjacency matrix based on time series nodes and edges, and to form a network graph, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Visual network construction process and characteristics extraction.
The important characteristics of the complex network are calculated as follows [32–34]:
(1) Degree and degree distribution.
The number of edges connected by a node is called the degree of the node, the node i is shown as ki:
[image: image]
Among them, aij is the number of connecting edges between nodes i and j. In the network, the greater the degree, it means the more nodes are connected to it, then the greater influence of the node, and thus the stronger time correlation. The average degree is defined as follows:
[image: image]
Among them, N represents the number of nodes in the network.
(2) Average path length and diameter.
The path connecting two reachable nodes in the network with the least number of edges is called the distance between nodes, and the longest path between two nodes is called the diameter of the network dij. Both the average network path length and the network diameter can reflect the network transmission efficiency. The smaller the value, it means that the transmission effect can be achieved with fewer nodes in the network, thus the higher network efficiency. The calculation formula for the average network path length is as follows:
[image: image]
(3) Clustering coefficient and clustering.
The clustering coefficient, which describes the degree of clustering of all nodes in the network, represents the tightness of the network. Its calculation formula is as follows:
[image: image]
Among them, Ci represents the clustering coefficient of node i, Ki represents the number of nodes connected to node i, and Ei represents the actual number of edges between nodes in the network. It can be deduced that the average clustering coefficient C of the network is as follows:
[image: image]
The value of the clustering coefficient is generally between 0 and 1. The larger the coefficient, the better the connectivity of the network and the greater the degree of network aggregation. In general, some real-world network clustering coefficients are larger than random network clustering coefficients of the same size, which means that real networks have better clustering tendency, which features the nature of clustering.
(4) Density.
The density of the network is equal to the ratio of the actual number of edges in the network to the maximum possible number of edges in the network. The greater the density, the more the number of edges in the network and the denser the network.
EMPIRICAL ANALYSIS
We analyze the time series data of the Baidu index for 31 provinces and cities from 2011 to 2020. The descriptive statistics, visualization of time series data, and complex network method are also applied to the analysis to find out the characteristics of the visualized networks.
Descriptive Statistics
As showed in Table 1, based on the search result of “yoga” in the Baidu index, Guangdong, Shandong, Hebei, Henan, and Jiangsu are the top 5 provinces that pay the most attention to yoga. These five are all provinces with large population and economy. But we noticed that the standard error of the index in these provinces is in the top position too. It is found that the data of these provinces are more prone to fluctuations due to Internet searches. Figure 3 shows the variation tendency of the Baidu index of the top 5 and the bottom 3 provinces in 2020. The increase of the Baidu index in 2021 is, on the one hand, due to the COVID-19 pandemic, which brings exercises and health issues to the public’s attention and, on the other hand, benefited from the improvement of network infrastructure construction.
TABLE 1 | Descriptive statistics of Baidu Index of Yoga in 2020.
[image: Table 1][image: Figure 3]FIGURE 3 | Top 5 and last 3 provinces by the Baidu index of yoga in 2020.
In addition, with the rapid development of the mobile phone and information technology, the mobile phone starts to become the main channel for information because it is more convenient and easy operating especially when doing exercise following the video on the Internet.
Characteristic Evolution
Calculating the characteristic of visualized networks, the information is found out including the total number of edges, average degree, average path, diameter, clustering coefficient, and the annual results of density. Given space limitation, it only shows the comparison chart of 2011 and 2019 in Figures 4–9.
[image: Figure 4]FIGURE 4 | The comparison of the total number of edges between 2011 and 2019.
[image: Figure 5]FIGURE 5 | The comparison of average network degree between 2011 and 2019.
[image: Figure 6]FIGURE 6 | The comparison of the average network path between 2011 and 2019.
[image: Figure 7]FIGURE 7 | The comparison of average network diameter between 2011 and 2019.
[image: Figure 8]FIGURE 8 | The comparison of clustering coefficient between 2011 and 2019.
[image: Figure 9]FIGURE 9 | The comparison of network density between 2011 and 2019.
Annual Change Characteristics of Yoga Attention

1) Geographical distribution characteristics of yoga attention
According to the analysis of relevant charts in 2011, we can find that most of the provinces and cities which pay great attention to yoga fall into the area of ethnic minority settlements or its neighboring provinces and cities, while the central and southwestern regions paid relatively little attention to yoga. Since 2012, the peaks of attention appeared in Anhui, Hubei, Tibet, Yunnan, Guangxi, Shanxi, Hunan, and other places. Among them, Tibetans pay the greatest attention to yoga in China. In recent years, the attention to yoga in coastal areas has been rising.
We found that the degree of attention to yoga changes over time segments. The local people may search “yoga” a lot at a certain point in time, causing the increase of the index, while after the peak arrives, a sharp decline may occur because the exercise habit of the local people has not been cultivated due to exercises conditions or time limits. At the same time, first-tier cities and provinces pay less attention to yoga and among them, Shanghai pays comparatively great attention.
2) Temporal characteristics of yoga attention
Compared with 2011, it is found that the attention to yoga in most provinces has increased in recent years due to the development of yoga industry. In particular, with the development of the Internet, the retention time of information is longer, and the influence of each point of time on the others and the correlation among them are more prominent. Collectively, it is mainly reflected in the following aspects:
①The network average degree has improved. That is, as time changes, the average influence of each node increases, and its time correlation is stronger.
②The total number of edges is relatively reduced. The reduction in the number of edges indicates that the visible amount of data at the top of the data bar is reduced, which indicates that the peak and bottom of the region’s attention that year frequently occurred, meaning greater fluctuations.
③The average path and diameter of the network are longer and have been relatively stable in recent years. This shows that network efficiency declines with the passage of time and the rise of emerging technologies.
Relevant information can also be found from the existing literature. With the development of yoga, people start to analyze yoga from various aspects such as theoretical training, method learning, and practical skills. Before 2011, yoga literature focused on theoretical studies, including the fitness effects of yoga and physical education research, the comparison of traditional sports and culture between China and India, the study of religious Buddhism and the interpretation of philosophical thoughts, which did not arouse the public’s interest, hence attracted little attention from the public. Nowadays, the promotion of yoga focuses on people’s daily life, such as soothing emotions, improving posture, which is the pursuit of people of all ages. News from all aspects attracts more public attention and the development of communication technology speeds up the spread of news in a short period of time, which has led to an increase in the frequency of related searches.
The diversified development of yoga presents different fashion trends at different times. The gimmick marketing could bring huge attention to yoga in a short period of time, but the attention will decrease quickly because the content of related articles is either exaggerated or unprofessional, resulting in a relative decrease in the total number of edges, which directly affects the average path and diameter of the network.
In this paper, we analyze the cluster data of 31 provinces in China, as shown in Figure 10.
[image: Figure 10]FIGURE 10 | Systematic clustering.
It is found that Hebei, Beijing, and Qinghai are the same cluster; Sichuan and Chongqing are the same cluster; Shanghai, Henan, Xinjiang, and Guangxi are the same cluster; Guangdong, Jiangsu, Fujian, Heilongjiang, Shaanxi, Liaoning, Shanxi, Hunan, Jiangxi, Anhui, Gansu, and Guizhou are the same cluster; Hubei, Zhejiang, Jilin, Neimenggu, and Ningxia are the same cluster; Tianjin, Shandong, Yunnan, Hainan, and Xizang are the same cluster.
CONCLUSION
Using the complex network to visualize the Baidu search index, we can clearly see the distribution of yoga attention in various provinces and cities and the changes that have occurred in recent years. The development of the network environment has provided a good carrier for the spread of yoga. The development of various public accounts and APPs has made the barriers for yoga practitioners continue to shrink, while the targeted group continues to expand, and the attention of yoga continues to rise. But at the same time, it has also led to the spread of distorted information and the decrease of public’s interest in yoga. More importance shall be attached to the implementation of basic and popular tutorials so as to boost the development of yoga in China. The public should also choose wisely and get information from relatively authoritative content. All social organizations such as schools, yoga education institutions, and the local government should formulate the corresponding standards and system for the healthy development of yoga. Firstly, different standards shall be formulated based on the characteristic of different age groups and provide different tutorials and guidance methods for teenagers, middle-aged, and the elderly so as to help them practice yoga reasonably. The second is to promote yoga among the targeted group with practical content and tell them about the physical and mental health effects of yoga. Though the theoretical interpretation of yoga culture is of no interest to the public, its positive effect on various diseases and physical and mental health is obvious for them to understand. The positive function of yoga shall be publicized to attract more targeted groups. Thirdly, the government should strengthen guidance and supervise relevant online content to avoid distorted and false information. At the same time, the government should encourage the adoption of new social media forms such as short video platforms to facilitate the production of online information in a healthy and upward way. It is also seen from the study of the geographical characteristic of yoga attention that the yoga attention has not been raised to a higher level because all provinces are promoting yoga in their own local areas with little cooperation, causing development barriers due to region limitations, which does not contribute to the development of yoga in China as a whole. All kinds of activities such as offline exercise can be organized to help expand the influence of yoga, giving full play to the advantages of different provinces to raise the attention of yoga.
Visualizing time series data is more intuitive and convenient to analyze the changing trend of data and explore the deep laws and characteristics of the development of the industry. This paper applies the time series visualization method to the study of yoga attention, which helps to grasp the current situation of yoga sports development and propose the policy to guide the future development direction. This study provides a paradigm and sample for the application of time series visualization methods in the field of social science research for further advancement of other analogous studies.
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Joint punishment for dishonesty is an important means of administrative regulation. This research analyzed the dynamic characteristics of time series data from the Baidu search index using the keywords “joint punishment for dishonesty” based on a visibility graph network. Applying a visibility graph algorithm, time series data from the Baidu Index was transformed into complex networks, with parameters calculated to analyze the topological structure. Results showed differences in the use of joint punishment for dishonesty in certain provinces by calculating the parameters of the time series network from January 1, 2020 to May 27, 2021; it was also shown that most of the networks were scale-free. Finally, the results of K-means clustering showed that the 31 provinces (excluding Hong Kong, Macao and Taiwan) can be divided into four types. Meanwhile, by analyzing the national Baidu Index data from 2020 to May 2021, the period of the time series data and the influence range of the central node were found.
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INTRODUCTION
Credit tools play a key role in the context of big data as a means of government regulation and must follow the principle of the rule of law. Since the 18th CPC National Congress, central government has put forward a series of new requirements for the construction of social credit, which have resulted in a new emphasis on the social credit system. In 2014, the State Council issued the “Planning Outline for the Construction of a Social Credit System (2014–2020)”1, which proposed to build a credit reference system covering all the population by 2020. In the same year, the State Council’s “Government Work Report”2 set out a clear intention “to establish a blacklist system for enterprises that violate the principle of market competition and infringe on the rights and interests of consumers, so as to make it difficult for those who break faith.” In 2017, Shanghai took the lead in issuing social credit regulations, which established the social credit management system in the form of local laws and legislation. However, credit regulation is based on credit evaluation. Credit is not a legal concept in the strictest sense but is a product of China’s social construction process. In recent years, the joint punishment mechanism based on the social credit system has become common, although the concept of credit is not clear, which results in the generalization of punishment for dishonesty. The newly revised “Civil Servant Law” stipulates that those “listed as the Joint Disciplinary object of dishonesty according to law” shall not be employed as civil servants. Although the joint disciplinary mechanisms of credit have a profound impact on the rights of citizens in practice, the meaning of this revision is not clear.
This paper uses the Baidu Index as the research object with the keyword “joint punishment for dishonesty.” Current research exists on ways of monitoring using the browser search index, for example, on the detection and prediction of diseases [1–7]. As the largest search engine in China, Baidu has more than 80 per cent of the market share3. At present, there are many applications of Baidu index analysis in China, such as forecasting the number of tourists4 [8, 9] and stock market prices [10–12], and of more recent significance, estimating the prevalence of influenza and other diseases [13, 14], predicting the incidence of Hand, Foot and Mouth Disease (HFMD) in real time [15–17], and monitoring the AIDS epidemic [18].
Related literature maps the time series analysis of complex networks [19–21]. For example, a specific period is extracted from a non-cyclical time series to use as a node. For a pair of nodes, the shortest one moves along the other, and the strongest correlation is the coupling strength between the two nodes. If the coupling strength is greater than the threshold, the two nodes are connected [22–24]. There are several variations of this method. For example, all possible segments with a specified length can simply be seen as nodes [25–29] and then each node linked to its nearest neighbor of the same length [30]. The network graph generated is embedded in the two-dimensional space in the pane filter, and the correlation is strong and the relationship maintained as much as possible [31]. One exciting task is to deconstruct the initial sequence into components through multi-resolution analysis to use as nodes [32]. In addition, scholars explored non-liner and uncertain complex valued networks [33, 34]. In the empirical study, scholars have also tried to analyze United States regional power market, search index and stock price by visualization graph method for time series data [35–37].
In recent years, punishment for dishonesty has increased along with more social awareness about dishonesty. Therefore, the study of the fluctuation characteristics and influence mechanisms of the Baidu Index using the keywords “joint punishment for dishonesty” can assist state organs to formulate more effective measures and policies, to improve people’s awareness of the regulations and their rights, and to build a society ruled by law.
THE SYSTEM CONCEPT OF JOINT DISCIPLINARY MEASURES FOR DISHONESTY
Social credit is understood as a tool to protect market economy transactions in a form of market credit. Since 2011, social credit and social credit tools have gradually become important innovative means of social governance and have been incorporated into the government legislative plan, which is an important measure of the system’s socialist core values.
The System Concept of Joint Disciplinary Measures for Dishonesty from a Functional Perspective
To a certain extent, China’s urbanization can be seen as the process of transformation from acquaintance society to stranger society. Credit in acquaintance society is based on personality, and in particular, on moral constraints. In stranger society, the information asymmetry between the two sides of the social market transaction requires a third-party credit guarantee, which is the same for third-party institutions, e.g., certification and accreditation. From a national governance perspective, China first proposed social credit to protect economic transactions, focusing on financial credit. Therefore, a social credit tool results in the spontaneous formation of a social market economy from the outset, which ensures fairness and symmetry of market transaction information. Currently, credit is a governance tool, focusing on the security of economic transactions, market expansion, transaction costs and other information.
With the rapid development of the economy and the transformation of society, credit as a governance tool is not limited to ensuring secure economic transactions; it has been extended to the social public domain, becoming a valuable tool for social governance. For example, in the State Council’s “Planning Outline for the Construction of a Social Credit System (2014–2020)”5, it is clearly stated that this system is an important part of both the socialist market economic system and social governance system. The credit tool is a means of social management.
Joint Disciplinary Measures for Dishonesty as a Means of Government Regulation
Regulation refers to the restriction of the activities of individuals and economic subjects in a specific society according to certain rules. As a means of government regulation, a credit tool is also important for improving market failure and enhancing social governance. In terms of the system setting, disciplinary measures for dishonesty are an important way to improve the socialist market economy, solve market failure and ease the information asymmetry between the transaction subjects. According to the subject classification, regulation can be divided into public and private. In the current joint punishment of dishonesty, such as Ant’s credit system and that of other private organizations, credit is not included in the joint punishment system. Therefore, the joint disciplinary measures for dishonesty can be understood generally to be a regulatory tool for the collection, evaluation, classification, sharing and making public information about the credit of citizens, legal professionals or other organizations in the course of their duties.
Using the normative and working documents produced by the central administrative departments and local governments, joint disciplinary measures for dishonesty can be divided into the following types: 1) cancelling an individual’s qualification, which has an impact similar to “market prohibition”; 2) reducing “entry” opportunities and thereby reducing access to these opportunities; 3) greater supervision of the subject to “increase the frequency of inspection” and “strengthen on-site verification”; 4) publishing a “blacklist” in relation to dishonesty, thereby impacting on reputation. These four types are characterized by administrative, punitive punishment. According to guidance6 issued by the State Council in 2016 on establishing and improving the joint incentive and punishment system for promise keeping and building social integrity, the specific joint punishment for breaking a promise generally includes four elements: administrative constraints and punishment, market constraints and punishment, industrial constraints and punishment, and social constraints and punishment. Typical administrative restrictions and punishments include “market and industry prohibition measures for enterprises with serious dishonesty and their legal representatives, main responsible persons and registered practitioners who are directly responsible for dishonesty.” Market constraints and disciplinary measures include “restricting exit and purchase of real estate, flying, taking high-grade trains and seats, traveling and vacationing, staying in star rated hotels and other high consumption behaviors.” Industry regulation and punishment include “supporting industry associations and chambers of commerce to implement disciplinary measures such as warning, criticism in the industry, public condemnation, rejection, and persuasion against dishonest members according to industry standards, industry rules, and trade agreements, depending on the seriousness of the case.” Social constraints and punishment include “encouraging fair, independent and conditional social institutions to carry out big data public opinion monitoring of dishonesty and preparing and publishing regional and industrial credit analysis reports.” Therefore, it is not difficult to see that joint disciplinary measures for dishonesty have the same characteristics as administrative punishment. In this case, social credit legislation is needed. The fundamental feature of China is that the people are the leaders of the country, and legislation is based on their concerns. Therefore, people’s interest in social credit is an important way of promoting social credit legislation.
METHODOLOGY AND MATERIALS
Complex Networks
Many complex systems in nature can be described as networks. A typical network is composed of many nodes and the edges between them, with the nodes used to represent different individuals, and the edges representing the relationship between these. A complex network can be abstracted as a graph [image: image] with the node set [image: image] and edge set [image: image]. The number of nodes is defined as [image: image] and the number of edges is [image: image]. Each edge in [image: image] has a pair of corresponding nodes in [image: image].
Structural Characteristics of Complex Networks
The three robust measures of network topology are average path length, clustering coefficient and degree distribution.
Average Path Length
Average path length [image: image] is the average number of steps along the shortest paths for all possible pairs of nodes [image: image] and [image: image] in the network. It is a measure of the efficiency of information or mass transport on a network. The formula of average path length is shown below.
[image: image]
This shows that the average path length depends on the system size but does not change drastically with it.
Clustering Coefficient
In a network, the clustering coefficient of nodes is the proportion of the number of edges between all nodes adjacent to the node, to the maximum possible number of edges between these adjacent nodes. If node [image: image] has [image: image] edges linked to other nodes in the network, the actual number of edges between these [image: image] nodes is [image: image], the maximum possible number of edges between nodes is [image: image]. Therefore, the clustering coefficient [image: image] is defined as:
[image: image]
The clustering coefficient of the whole network refers to the mean value of the clustering coefficient of all nodes in the network, which reflects the local characteristics of the network, i.e., the probability that two adjacent nodes to the same node are still adjacent. The clustering coefficient [image: image] of the whole network is calculated as:
[image: image]
Degree Distribution
The degree [image: image] of a node i is the number of other nodes adjacent to that node, which is the same as the number of edges connected to the node. The degree of the network refers to the average of all node degrees in that network.
Degree distribution [image: image] is the probability distribution of the degrees of each node in the network and is an overall description of the degree of the nodes in that network. For example, if the degree distribution conforms to the power law distribution [image: image], then the network is scale-free.
Visibility Graph Algorithm for Time Series Data
This research applied a visibility graph algorithm proposed by Lacasa to construct the network. The time series data from the Baidu search index of 31 provinces, autonomous regions and cities in China (excluding Hong Kong, Macao and Taiwan) with the keywords “joint punishment for dishonesty” is transformed into complex networks.
Figure 1 presents the principle of the visibility graph algorithm for time series data, with the time series data transferred to a bar chart. The column shows the data at each time point. If the tops of two columns are visible (i.e., they can directly connect) to each other, the two points are connected. Based on the above theory, time series data can be transferred to a complex network.
[image: Figure 1]FIGURE 1 | Visibility graph algorithm.
First, the time nodes [image: image] are defined in the network, and edges are established by visualizing the principle. That is to say, for any point [image: image]between two points [image: image] and [image: image], when [image: image] and [image: image], the edge can be established.
Second, the adjacency matrix is constructed according to the time series nodes and edges.
Finally, the network graph is created.
K-Means Clustering
The k-means clustering algorithm is an iterative clustering algorithm and is the most used based on Euclidean distance. It assumes that the shorter the distance between the two targets, the greater the similarity. The steps are as follows.
First, the data are divided into k groups, then “K” samples are randomly selected as the initial clustering center.
[image: image]
Second, for each sample[image: image]in the data set, the distance from the sample[image: image]to the [image: image] cluster centers is calculated, and the sample[image: image]is divided into the clusters corresponding to the closest cluster centers. The cluster centers and the objects assigned to them represent a cluster.
Third, for each category [image: image], the cluster center (the centroid of the sample) is recalculated as:
[image: image]
This process will continue to cycle until the following conditions are satisfied: 1) no (or minimum) objects are reassigned to different clusters; 2) no (or minimum) clustering centers change again, and the sum of squared errors is locally minimum.
Data and Materials
This paper uses data generated by the Baidu Index, which is one of the main statistical data analysis platforms in the era of big data and, as such, is an important basis for analysis and decision-making. The so-called search index is based on the volume of searches generated by Baidu users, using keywords as statistical index parameters. Through a series of scientific calculations, the weighted sum of a keyword is calculated. The general public’s concern about dishonesty can also demonstrate their concern to build a credit society. As internet searching is an important source of information for the public, the level of the Baidu Index reflects the level of public awareness about the construction of a credit society.
RESULTS
This paper uses the Baidu search index from the 31 provinces from January 1, 2020, to May 27, 2021, and the keywords “joint punishment for dishonesty”. The parameters of the original data are shown in Table 1.
TABLE 1 | Original data from the Baidu search index in various provinces and cities.
[image: Table 1]An examination of the original data clearly shows that the average value, standard error, median, minimum value and sum of the economically developed areas, such as Guangdong and Jiangsu, are larger, and the average value, standard error, median, minimum value and sum of the economically backward areas, such as Qinghai and Tibet, are lower. The maximum, variance and standard deviation are also large in Guangdong and Jiangsu, while other areas are low, for example, Guangdong standard deviation reaches 273.0056 and Qinghai standard deviation is only 42.58405.
DISCUSSION
Construction of a Visibility Map Network in China
By constructing the Baidu search index network of the 31 provinces, the visibility network diagram was produced. See Figure 2 for the schematic diagram.
[image: Figure 2]FIGURE 2 | Visibility network parameters.
The parameters are shown in Table 2. The higher the average clustering coefficient and the greater number of edges, the closer the relationship between time nodes. The larger the average path length and degree, the less close is the relationship between time and search behavior.
TABLE 2 | Visibility network parameters.
[image: Table 2]The data shows a positive correlation between the daily search volume of each province; therefore, an analysis of past data can provide a predictive function of future search volume.
Network Degree Distribution
Figure 3 represents the power-law distribution of the complex network in Beijing, showing that the visibility graph network is scale-free. There are more time nodes with fewer edges, and the proportion of nodes with larger degree values is smaller. As the degree increases, the number of nodes decreases.
[image: Figure 3]FIGURE 3 | Power distribution of visibility network in Beijing.
The degree distribution shows that the Baidu comprehensive search index in Beijing is a fractal time series with long-term correlation. The original time series are in different time ranges, however, due to long-term correlation, any future changes to the Baidu search index in Beijing may result in similar time ranges to previous ones. See the Supplementary Appendix for the visibility network distribution map of other provinces and cities.
K-Means Clustering
The k-means clustering method is used to cluster the data from the 31 provinces, autonomous regions and cities. Using the elbow method, it is found that the slope increases significantly in four places (as shown in Figure 4). The schematic diagram of clustering results is shown in Figure 5. The provinces, autonomous regions and cities under each category display similar attention to the joint punishment of dishonesty from January 1, 2020, to May 27, 2021.
[image: Figure 4]FIGURE 4 | Elbow method result for k-means.
[image: Figure 5]FIGURE 5 | K-means clustering result by K = 4.
Figure 5 shows that the 31 provinces and cities are divided into four categories: Xinjiang, Tibet, Gansu, Qinghai, Hainan, Ningxia, Guizhou, Heilongjiang and Jilin are combined into the first group; Guangdong, Fujian, Zhejiang, Sichuan, Liaoning, Hebei, Henan and Shandong are the second group; and Jiangsu Province is the third group. Inner Mongolia, Shanxi, Shaanxi, Hunan, Hubei, Anhui, Jiangxi, Guangxi, Yunnan, Chongqing, Beijing and Shanghai make up the fourth group.
The Baidu search index, which is a combination of dishonesty and punishment, reflects changes in attention at the province and city levels on social credit. The first group of networks has a larger diameter, smaller edges, and lower average degree and clustering coefficient reflecting a weak association between nodes, relatively backward economic and social credit degree, and the underdevelopment of social credit legislation. The second group is in the mid-range in terms of diameter, edge, average, cluster coefficient and density, and there is a relationship between nodes; this reflects that in 2021, there is a high level of concern about joint punishment for dishonesty. In some places, relevant local regulations and administrative normative documents have been issued, which standardize the punishments for dishonesty, however, the standard density is not as good as that of the third group. For the fourth group of provinces and cities, the network edge, average degree, clustering coefficient and density are relatively high, indicating that the relationship between nodes is close. In 2021, there was great concern about joint punishment for dishonesty in such places, shown by the amount of normative documentation and research published. For example, Hunan first established the credit risk management college to study and analyze the credit risk.
CONCLUSION
Legislation should reflect the concerns of the people. Therefore, by analyzing the focus on “joint punishment for dishonesty”, this paper provides evidence-based, theoretical support for the further promotion of social credit legislation and the construction of a credit society. Based on the Baidu search index of 31 provinces, this paper transforms the original time series into a visibility graph network, studying its dynamic characteristics to offer a new perspective from which to analyze the time series of “joint punishment for dishonesty”. Results show that there are differences in the degree of concern in China’s provinces, autonomous regions and municipalities on this issue. Cluster analysis allows the similarity of each province to be clearly seen. At the same time, through the division of time series, the visibility graph algorithm is used to analyze and predict the people’s legislative demands.
This paper innovatively introduces visibility graph method to advance research in social credit legislation. Limited to the data, only the social attention of joint punishment for dishonesty is analyzed. Next, we will further mine the credit data, using HVD (horizontal visibility graph) and other complex network methods, combining the time data of credit legislation, to explore the relationship and mechanisms between credit attention and credit legislation.
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The COVID-19 pandemic delayed the Tokyo 2020 Olympics for 1 year and sparked an unprecedented outbreak in Japan in early July 2021 due to the relaxation of social distancing measures for foreign arrivals. Approximately 11,000 athletes from 205 countries would gather at the Tokyo Olympics held from July 23 through August 8, 2021. Based on the prevalence of infection in different source locations and athlete numbers, we estimated that seven countries would introduce least one infection of COVID-19 to Tokyo and at most eleven unidentified infections after the three requested COVID-19 tests.
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INTRODUCTION
The risk of overwhelming fragile public health systems still lies in the coronavirus disorder 2019 (COVID-19), especially in developing countries. The COVID-19 in Japan rose sharply in early July 2021. As of August 22, 2021, there are 1.28 million COVID-19 confirmed cases reported, coupled with 16 thousand deaths. Globally, there have been over 211 million reported cases and 4.42 million deaths [1].
In September 2013, Tokyo in Japan was awarded the privilege to host the 2020 Olympics for the second time [2]. Hosting the Olympics has held great importance for Japan as the 1964 Games were seen as a symbol of revival for the country’s rehabilitation and rebuilding process after World War Two, especially when Japan is currently facing a prolonged economic stagnation and recession [3]. However, the World Health Organization (WHO) declared the Coronavirus outbreak as a global public health emergency in January 2020 only months before the Olympics were scheduled to be held, this pressured the International Olympic Committee (IOC) to postpone the Games by a year with a cost of approximately $2.8 billion USD [2]. As of January 2021, Japan’s government decided to continue this event amid the pandemic to avoid $15.4 billion USD in loss if canceled [2, 4].
In May 2021, the Tokyo Medical Practitioners Association, as well as Japanese firms, called to cancel the Games with the fear of facing another wave of infections [2]. This fear quickly turned to reality as Japan faced the fourth wave of infections in mid-June 2021 and outbreaks appeared in several cities in Japan, including the host city, Tokyo [5]. The Tokyo Olympics has taken measures to prevent the spread of the virus. In July 2021, IOC announced that there will be no spectators, which would see $820 million USD in lost revenue, to mitigate the potential outbreak [6]. But as to how specific and efficient the policies are still questionable. Athletes are required to undergo three COVID-19 tests before entering the Olympic Village, two of which should be done within 96 h of their flights to Tokyo and one test done on arrival [7]. However, COVID-19 tests can be negative during the latent period, and may not be able to identify all the infected athletes and prevent all introductions of infection into the Olympic village and potentially the local community.
Over 11,000 athletes from 205 countries would gather at the Tokyo Olympics held from July 23 through August 8, 2021 [8]. To build a COVID-19 bubble isolated from the Japanese population, there have been measures tailored towards preventing the spread of the virus. However, some measures were criticized by experts as they believe that the “safety protocols do not adequately protect athletes” and the “measures may not be strong enough to prevent outbreaks” [9]. The facilities in place were not designed to mitigate the risks that the pandemic might pose. The control measures and facilities provided could potentially be insufficient to prevent an outbreak from happening inside the COVID-19 bubble in the Olympic village. To quantify the transportation risk of athletes from each of the 205 other countries prior to the Tokyo 2020 Olympics, we would evaluate the probability of at least one infection and the number of infections arriving in Tokyo even after the three requested tests among athletes prior to the Tokyo 2020 Olympics.
MATERIALS AND METHODS
Risk of Imported Infections From Participating Countries to Tokyo
We used the number of athletes who traveled into Tokyo and the infection rate per person from each of the participating countries during the period from July 1 to July 23, 2021 [10, 11], to calculate the probable number of imported infected cases from participating countries. The following equation is used to deduce the probability of infected athletes traveling into Tokyo from active cases in the country [image: image] by
[image: image]
Here [image: image] denotes the average probability of a person being infected in the country [image: image], estimated bythe country’s active cases per person. The number of active cases was the average active cases between the athletes’ traveling period, July 1 to July 23, 2021. Then, it is multiplied by the number of participating athletes [image: image] to evaluate the probable number of infected athletes that the country would import into Tokyo.
Testing Strategy
The IOC playbook for players has adopted a testing strategy where foreign players would take three COVID-19 tests and local players would take two [7]. Since the test would most likely be taken on three different days for foreign players and the probability of a missed infection differs from day to day post-infection, the probability of a missed infection is deduced with the probability of the day of the infection, the day post-infection, and 2 days post-infection. Whereas the probability of Japanese athletes would be calculated by the day of the infection and the next day. The test chosen is the antigen test as it is the test that athletes would most likely take and it is also the test that would be used on arrival. The antigen test is also the least effective between the eligible tests that could be taken which are molecular and antibody tests [12].
We can quantify the overall probable number of unidentified infections of all the countries combined after each COVID-19 test by accumulating the number of unidentified infections after each test from each country other than Tokyo. The probable number of unidentified infected athletes after testing [image: image] is given by
[image: image]
Here [image: image] denotes the probable number of imported infected athletes of the country [image: image]. [image: image] represents the sensitivity of COVID-19 tests with day [image: image] post-infection.
Alternative Strategy
A more effective measure could be mandatory quarantine and testing. A successful example would be the NBA Bubble (July 12–October 11, 2020) where players were required to self-isolate in their rooms for up to 48 h until receiving two negative COVID-19 tests with only two infections in the first week (July 22–28, 2020) and no infections after [13]. Inspired by this, we would estimate the probable number of unidentified COVID-19 cases if all athletes are self-isolated for more days after arriving. The probable number of unidentified cases would be given by
[image: image]
Here [image: image] represent the probable unidentified cases on the day [image: image]. [image: image] denotes the sensitivity of COVID-19 tests on day [image: image]
RESULTS
Risk of Imported Infections From Participating Countries to Tokyo
The risk for the transportation of COVID-19 to Tokyo varies across countries informed by the number of active cases during the studied period between July 1 to July 23, 2021 (Figure 1). The number of infected athletes arriving in Tokyo between July 1 to July 23, 2021, ranges from approximately two to six infections depending on the day of arrival. With limited outliers in the data, the average is taken to represent the probable number of infections that would be imported to Tokyo from Great Britain. Hence, the probable number of imported cases is 3.81, so approximately four cases.
[image: Figure 1]FIGURE 1 | Risks for transportation of COVID-19 to Tokyo, Japan, between July 1 to July 23, 2021. (A) Estimated median probable number of athletes imported to Tokyo from participating countries into Tokyo during the studied period between July 1 to July 23, 2021. For each country, we estimate probable numbers by assuming athletes all travel to Tokyo on a day during the studied period, resulting in 23 estimates. The seven countries with a median probable number >1 are indicated in shades of orange; 198 countries below that threshold are indicated in shades of blue. (B) Estimated probable numbers of athletes in seven countries with the largest median estimates of probable numbers. The box plots denote a five-number summary of minimum, lower quartile, median, upper, and maximum values based on the 23 estimated numbers. The labeled value above the box plot is the average number of importations. The map was created using Tableau Software for Desktop version 2021.2 (https://www.tableau.com/support/releases/desktop/2021.2). The layouts were modified with Keynote version 11.1 (https://www.apple.com/hk/en/keynote/).
The United States and Great Britain have the highest probable cases with nine and four imported cases, respectively, followed by Spain, Russia, Netherlands, Brazil, and Argentina with at least one COVID-19 case into Tokyo. The estimated overall accumulated infections can be approximately rounded to 32 infected athletes in the studied period from July 1 to July 23, 2021. This would imply that the United States and Great Britain possess the highest risk of bringing multiple infected athletes into Tokyo along with Spain, Russia, Netherlands, Brazil, and Argentina.
Testing Strategies
We compare IOC’s testing strategy in various days post-infection with an increase in sensitivity of the antigen COVID-19 test in the following days (Figure 2A). The sensitivity of the antigen COVID-19 test ranges from 26.3 to 100% with a steady increase in sensitivity daily during the first 6 days post-infection [12]. Given there are 32 athletes estimated to be imported into Tokyo in Japan, we estimate the number of unidentified infections across three COVID-19 tests (Figure 2A). There would still be 11 unidentified cases after three antigen COVID-19 tests if the first test was taken coincidently on the day of infection. Specifically, the test on the first, second and third day post-infection has sensitivities of 26.3, 30.0, and 36.3%, respectively, resulting in reduced importation from 32 cases to 24, 17, and 11, respectively. In contrast, there would only be five unidentified infections finally if the first tests were all taken on the second day post-infection and can be zero if the first tests are all conducted 3 days or later post-infection.
[image: Figure 2]FIGURE 2 | The number of infected athletes after each test for the respective strategies. (A) The probable number of unidentified cases with the IOC’s strategy by using the probable number of unidentified cases and the sensitivity of each test executed during post-infection [12]. We assume tests are taken on the first, second, and third day post-infection, which are colored by blue, orange, and red, respectively. This value in the y-axis infers the number of unidentified infected athletes after each test. (B) The number of infected athletes after 5 days of quarantine and regular testing. This figure extrapolates the idea of how the number of quarantine days decreases the chance of unidentified infections while regularly tested in isolation. The bar graph and line graph were created using Tableau Software for Desktop version 2021.2 (https://www.tableau.com/support/releases/desktop/2021.2). The layouts were modified with Keynote version 11.1 (https://www.apple.com/hk/en/keynote/).
We illustrate the decrease in the number of unidentified infections with the use of the increased sensitivity of the antigen COVID-19 test in the following days (Figure 2B). This shows that with daily testing for 5 days, the risk of an infected person is closer to zero than one with the day of infection on the day of the first test. The day of infection on the day of the first test was chosen to portray the most pessimistic assumption for COVID-19 testing since the test is least effective when the person is recently infected. Mandatory quarantine of the player in their rooms was chosen to avoid the risk of the virus transmitting through contact and interaction. We can imply that the risk of an infected person entering the Olympic Village after quarantine and daily testing is extremely low. With implementing a 5 days quarantine and daily testing for the entry of athletes, the risk of the virus entering the Olympic Village has been driven down significantly.
DISCUSSION AND CONCLUSION
Despite the efforts of the implementation of guidelines to contain the spread of the virus via the official playbook, the measures and facilities in place cannot prevent the burst of the coronavirus bubble. Even though vaccinated players have an increase in immunity, they can also be infected along with the unvaccinated players. Accurate testing before entry to the coronavirus bubble is essential as the virus would assuredly spread among athletes inside the bubble with its shared space and loosened coronavirus protocols while competing. The unaddressed aerosol fine particle transmission and the contact tracing strategies are not adequate to fully monitor and safely control the risk of transmissions. It would be advised to enforce more specific and effective measures before the continuation of the Games.
Are the facilities and measures within the Olympic Village sufficient to prevent the break of the bubble?
The Tokyo Olympics 2020 attempts to construct a coronavirus bubble with several measures in place to control the spread of the virus such as regular testing, contact tracing, and social distancing [7]. According to the official playbook within the bubble, there are policies to be followed, but without enough details [7].
For example, the playbook of Tokyo Olympics 2020 does not address specific guidelines to prevent the most important transmission mode, aerosol fine particle transmission [7]. The significant features of exposure to aerosol inhalation are the concentration of infectious particles in the air and the length of time spent in contact with those particles [14]. Organizers were confident that it is sufficient to keep the athletes’ room ventilated, but the specifics as to how frequently the air within indoor spaces was refreshed and replaced every hour were not given in detail [15]. There is also a lack of information about the review, adaptation, and modification of HVAC systems, which would pose a potential risk of unmonitored aerosol transmissions in various spaces inside the coronavirus bubble.
Contact tracing mainly relies on smartphones rather than wearable technology [7]. As smartphones would not always be present with the athletes while they are competing, wearable technology would be more efficient and safe for close contact tracking [14]. The current policy in the playbook to track contacts is by surveying with questions over the phone (how long were they together, whether they were wearing a mask, etc.,) [7]. This strategy is not feasible as the player’s participation would be at stake if they are verified as close contact, therefore the player could simply fabricate their statement for the continuation of their participation. Wearable technology backed up by video monitoring for finding close contact could and should be implemented into contact tracing as another option.
Other issues may arise too. Though the Olympic Village is expected to be a bubble isolated from the Japanese public, there would still be inevitable contact with service providers such as cleaning, transport, COVID-19 testing, security, and catering outside the bubble [16]. As seen in Australia, bubbles are still vulnerable to infections despite strict hygiene practices [16].
Limitation of the Predicted Outcome of International Olympic Committee’s Testing Plan
There is also a risk of athletes being infected during their travels to Tokyo between the three COVID-19 tests taken in their country. Once the case is not identified by the first two tests, the virus could be easily transmitted during the flight, a confined space. There is a high probability that the infection would be unidentified as they would only take one COVID-19 test on arrival. With no quarantine measures taken, the virus could potentially enter the Olympic Village and spread amongst athletes.
The active cases per one million of the population could not accurately quantify the number of infected athletes as the correlation between the active cases and the athletes is quite low. It could only be roughly estimated as athletes could not be represented by the general population of their country. The vaccination rate of the athletes is not taken into account. With the athletes less prone to be infected by the virus after vaccination, the number of infected athletes might be even lower than the number predicted. Since the playbook and IOC did not disclose specifics for the infrastructure of their facilities and the actions that will be taken to execute these measures, the implications made under the ambiguous information given cannot be definitive.
We estimate there are approximately 32 infected athletes in the Tokyo Olympics 2020, which is close to the reported 28 athletes [17]. As our prediction only takes into account the measures inside the Olympic Village, only the infected athletes who live inside will be considered. Furthermore, our prediction was the probable number of infected athletes entering the Olympic Village after testing. The number of athletes reported might have been infected after entering the Village by other athletes or service providers, so the number of infected athletes reported would be higher than our estimated value.
Overall, if there are positive cases amongst the athletes inside the Olympic Village, it can suggest that the policies settled in the playbook for Olympic Village are insufficient and the intended COVID-19 bubble is broken. The intent of the COVID-19 bubble was to create a COVID-19 free environment. With the bubble broken, the risk of the athletes contaminating each other is created and it would no longer be a COVID-19 free environment.
The COVID-19 bubble is undeniably broken with not only one but multiple positive cases among athletes before and during the Games [17]. The spread within the Olympic Village between athletes could also be a possibility as many athletes infected are from the same country and some even the same sport. This includes two South African football players, three beach volleyball players, four Czech Republican players, and five Dutch players in particular [17]. This is a testament to how the prevention measures in place from the playbook failed to truly keep out the virus to create a safe environment for the competing athletes.
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This study collects data on electric vehicle (EV) charging piles for various provinces in China and analyzes the development of the network of EV chargers from the perspective of a complex network. Features of the distribution of EV charging piles for the period from May 2016 to April 2019 and the spatio-temporal variations across provinces are thus analyzed. The study then transforms time-series data of the EV charging piles into a complex network by applying a visibility graph, uses several clustering methods to categorize different provinces, and predicts the future development of the network of EV charging piles in China. Additionally, the distribution of EV charging piles across time is analyzed for a combination of national policies and new-energy vehicles. The results of the study will guide provincial governments in creating policies that develop relevant industries progressively and promote the sustainable development of EVs and green-energy industry.
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INTRODUCTION
Electronic vehicles (EVs) are universally recognized as a practical solution to the problems of reducing carbon emissions and improving air quality in the global sector of transportation [1]. Many powerful economies are shifting their vehicle preference to electronic vehicles for eco-friendly purposes, and the development of the supporting infrastructure of EVs is rapidly progressing. However, short traveling distances and limited battery volumes due to current technical barriers are holding back the expansion of EVs, and the construction of EV chargers is thus considered the most effective way of promoting the adoption of EVs [2]. In recent years, European countries, along with the United States, have expanded their distributions of EVs and EV charging piles [3], as shown in Figure 1. From the viewpoint of the owners of EVs, the locations of EV charging piles are critical for the convenience of recharging EV batteries. Home chargers have the lowest cost, while public charging piles are becoming a necessary option for off-home charging [4]. Furthermore, public charging piles are mostly high power and provide faster charging in urban areas, which is more suitable for high-power charger installation than homes [5].
[image: Figure 1]FIGURE 1 | Numbers of EV chargers in Europe and the United States (unit: thousands).
While wealthy countries are developing their EV infrastructure, China, a country with a large population and massive land area, is also creating a nationwide distribution of EVs. The charging pile industry is in full development with the expansion of the investment blueprint of new infrastructure in China. As new-energy vehicles are being promoted in China, the construction of charging piles, as important infrastructure, has gradually attracted attention. The central government, provinces, and cities have successively introduced preferential policies and measures that promote the development of the charging pile industry, and the construction of charging piles in China has undergone explosive growth, from 33,000 piles in 2014 to 777,000 piles in 2018, which is growth of more than 200% in 4 years. Statistics show that the 2017 new-energy vehicle ownership, public charging pile number, car pile ratio compared with before 2012 decreased, but the rate of construction of charging piles is not keeping up with the manufacture of new-energy vehicles. China has built 55.7% of the world’s new-energy charging piles, but the shortage of public charging resources and user complaints about charging problems continues. Additionally, there are many other problems; e.g., the layout of the charging pile is unreasonable, there is an imbalance between supply and demand, and the time required for investment to turn into profit is uncertain.
This paper gives a new perspective of complex network to study the growing distribution of EVs and charging piles in China. This study investigates the historical development of China’s new-energy vehicles and charging piles from May 2016 to April 2019 and how local policies have affected the distribution of EVs in China. The data are analyzed by adopting time series visualization, complex networks, and several clustering methods. Combined with the model results, policies and characteristics of provinces, it is believed that the results of this study will provide a reference for the rapid development of charging piles in China.
The remainder of the paper is organized as follows. Literature Review reviews previous research on new-energy vehicles and piles. Data and Model presents the models and methods used in the paper, including the methodology and data collection. Results and Discussion presents the estimation results and analysis. Results and Discussion presents empirical research and analyzes features and reasons that lead to these results. Conclusion presents what we do in this study, our findings and expectations.
LITERATURE REVIEW
Environmental problems have become a major concern in recent years. Many papers have suggested that the cause of environmental problems, such as environmental deterioration and frequent haze, lies in automobile exhaust emissions, which has encouraged the development of new-energy vehicles and their related industries [6,7,8]. The traditional-automobile industry is driven by oil and consumes many precious resources. Therefore, the promulgation of appropriate policies that promote the innovative development of the new-energy vehicle industry will greatly help solve environmental problems.
However, there are many problems to be solved in developing new-energy vehicles. One problem is the development of new-energy charging technology while another is the gulf between the rate of manufacture of new-energy vehicles and the rate of construction of new-energy vehicle charging piles, which continues to grow.
Scholars have found that the construction of charging pile facilities plays a positive role in the development of new-energy vehicles. Policies supporting EV construction cultivate the EV market, with technical advances and subsidies in China promoting future progress of the EV industry [9]. [10] found that improving the supporting infrastructure has a more obvious effect on the market promotion of new-energy vehicles than factors of technological progress [11]. showed that the construction of charging pile infrastructure provides a stronger incentive to the new-energy vehicle market than government subsidies for vehicle companies. Improvements to charging piles and the supporting facilities of charging stations can affect the customer’s intention to purchase new-energy vehicles [12–16].
There is a lack of relevant empirical studies in the literature, with most studies considering simulated scenarios. The situation in the simulated scenario tends to be more or less different from the actual situation. Additionally, most studies have focused on different factors and perspectives of the planning layout of the site selection, operation mode, and system improvements of charging piles whereas there have been few tracing studies on actual construction or studies providing a macroscale or comparative perspective.
This paper adopts real-world data to conduct a visual network analysis of the overall development of new-energy vehicles and charging piles based on the Chinese background of the development of new-energy vehicle charging piles. In addition, considering the formulation of new-energy vehicles and charging pile development policies by province, complex network clustering analysis is conducted on data of the development of public charging piles in 31 provinces and cities in China. And Figure 3 shows the process of construction of the time-series network and extraction of features.
DATA AND MODEL
Data
Data are collected from the National Bureau of Statistics of China and the China Electric Vehicle Charging Infrastructure Promotion Alliance1. Eliminating the missing data and outliers, this study analyzes the data of new-energy vehicles and charging piles in China for the period from May 2016 to April 2019.
Time series statistics of EVs in China are processed and generated in MATLAB algorithms, and Gephi has been applied to output the visibility graph and relevant coefficients.
Figure 2 shows obvious good trends of the manufacture of new-energy vehicles and charging piles on the whole. However, the difference in scale of the left and right vertical axes directly reflects the mismatch of the manufacture of charging piles and new-energy vehicles in China. The statistical results for all charging piles and public charging piles in China are similar, and different from those for new-energy vehicles.
[image: Figure 2]FIGURE 2 | Trends of the numbers of new-energy vehicles, all charging piles, and public charging piles.
[image: Figure 3]FIGURE 3 | Construction of the time-series network and extraction of features.
The new monthly increase in the number of charging piles of new-energy vehicles had small peaks in September 2016, December 2018, February 2018, January 2019, and March 2019. Table 1 shows that important relevant policies were launched before and after some of these peaks.
TABLE 1 | Policies relating to new-energy vehicles and charging piles.
[image: Table 1]China’s ratio of new-energy vehicles to charging piles still does not meet the requirements of the development guide. Accelerating the planning and implementation of the reasonable construction of charging piles is the cornerstone of further development.
Table 2 displays the statistical results of EVs, all charging piles, and public charging piles in China during 2016–2019.
TABLE 2 | Statistical results of collected data of EVs, all charging piles, and public charging piles.
[image: Table 2]Principles of Time-Series Visualization
A time series is a series of data points indexed by the observation time. Common tasks of time-series data mining are dimension reduction, similarity measurement, classification, cluster analysis, pattern discovery, and visualization. Different time-series analysis methods, such as chaos analysis, fractal analysis, recursion graph, complexity measurement, multi-scale entropy, and time-frequency representation, have been developed. In the past decade, scholars have increasingly adopted complex networks to analyze dynamic systems based on time series, such as investigating USA’s electricity market, stock prices and even global efforts against terrorism [17-19].
The VG method adopted in this paper is based on the complex network model proposed by [20]. Time series can be divided into univariate time series (UTSs) and multivariate time series (MTSs) according to the number of variables. Traditional methods such as K-Shape and K-MS can be used for the rapid and accurate clustering and classification of UTS data sets but they are unsuitable for MTS data mining [21]. Used different frequencies as multiple variables to construct complex networks, detect community structure characteristics, and analyze the relationship between the clustering coefficient and system evolution. By constructing a common projection axis as the prototype of each cluster, the tail removal algorithm Mc2PCA of the method is given and its time complexity is analyzed.
The constructed new graph inherits essential properties and inherent features of the time-series data, allowing scholars to conduct analyses and further interpret the original data with the application of theoretical methods of complex networks and graph theory. The VG algorithm transforms a time series {xi}, i = 1,…, n into a VG G = (V,E), where V(G) = {vi}, i = 1,…, n is a set of vertices with vertex vi corresponding to data point xi. E(G) is the edge of the graph. We define A = {ai,j}, i, j = 1,…, n as the adjacent matrix of the VG with ai,j = 1 for connected vertices and ai,j = 0 for disconnected vertices. The element ai,j = 1 when the geometrical criterion
[image: image]
is fulfilled.
The principle of the transition is stated as follows. The graph is deemed as a set of zeniths, which are nodes linked to each other by lines called edges. The numbers of new-energy vehicles and charging piles are first counted according to the set time. Statistical histograms are then produced accordingly. The height of the histogram reflects the volume at each time point or month from May 2016 to April 2019.
The bottom line is the criterion determining whether two points are set as being connected. The prerequisite for connecting the two points in the network is whether the peaks of the two histograms can be seen from each other (i.e., whether a straight line can connect the peaks without crossing all the histograms). It can then be transformed into the corresponding relationship between the two pairs, which is shown as the connection of each time points on the time dimension.
We next acquire the adjacency matrix by working on the time-series nodes and edges, and we calculate the various features of the subject networks.
By analyzing the original data, we visualize the time series data and obtain the complex network characteristics of the new-energy vehicles, all charging piles, and public charging piles.
As previously mentioned, we transform the time series data into complex network forms. The network parameters are given in Table 3. We find that among the three networks, the number of edges and average degree are largest for the public charging piles, reflecting that there are more peaks and troughs for these piles. The diameters of the networks of the new-energy vehicles, all charging piles, and public charging piles are respectively 3, 4, and 4; these values are the lowest number of edges between the two time points with the longest distance. The average path lengths are respectively 2.075, 2.111, and 2.129 for the three networks; these values indicate the average number of edges between any two time points.
TABLE 3 | Network parameter analysis.
[image: Table 3]Analysis of Centrality
Using data for the period from May 2016 to April 2019, we conduct a quantification analysis of the daily networks, including analyses of the degree centrality, betweenness centrality, eigenvector centrality, strength, and clustering coefficient of the complex network.
Degree of Centrality
The degree of centrality is the most direct measurement in the analysis of a network and is the simplest measure characterizing the connectivity properties of a single vertex in theory [22]. The calculation of the degree of centrality of a node is simply the counting of the number of edges associated with the subject node n. The degree of centrality of a node is positively correlated to the importance of the node in the network. In network N with k nodes, the degree of centrality of node n, denoted Dc(n), is expressed as
[image: image]
In graph theory, Θ(V2) and Θ(E) are respectively the complexities of calculating the degree of centrality in the dense adjacency matrix and sparse adjacency matrix, where V is representative of all nodes and E makes reference to all edges.
The definition of centrality can be extended from the node to the graph [22]. Assume that n* is the node with the highest degree of centrality in network N. X:=(Y,Z) is then defined as the maximum:
[image: image]
The centrality of network N is defined as
[image: image]
If a node is linked to all other nodes in network W and all other nodes only link to this central node, H of network W (which will be a star graph) reaches a maximum [22]. Here, H = (k − 1) (k − 2), and the centrality of network N can be simplified as
[image: image]
Betweenness Centrality
The extent to which the location of a node is within the scope of other nodes on a graph is a measure of betweenness. Nodes that have higher betweenness centrality values are on the shortest path from other nodes.
According to Sanjiv and Purohit [22], in network N with n nodes, the betweenness centrality Bc(n) of node n is calculated as follows. First, all the shortest paths of each node pair (p, q) are calculated, it is then evaluated whether node n is on the shortest path of each node pair (p, q), the results are finally cumulated. This process can be simplified as
[image: image]
where [image: image] is the number of shortest paths between nodes p and q and [image: image] (n) is the number of shortest paths passing through node n. Considering the scale of the network, it can divide the number of pairs without node n to normalization. It is (k − 1) (k − 2) for the directed graph and (k − 1) (k − 2)/2 for the undirected graph.
The computations of the betweenness and closeness centrality are based on the computations of the shortest distance. In the search for the shortest path for each node pair, the modified Floyd–Warshall algorithm has complexity of Θ(W3). On a sparse graph, the efficiency of the Johnson algorithm exceeds [image: image]. [image: image] is the efficiency of calculating the betweenness centrality on the weighted graph using the Brandes algorithm.
On an undirected graph, weighted edges should not be considered in the calculation of the betweenness and closeness centrality of nodes. More importantly, the norm of graph processing is not to use rings or weighted edges to render relationships simple. In these circumstances, adopting the Brandes algorithm will halve the ultimate centrality owing to the double calculation of the shortest path.
Closeness Centrality
According to graph theory, closeness is a measure of the complex centrality of a node. Shallower nodes (i.e., nodes having shorter geodesic distances) have higher values of closeness. The nodes that are more central have higher closeness values, and the closeness thus represents the minimum path length in the network. Additionally, closeness is often related to other measurements. The closeness centrality is the average geodesic distance (e.g., shortest path) from node n to other accessible nodes [22]:
[image: image]
where k ≥ 2 is the distance of access section N from node n in the network. The closeness centrality is a measure of the time that it takes for a given node to propagate information to other reachable nodes in a network. The closeness centrality CC(n) of node n is defined as the reciprocal of the sum of the geodesic distances to all other nodes N [22]:
[image: image]
Closeness can be obtained using different methods and algorithms. Dangalchev [23] modified the definition of closeness so that it can be applied to a non-connected graph and is easier to calculate:
[image: image]
Eigenvector Centrality
Most hub nodes are found in line with the integral structure of the network, and the eigenvector centrality is then measured. The dimensions of the distance between nodes are acquired through factor analysis. Each node in a network has a relative index value based on the principle that the contribution of a high-index node connecting to a node is more than that of a low-index node [24].
Let pi be the (exponential) value of node i and [image: image] be the adjacency matrix of the network. When node i is the neighboring node of node j, [image: image] = 1, or conversely, [image: image] = 0. Generally, like the case of a random matrix, each term of A can be a real number representing the connection strength. For node i, the centrality is proportional to the index sum of the nodes connecting with it. Thus,
[image: image]
where M(i) is the set of nodes connected to node i, N is the number of nodes, and λ is a constant. The matrix form is [image: image], whereas the characteristic equation is [image: image].
Strength
In a directed and weighted network, the strength denotes the total weights of the edges connecting to one node [25]. In this paper, the strength is a measure of the number of EVs in different provinces. The strength is calculated as
[image: image]
where [image: image] is the set of nodes connected to node i and [image: image] is the weight of the edge from node j to node i.
Clustering Coefficient
The clustering coefficient describes the characteristics of the graph (or network). A graph G consists of a number of vertices V and a number of lines (called edges) E between vertices. Two adjacent vertices are called adjacent points. The clustering coefficient of a network is defined as [25]:
[image: image]
Clustering
Applying complex network theory to the primal data, the relations within the data are represented on a graph as nodes and edges. In this way, there is a great advantage over the traditional static method in that we can capture the dynamic features and community structures. Furthermore, the nodes and edges can be clustered into different groups. The clustering is an analyzable phenomenon in that the correlation between the set of nodes in a subgroup is higher than that outside the group. In an attempt to obtain an effective clustering result, we adopt a widely used principle proposed by Newman [26]. The modularity Q is formularized as
[image: image]
where K is the number of subgroups, L is the number of edges, and [image: image] and [image: image] are respectively the number of edges in the corresponding subgroup and the total number of sides of the cluster i. [image: image] on behalf of the total number of intergroup edges. The modularity Q is calculated as follows. We first calculate the number of inner edges in the subgroup minus the expectation of the same number of edges falling in the random network without the clustering structure. The value of Q indicates the quality of the clustering. The obviousness of the clustering structure is positively dependent on the value of Q.
RESULTS AND DISCUSSION
Analysis of Network Properties
Analysis of Centrality
Following the analysis of the degree of centrality of the complex networks, three network centricities are calculated and six indicators are presented in frequency diagrams; these are the eccentricity, closeness centrality, harmonic closeness centrality, betweenness centrality, strength, and clustering coefficient.
A comparison of the three eccentricities reveals that in the complex network of new-energy vehicles, the eccentricity is low and the distribution is relatively uniform. The eccentricity of the network nodes of charging piles is mainly around 3 or 4, and the distribution of all charging piles is especially concentrated. This reflects the rapid manufacture of new-energy vehicles, whereas the rate of manufacture of charging piles is relatively stable.
The three networks have similar distributions of closeness centrality and betweenness centrality, and it appears that they all have the right-hand bias. In the field of topology and related mathematics, closeness is an elementary concept of the topological space. Intuitively, when two sets are arbitrarily close, they are said to be tight. This concept is easy to adopt in a metric space that defines the distance between elements within a space, but it is difficult to extend to a topological space without a specific metric distance. In network analysis, closeness represents the minimum path length, which means that in the development of the three networks over the 3 years, there is a high possibility of there being extreme quantitative values. Additionally, the strengths and clustering coefficients of the three networks are similar, with medium values having the highest frequency, which indicates that the development of the network of EV charging piles is steady and provinces in China are well connected and coordinated in the advance of EV infrastructure. The results match those of the analyses in the first part above.
Figure 4 shows that the centrality distributions of new-energy vehicles and charging piles are somewhat similar and that they are in the process of coordinated development. An increase in the penetration rate of new-energy vehicles requires a foundation of a sufficient number of public charging piles.
[image: Figure 4]FIGURE 4 | Histogram of the frequency distribution of the centrality of (A) new-energy piles, (B) all charging piles, and (C) public charging piles. One presents the eccentricity, 2 presents the closeness centrality, 3 presents the harmonic closeness centrality, four presents the betweenness centrality, 5 presents the clustering coefficient, and 6 presents the strength.
Small World
As explained earlier, we use a fast modular method to cluster nodes in the networks. The results are shown in Figure 5. The densities of the three networks and the number of subgroups are similar.
[image: Figure 5]FIGURE 5 | Clustering of the three networks (where n1 to n36 represent individual months from May 2016 to April 2019).
Although the numbers are largely similar, we find that there are more subgroups in the network of new-energy vehicles than in the network of charging piles. This is because when we conduct the clustering, if data are relatively flat with a lower peak value, the network distance increases over time, such that the clustering results have more subgroups.
Figure 5 shows that, in the three clustering networks, N8 is distinct, which is consistent with the peak in December 2016 for the underlying trend. At this time, the government issued a notice on accelerating the construction of charging piles and supporting facilities for EVs in residential areas.
Overall, however, the results of clustering in these three networks reveal that the development of the network of EVs and that of the network of the piles are in fact inconsistent. The nodes in each subgroup are largely different, and there is therefore still much to do for the pace of manufacture of piles to catch that of EVs.
Distribution of the Degree of Centrality
The power law distribution is a common statistical phenomenon. Fitting parameters for power law distributions are given in Table 4.
TABLE 4 | Parameters of power law distributions.
[image: Table 4]Figure 6 and Table 4 show that the distributions of the degree of centrality of new-energy vehicles, total charging piles, and public charging piles follow power laws, with more time nodes and fewer connected edges, and the number of nodes decreases with an increase in the degree of centrality. This clearly indicates that the networks of new-energy vehicles and charging piles are small-world networks and that the manufacture of new-energy vehicles and charging piles will be greatly affected by external factors at critical moments.
[image: Figure 6]FIGURE 6 | Degree distributions of new-energy vehicles, all charging piles, and public charging piles.
The sales of fuel-powered cars were in the middle of a slump in 2018, but China’s new-energy automobile market grew in 2018 relative to sales in 2016 and 2017. This contrast is closely related to a number of new-energy vehicle subsidies (e.g., a tax exemption for the purchase of new-energy automobile vehicles, tariff cuts of reversed transmission enterprise technology upgrades, and double integral policy). This correspondence shows the importance of promoting government policy.
Complex Network Clustering of Provinces
Figure 7 shows that in the development of charging pile networks, Hunan Province had the highest betweenness centrality, Jiangxi Province had the lowest closeness centrality, clustering, and degree, and Shanxi Province and Qinghai Province had the highest degree of centrality.
[image: Figure 7]FIGURE 7 | (A) Betweenness centrality, (B) closeness centrality, (C) clustering, and (D) degree of centrality for all provinces in China.
The developmental trends for 2016 to 2019 can be divided into four stages, which are basically the four natural years. The figure shows that the manufacturing of new-energy vehicles and charging piles in China is accelerating year by year.
The visualization of the monthly increase in the number of public charging piles for China’s new-energy vehicles in Figure 8 shows that the clustering results for China’s provinces can be divided into three categories.
[image: Figure 8]FIGURE 8 | Clustering results of public charging piles shown by province.
The first category includes Anhui Province, Beijing, Fujian Province, Gansu Province, Guangdong Province, Hainan Province, Hebei Province, Henan Province, Hubei Province, Jiangsu Province, Qinghai Province, Shandong Province, Shanxi Province, Shanghai, Tianjin, Yunnan Province, Zhejiang Province, and Chongqing. The results show that the closeness centrality and degree of centrality of these provinces, which are accelerating development areas in Guidance on the Development of Electric Vehicle Charging Infrastructure 2015–2020 issued by the National Development and Reform Commission of China in 2015, are relatively high. These provinces have a good foundation for the development of EVs in that they have a large population base and a high population density and require intensive haze control. The local governments of these provinces have formulated and implemented relevant policies earlier and more frequently to guide the development of new-energy vehicles and charging piles. In addition, Beijing, Tianjin and Hebei, and the Yangtze River Delta and the Pearl River Delta are three key areas for haze prevention and control. In particular, Beijing, Shanghai, Jiangsu, and Guangdong have formulated many policies of promoting new-energy vehicles and charging piles for different application scenarios.
In Figure 9, Beijing is at the top of the number of public charging piles. In April 2019, the number of public charging piles in Beijing reached 930,000, in particular because of the serious air pollution and the urgent need for governance. Local government in Beijing has issued a series of policies related to car purchase subsidies and welfare for new-energy vehicles. As an example, there is a lottery for the purchase of new-energy vehicles, which drives the use of new-energy vehicles. Additionally, Beijing considered the construction and use of charging piles earlier and more thoroughly than other provinces. In Shunyi District of Beijing, construction units of public charging facilities that meet the requirements of the state and municipality may apply for government subsidies, and new-energy vehicles using public charging piles are given a charging service fee subsidy. Overall, Beijing’s new-energy development is policy driven.
[image: Figure 9]FIGURE 9 | Monthly increases in the number of public charging piles in all provinces.
Meanwhile, the use of new-energy vehicles and charging piles in Guangdong Province, which ranks the second, is technology driven. Guangdong Province is home to many high-tech new-energy car manufacturers, such as China’s leading new-energy car company, BYD, which is headquartered in Shenzhen. The local technological atmosphere supports the development of new-energy cars and charging piles in the province.
Qinghai Province, Gansu Province, and Yunnan Province have weak industrial foundations, insufficient research and development capacities, insufficient promotion policies, lagging infrastructure, and unimproved market environments. However, they all have a place in the industrial chain of energy resources and new-energy vehicles and charging piles. These provinces are energy-driven. Although the development of charging piles in Qinghai Province started relatively late, the province’s clean-energy resources have broad application prospects in the province’s new-energy vehicle charging service business, and there are thus similarities between Qinghai Province and areas of accelerating development in terms of the overall development trend. Additionally, Yunnan Province has unique advantages because of its energy resources. The local government of Yunnan Province attaches importance to the active development of smart services, closely follows the pace of development in the region, formulates and implements development plans, and is committed to combining the tourism resources of the province with the development of new-energy vehicles. For instance, at tourist distribution centers and key scenic spots, tourist buses, shared cars, and self-driving camps (bases) will be built, and regional charging networks will be created to realize intelligent travel, “a mobile phone to travel in Yunnan”. Therefore, although there is a gap between the number of charging piles and the provinces in the eastern region, the trend of development is fast.
The second category includes the Xinjiang Uygur Autonomous Region, Tibet Autonomous Region, Inner Mongolia Autonomous Region, Shaanxi Province, Liaoning Province, Jilin Province, and Heilongjiang Province. These areas are mainly northwestern and northeastern provinces in which the development of the charging pile network started relatively late, mostly from 2017 to 2019. We take the northeastern provinces as an example. Many automobile industry bases were set up in northeastern China when new China was first founded. However, the technologies of fuel energy are now somewhat backward, and the existing industrial base in northeastern China has resulted in a slow conversion from old to new ways of generating kinetic energy. In addition, as established industries are important to local employment, the local government pays little attention to new industries, and the development of new-energy vehicles and charging piles has been slow. The northwestern provinces and regions, such as the Xinjiang Uygur Autonomous Region, Tibet Autonomous Region, and Inner Mongolia Autonomous Region, are characterized by a vast areas of land and sparse populations. Moreover, there are many ethnic minorities and strong ethnic traditions. The new-energy vehicle market space is small and the costs of constructing charging piles are high in these regions. The cities have weak development potential except for the provincial capitals and some larger cities.
In contrast with accelerating the construction of charging piles in developing regions, the main purpose of constructing public charging piles in the regions of the second category is to further improve the convenience of transportation, thus strengthening connectivity, accelerating regional development, and gradually building a national inter-city fast-charging network based on expressways.
The third category includes Sichuan Province, Guizhou Province, and the Guangxi Zhuang Autonomous Region. The development of the new-energy vehicle charging pile network began reasonably early, around 2016, in each of these three provinces. However, none of the provinces has advantages in the industrial chain, and the automobile industry is weak in these provinces. At the same time, owing to the renewal of new-energy vehicles in the eastern regions, old fuel-based vehicles have been eliminated, which have emission specifications superior to the existing ones in the western region. These old vehicles are therefore flowing into the western market because their second-hand transaction prices are lower, squeezing the already insufficient space for EVs in the car market. In addition, the geographical conditions of these provinces are a major disadvantage to the adoption of new-energy vehicles and charging piles. Rugged terrain accelerates the power consumption of new-energy vehicles, and the planning and construction efficiency of charging piles is limited. There is thus little motivation to purchase new-energy vehicles, and the overall development of the EV network is slow relative to the development of the economic base.
CONCLUSION
This paper used time series data for May 2016 to April 2019 to build a complex network and used characteristic data for the network to obtain supplementary information, so as to establish a new effective connection between the time series and the complex network. The results show that the overall speeds of development of networks of new-energy vehicles and charging piles in China are similar, but the speed of development of the charging pile network is relatively slow. Moreover, both the networks of new-energy vehicles and charging piles are greatly affected by special events, such as policy implementations, and it is thus crucial to formulate policies that can be effectively implemented.
China is in the background of “New Infrastructure”. We carried out cluster analysis on provincial data of public charging piles after time-series visualization, considering that relevant industrial development policies are mostly formulated by provincial governments. The results of the research are summarized as follows. 1) Regional factors play a dominant role in the development of networks of new-energy vehicles and charging piles. A basic regional characteristic of China is that the eastern provinces are more developed than the western provinces, which is obviously reflected in the clustering results. The eastern developed provinces, with a high degree of urbanization, high population densities, and superior economic foundations, have good application conditions for the development of networks of new-energy vehicles and charging piles in that they have a broad market space and rapid socioeconomic development. 2) Whether a province occupies a place in the industrial chain of new-energy vehicles and charging piles and how important it is in the industrial chain strongly affect the situation of local construction. In the case of the upstream provinces, the reserves of energy resources and the difficulty of collection are important. In the case of the downstream provinces, the ability to conduct research and development and the technical level of relevant enterprises are important. 3) National and local industrial policies play an important role in the development of networks of new-energy vehicles and charging piles. In 2018, various ministries and commissions in China issued a series of policies that promoted the rapid development of networks of new-energy vehicles and charging piles. As an example, the Ministry of Industry and Information Technology issued the Notice on Strengthening the Administration of The Catalogue of New-energy Vehicles Exempted from Vehicle purchase Tax (Draft for Comments). Additionally, the Ministry of Finance, Ministry of Science and Technology, and Development and Reform Commission issued “On the adjustment to perfect the new energy automobile application finance subsidy policy notice”, a national department would raise technical threshold requirements, perfect the subsidy standard requirements, and adjust the operating range to the new-energy vehicles subsidies.
Overall, the outlook of the domestic new-energy vehicle market in China remains good, and the development potential is extremely large. With the replacement of social energy and on the basis of the good development prospects of China’s new-energy vehicles, charging piles will inevitably be adopted broadly as the supplemental energy infrastructure of new-energy vehicles. Provinces that are developing rapidly need to further improve the efficiency of charging pile construction. The construction of charging piles of new-energy vehicles and the development of new-energy vehicles promote and restrict each other. To further develop the network of new-energy vehicles, the premise must be to reduce the ratio of the vehicle pile. Provinces that are developing slowly need to upgrade their industrial structures in light of local conditions and enhance the conditions for new-energy applications. Figure 10 shows the similarity of EV development between provinces in China.
[image: Figure 10]FIGURE 10 | Heat map of the similarity of provinces.
We suggest that government have an in-depth understanding of the local application basis, geographical factors, cultural factors, and other application conditions before making future policies. The government should set reasonable development goals, actively implement a subsidy policy for the construction of new-energy vehicle charging piles, and scientifically guide the construction of EV charging infrastructure. We suggest that in the future construction of charging piles, enterprises consider reasonable construction that balances supply and demand and combines with new intelligent infrastructure and the Internet of things. As an example, the sharing mode can be combined with the operation of charging piles. Through win–win cooperation among the government, enterprises, and users, it will be possible to promote the rapid development of the EV industry and create a better air environment.
The present study adopted a single index to analyze China’s use of new-energy vehicles and charging piles owing to the limitations of the data breadth, scale, and accuracy. In future studies, we will further collect data of relevant indicators and use complex networks in coupled analysis to explore in detail the reasons for variations in development across provinces and cities.
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African swine fever first broke out in mainland China in August 2018 and has caused a substantial loss to China’s pig industry. Numerous investigations have confirmed that trades and movements of infected pigs and pork products, feeding pigs with contaminative swills, employees, and vehicles carrying the virus are the main transmission routes of the African swine fever virus (ASFV) in mainland China. However, which transmission route is more risky and what is the specific transmission map are still not clear enough. In this study, we crawl the data related to pig farms and slaughterhouses from Baidu Map by writing the Python language and then construct the pig transport network. Following this, we establish an ASFV transmission model over the network based on probabilistic discrete-time Markov chains. Furthermore, we propose spatiotemporal backward detection and forward transmission algorithms in semi-directed weighted networks. Through the simulation and calculation, the risk of transmission routes is analyzed, and the results reveal that the infection risk for employees and vehicles with the virus is the highest, followed by contaminative swills, and the transportation of pigs and pork products is the lowest; the most likely transmission map is deduced, and it is found that ASFV spreads from northeast China to southwest China and then to west; in addition, the infection risk in each province at different times is assessed, which can provide effective suggestions for the prevention and control of ASFV.
Keywords: African swine fever virus, transmission route, pig transport network, dynamic model, assessing the infection risk
1 INTRODUCTION
African swine fever (ASF) is a highly infectious and fatal disease of wild boars and domestic pigs caused by the African swine fever virus (ASFV) [1]. It is characterized by featuring a short course of onset, a mortality rate of up to 100% in the most acute and acute infections; clinical manifestations of fever; cyanosis of the skin; and obvious bleeding in lymph nodes, kidneys, and gastrointestinal mucosa [2]. The first African swine fever outbreak in mainland China was reported in a pig farm on August, 2018, in Shenbei District, Shenyang City of Liaoning Province [3]. According to the report of the Chinese government, within 1 month after the onset of clinical symptoms, all 400 pigs on the pig farm died [4]. Since then, the disease has spread rapidly throughout China and caused the deaths of more than one million pigs [5]. According to epidemiological investigation, ASFV was transmitted in mainland China mainly by three ways. First, trades and movements of pigs themselves as well as pork products; second, feeding pigs with contaminative swills (i.e., food residue from restaurants); and third, contaminated transport vehicles or employees without effective disinfection, that is, employees and vehicles with the virus which spreads over others [6, 7].
African swine fever broke out in China in August 2018 and has caused great economic losses for the market of pigs and pig products. Since the first spread of ASFV to China, the study about transmission regularity and control strategies has been in progress. Zhang et al. established a dynamic model to explore the impact of disinfection and fixation of employees on ASFV spread in the pig farms and presented some essential requirements for large-scale pig farms to decrease the transmission risk of ASFV [8]. Li et al. used the vulnerability index and data envelopment analysis (DEA) method to assess the regional vulnerability to ASF in mainland China from August 2018 to July 2019 and gave the severity level of African swine fever in 31 provinces in mainland China [9]. Vergne et al. evaluated the relative contribution of stable flies to the transmission of the African swine fever virus by establishing a model of the vector-borne transmission mechanism of ASFV in outdoor pig farms [10]. Ma et al. studied the distribution characteristics of African swine fever cases based on spatiotemporal clustering and the directional distribution analysis method and determined the high-risk areas of African swine fever outbreaks using the presence-only maximum entropy (MaxEnt) ecological niche model [11]. Akhmetzhanov et al. estimated the reproduction numbers, serial intervals, and transmission distances of ASF in China, according to the reconstructed ASF transmission network based on the nearest neighbor method, exponential function, equal probability, and spatiotemporal case distribution algorithms [12]. However, none of these efforts focused on the transmission process of ASFV in mainland China, and it is unclear how ASFV spreads after it has been introduced into China or how the transmission risks of the three transmission routes are. The network transmission model not only takes into account the transmission mechanism of infectious diseases but also can reflect the structure of the transmission network and has been widely used in the study of epidemic transmission [13, 14]. It will be a good choice to study the transmission process of African swine fever in mainland China.
In this study, we collect data related to pig farms and slaughterhouse locations from Baidu Map in web crawler. From this, we construct a pig transportation network and establish an ASFV transmission model on the basis of discrete-time Markov chains. Then, we propose spatiotemporal backward detection and forward transmission algorithms on the semi-directed weighted network from the constructed network and established model to analyze the risk of transmission routes, to infer the most likely transmission map of ASF in mainland China, and to assess the infection risk in different provinces at different times. Figure 1 shows the overall framework of the study.
[image: Figure 1]FIGURE 1 | Overview of the proposed framework in the study.
2 MATERIALS AND METHODS
According to the report on the official website of the Ministry of Agriculture and Rural Affairs, PRC (http://www.moa.gov.cn), ASF mainly breaks out in pig farms and some slaughterhouses. This study deals with the spread of ASFV in mainland China from August 1, 2018, to August 31, 2019, taking pig farms and slaughterhouses as the main research objects. According to the current pig breeding mode in China, the live pig industry chain from top to bottom includes pig forage, pig breeding, slaughtering, meat product processing and manufacturing, and the sale of pork and its products. We take the live pig feeding and slaughter processing industry chain which has a direct relationship with the spread of ASF as the mainline to describe the transmission of ASFV along the pig transport route as shown in Figure 2. Pig farms include small-, medium-, and large-scale farms, which are mainly engaged in the farrowing and breeding of pigs, and pig trade is carried out between these pig farms. When they are fattened to a sufficient weight, the pigs from pig farms are transported to the slaughterhouses for slaughter. The construction of the pig transportation network and the establishment of the transmission model followed are both based on this trading mode above.
[image: Figure 2]FIGURE 2 | Transmission diagram of ASFV along the live pig transport route.
2.1 Data
2.1.1 Data Collection
Data for African swine fever cases: We collected surveillance data of ASFV in mainland China from the official website of the Ministry of Agriculture and Rural Affairs of the People’s Republic of China (http://www.moa.gov.cn) from August 1st, 2018, to August 31st, 2019. They include the geographical location, the type of site (pig farm or slaughterhouse), date of onset, date of report, the number of pig stocks, and whether to enable the emergency response mechanism, take blockade, and prohibit pigs or pork products to be transferred out or into the blockade area.
Data for the geographical location of the pig farm and slaughterhouse: We apply the Python language to crawl the information of pig farms and slaughterhouses in each city from Baidu Map. The search terms in the Python language include “geographic name,” “pig farm, pig farmer, pig breeding cooperative,” and “slaughterhouse, slaughter.” The extracted results include data about the names and longitude and latitude of all sites. Figure 3 shows the GIS visualization map of the extracted pig farms and slaughterhouses.
[image: Figure 3]FIGURE 3 | GIS visualization map of the extracted pig farms and slaughterhouses based on the Python language.
Data for the pig production and total population: The pig output in each province was obtained from the China Animal Husbandry and Veterinary Yearbook [15], and the total population of each province was obtained from the China Statistical Yearbook [16].
2.1.2 Data Cleaning and Preprocessing
Data cleaning: In order to make the data related to pigs and pork products accurate, we need to manually delete some sites not related to pig and pig slaughter from the above results.
Data preprocessing: We calculate the Euclidean distances between any two pig farms, each pig farm and slaughterhouse, based on their longitude and latitude using Eq. 1:
[image: image]
In Eq. 1, Lat. P1 (Lat.P2) and Lon. P1 (Lon.P2) are the latitude and longitude of site P1 (P2), respectively, in Baidu Map; Γ is the Euclidean distance between site P1 and P2 [17].
2.2 Pig Transport Network Construction
After these above preparations, we start to construct the pig transport network. The network considered here is a semi-directed and weighted network G = (V, E), where V represents the set of nodes and E denotes a set of edges [18]. As follows, we give the specific network construction project:
Nodes: The nodes can be divided into two types: pig farm node and slaughterhouse node.
Edges: We construct two types of edges according to the maximum Euclidean distance between different types of nodes:
1) Each pig farm is connected to the pig farms within 289 km [19] to establish an undirected edge.
2) Each pig farm is connected to the slaughterhouse within 285 km [19], and a directed edge from the pig farm to the slaughterhouse is established.
The maximum distance is determined according to article [19], which gives that the maximum Euclidean distance observed in the farm-to-farm movements was 289 km, while in the farm-to-abattoir movements, it was 285 km.
Time-varying: The network is temporally dynamic. Nodes and edges are deleted or added according to the information obtained from the official website of the Ministry of Agriculture and Rural Affairs, PRC (http://www.moa.gov.cn), on whether the areas with ASF outbreaks have activated the emergency response mechanism: the blockade shall be adopted to prohibit the transfer of live pigs or pork products out of or into the blocked areas.
2.3 Transmission Model
In this section, a network dynamic model based on the discrete Markov process is established in terms of the transmission process of ASFV along the pig transport route [20]. Nodes in the network comprise pig farm nodes and slaughterhouse nodes. According to the states of nodes, the pig farm nodes are divided into four states: susceptible (Sf), latent (Ef), infected (If), and dead (Df), while the slaughterhouse nodes are divided into susceptible (Sh) and infected (Ih). V represents the virus carried by employees and vehicles, coming out from latent, infected, and dead (culled) pig farms, which then spreads the virus to other pig farms where they enter without thorough disinfection. W represents the contaminative swills (i.e., food residue from restaurants), which is released by pork from infected slaughterhouses and spreads the virus to others. In addition, susceptible pig farms and slaughterhouses can be infected through the trades and movements of pigs. Based on the above, the transmission process of ASF in pig farms and slaughterhouses is shown in Figure 4. The detailed state transitions of nodes in the network are as follows:
1) The susceptible pig farm (Sf) is infected by the ASF virus carried by employees and vehicles (V), contaminative swills (W), or latent pig farms neighbor (Ef) and infected pig farm neighbors (If) due to the trades and movements of pigs with probability λvf(t) + λwf(t) + λff (i, t) and then becomes (Ef);
2) The latent pig farm (Ef) becomes the infected farm (If) with probability σ;
3) The infected pig farm (If) is culled with probability d, which then becomes the dead pig farm (Df);
4) The susceptible slaughterhouse (Sh) is infected by latent pig farm neighbor (Ef) and infected pig farm neighbor (If) due the trades of infected pigs with probability [image: image], which then becomes (Ih).
[image: Figure 4]FIGURE 4 | State transition of nodes in the ASFV transmission model.
In order to more accurately describe the status of different nodes at time t, two sub-states of the infected node (I) are introduced, which are “contagious”(C) and “maintained contagious” (M) in Figure 4. The contagious state (C) represents the node’s newly infected state. The node in state C at the time t means that the node is susceptible at time t − 1, but it is infected at time t. An infected node first transits to contagious (C) at time t and then transits to being misled (M) at time t + 1. The node in the M state will remain infected until it dies and is removed from the network. By synthesizing the above description and flow chart in Figure 4, a network dynamic model of ASF based on the discrete Markov process is established. The meanings and values of variables and parameters involved in the model are shown in Tables 1, 2.
TABLE 1 | Meanings of the variables in the model.
[image: Table 1]TABLE 2 | Descriptions and values of the parameters in the model.
[image: Table 2]Briefly, the modeling idea is illustrated by exampling the state transition of a pig farm node. At time t, a susceptible farm (Sf) node i can be infected through the following three ways and transformed into a latent pig farm node (Ef):
1) Virus carried by employees and vehicles (V): The virus from latent (Ef), infected (If), and dead (Df) pig farms at time t − 1 attaches to the relevant transport vehicles or employees and then transmits to susceptible pig farms. The probability that a susceptible pig farm is not infected with the ASF virus carried by employees and vehicles means that none of its latent, infected, or dead pig farm neighbors spread the virus to it through vehicles or employees. Therefore, the probability that a susceptible pig farm i being infected with the ASF virus carried by employees and vehicles at time t is as follows:
[image: image]
2) Contaminative swills (W): Infected slaughterhouses (If) at time t − 1 sold pork products to restaurants, and then, susceptible pigs in pig farms can be infected by eating contaminated swills (i.e., food residue from restaurants) (W). The probability that a susceptible pig farm is not infected by contaminative swills means that none of its infected slaughterhouse neighbors spread the virus to it through pork products. Therefore, the probability that a susceptible pig farm i being infected with the ASF virus carried by contaminative swills at time t is as follows:
[image: image]
3) Trades of infected pigs and pork products: The susceptible pig farm at time t − 1 can be infected by the importation of infected pigs from latent (Ef) or infected (If) pig farm neighbors. The probability that a susceptible farm is not infected means that none of its latent or infected pig farm neighbors spread the virus to it through their links. Therefore, the probability that a susceptible farm node i being infected by its latent or infected pig farm neighbors at the time t is as follows:
[image: image]
where ηi′i is the transmission probability of pig farm i′ to pig farm i, and the formulation is as follows:
[image: image]
In Eq. 5, βff is the maximum infection rate among pig farms, and Ki′i means the transmission kernel function at pig farm node i′ to i [21].
When node i′ and i are the pig farms in the same province, the kernel function Ki′i is calculated by the distance between the two farms di′i. The closer the distance is, the bigger the value is, and its expression is as follows:
[image: image]
where k0 and d0 determine the form of the kernel function, and the value refers to Ref. [21].
When nodes i′ and i are pig farms from different provinces, the value Ki′i of the kernel function not only is determined by the distance between the two farms di′i but also depends on the pig output [image: image] and [image: image] and the total population [image: image] and [image: image] of the provinces. Its expression is as follows:
[image: image]
In conclusion, the probability that an arbitrary susceptible pig farm node i at time t − 1 is still in the susceptible state at time t is as follows:
[image: image]
That is, the pig farm is not infected by any of the above three ways.
The expression of the probability that pig farm node i is in the latent state at time t is as follows:
[image: image]
The pig farm node i that is in the latent state at time t − 1 is first converted to the newly infected state C with transformation rate σ. Thus, the expression of the probability that an arbitrary pig farm node i is in the contagious state at time t is as follows:
[image: image]
Pig farm node i is in the infection state at time t, which means that it is newly infected at time t or it has been in the infection state and not culled before time t. The expression of the probability that pig farm node i is in the infection state at time t is as follows:
[image: image]
Pig farm node i is in the dead state at time t, which means that it was in the infection state at time t − 1 and culled at time t or it has been in the dead state before time t. The expression of the probability that pig farm node i is in the dead state at time t is as follows:
[image: image]
The probability that the slaughterhouse node is in each state at time t can be deduced in a similar manner. In conclusion, the network dynamics model of ASF based on the Markov process can be obtained as follows:
[image: image]
The terms [image: image] and [image: image] in the model 13) can be deduced as follows:
[image: image]
Here, expressions 6 and 7 should be applied for kernel function Ki′i and Kij depending on whether the adjacent pig farms or slaughterhouses belong to the same province.
2.4 Algorithm
Based on the pig transport network and ASFV network dynamics model, the spatiotemporal backward detection and forward transmission algorithms on the semi-directed network are proposed in this section to detect the most probable infection source for each infected pig farm and slaughterhouse and to infer the most likely transmission route and the infection risk of nodes in the network at different times.
2.4.1 Spatiotemporal Backward Detection
In this section, the spatiotemporal backward detection algorithm on a semi-directed weighted network is proposed to detect the most likely infection source of each infected pig farm or slaughterhouse. The spatiotemporal backward detection algorithm proposed in this section is inspired by the algorithm proposed in Ref. [13]. The similarities are as follows: 1) they are both dynamic networks from the perspective of whether the network is changeable with time; 2) The detection mechanism is the same in time, and both are inverse detection. The differences are as follows: 1) The network structure is different, as the network is a directed weighted network in [13], while the algorithm proposed in this section is a semi-directed weighted network; 2) the spatial detection mechanism is different. The former is reverse detection, while in this section, apart from reverse detection, two-way detection is also applied in the algorithm; 3) the connection weights of edges are different. The connection probability of the two nodes in the former is related to the spatial distance, while in this section, in addition to the spatial distance, the number of pig productions and the total population are relative to the probability of the two nodes’ connection. This algorithm is detailed as shown in Table 3.
TABLE 3 | Spatiotemporal backward detection algorithm in a semi-directed weighted network.
[image: Table 3]The pig transport network constructed here records the spatial location and infection time of each infected pig farm or slaughterhouse. In infection source set U, the real infection source of the infected pig farm node or slaughterhouse node is more consistent with the real situation in space and time than other nodes. The key role of the algorithm proposed in the section is the disease transmission model (13), which shows the probability of any nodes which are in newly infected state C at time t. PC(u, ts|oi) means the probability that node u is in the newly infected state C, and the reverse detection begins from the objected node oi in the span of ts. According to Bayes’ rule, the probability that node u transmits the virus to node oi is in proportion to the probability that node oi transmits the virus back to the infected node u [22]. That is, P (oi|u) ∼ P (u|oi).
[image: image]
To brief the calculation available, the maximum likelihood is derived by ln (⋅), which is induced by the logarithmic function, and the expression is as follows:
[image: image]
Mathematically, among all nodes in possible infection source set Ui detected in the algorithm, the node with the largest maximum likelihood is defined as the most likely infection source of objected nodes oi, namely,
[image: image]
2.4.2 Spatiotemporal Forward Transmission
As a node may infect multiple nodes, the spatiotemporal forward propagation algorithm on a semi-directed weighted network is proposed in this section to determine the transmission influence of the infection source node in the whole network and to calculate the infection risk of nodes in the network at different times. The details of this algorithm are shown in Table 4.
TABLE 4 | Spatiotemporal forward transmission algorithm in the semi-directed weighted network.
[image: Table 4]PC(oi, ts|u) represents the probability that node oi is in the newly infected state C after the time span ts, starting forward transmission from the infection source node u. L (t, u) represents the maximum likelihood when the infection source node u transmits the virus to infected object nodes at time t. To brief the calculation available, the maximum likelihood is derived by logarithmic function ln (⋅), and the expression is as follows:
[image: image]
In addition, Eq. 19 can be used to estimate the infection size I (t, u), which is infected by the spread of the infection source detected at time t. The validity of the algorithm proposed in this section can be verified through reviewing the accuracy of I (t, u). Its expression is as follows:
[image: image]
3 RESULTS
In this section, based on the pig transport network and a network dynamic model of ASFV, the simulation of the spatiotemporal backward detection and forward transmission algorithm is proposed on the semi-directed weighted network, the infection source nodes are detected, the risk of three main transmission routes of ASFV is analyzed, the most likely transmission map is inferred, and the infection risk in provinces at different times is shown.
3.1 Detected Infection Sources
The most likely infection source for every infection node can be detected by the spatiotemporal backward detection algorithm. In this section, we take an infected pig farm node f20 in Liaoning province and an infected slaughterhouse node h6 in Guizhou province as examples since the ASF virus first reported, and the largest number of ASFV nodes occurred in the two provinces. Figure 5 shows all the probable infection sources of f20 as well as h6 detected by the algorithm and the sequence of the maximum likelihood L (u, t). As the infection rates βff, βfh, βvf, βwf in model 13) and the formula of maximum likelihood L (u.t) are uncertain, in this section, the four parameters are sampled of a 1,000 times of random sampling with the Latin hypercube sampling method (LHS) on the assumption that the parameters are in correspondence with the normal distribution to calculate the maximum likelihood L (u.t), and the simulation results are shown in the form of the violin plots, and the median, quartile range, and 95% confidence interval are shown. As shown in Figure 5A, for infected pig farm nodes f20, six possible pig farms are detected as infection sources, among which the maximum likelihood value L (u, t) of the pig farm f5 is greater than the other five possible infection sources, so pig farm f5 is the most likely infection source for infected pig farm f20. Similarly, as shown in Figure 5B, node f126 is the most likely infection source for infected slaughterhouse h6.
[image: Figure 5]FIGURE 5 | Violin plots presenting the maximum likelihood L (u, t) for all possible infection sources with (A) infected pig farm node f20 and (B) infected slaughterhouse node h6.
Then, based on the most likely infection source detected, spatiotemporal forward transmission is carried out on the constructed pig transport network. Eq. 19 is used to estimate the size I (u, t) of infected objects that were infected by the infection source at time t. The effectiveness of the algorithm is verified. Figure 6 shows the reported accumulated infected cases as well as estimated accumulated infected cases from infection sources by forward transmission from August 2018 to August 2019. The results show that there is a small difference between the estimated accumulative cases and reported accumulative cases, so the model and algorithm proposed in this study are verified rationally.
[image: Figure 6]FIGURE 6 | Real accumulated infected cases and estimated accumulated infected cases through the spatiotemporal forward transmission algorithm in mainland China.
3.2 Risk Analysis of Transmission Routes
There are three main transmission ways of ASFV in mainland China: first, trades and movements of pigs and pork products; second, feeding pigs with contaminative swills (i.e., food residue from restaurants); and third, employees and vehicles with the ASF virus which spreads over others. In this section, the risk of three transmission routes is analyzed.
First, the uncertainty and sensitivity of the parameters regarding the maximum likelihood L (u, t) of the infection source are analyzed. Uncertainty analysis and sensitivity analysis of parameters based on LHS and partial rank correlation coefficients (PRCCs) have previously been used in many infectious disease models [23, 24]. Taking infected nodes f20 and h6 as examples, Figure 7 shows the PRCCs of these four parameters to L (u, t) of all detected possible infection sources. The PRCC value of the parameter to L (u, t) is proportional to the correlation of this parameter to L (u, t). That is, the larger the PRCC value of the parameter is, the greater the influence of the parameter with regard to L (u, t) is. Figure 7 shows that the PRCC value (|PRCC| > 0.8, p < 0.05) related to the maximum likelihood L (u, t) regarding the infection rate βvf of employees and vehicles with the virus is the highest, that is, the virus transmission carried by employees and vehicles has the greatest influence on the maximum likelihood L (u, t), followed by the infection rate βwf (|PRCC| > 0.7, p < 0.05) of contaminative swills; for the infection rate βff, βfh, the PRCC value is lower, that is, it has little influence on the maximum likelihood L (u, t).
[image: Figure 7]FIGURE 7 | Partial rank correlation coefficients (PRCCs) for parameters βff, βfh, βvf, βwf with respect to the maximum likelihood L (u, t) associated with all the detected possible infection sources of (A) infected pig farm node f20 and (B) infected slaughterhouse node h6.
In addition, based on the parameters obtained in Section 4.1, it is assumed that only one of the three transmission routes, which forward-transmits the ASF virus on the constructed pig transport network, plays a role. The number of infected nodes is compared under the three transmission routes. Figure 8 shows the newly infected nodes per month which are simulated under three assumptions. By comparison, it is found that the number of newly infected sites per month is the highest when only the virus carried by employees and vehicles is taken into account. When only contaminative swills (i.e., food residue from restaurants) are considered, the number of infected nodes is moderate; when only trade of infected pigs is considered, the number of infected nodes is the lowest. In summary, among the three main transmission routes of ASFV in mainland China, the infection risk for employees and vehicles with the virus is the highest, followed by contaminative swills, and the trade of infected pigs is the lowest.
[image: Figure 8]FIGURE 8 | Newly infected cases with time by simulations under the assumption that only one transmission route works.
3.3 Most Likely Transmission Map
The most likely infection source for each infected node in the network can be detected by the spatiotemporal backward detection algorithm on the semi-directed network, and the transmission path can be known. Based on the transmission path of each infected node, the most likely transmission path map in provinces in mainland China from August 1, 2018, to August 31, 2019, can be deduced. Figure 9A shows the distribution of infected pig farms and slaughterhouses by ASFV in mainland China from August 1, 2018, to August 31, 2018, with 10 cases in Liaoning province, 3 cases in Zhejiang province, and 1 case each in Henan, Jiangsu, and Anhui provinces. Figure 9B presents the most likely ASFV transmission map by the spatiotemporal backward detection algorithm. The results generally show that ASFV spreads from northeast China to southwest China and then to west.
[image: Figure 9]FIGURE 9 | (A) Geographic distribution of ASFV cases in mainland China from August 1st to 31st, 2018. (B) Geographic distribution of ASFV cases by August 31st, 2019, and inference of the most likely transmission map of ASFV based on the spatiotemporal backward detection algorithm.
In particularly, according to the notice of “The General Office of the Ministry of Agriculture and Rural Affairs of the People’s Republic of China on Typical Cases of Violation of Laws and Disciplines in the Prevention and Control of ASF” issued by the Ministry of Agriculture and Rural Affairs of the People’s Republic of China (http://www.moa.gov.cn), on September 29, 2018, after the test by China Animal Health and Epidemiology Center, the source of the pigs from the slaughterhouse of Shuanghui Food Company in Zhengzhou city, Henan province, where ASF broke out on August 14, 2018, is Jiamusi, Heilongjiang province (marked with a solid blue line); on July 30, 2018, in the course of transferring pigs from Heilongjiang province, which was directed by a company in Siping city, Jilin province, ASF broke out (marked with a yellow solid line); on June 2018, piglets bought by a farmer of Shenyang, Liaoning province, from Jilin province died out of control, and the pigs sold to a farmer were confirmed to be infected with ASF on August 2. In summary, before August 1, 2018, there had been ASFV cases in Heilongjiang and Jilin provinces (marked by the red five-pointed star), and the source of pandemic occurred in Henan and Jilin provinces was most likely to be Heilongjiang. The epidemic in Liaoning province was probably spread from Jilin province.
3.4 Risk Assessment of Spatiotemporal Infection
The infection probability of each pig farm and slaughterhouse in the network at time t can be calculated by the spatiotemporal forward detection algorithm on the semi-directed weighted network. In reference to the whole pig transportation network in mainland China, the infection risk of each province at different times can be shown, as shown in Figure 10, which shows the infection risk of ASFV in provinces at four times as examples. Figure 10A shows the infection risk map of provinces in mainland China in October 2018. As a result, the infection risk in Liaoning province is the highest, followed by adjacent areas of the Inner Mongolia autonomous region and Jilin province. In addition, several provinces in central China and east China have a higher infection risk, while southwest China and northwest China have the lowest. Figure 10B shows the infection risk map in various provinces of mainland China in December 2018. The result depicts that at this time, the distribution with a high infection risk has shifted to some provinces in central China, south China, and southwest China, and some provinces in northwest China have a higher infection risk than before. Figure 10C shows the distribution of infection risk in various provinces of mainland China in April 2019. The result shows that the infection risk is generally low in northeast China, north China, and east China, while it is high in south, southwest, and northwest China. Figure 10D presents a distribution of infection risk in the provinces of mainland China in June 2019, showing that the overall infection risk has decreased at this time, with the highest risk of infection in southwest China. Summarily, with regard to the infection risk of ASFV in mainland China, the overall infection risk has been high by January 2019. As the regulatory measures such as the ban on pig transfer have been enhanced, the infection risk gradually decreases, and the high-risk areas gradually shift from northeast to southwest and northwest China.
[image: Figure 10]FIGURE 10 | Infection risk maps of ASFV in mainland China in (A) October 2018, (B) December 2018, (C) April 2019, and (D) June 2019.
4 CONCLUSION
In this study, the pig transmission network and the network dynamics model of ASFV based on the discrete Markov process are built based on the site’s data of pig farms and slaughterhouses which are extracted from Baidu Map in the Python language. In addition, the spatiotemporal backward detection and forward algorithms on the semi-directed weighted network are proposed to detect the source of infection of pig farms and slaughterhouses infected with ASFV. Through the analysis on the transmission route risk, it is concluded that the spread risk of employees and vehicles with the virus is the highest, followed by the contaminated swill (i.e., food residue from restaurants), while the risk of pig and pork product trades is relatively lower. By tracing the source of the infected sites, we give the possible transmission path map of ASFV in mainland China. The map shows that ASFV is spread from northeast China to southwest China and then westward. By calculating the probability of each node in the network being infected at different times, we give the infection risk of each province at different times on a large spatial scale.
The innovation of this study is the establishment of a data-driven network transmission dynamics model of African swine fever, which is used to assess the transmission risk of ASFV in three transmission ways in mainland China. In practice, it is found that the transmission risk of employees and vehicles with the virus is the highest, and the infection risk in different regions at different times is shown, which can provide effective suggestions for the prevention and control of ASFV.
There are also some defects in the study. For example, we only crawled the location information of pig farms and slaughterhouses from Baidu Map and then constructed the pig transport network based on the distance between them, which may be deviated from the actual pig trade network. In the future study, we will integrate the actual traffic data between cities into the spread of infectious diseases on the network. Besides, we ignored the community structure of the real pig trade network when building the transmission model [25, 26], which is worth to be paid attention and further studied. In addition, the network transmission model we established in the study lacks theoretical analysis due to its high dimension. Therefore, it is necessary to further study the high-dimensional system dimension reduction method of the network propagation dynamics model and to analyze dynamic behavior. In general, this study depicts the risk of different transmission routes of ASFV in mainland China, which can provide effective suggestions for the prevention and control of the pandemic and is practical.
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Human papillomavirus (HPV) is considered as one of the major causes of multiple cancers, including cervical, anal, and vaginal cancers. Some studies analyzed the infection patterns of cancers caused by HPV using individual clinical test data, which is resource and time expensive. In order to facilitate the understanding of cancers caused by HPV, we propose to use data analytics methods to reveal the influencing factors from the population-level statistics data, which is available more easily. Particularly, we demonstrate the effectiveness of data analytics approach by introducing a predictive analytics method in studying the risk factors of cervix cancer in the United States. Besides accurate prediction of the number of infections, the predictive analytics method discovers the population statistic factors that most affect the cervical cancer infection pattern. Furthermore, we discuss the potential directions in developing more advanced data analytics approaches in studying cancers caused by HPV.
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INTRODUCTION
Human papillomavirus (HPV) is believed to cause more than 90% of anal and cervical cancers, about 70% of vaginal and vulvar cancers, and 60% of penile cancers [1, 12]. Recent studies show that HPV should be responsible for about 60–70% of cancers of the oropharynx, which traditionally have been caused by tobacco and alcohol [2]. Sexual behavior is considered as a major risk of HPV infection [13]. However, the relation between the prevalence of HPV-related cancer and the population-level demographical and economic factors remains unclear. Some studies have revealed that the rate of people getting HPV-associated cancers varies by race and ethnicity [3]. They showed that black and Hispanic women had higher rates of HPV-associated cervical cancer than women of other races and non-Hispanic women, which is of great value for further investigation into the causing mechanism of HPV-related cancers.
The previous studies rely on clinical test and evaluation, which is resource and time expensive. Though the predictive models have been used in the clinical HPV status prediction using biomarkers [14, 15], there are few studies on predicting population-level HPV-related cancer incidence. In order to facilitate the understanding of cancers caused by HPV, we propose a data analytics approach to discover influencing factors efficiently from heterogeneous data resources, such as demographical and social-economic statistic data. Since over 90% of the cervical cancers are caused by the HPV, we study the case of discovering the influencing factors of cervical cancers by analyzing the infection pattern in different states in the US. We demonstrate our proposed approach in Figure 1. With the predictive model, we can further predict the number of underlying HPV-related cancers, which facilitates HPV screening and vaccination by proactively deploying resources [17, 18].
[image: Figure 1]FIGURE 1 | The proposed framework. Predictive analytics model incorporates the indicators from heterogeneous data sources as features and then filters the most important indicators to explain the pattern of HPV-related cancer infection.
MATERIALS AND METHODS
We use cervix cancer in 2018 (https://gis.cdc.gov/Cancer/USCS/#/AtAGlance/) as the target variable to analyze. We consider two types of factors: age and economic status. Specifically, we collect the population size of six age groups (children 0–18 years, adults 19–25 years, adults 26–34 years, adults 35–54 years, adults 55–64 years, adults over 65 years) and the gross domestic product (GDP) per capita income of the previous 8 years (from year 2011 to year 2018). We use these data at different states of the US as the features input into the analytics model.
We first assess the correlation between influencing factors and the target variable via a linear analytics model. We first normalize the features into [0, 1] for better analyzing the influences of these data. The formulation of the linear analytics model is:
[image: image]
where [image: image] is the normalized features and [image: image] is the corresponding coefficient. The results show that these factors account for about 43% variance of the state-wise infection pattern [image: image].
Then to determine the most influencing factors, we learn a sparse linear model via Lasso method [4]. The objective of the model learning can be written as:
[image: image]
where [image: image] is the ground-truth value of target variable, [image: image] and [image: image] is a hyperparameter. The first term is the l2 norm of the estimation error, which aims to make the analytics model better approximating the target variable, and the second term is the l1 norm the coefficient vectors, where [image: image] controls how many influencing factors are selected in the analytics model.
RESULTS
The top five important influencing factors identified by the model are GDP per capita year 2018, GDP per capita at year 2011, age adults 26–34 years, age adults 55–64 years, and age over 65 years [image: image]. The weightings of different indicators with increasing sparsity penalty [image: image] can be seen in Figure 2.
[image: Figure 2]FIGURE 2 | The weightings of different indicators with increasing sparsity penalty [image: image].
Finally, we examine the nonlinear correlation between the factors and the target variable via the predictivity, as discussed in [16]. We compare two models with the same input features: one linear model and a nonlinear neural network [5] with one hidden layer of size 16. We evaluate the predictive performance with leave-one-out strategy, i.e., train the model with all samples except one and then test the predictive performance on the one left. We use the mean absolute percentage error (MAPE) as the metrics of performance evaluation considering the variance of different target:
[image: image]
The MAPE of linear model is 0.3504, and the MAPE of neural network model is 0.3087. As the lower MAPE the better the performance, the predictive performance of neural network is much better than that of the linear model. The results show that there is nonlinear correlation among the risk factors and the incidence.
Figure 3 displays the predictive results of both models. We can see that the predictive models are able to capture the infection pattern of cervix cancers, and comparatively the neural network model produces more accurate predictions, e.g., that in New York state.
[image: Figure 3]FIGURE 3 | Visualization of the predictive results. The first row shows the population and case count distribution in the US, and the second row shows the predictions of neural network (NN) model and linear model.
CONCLUSION
In this perspective, we proposed a data analytics approach to mining the influencing factors of HPV-related cancer from population-level statistics data. We also demonstrated the effectiveness of this approach in the case of analyzing the cervical cancers in the United States. We further examined the existence of nonlinear correlation via showing the superior predictivity of nonlinear model compared with the linear model. Further studies can incorporate more risk factors, such as low socioeconomic status and smoking habit [13].
Based on the current studies, further effort should be paid to analyze the complex nonlinear correlation between the influencing factors and the HPV-related incidence. For example, the advanced nonlinear models [7] and feature selection methods can be applied in the risk factor analysis. The recurrent neural network can combine the time-aggregated effect from time series data, and the attention-based model is able to directly extract the important features based on the current context. These methods can model the nonlinear correlations between the risk factors and the disease outcome. The advances in the study of model interpretability allow us to extract the key factors from the learned nonlinear models.
Moreover, causal inference methods can be incorporated to identify the causing factors reliably. There are many complex cofounding associations under the disease progression which hinder the key causing risk factors. To overcome these challenges, causal inference methods, e.g., marginal structural networks [6], can be applied to adjust the bias from the cofounding factors. A practical way to distinguish the proper factors with the nonlinear models is to identify the important features in terms of predictivity [8]. For nonlinear models, such as neural network methods, Shapley value [11] and gradient-based methods [9, 10] are commonly used for identifying the feature importance.
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Human daily mobility plays an important role in urban research. Commuting of urban residents is an important part of urban daily mobility, especially in working days. However, the characteristic of the mobility network formed by the commuting of urban residents and its impact on the internal structure of the city are still an important work that needs to be explored further. Aiming to study the living–working interaction pattern of meta-populations over urban divisions within cities, a fine-grained dataset of living–working tracking of Shenzhen is curated and used to construct an urban living–working mobility network, and the living–working interaction pattern is analyzed through the community structures of the network. The results show that human daily mobility plays an important role in understanding the formation of urban structure, the administrative divisions of the city affect human daily mobility, and human daily mobility reacts on the formation of urban structure.
Keywords: human mobility, community structures, network analysis, Shenzhen, commuting pattern
INTRODUCTION
Large-scale demographic census enables measurements of human living–working traces, which have become popular and served as essential reasons of motivation for human mobility [1]. The living–working interactions of meta-populations over urban divisions within cities have been extensively studied in a recent work (e.g., urban activities [1–4] and urban balance [5–8]). To study human living–working movements, especially within cities, living–working networks provide a useful way to characterize living–working styles among people in different sites. Although urban transportation patterns between locations change over time, many studies of human mobility assume they are representative [9], neglecting the limitation of transportation. For example, in Shenzhen, on average, people travel by subway for distance longer than 27 km while by bus for 9 km [10]. This is, arguably, due to the lack of fine-grained public datasets that could describe the living–working dynamics within cities. There are some open-access datasets covering small geographical locations considering the time ordering of location tracking, such as networks of mobile-phone users within a city [11] and between cities [12], which can infer people’s living and working locations potentially. However, fine-grained living–working datasets covering large geographical regions within a city with large populations are still missing from the open-access datasets.
In this paper, we curate and amass a fine-grained dataset of living–working mobility to study urban interactions. We capture living and working position tracking of millions of workers from an open-data program in Shenzhen. Each location in our dataset represents a group of workers in an official administrative division. Directed movement of each individual from a source living location to a destination working location denotes a change of location for the corresponding individual. The overall directed mobility network of locations is finally compiled by sequentially processing the directed movements for all individuals. In the network, a node represents a location. A weighted edge represents the total number of workers’ movements from living to working locations.
The dataset contains movements of nearly 6 million anonymized cellular phone users among 71 subdivisions (henceforth locations), covering 10 geographically adjacent districts, investigated during the year 2015. This total geographic area, located in Shenzhen as a major city in the Guangdong Province of China, covers more than 20 square kilometers and, in 2017, had a population of nearly 12.9 million. This city has become one of the four largest and wealthiest cities in China [13]. Thus, it is a fine-grained living–working dataset covering large geographical regions within a city with large populations. However, the characteristic of the mobility network formed by the commuting of urban residents and its impact on the internal structure of the city are still an important work that needs to be explored further. To study the living–working interaction pattern of meta-populations over urban divisions within cities, we process the above raw dataset to extract a dynamic and directed mobility network of the city. Then, based on the constructed urban living–working mobility network, the human living–working mobility pattern and the community structure of the city are analyzed. We found that there is an interaction between the human daily mobility and the formation of urban structure, the administrative divisions of the city affect human daily mobility, and human daily mobility reacts on the urban structure.
MATERIALS AND METHODS
Data Extraction and Processing
A largest urban living–working tracking dataset using demographic census logs in the year 2015 in Shenzhen is used in this study. The dataset consists of living–working location records of 5.6 million anonymized workers, and these locations include 71 geographically neighboring subdistricts over 10 districts. An individual worker is investigated by the Shenzhen Municipal Human Resources and Social Security Bureau (http://hrss.sz.gov.cn/) from the social security systems in Shenzhen used by workers to buy the social security and health insurance for every working individual.
The reliability of location and time information of workers’ living and working locations in the network data largely depends on the reliability of the underlying source data. We verify the consistency via the geographically explicit distribution of locations. Although this dataset is fine-grained, it has several limitations. First, even though the dataset covers a cohort of millions of workers, it is only for 2015. Second, the individual’s working position is the last known recorded location of this individual in the year 2015. This recording might cause bias. The individual might leave Shenzhen after 2015.
Construction of Living–Working Network
To simulate human mobility within Shenzhen, we construct the living–working network (a directed mobility network) based on the dataset by taking each place (a city or a country) as multiple meta-populations in different locations. Each location is represented as a node in the network. Edges are directed, connecting nodes where users move from origin (living locations) to the destination (working locations) and weighted by the total number of workers in this scenario. An individual worker–directed movement from the living location i to the working location j denotes that in a user’s living–working record. We reinterpret the flow matrices F as adjacency matrices that describe the daily living–working mobility network, the vertices are the 71 locations, and the edge between a given vertex pair, i and j, is weighted by the flow Nij (the number of workers from location i to location j). As shown in Table 1, the dataset is processed into two data tables: Network table and Location table. In the Network table, each row represents the total number of daily movements by workers from locations i to j, and there are three columns ordered by the living location, the working location, and the corresponding directional weight. In the Location table, there are two columns ordered by the location identifier and the corresponding charactered name.
TABLE 1 | Data description of the living–working network.
[image: Table 1]Mobility Analysis of Living–Working Network
In the urban living–working mobility network, nodes are defined as locations, and edges are weighted by the population flows from living locations to working locations. To analyze the intensity of human mobility, the network centrality of individual locations is calculated, and the consistency of the network with the degree distribution is verified. We consider the network defined by the daily living–working mobility matrix F, and the in-degree and out-degree of the location i are then given by [image: image] and [image: image], respectively. On the contrary, to analyze the geographical range of human mobility, the commuting distance of workers is calculated and the distance distribution is compared to that of a mobility network by taxi trips in Shenzhen. We defined the commuting distance as the length of the shortest path in the driving mode between the center of the living location and the working location.
Structure Analysis of Living–Working Network
Additionally, to explore the characteristic of the mobility network formed by the commuting of urban residents and what impact does it have on the internal structure of the city, we analyze the community structure of the urban living–working mobility network using the Louvain community detection algorithm [14–17]. It identifies disjoint subsets of locations such that their intra-connectivity far exceeds their inter-connectivity. All the locations in the network are divided into seven community-groups, in which the meta-populations in locations are highly intra-connected within the group but only loosely inter-connected across the group [18–20]. Then, the detected community structure is used to map the Shenzhen administrative divisions in 2017 and 2005 to analyze whether human daily mobility is infected by the administrative division, and whether there is interaction between the human daily mobility and the formation of urban structure.
RESULTS
Mobility Pattern of Living–Working Network
In the analysis of the intensity and range of human mobility, Figure 1A shows the distribution of the directed network’s degrees and the number of resident workers in living and working locations. The x-axis denotes the network degree of locations, and the y-axis denotes the number of resident workers in those locations. The degree of a node denotes the total number of living–working movements passing through the corresponding node. We can see that, with the increase of network degree, the number of resident workers decreases rapidly, that is to say, locations with more active external relations have fewer resident populations. Figure 1B shows the distance distribution as compared to that of a mobility network by taxi trips in Shenzhen [18]. We can observe that living–working pairs with less than 80 km account for over 99.96% of the total, and the median living–working distance is 16 km, in contrast with a shorter median traveling distance of 3 km by taxi trips.
[image: Figure 1]FIGURE 1 | Distribution plots. (A) Empirical degree distribution. The x-axis denotes the network degree of locations. The y-axis denotes the number of workers from the living to the working location. (B) Empirical distance distribution with this living–working network. The x-axis denotes the commuting distance of workers, and the unit is kilometer. The y-axis denotes the number of associated individuals. In contrast, we show the distance distribution of a static mobility network with zones as nodes and passenger flows as edges, aggregating 2 million taxi trips in Shenzhen from April 18, 2011, to April 26, 2011, over 1,634 zones [18]. The median distance is 16 km for our published dataset, in contrast with 3 km for those taxi trips.
Community Structure of Living–Working Network
In the analysis of the relationship between the human daily mobility and the formation of urban structure, Figure 2 shows the community structures for each day with colors denoting different detected communities. After mapping communities to the administrative divisions, we can observe locations within a division tend to be in the same community. Interestingly, the administrative divisions in 2005 are larger and can group locations within the same community better, especially in the Bao’an division.
[image: Figure 2]FIGURE 2 | Community structures of the Shenzhen living–working network. We construct the directed network via aggregating all workers’ living and working records. The Louvain community detection algorithm serves to probe community structures based on this network. We map this community structure with colors denoting different communities to Shenzhen administrative divisions in 2017 (A) and 2005 (B). The newly established divisions are marked by asterisks in (A), but not in (B). The spatial map was created using the OpenStreetMap online platform (http://www.openstreetmap.org/) under the license of CC BY-SA (http://www.openstreetmap.org/copyright). More details of the license can be found at http://creativecommons.org/licenses/by-sa/2.0/. Line graphs were drawn using Tableau Software for Desktop version 9.2.15 (https://www.tableau.com/zh-cn/support/releases/9.2.15). The layouts were modified with Keynote version 6.6.2 (http://www.apple.com/keynote/).
DISCUSSION AND CONCLUSION
Urban living and working tracking can provide fine-grained traveling data within cities on daily scales, giving us a feasible way to explore human daily mobility, especially in working days. Although there are different choices of transportation patterns between locations within the city, neglecting the limitation of transportation, origin–destination is representative in some study of human mobility. Many urban problems are related to the commuting of urban residents, such as traffic congestion in the morning and evening rush hours, jobs-housing balance in the urban structure, and the fairness of urban facilities. Moreover, human daily mobility plays an important role in understanding the formation of urban structure. On the one hand, there is an interaction between the human daily mobility and the formation of urban structure, and the daily life of urban residents is usually within a certain range, within which there are more internal connections and less connections with other external areas. In other words, human daily mobility shapes the urban structure, and in each structure, intra-connectivity far exceeds inter-connectivity. On the other hand, the administrative divisions of the city affect human daily mobility, and human daily mobility reacts on the urban structure. The administrative division will affect the scope of daily activities of urban residents because some things will be more convenient in the same administrative division. To some extent, most of residents’ social relationships are within the region. This study reinforces the importance of the living–working interaction pattern of meta-populations over urban divisions within cities in urban management. Human mobility is an important research direction in urban research, and human living–working traces served as essential reasons of motivation for human daily mobility.
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The network topology of complex networks evolves dynamically with time. How to model the internal mechanism driving the dynamic change of network structure is the key problem in the field of complex networks. The models represented by WS, NW, BA usually assume that the evolution of network structure is driven by nodes’ passive behaviors based on some restrictive rules. However, in fact, network nodes are intelligent individuals, which actively update their relations based on experience and environment. To overcome this limitation, we attempt to construct a network model based on deep reinforcement learning, named as NMDRL. In the new model, each node in complex networks is regarded as an intelligent agent, which reacts with the agents around it for refreshing its relationships at every moment. Extensive experiments show that our model not only can generate networks owing the properties of scale-free and small-world, but also reveal how community structures emerge and evolve. The proposed NMDRL model is helpful to study propagation, game, and cooperation behaviors in networks.
Keywords: complex network, deep reinforcement learning, scale-free, small world, community evolution
1 INTRODUCTION
There are many complex systems in nature and human society, and most of which can be abstractly modeled as complex networks composed of nodes and links between nodes. The common social network, internet network, urban transportation network and gene regulatory network are typical complex networks. The rise of complex network theory provides a new perspective for the research of complex system science, and is of great significance to understanding the natural phenomena and the law of social operation.
Complex networks are dynamic systems that change continuously with time. How to construct network evolution models is the core problem of the complex network research. On the one hand, the network model helps to reveal the internal mechanism driving the dynamic evolution of network topology. On the other hand, as the network structure supports the physical behavior on the network, the network model also plays an important role in the study of network behaviors. Therefore, the network model is the basis of understanding network structure and function, their related studies have been widely applied in social computing [1], information retrieval, intelligent transportation, bioinformatics and other fields.
The studies of network evolution models started from 1959, the classical random network model was developed by Erdos and Renyi [2], named as ER model. This model assumes that links between nodes are generated with a random probability. With the development of data processing technology, researchers found that many real complex networks are not random networks. Aiming at this limitation, Watts et al. [3], Newman et al. [4] and Kleinberg [5] proposed small world models, which are able to explain some structure characteristics (i.e., short average distance and large clustering coefficient) of real complex networks. At the same time, the scale-free network models were developed, which leverage the mechanism of preferential connection, redirection or copy to interpret the power-law property of the node degree distribution. In recent years, following the above typical models, new mechanisms represented by weight [6–9], local world [10, 11], nonlinear growth [11–14], location information [15–18], popularity and homophily [19–21], and triangle closure [22–26] are used to construct network evolution models.
The construction idea of the existing network models are as following: based on data analysis and experimental observation, the corresponding increase and decrease rules of nodes and relationships are formulated, and nodes passively perform edge deletion and addition behaviors according to these rules. Although the existing models can generate networks that meet some characteristics of real networks, they all ignore the fact that each node in the network is an autonomous intelligent individual, and it should actively update its social relations based on their own experience and surrounding environment. The autonomous behavior of each node eventually leads to the dynamic evolution of the whole network.
Deep reinforcement learning is a subject of decision optimization, and the dynamic evolution of network is the results of node decisions. Based on the above facts, leveraging deep reinforcement learning to build a network model should be a meaningful attempt. In this paper, we propose a network modeling method based on deep reinforcement learning called the NMDRL model. In the NMDRL model, each node in the network is regarded as an agent, which continuously gains experience by taking actions to change its current state and obtaining corresponding rewards. At the same time, the agent learns to optimize its own action selection strategy by using a large amount of experience to make its autonomous decision more intelligent. After a large number of experiments, it has been shown that the NMDRL model evolves to generate a network that conforms well to the power-law distribution and the small-world characteristics of the real network. In addition, the model reproduces the emergence, growth, fusion, split and disappear of community in the evolutionary network.
The remainder of this article is structured in the following manner. In section 2, we detail the process of our model building, and a more detailed training process of the NMDRL model algorithm is included. The results of our experiments are presented in section 3. Finally, in section 4 we present the conclusion and discussion.
2 MODEL
2.1 NMDRL Model Overview
Different from existing network models simulating the network dynamic process under some rules, we propose the deep reinforcement learning-based model without any limitation rule, referred to as NMDRL model. As the network topology structure data suffers from high dimensionality and low efficiency, our NMDRL model is developed in a low-dimensional latent space in which each node is represented as a vector. At the same time, we also construct the transforming mechanism between network low-dimensional vector representation and high dimensional topology representation.
In the NMDRL model, the dynamic evolution process of complex network is modeled as a Markovian decision process, and each network node is considered as an intelligent agent. Every agent interacts with the environment and accumulates experience through continuous exploration attempts. At the same time, the agent also can use the accumulated experience to update its parameters, enhance its intelligence and help itself to make better autonomous decisions. Following deep reinforcement learning, each agent in our model owns four basic attributes:
• States: S represents all the states in the environment, and the agent can make certain responses by sensing the states of the environment. In the NMDRL model, a two-dimensional space is decomposed into some grids with the same size, and each grid is resumed as a state. We can change the number of states by adjusting parameters (i.e., row number and column number).
• Actions: A represents all the actions of the agent. In the low-dimensional space, the agent has six actions in total: up, down, left, right, stay and random. “stay” means the agent does not move its position, and “random” means that the agent randomly selects one from all states.
• Reward: R represents the reward or penalty of an agent after taking an action. The reward is returned from the environment use to evaluate the action performed by an agent. When an agent moves from one state to another state, the reward obtained by this agent is the number of all nodes located in the new state. For example, an agent i moves from state 1 to state 2, and there are 10 agents in the state 2. In this situation, the reward obtained by agent i is 10.
• Policy: Q is the behavior function of an agent. It determines how the agent chooses its next action. In this paper, the Q function is fitted by a neural network with the parameters Θ. There are two popular strategies for action selection through the behavior function. 1) The action corresponding to the biggest value of Q can be chosen, this strategy is called the greedy policy. 2) The ϵ-greedy policy, which is a strategy including both random and greedy policies. The formula of the ϵ-greedy policy is as following:
[image: image]
In order to ensure that the agent continues to explore the environment and fully make use of its existing experience, our NMDRL model adopts the ϵ-greedy policy.
2.2 NMDRL Model Training
In the NMDRL model, each node in the network is considered as an agent. This section introduces how to train the NMDRL model, and makes each agent have the ability to make autonomous decisions in the process of network evolution. As shown in Figure 1, the NMDRL model training mainly includes network evolution practice and agent strategy optimization.
[image: Figure 1]FIGURE 1 | NMDRL training flow. (A) is the network evolution practice part of the algorithm, (B) is the agent strategy optimization part of the algorithm.
Specifically, Figure 1A shows the details of the network evolution practice, where the Q-network predicts the q-value of all the actions generated by the agent with state s, and then selects the action a according to the ϵ-greedy policy. Agent action will lead the network evolution. In this paper, the Q-network is implemented by a multilayer neural network presented in Figure 2. The neural network consists of an input layer, two hidden layers and an output layer, where the two hidden layers contain 128 and 64 neurons, respectively. The input of the neural network is the vector representation of the agent’s state, and the final output is the estimation Q of the agent action after the calculation of the two hidden layers. A quadruplet (s, a, r, s′) can be extracted from the above network evolution practice, and denoted as a piece of experience. The experience pool {(s1, a1, r1, s2)…(st, at, rt, st+1)… } is a collection of many experience data stored, and is used to train Q-network.
[image: Figure 2]FIGURE 2 | Structure of the NMDRL multilayer neural network.
In order to optimize the agent evolution strategy, we first need to define the loss function of the Q-network that is to minimize the reward error between the predicted and true values. According to the Bellman equation, the loss function of the Q-network is defined as given in Eq. 2, which ensures that the Q-network performs more effective learning.
[image: image]
[image: image] is the predicted value of the target Q-network, which is introduced to ensure more stable training and is a copy of the Q-network parameters Θ at fixed time intervals. Q (st, at) is the output of the Q-network in the current state st with behavior at. γ is a discount for future rewards.
The process of agent policy optimization part is shown in Figure 1B, where the agent will sample the experience randomly from the experience pool, put (s, a) into the Q-network to obtain the predicted Q value, use the maximum value obtained from s′ in the target Q-network as the target value. The parameters of the Q-network are updated using the loss function given in Eq. 2. At the same time, the target Q-network is updated once for every 10 updates to the Q-network. After continuously collecting and learning from the network evolution experience, the network evolution strategy of each agent is continuously updated. Finally, all the agents work together to model the network according to their own network evolution strategies.
Algorithm 1 Training Algorithm of the NMDRL.
[image: FX 1]
In summary, the detailed procedure of training the NMDRL network model is described in Algorithm 1. First, the experience pool, Q-network and target Q-network of all agents are initialized in lines 1–6. In lines 9–15, NMDRL training is performed for all agents, including the practice of network evolution and policy optimization. In lines 16–18, the global information obtained from the network evolution is updated. Finally, in line 19, the low-dimensional space data is transformed to the high-dimensional space data.
2.3 The Network Conversion Mechanism From Low-Dimension Representation to High-Dimension Representation
In the NMDRL model, the interactions among nodes and move behaviors of nodes are designed in a low-dimensional space. Therefore, a mechanism of converting a network from low-dimensional vector representation to high-dimensional topology representation is necessary.
The aids of the conversion mechanism are to add/delete edges and assign weights for these edges based on the network low-dimensional vector representation. In this paper, we make use of the threshold and attenuation rules to design this conversion mechanism. We assume that if two nodes are in a same state, an edge between them will be created. The weight of this edge will be weakened or enhanced over time. When the value of the weight is smaller than a threshold, this edge will be deleted. The details of the conversion mechanism are as following:
• If two nodes with no edge are in a same state, we create a new edge for these two nodes, and assign an initial weight winitial for this edge.
• If two nodes with an edge are not in a same state any more, the weight of the edge will be weaken. We denote the weight of the existing edge as wlast at the last time step. The new weight wcurrent at current time step is wlast/a, where a is the attenuation index. If two nodes owing one edge are not in a same state for several time steps, the edge weight will be continuously weakened. Once the new weight wcurrent is smaller than the threshold t, we believe that the relationship strength between the two nodes is too weak and this edge should no longer exist. This edge will be deleted.
• If two nodes with an edge are in a same state again, the weight of the edge will be strengthened. The new weight wcurrent at current time step is wlast/a+ winitial, where the former part is the attenuation of time to the past weight, and the second part is the enhancement of the weight when two nodes are in a same state.
3 RESULTS
In this section, we conduct comprehensive experiments to validate the effectiveness of the NMDRL model from the following aspects: node degree distribution, network clustering coefficient, network average distance, community formation and evolution. In the experiments, we set row number and column number of two-dimensional space to be 10, so there are 100 states in total.
3.1 Degree Distribution
In a network, the degree of a node is the number of connections this node owns. The degree distribution P(k) of a network is defined to be the fraction of nodes in the network with degree k [27], which is an important index in studying complex networks. Here, we try to analyze the degree distributions of the networks generated by the NMDRL model.
Figure 3A shows the degree distributions of the networks generated by the NMDRL model, where orange, blue and green curves represent three networks containing 300, 500 and 700 nodes respectively. Other parameters γ and ϵ are set to be 0.8 and 0.6 respectively. It can be seen from Figure 3A that there are a small number of nodes with high degree and a large number of nodes with a low degree in the generated networks. This means that the degree distribution of the networks created by the NMDRL model follows the power-law distribution property. The exponent of the power-law distribution is between (2, 3), and the generated networks are scale-free networks.
[image: Figure 3]FIGURE 3 | (A,B) are the degree distributions of the networks generated by NMDRL model.
Although power-law distribution is the most common degree distribution, not all real networks own this kind of degree distribution. Researchers find that some real networks obey the subnormal distribution which is between the normal distribution and the power-law distribution [28]. Here, we adjust the parameter ϵ from 0.6 to 0.7, and other parameters remain unchanged. Figure 3B presents the degree distributions of the generated networks with three sizes. We can see that the degree distributions of these networks follow the subnormal distribution form. All of the above results indicate that our NMDRL model is able to generate networks with power-law or subnormal distribution that exist in real networks.
3.2 Clustering Coefficient and Average Path Length
Clustering coefficient and average path length are also two classic metrics of complex networks. For a network, if its clustering coefficient is large and average path length is small, this network can be called a small-world network. Here, we try to explore whether the networks generated by the NMDRL model own the small-world property.
Figure 4A plots the change of clustering coefficient over 200-time steps for three network sizes. x-axis represents the time step, and y-axis represents the network clustering coefficient. Orange, blue and green curves are corresponding to three networks owing 300, 500 and 700 nodes respectively. It can be seen from Figure 4A that the value of the clustering coefficient is small in the early stage of network evolution. This is because that each grid in the two-dimensional space owns the same number of nodes at the initial time, therefore the initial network is a regular network in fact whose clustering coefficient is small. The clustering coefficient of the dynamic network increases from time 1 to 70, and changes a little from 71 to 200. This means that the dynamic network reaches the stable state with a high clustering coefficient.
[image: Figure 4]FIGURE 4 | (A) is variation of network clustering coefficient with time step, (B) is variation of network average distance with time step.
Figure 4B plots the change of average path length over time for different network sizes. At the initial time step, the average path length of the network is relatively large. This value decreases from time 1 to 70, and changes a little from 71 to 200. The phenomenon observed from Figure 4A and Figure 4B indicates that our proposed model is able to drive a regular network to evolve into a network with a big clustering coefficient and small average path length (i.e., small-world network).
3.3 Community Emergence and Evolution
In this subsection, we try to analyze the community [29, 30] formation and evolution capability of the NMDRL model. Since our model is constructed in a low-dimensional space, and a network conversion mechanism from low-dimensional representation to high-dimensional representation is developed at the same time. This design makes us analyze and verify the model effect from both low and high dimensional levels.
Specifically, Figure 5 and Figure 6 show the network dynamic evolution process from time 1 to 200 in low-dimensional and high-dimensional spaces respectively. Both of these two figures clearly present the formation process of community structures in the network, and the communities in high and low dimensional spaces match each other very well. These observed results illustrate the effectiveness of our NMDRL model in terms of explaining the mechanism of community emergence on the one hand, and also support the rationality of our transformation mechanism on the other hand.
[image: Figure 5]FIGURE 5 | Demonstration of network evolution process in the low dimensional vector space with parameters γ = 0.2, ϵ = 0.2, network size = 500, (A) t = 1, (B) t = 3, (C) t = 5, (D) t = 10, (E) t = 20, (F) t = 50, (G) t = 100, (H) t = 150, (I) t = 200.
[image: Figure 6]FIGURE 6 | Demonstration of network evolution process in the high dimensional vector space with parameters γ = 0.2, ϵ = 0.2, network size = 500, (A) t = 1, (B) t = 3, (C) t = 5, (D) t = 10, (E) t = 20, (F) t = 50, (G) t = 100, (H) t = 150, (I) t = 200.
Besides community formation, we also find that our NMDRL model is able to reproduce several common evolutionary behaviors. 1) Growth. The size of the circular region in Figure 7A and Figure 7B shows a significant growth over time. 2) Fusion. Some smaller communities in Figure 7C move to the larger communities. They fuse together after some time steps and form some larger communities in Figure 7D. 3) Split. An extremely large community in Figure 7E splits into multiple smaller communities in Figure 7F. 4) Disappear. The community in the circular region in Figure 7G disappears in Figure 7H.
[image: Figure 7]FIGURE 7 | Evolutionary behaviors of communities. (A,B) presents community growth behavior, (C,D) presents community fusion behavior, (E,F) presents community split behavior, and (G,H) presents community disappear behavior.
In the NMDRL model, parameter ϵ is used to balance the ability of agent to explore and exploit. Here, we attempt to analyze the impact of ϵ on community emergence. Figure 8J presents the change of network modularity under different ϵ values. When ϵ is in the range of 0.1–0.5, network modularity is smoothly maintained at a high level. Start with ϵ = 0.5, network modularity sharply decreases and enters into a very low level. It is also observed that when ϵ > 0.7, the network will no longer have associations when the data in the low dimensional vector space shown in Figures 8A–I. This indicates that the ϵ is a key parameter of determining whether the community appears.
[image: Figure 8]FIGURE 8 | Impact of ϵ on the network community evolution process.(A–I) are the representations of ϵ in (0.1–0.9) in the low dimensional vector space, respectively, and (J) is the variation curve of network modularity with increasing ϵ.
4 CONCLUSION AND DISCUSSION
In view of the limitation of nodes passively updating relationships in the existing models, we try to leverage deep reinforcement learning to develop a network evolution model. In the model, each node considered as an agent interacts with its neighbors and makes strategic choices based on its utility at every moment. A large number of simulation results validate that the generated networks by our model have three most important structure characters of real networks: scale-free, small-world and community.
Some challenges remain. How to learn model parameters based on real networks and apply the learned model in some typical tasks (i.e. link prediction) is one of our future directions. To be more relevant, the impact of multiple agents with different intelligence on the evolving network will also be another direction of our future research.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
WS: methodology, software, data analysis and writing-original draft. WS: data analysis, writing-review and editing. DL: conceptualization, methodology, writing–original draft and review. CW and JM: supervision, writing-review and editing.
FUNDING
This work is funded by the National Natural Science Foundation of China (Nos. 62076149, 61702138, 61602128, 61672322, 61672185, 72131005 and 71771066), and the Shandong Province Natural Science Foundation of China (No. ZR2016FQ13), and the China Postdoctoral Science Foundation (Nos. 2020T130368, 2019M662360, 2017M621275 and 2018T110301), and Young Scholars Program of Shandong University, China, Weihai (No. 1050501318006), and Science and Technology Development Plan of Weihai City, China (No. 1050413421912).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 1. Pei H, Yang B, Liu J, Chang K. Active Surveillance via Group Sparse Bayesian Learning. IEEE Trans Pattern Anal Mach Intell (2020) Online ahead of print. doi:10.1109/TPAMI.2020.3023092
 2. Erdos P, Rényi A. On the Evolution of Random Graphs. Publ Math Inst Hung Acad Sci (1960) 5(1):17–60. 
 3. Watts DJ, Strogatz SH. Collective Dynamics of 'Small-World' Networks. Nature (1998) 393(6684):440–2. doi:10.1038/30918
 4. Newman ME, Watts DJ. Renormalization Group Analysis of the Small-World Network Model. Phys Lett A (1999) 263(4-6):341–6. doi:10.1016/s0375-9601(99)00757-4
 5. Kleinberg JM. Navigation in a Small World. Nature (2000) 406(6798):845. doi:10.1038/35022643
 6. Yook SH, Jeong H, Barabási A-L, Tu Y. Weighted Evolving Networks. Phys Rev Lett (2001) 86(25):5835–8. doi:10.1103/physrevlett.86.5835
 7. Zhou Y-B, Cai S-M, Wang W-X, Zhou P-L. Age-Based Model for Weighted Network with General Assortative Mixing. Physica A: Stat Mech its Appl (2009) 388(6):999–1006. doi:10.1016/j.physa.2008.11.042
 8. Barrat A, Barthelemy M, Pastor-Satorras R, Vespignani A. The Architecture of Complex Weighted Networks. Proc Natl Acad Sci (2004) 101(11):3747–52. doi:10.1073/pnas.0400087101
 9. Li P, Yu J, Liu J, Zhou D, Cao B. Generating Weighted Social Networks Using Multigraph. Physica A: Stat Mech its Appl (2020) 539:122894. doi:10.1016/j.physa.2019.122894
 10. Li X, Chen G. A Local-World Evolving Network Model. Physica A: Stat Mech its Appl (2003) 328(1-2):274–86. doi:10.1016/s0378-4371(03)00604-6
 11. Feng S, Xin M, Lv T, Hu B. A Novel Evolving Model of Urban Rail Transit Networks Based on the Local-World Theory. Physica A: Stat Mech its Appl (2019) 535:122227. doi:10.1016/j.physa.2019.122227
 12. Feng M, Deng L, Kurths J. Evolving Networks Based on Birth and Death Process Regarding the Scale Stationarity. Chaos (2018) 28(8):083118. doi:10.1063/1.5038382
 13. Liu J, Li J, Chen Y, Chen X, Zhou Z Yang Z, et al. Modeling Complex Networks with Accelerating Growth and Aging Effect. Phys Lett A (2019) 383(13):1396–400. doi:10.1016/j.physleta.2019.02.004
 14. Li J, Zhou S, Li X, Li X. An Insertion-Deletion-Compensation Model with Poisson Process for Scale-Free Networks. Future Generation Comput Syst (2018) 83:425–30. doi:10.1016/j.future.2017.04.011
 15. Hristova D, Williams MJ, Musolesi M, Panzarasa P, Mascolo C. Measuring Urban Social Diversity Using Interconnected Geo-Social Networks. In: Proceedings of the 25th international conference on world wide web;  (2016 May 11–15); Montreal, Canada (2016). p. 21–30. doi:10.1145/2872427.2883065
 16. Noulas A, Shaw B, Lambiotte R, Mascolo C. Topological Properties and Temporal Dynamics of Place Networks in Urban Environments. In: Proceedings of the 24th International Conference on World Wide Web;  (2015 May 18–22); Florence, Italy (2015). p. 431–41. doi:10.1145/2740908.2745402
 17. Zhou L, Zhang Y, Pang J, Li C-T. Modeling City Locations as Complex Networks: An Initial Study. In: International Workshop on Complex Networks and their Applications;  (2016 November 30–December 02); Milan, Italy. Springer (2016). p. 735–47. doi:10.1007/978-3-319-50901-3_58
 18. Ding Y, Li X, Tian Y-C, Ledwich G, Mishra Y, Zhou C. Generating Scale-free Topology for Wireless Neighborhood Area Networks in Smart Grid. IEEE Trans Smart Grid (2018) 10(4):4245–52. doi:10.1109/TSG.2018.2854645
 19. Muscoloni A, Cannistraci CV. A Nonuniform Popularity-Similarity Optimization (Npso) Model to Efficiently Generate Realistic Complex Networks with Communities. New J Phys (2018) 20(5):052002. doi:10.1088/1367-2630/aac06f
 20. Papadopoulos F, Kitsak M, Serrano MÁ, Boguñá M, Krioukov D. Popularity versus Similarity in Growing Networks. Nature (2012) 489(7417):537–40. doi:10.1038/nature11459
 21. Liu Y, Li L, Wang H, Sun C, Chen X He J, et al. The Competition of Homophily and Popularity in Growing and Evolving Social Networks. Scientific Rep (2018) 8(1):1–15. doi:10.1038/s41598-018-33409-8
 22. Holme P, Kim BJ. Growing Scale-free Networks with Tunable Clustering. Phys Rev E Stat Nonlin Soft Matter Phys (2002) 65(2):026107. doi:10.1103/PhysRevE.65.026107
 23. Li G, Li B, Jiang Y, Jiao W, Lan H, Zhu C. A New Method for Automatically Modelling Brain Functional Networks. Biomed Signal Process Control (2018) 45:70–9. doi:10.1016/j.bspc.2018.05.024
 24. Tang T, Hu G. An Evolving Network Model Based on a Triangular Connecting Mechanism for the Internet Topology. . In: International Conference on Artificial Intelligence and Security;  (2019 July 26–28); New York, NY. Springer (2019). p. 510–9. doi:10.1007/978-3-030-24268-8_47
 25. Overgoor J, Benson A, Ugander J. Choosing to Grow a Graph: Modeling Network Formation as Discrete Choice. In: The World Wide Web Conference;  (2019 May 13–17); San Francisco, CA (2019). p. 1409–20.
 26. Jia D, Yin B, Huang X, Ning Y, Christakis NA, Jia J. Association Analysis of Private Information in Distributed Social Networks Based on Big Data. Wireless Commun Mobile Comput (2021) 2021(1):1–12. doi:10.1155/2021/1181129
 27. Barabási AL, Albert R. Emergence of Scaling in Random Networks. Science (1999) 286(5439):509–12. doi:10.1126/science.286.5439.509
 28. Feng M, Qu H, Yi Z, Kurths J. Subnormal Distribution Derived from Evolving Networks with Variable Elements. IEEE Trans Cybern (2017) 48(9):2556–68. doi:10.1109/TCYB.2017.2751073
 29. Zhang F, Liu H, Leung Y-W, Chu X, Jin B. Cbs: Community-Based Bus System as Routing Backbone for Vehicular Ad Hoc Networks. IEEE Trans Mobile Comput (2016) 16(8):2132–46. doi:10.1109/TMC.2016.2613869
 30. Zhang F, Zhang D, Xiong J, Wang H, Niu K Jin B, et al. From Fresnel Diffraction Model to fine-grained Human Respiration Sensing with Commodity Wi-Fi Devices. Proc ACM Interact Mob Wearable Ubiquitous Technol (2018) 2(1):1–23. doi:10.1145/3191785
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Song, Sheng, Li, Wu and Ma. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 21 January 2022
doi: 10.3389/fphy.2022.834094


[image: image2]
Identifying Critical Meteorological Elements for Vegetation Coverage Change in China
Huimin Bai1, Li Li2, Yongping Wu3, Guolin Feng3,4, Zhiqiang Gong4 and Guiquan Sun1,5*
1Complex Systems Research Center, Shanxi University, Taiyuan, China
2School of Computer and Information Technology, Shanxi University, Taiyuan, China
3College of Physics Science and Technology, Yangzhou University, Yangzhou, China
4Laboratory for Climate Studies, National Climate Center, China Meteorological Administration, Beijing, China
5Department of Mathematics, North University of China, Taiyuan, China
Edited by:
Peican Zhu, Northwestern Polytechnical University, China
Reviewed by:
Fei Ji, Lanzhou University, China
Chaoqun Xu, Jiangsu University, China
* Correspondence: Guiquan Sun, gquansun@126.com
Specialty section: This article was submitted to Social Physics, a section of the journal Frontiers in Physics
Received: 13 December 2021
Accepted: 03 January 2022
Published: 21 January 2022
Citation: Bai H, Li L, Wu Y, Feng G, Gong Z and Sun G (2022) Identifying Critical Meteorological Elements for Vegetation Coverage Change in China. Front. Phys. 10:834094. doi: 10.3389/fphy.2022.834094

Intensifying global climate change has a significant influence on the vegetation, which is the basis of most of Earth’s ecosystems. It is urgent to identify the critical meteorological elements of vegetation coverage changes to address the problems induced by climate change. Many studies, ranging from theoretical advances to data-driven analyses, have been devoted to investigating meteorological elements’ roles in changing vegetation coverage. However, little has been considered in the aspect of the meteorological elements’ seasonal scale in data-driven studies. Herein, taking China as an example, we collected satellite-derived vegetation coverage data from 2000 to 2020. We then analyzed the meteorological elements, on a seasonal scale, that affect the vegetation coverage change in terms of temperature, precipitation, and solar radiation. We revealed that the critical meteorological elements facilitating vegetation coverage area change differ in both time and space and gave a detailed analysis in line with such findings. Moreover, an apparent seasonal delay effect of meteorological elements on the vegetation coverage change is uncovered.
Keywords: vegetation coverage, temperature, precipitation, solar radiation, China, Lasso regression
1 INTRODUCTION
Changes in ecosystem structure and function are caused by climate change, topography, and human activities, such as afforestation [1, 2]. Vegetation is the medium of land–air interaction, and it purifies the air and provides food [3–7]. Vegetation growth requires three processes: photosynthesis is a process in which green plants absorb water and CO2 through leaf stomata, produce organic matter, and release O2 under the action of visible light and enzyme catalysis; transpiration is a process in which plants absorb water from roots, only 1%–5% of which is used for photosynthesis, and the remaining is emitted into the air through leaf stomata; respiration is the process of oxidative decomposition of plants to release energy, water, and CO2 [8, 9]. The vegetation mainly interacts with the outside world through leaf stomata; the leaf stomatal state and conductance has remarkable difference under different climatic conditions [10, 11]. Most vegetation only opens stomata under light and interacts with the external environment; stomatal conductance is determined by temperature, moisture, humidity, and CO2 concentration [12–15]. Thus, temperature, precipitation, humidity, solar radiation, and CO2 concentration will affect vegetation growth [16–20].
The scale has always been a research hot spot in the field of ecology [1]. In recent years, most scholars have been carrying out the influence of climate change on vegetation in different temporal and spatial scales based on remote sensing data [21–25]. On the global scale, it is proposed that the growing season vegetation change in the high latitudes of the northern hemisphere is governed by temperature, the arid and semi-arid areas are dominated by precipitation, and Amazon and South and East Asia are dominated by solar radiation [16, 17]. Chen et al. [26] studied the impact of different climatic periods on vegetation change in the Northern Hemisphere from 1982 to 2013 and found that the impact of temperature on vegetation gradually decreased from spring to autumn. Conversely, the impact of solar radiation on vegetation increased. On the regional scale, Qu et al. [3] studied the key meteorological factors affecting vegetation growth during the growing season in China, indicating that northern China is mainly affected by precipitation, and other regions are affected by temperature. Piao et al. [21] studied the correlation between NDVI and climate variables for temperate grassland in China from 1982 to 1999, suggesting that the trend change of the NDVI caused by climate change is different between different vegetation types and seasons. Zhou et al. [27] analyzed the relationship between climate variability and NDVI in eastern China through correlation analysis, which showed that the NDVI in the arid area was negatively correlated with temperature and positively correlated with precipitation. The dominant factor of vegetation change is the temperature in southern China [23].
We know that the critical meteorological factors affecting vegetation change are different among different regions, decades, seasons, and vegetation types. The previous research mainly studies how temperature and precipitation affect vegetation change through correlation and trend analyses. Still, little is known about how vegetation growth responds to solar radiation change and quantifies the impact of seasonal meteorological factors on vegetation change in China. In addition, studies have shown that the impact of meteorological elements on vegetation growth has a delayed effect [28–30], Saatchi et al. [31] investigated that low-frequency drought events in the Amazon cause continuous change of forest canopy. Vegetation growth is driven by the current climate conditions and depends on early climate conditions. Therefore, the delay effect must be considered when studying the impact of meteorological elements on vegetation. The seasonal effect of meteorological elements on vegetation coverage is unclear in China. Understanding how vegetation change responds to meteorological elements is conducive to predicting and evaluating future vegetation changes.
This study aims to identify the critical meteorological element (temperature, precipitation, and solar radiation) periods that influence vegetation growth in different regions of China. Using reanalysis of meteorological elements and satellite-derived vegetation coverage data in China during 2000–2020, we examined the relationship between meteorological elements and vegetation coverage change. We explored the delay effects of meteorological elements on vegetation coverage change on a seasonal scale. More importantly, we analyzed how meteorological elements in different seasons (winter, spring, summer, and autumn) have influenced vegetation coverage in the growing season using least absolute shrinkage and selection operator (Lasso) regression analysis.
2 MATERIALS AND METHODS
2.1 Data and Preprocessing
Vegetation coverage (VC) is a critical indicator of vegetation growth, which is often used in research fields of ecology, climate, hydrology, and so on [32]. The monthly VC data are calculated from the NDVI data in the 1-km monthly synthetic product of the moderate-resolution imaging spectrometer (MODIS) according to Eq. 1.
[image: image]
where NDVIs represents the pixel value without vegetation coverage, and NDVIv represents the pixel value of complete vegetation coverage. The monthly VC at a spatial resolution of 0.01° × 0.01° was observed during 2000–2020. Vegetation coverage less than 0.05 is considered as non-vegetated areas, which are not considered in the study [33]. VC images of the growing season (April–October) [33–37], spring (April–May), summer (June–August), and autumn (September–October) were obtained by calculating the mean of the corresponding months [21]. The meteorological elements (0.25° monthly 2m temperature (TEM), total precipitation (TPR), and surface net solar radiation (SSR)) for the period 1999–2020 are obtained from ERA Interim Data from the European Centre for Medium Range Weather Forecast (ECMWF).
We resample the VC data to ensure the same resolution of the meteorological element data, and the linear trend of the VC and meteorological element time series was removed before statistical analysis [26, 38].
2.2 Methodology
2.2.1 Partial Correlation Analysis
We analyze the data for partial correlation to explore the relationship between VC and single meteorological elements (TEM, TPR, and SSR) after controlling the influence of other variables. We calculate the partial correlation coefficient between meteorological elements and VC. Strong partial correlation means that meteorological element exerts strongly impact VC change in the regions. The critical value of the partial correlation coefficient at the 5% significance level is 0.455. We can significantly correlate VC and meteorological elements if the calculated absolute values are more significant than the critical value. The partial correlation coefficient between vegetation coverage and SSR after controlling the two variables (TEM and TPR) is
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where
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where rSSR,VC,TEM is Pearson’s correlation coefficient. Similarly, the partial correlation coefficient between VC and TEM and TPR can be obtained. The influence of meteorological elements on VC in different seasons is determined by partial correlation analysis. Similarly, partial correlation analysis also explains the seasonal delay effect of meteorological elements on VC.
2.2.2 Lasso Regression
To determine the critical meteorological element periods affecting growing season VC change in China, Lasso regression was used to study the relationship between seasonal meteorological elements and VC change in the growing season [39–41]. Lasso is a classical variable selection model which reduces the regression coefficient of insignificant variables to 0, retains only a few significant variables, and vastly reduces the influence of multicollinearity between variables. Lasso regression is suitable for defining the critical climate stages affecting VC change in the growing season in China. The regression coefficient of Lasso output can effectively interpret the influence of meteorological elements in different seasons on VC in the growing season. The mean vegetation coverage in the growing season is used as the index of annual vegetation growth condition; the meteorological elements (TEM, TPR, and SSR) in four seasons (previous year winter, spring, summer, and autumn) are used as independent variables, and the annual vegetation growth condition is used as dependent variables to construct the regression model. In order to eliminate the influence of different variable dimensions on the vegetation model, the data of the input are standardized at the time.
In addition, to study the changes of meteorological elements affecting vegetation growth in different decades, we divided the data from 2000 to 2020 into two stages: 2000–2010 and 2011–2020.
3 RESULT
3.1 Basic Characteristics of Vegetation and Meteorological Elements
The VC gradually increases from northwest to southeast from 2000 to 2020 (Figure 1). Growing season average VC is calculated for the periods 2000–2005, 2006–2010, 2011–2015, and 2016–2020. During 2000–2005, the high vegetation coverage (0.6–1.0) area accounts for 41.6%, the low vegetation coverage (0.05–0.3) area accounts for 16.0%, and the medium vegetation coverage (0.3–0.6) area accounts for about 42.4% in China. The proportion of high vegetation coverage area increased to 52.5% during 2016–2020, and the proportion of low and medium coverage area decreased to 14.1% and 33.4% respectively. The high-coverage areas in China gradually increased, and the medium-coverage and low-coverage areas gradually decreased from 2000 to 2020. Low-coverage areas are mainly distributed in Xinjiang, central and western Inner Mongolia, and Tibet. High-coverage areas are mainly distributed in southern China and the northeast, indicating that vegetation coverage has obvious differences in different regions of China.
[image: Figure 1]FIGURE 1 | Mean value of vegetation coverage in the growing season for different periods; areas with mean value [image: image] 0.05 are blank. (A) 2000–2020, (B) 2000–2005, (C) 2006–2010, (D) 2011–2015, and (E) 2016–2020. The pie chart shows the proportion of high, medium, and low vegetation coverage, where blue, green, and red represent high vegetation coverage (0.6–1.0), medium vegetation coverage (0.3–0.6), and low vegetation coverage (0.05–0.3), respectively.
The annual average spatial distribution of meteorological elements, TEM and TPR, gradually increase from the northwest to southeast (Figures 2A1–C1). The spatial distribution of TEM and TPR is consistent with the VC characteristics; that is, the area with appropriate TEM and sufficient TPR has higher vegetation coverage. The annual average TEM in China is about −12–24°C, the low-temperature area is mainly distributed in southern Xinjiang and Tibet, and the high-temperature area is distributed in South China. In northern China, the mean annual TPR is 0–200 mm, which belongs to arid and semi-arid area [42]. In southern China, the mean annual TPR is about 600 mm, which pertains to humid areas. The SSR remains in the range of (1000–1400) × 104J/m2 in other areas, except for Xizang and Yunnan during 2000–2020. The TEM shows a warming trend, but the Tarim Basin in Xinjiang tends to get colder during 2000–2020. Except for northeast, Qinghai, and Sichuan, the TPR of other provinces generally shows a downward trend. The SSR increased in the northwest and northeast and decreased in the middle (Figures 2A2–C2).
[image: Figure 2]FIGURE 2 | (A1–C1) Mean value of interannual TEM (°C), TPR (mm) and SSR (×104J/m2) during 2000–2020 in China. (A2–C2) Linear trend of interannual TEM (°C/Year), TPR (mm / Year), and SSR (×104J/m2 × Year) during 2000–2020 in China.
3.2 Change in Meteorological Elements Constrains Vegetation Coverage Between Seasons
Figure 3 and Table 1 show the partial correlation coefficients between VC change and meteorological elements (TEM, TPR, and SSR) in spring, summer, and autumn. Meteorological elements have obvious temporal and spatial heterogeneity on VC change [43, 44]. During spring, significant correlations between VC change and TEM (TPR and SSR) were observed across 40.29% (33.72% and 28.48%) of the total vegetation regions of China. The significant positive effects of TEM on vegetation are concentrated in northeast, Tibet, and Yunnan. The significant positive effects of TPR on vegetation are mainly distributed in arid and semi-arid areas, such as northwest and North China Plain. The significant positive effects of SSR on vegetation are mainly distributed in Chongqing, Hubei. During summer, the significantly positively affected areas by TEM decreased from 17.02% to 7.16%, especially in southern and northeast China. In arid and semi-arid areas, such as Inner Mongolia and North China Plain, VC change is negatively correlated with TEM and positively correlated with TPR. Warming in summer can enhance the activity of photosynthetic enzymes and postpone the date of frost in autumn. However, in arid and semi-arid areas, TPR increase can promote vegetation growth and warming will aggravate water loss and inhibit vegetation growth [45, 46]. The effect of SSR on VC is basically consistent with TEM. During autumn, significant positive correlations between VC and TEM were observed in southern China; SSR has little effect on VC. No matter which season, VC is sensitive to TPR in northern China, such as Inner Mongolia, Xinjiang, and North China. In the humid area of southern China, vegetation growth is susceptible to TEM. A similar result was also obtained in climate–vegetation studies [23].
[image: Figure 3]FIGURE 3 | Partial correlation coefficient between vegetation coverage and meteorological elements (TEM, TPR, and SSR) in different seasons (spring, summer, and autumn), the absolute value of the partial correlation coefficient ≥0.455; it passes the 95% significance test.
TABLE 1 | Proportion of vegetated areas with vegetation coverage significantly related to meteorological elements in China.
[image: Table 1]Early climate change will affect the current vegetation growth, so meteorological factors have delayed effect on vegetation growth. The partial correlations between VC and previous-season TEM, TPR, and SSR are provided in Figure 4. The strong relationship between spring VC and previous-year winter TPR and SSR was observed in Inner Mongolia. A strong positive relationship between spring TEM and summer VC change was observed in northeast and southern China. In North China, summer VC change is negatively correlated with spring TEM and positively correlated with spring TPR; spring SSR has little effect on summer VC. The autumn VC change in central and southern China is positively correlated with summer TEM and negatively correlated in other regions; summer TPR has a significant positive correlation with autumn VC. The correlation between summer SSR and TEM on vegetation change is basically the same. Suggesting that the meteorological elements have a strong seasonal effect on the VC change, significant correlations between spring VC change and previous-winter TEM (TPR and SSR) were observed across 19.62% (25.06% and 23.28%) of the total vegetation regions of China (Table 2). It shows that the seasonal effect of previous-winter TPR and SSR on spring VC change is stronger than that of TEM. However, the influence of TEM and SSR in spring and summer on VC change in summer and autumn is stronger than that of TPR.
[image: Figure 4]FIGURE 4 | Partial correlation coefficient between vegetation coverage and meteorological elements (TEM, TPR, and SSR) of the previous seasons, the absolute value of the partial correlation coefficient ≥0.455; it passes the 95% significance test.
TABLE 2 | Proportion of vegetation areas with vegetation coverage significantly related to previous-season meteorological elements in China.
[image: Table 2]3.3 Drivers of Growing Season Vegetation Cover Change
Meteorological element change is thought to affect growing season VC change, including TEM, TPR, and SSR in four seasons (previous winter, spring, summer, and autumn). We study the key drivers of vegetation coverage change in different regions of China and efforts to quantitatively analyze the contribution of each variable to vegetation coverage increase in a different decade. Precipitation-driven VC increase is most evident in northwest China and Inner Mongolia. The regions belong to arid and semi-arid areas and lack water. Therefore, the increase of precipitation can promote VC increase. SSR is a necessary condition for photosynthesis, and the increase of solar radiation in an appropriate range is conducive to vegetation growth. As the SSR in North China and central China is low, the increase of solar radiation is conducive to vegetation growth. In Yunnan, the SSR positively impacted VC change in the 2000s, but the impact of SSR gradually decreases and the impact of precipitation gradually increases in the 2010s. In the coastal area of South China, it is mainly affected by temperature in the 2000s, but the influence of temperature on it gradually weakens and precipitation gradually increases in the 2010s. From the 2000s to 2010s, the impact of precipitation on the change of vegetation coverage in China gradually increased. The effects of radiation and temperature gradually weakened. It is also found that the vital meteorological factors promoting vegetation growth are different in different decade periods. Among all meteorological elements, the driving factors of vegetation change in the growing season in China are mainly precipitation in spring and summer, followed by radiation in spring. In 2000s, 35% of Chinese vegetation coverage was dominated by precipitation, mainly concentrated in northern China. From the 2000s to 2010s, the area dominated by temperature increased from 32% to 36%, but the radiation decreased from 32% to 29% (Figure 5). There are apparent inter-decadal changes in temperature and radiation.
[image: Figure 5]FIGURE 5 | Regression coefficient: (A1–A3) Positive effect of meteorological elements on vegetation coverage change. (B1–B3) Negative effect of meteorological elements on vegetation coverage change. (C1–C3) Proportion of vegetation area in China governed by meteorological elements in different seasons, where (A1–C1) indicate 2000–2020, (A2–C2) indicate 2000s, and (A3–C3) indicate 2010s.
4 DISCUSSION AND CONCLUSION
This article analyzes the relationship between meteorological elements and vegetation on a seasonal scale in China. The influence of meteorological elements on growing season vegetation change has obvious seasonal shift and inter-decadal difference. The conclusions are as follows:
In China, the high-coverage areas gradually increased and the medium- and low-coverage areas gradually decreased from 2000–2005 to 2016–2020. Low-coverage areas are mainly distributed in Xinjiang and Inner Mongolia as well as Tibet, and high-coverage areas are in southern and northeast China; TEM and TPR gradually increase from the northwest to southeast (Figures 2A1–C1). The spatial distribution of TEM and TPR is basically consistent with the VC characteristics.
The results show that the key meteorological factors affecting vegetation change are different in different regions and seasons. In arid and semi-arid area, especially Inner Mongolia and Xinjiang [47, 48], the VC change mainly depends on TEM, whereas the relationship between VC change and TPR and SSR is weak during spring. There is a strong positive correlation between VC change and TPR during summer and autumn, but the relationship between VC change and TEM is negatively correlated (Figure 3). TPR increase can promote vegetation growth and warming will aggravate water loss and inhibit vegetation growth [45, 46]. These findings are consistent with the response of vegetation to climate in arid and semi-arid areas [3, 16, 17]. The vegetation growth in spring mainly depends on the previous-winter TPR and SSR, and the vegetation growth in autumn depends on the summer TPR (Figure 4). In addition, our study also shows that the increase of TPR in spring and summer is conducive to the increase of annual vegetation coverage (Figures 5C1–C3). In northeast China, spring TEM and summer VC change has a strong relationship. In the North China Plain, the VC change during spring is significantly positively correlated with TEM and TPR. During summer and autumn, it is significantly positively correlated with TPR, but the correlation with TEM is weak. Vegetation growth in summer mainly depends on spring TPR; spring SSR has little effect on summer VC. This is consistent with previous studies [3, 22, 49]. The increase of autumn SSR and winter and spring TPR is conducive to the increase of VC. In humid areas, such as South China and East China, the VC change mainly depends on the change of TEM in every season, and there is a statistically significant correlation between VC change and SSR (Figure 3). These findings are consistent with those of previous studies [3, 23]. TEM has a strong seasonal delay effect on VC change, but TPR is relatively weak (Figure 4).
Through the research, we can know the critical meteorological elements affecting vegetation change in different regions of China. Critical meteorological element modeling can more accurately predict future vegetation coverage. In the course of this study, the scale of vegetation and climate data does not match, and interpolation may cause errors in the data set. On the other hand, the study ignored the impact of human activities, such as ecological engineering and crop irrigation.
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We present an R package developed to quantify coronavirus disease 2019 (COVID-19) importation risk. Quantifying and visualizing the importation risk of COVID-19 from inbound travelers is urgent and imperative to trigger public health responses, especially in the early stages of the COVID-19 pandemic and emergence of new SARS-CoV-2 variants. We provide a general modeling framework to estimate COVID-19 importation risk using estimated pre-symptomatic prevalence of infection and air traffic data from the multi-origin places. We use Hong Kong as a case study to illustrate how our modeling framework can estimate the COVID-19 importation risk into Hong Kong from cities in Mainland China in real time. This R package can be used as a complementary component of the pandemic surveillance system to monitor spread in the next pandemic.
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INTRODUCTION
The ongoing global pandemic of COVID-19 caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has caused incredible global disruption and challenges, in addition to the substantial health impact [1]. As of December 12, 2021, more than 269 million confirmed cases and 5.3 million deaths were reported worldwide [2].
Local outbreaks were often associated with the importation of infections. Quantifying and visualizing the importation risk of COVID-19 from inbound travelers is important for public health responses, especially in the early stage of an epidemic wave [3, 4]. For example, some studies showed that border control measures, such as flight restrictions and quarantine for inbound travelers from high-risk places (e.g., based on the number of new daily cases [5]), might have delayed epidemics in the destination countries [6–8]. In addition, assessment of the COVID-19 importation risk is needed for places where a high level of population immunity to COVID-19 has not been achieved in the target populations [9] or the government is considering relaxing border control measures [10–12]. Here, we present the R package RiskEstim, the latest codebase version developed to quantify COVID-19 importation risk. First, we outline the general modeling framework of the R package to estimate COVID-19 importation risk using daily pre-symptomatic prevalence data from multi-origin locations and air traffic data.
Hong Kong started the alert against COVID-19 and screening of the travellers from mainland China at the very early beginning of the pandemic [13]. Due to the sound public health infrastructure and the in-time response, the information for the reported cases in Hong Kong was highly reliable, and most of the imported cases at that time originated from mainland China [14]. From the above considerations, we used Hong Kong as a case study to illustrate how our modeling framework can estimate the multi-origin COVID-19 importation risk in real time.
METHODS
The Modeling Framework of Estimating Importation Risk in the RiskEstim
To quantify the importation risk of COVID-19 from the place of origin to the destination, we first estimated the daily pre-symptomatic prevalence of the COVID-19 in each origin place. Then we calculated the number of potential imported cases using the estimated daily pre-symptomatic prevalence of origin places and the daily origin-destination air traffic data. Next, we estimated the probability of importing at least one case as the indicator of importation risk to rank the origin places and visualize the risk maps. The modeling framework is shown in Figure 1.
[image: Figure 1]FIGURE 1 | An illustration of the proposed framework to estimate the importation risk. This modeling framework includes three main modules [1]: the module of user input data is used to store data submitted by the users, such as daily reported cases and air travel flow [2]; the module of estimating the importation risk is used to estimate the importation risk of the target place based on the input data [3]; the visualization module is used to visualize output, such as the risk maps of the origin places, which could bring the importation risk to the destination.
User Input Data in the RiskEstim
Using Hong Kong as an example, we applied the R package to estimate the importation risk from 15 high-risk cities in Mainland China into Hong Kong in early 2020 [15]. Daily confirmed COVID-19 cases reported by the Chinese Center for Disease Control and Prevention (China CDC) from January 1, 2020, to February 29, 2020 were obtained for the analysis, [16–18]. Because Hubei Province changed the definition of cases on February 12, 2020, which yielded a dramatic increase in the number of cases on February 12, 2020 and February 13, 2020 (14840 on February 12, 2020 and 4823 on February 13, 2020) [19]. To reduce the reporting bias due to different case definitions for COVID-19 during the study period [20], we assumed the number of reported cases in Wuhan on February 12 was the same as those on February 11, and that for February 13 were the same as that on February 14.
Estimating Pre-Symptomatic Prevalence of COVID-19 in Origin Places
The daily prevalence of pre-symptomatic infections could be estimated with the Package based on the daily reported cases in the origin place(s) input by the user. Let [image: image] be the number of reported cases in the origin place [image: image] on day [image: image]. Then on average the cases reported on day [image: image] developed symptoms on day [image: image] and were infected on day [image: image], where [image: image] and [image: image] are the mean reporting delay and the median incubation period in days. Using this forward method, we estimated the daily numbers of infected individuals in the origin places.
In our case study of Hong Kong, we calculated the daily prevalence of pre-symptomatic COVID-19 in multiple origin places including cities from Hubei province and other provinces, and the estimates were consistent with the imported cases from these places during the early stage of the epidemic in Hong Kong [14]. Let [image: image] denote the place-specific pre-symptomatic prevalence of the place [image: image] on the day [image: image], and [image: image] denote the cities in Hubei province. We used the median incubation period to denote the period where transmission would occur from infected cases. The place-specific pre-symptomatic prevalence is given by:
[image: image]
where [image: image] is the ascertainment rate ratio, representing the ascertainment rate of symptomatic cases in all non-Hubei provinces relative to Hubei province, which reflects the probability ratio of non-Hubei Provinces reporting a symptomatic case to Hubei Province [18]. [image: image] denotes the incidence of SARS-CoV-2 infection in an origin place on day [image: image]. The parameters are summarized in Table 1.
TABLE 1 | Model parameters in the modeling framework.
[image: Table 1]Estimating the Importation Risk
The place-specific importation risk of the destination was estimated based on [1]: daily pre-symptomatic prevalence of COVID-19 in origin places [2]; data on air passenger movements by place of origin and destination. Let [image: image] be the imported cases from the origin place [image: image] to the destination [image: image] on day [image: image]:
[image: image]
where [image: image] represents the number of air passengers from origin place [image: image] to destination [image: image] on the day [image: image], and [image: image] is the scaling factor adjusting for the impact on the force of importation from varied surveillance efficiency on COVID-19 in different places [18]. With the assumption that the number of imported cases per day followed the Poisson distribution, we evaluated the 95% confidence interval (CI) of the imported cases based on 100 simulations. Following the study of estimating the probability of cases imported [23, 24], we estimated the cumulative importation risk [image: image], which denotes the cumulative probability of importing at least one case from the origin place [image: image] to the destination [image: image] during the period [image: image] between [image: image] and [image: image], given by:
[image: image]
RESULTS
In our case study, we used daily reported cases of COVID-19 from 15 Mainland China cities, which were previously identified by Lai et al. [15] as high-risk cities COVID-19 imports during January 2020, to estimate the daily pre-symptomatic prevalence of these cities (Figures 2A,B). Based on the daily pre-symptomatic prevalence of these cities and the data on air travel flows between these 15 higher-risk Mainland China cities and Hong Kong (Figure 2C), we estimated the importation risk of Hong Kong (Figures 2D–F). The estimated number of imported cases from our model was 7.6 (95% CI: 5.0–12.1) from 15 higher-risk Mainland China cities into Hong Kong which was consistent with the reported 7 cases originating from Mainland China in Hong Kong before the Wuhan travel ban (January 23, 2020) [14, 25]. The estimated probability of importation of at least one case indicated that Wuhan exported the highest number of cases (5.8, 95% CI: 4.6–7.1) into Hong Kong, followed by Shanghai (0.5, 95% CI: 0.2–0.9) and Beijing (0.5, 95% CI: 0.2–0.9), during the study period.
[image: Figure 2]FIGURE 2 | The results of estimating the importation risk in the case study of Hong Kong. (A) Daily reported cases, estimated daily symptomatic cases based on daily reported cases, and estimated daily infected cases in Wuhan. (B) Daily pre-symptomatic prevalence and infection incidence during the study period in Wuhan. (C) Air travel flows on January 22, 2020. (D) Cumulative cases imported from the 15 cities in Mainland China to Hong Kong. (E) The probability of importing at least one case from Wuhan to Hong Kong during the study period. (F) Cumulative importation risk from 15 cities in Mainland China to Hong Kong. The map was created using Tableau Software for Desktop version 2021.2.5 (https://www.tableau.com/support/releases/desktop/2021.2.5).
DISCUSSION AND CONCLUSION
This study aims to provide a general modeling framework to estimate COVID-19 importation risk. We illustrate the feasibility and reliability of the proposed framework with a case study which estimates the importation risk of COVID-19 to Hong Kong from multi-origin places using pre-symptomatic prevalence of infection and air traffic data. Notably, the method accommodates origin places where multiple variants circulate by estimating the importation risk of each variant separately then aggregating them in the destination places, given the availability of prevalence data and human movement data. The method implemented in this study is from a previous study [18] and the reliability of it is demonstrated in the case study of Hong Kong, while proposing a technically innovative method with competitive accuracy is not our major focus. At the current time, only a main method is supported in our modeling framework, while it can be extended by other well-designed and fine-calibrated methods in the future, such as [24, 26–29]. These analyses of the correlation between importation risk and population movement data, preparedness, and vulnerability at the destination, will be further complemented.
This R package RiskEstim provides a general modeling framework to estimate the importation risk of infectious disease based on epidemiological and human movement data during an epidemic. The R package can be used as a complementary approach to the pandemic surveillance system to improve response to emerging SARS-CoV-2 variants and the next pandemic. In addition, the R package provides a modifiable codebase that can be extended to estimate the importation risk of other respiratory infectious diseases, such as influenza.
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This paper proposes a new definition method of currency, which further divides the current hot digital currency according to its legitimacy, encryption, centralization, and other characteristics. Among these, we are mainly interested in virtual cryptocurrencies. Virtual cryptocurrency is one of the application directions of blockchain technology. Its essence is a distributed shared ledger database, which generally has the characteristics of decentralization and non-tampering. The technologies supporting the practical application of virtual cryptocurrencies involve multiple scientific and technological fields such as mathematical algorithms, cryptography, Internet communication, and computer software. Since the launch of the first virtual cryptocurrency bitcoin in 2009, it has developed rapidly worldwide. As of August 1, 2021, more than 11,570 virtual cryptocurrencies have been publicly issued and traded globally, with a total value of over $1.68 trillion. This paper proposes the virtual cryptocurrency trading popularity value system as a standardized index for quantitative analysis of virtual cryptocurrency trading, and the virtual cryptocurrency trading index system as a barometer of the virtual cryptocurrency trading market. It has contributed schemes to the analysis of the market rules of virtual cryptocurrency transactions and the realization and early warning of abnormal virtual cryptocurrency transactions, which are the two main hot research directions of virtual cryptocurrency. To be specific, the popularity value of virtual cryptocurrency transactions provides parameters for analyzing individual virtual cryptocurrencies, and the popularity index of virtual cryptocurrency transactions provides parameters for analyzing the virtual cryptocurrency trading market, so as to prevent major risks of virtual cryptocurrency transactions.
Keywords: blockchain, virtual cryptocurrencies, popularity value, data-driven, social physics
INTRODUCTION
In October 2008, Satoshi Nakamoto published “Bitcoin: A Peer-to-Peer Electronic Cash System,” introducing people to a digital currency called bitcoin. On January 12, 2009, bitcoin made its first transaction. Since then, digital finance, especially virtual cryptocurrency, has gradually become one of the most important application scenarios of Blockchain Technology (BT) worldwide. At the same time, the volume of virtual cryptocurrency issuance is growing rapidly around the world. As of midnight on August 1, 2021, more than 689,000 bitcoin blocks have been mined, with a total circulating market value of about $750 billion. According to the public data of Coinbase (the first bitcoin exchange with formal license in the USA, listed on NASDAQ) and other exchange websites, as of midnight on August 1, 2021, there are 625 public trading platforms in the world, and more than 11,570 virtual cryptocurrencies are publicly issued and traded. Among them, 5,408 are still actively traded, and the total market value of publicly issued and traded virtual cryptocurrencies exceeds $1.68 trillion.
The continuous innovation and development of digital information technology has accelerated the social process and profoundly influenced the trend of human civilization. Since the advent of virtual cryptocurrencies, combined with the characteristics of blockchain, the transaction mode itself has the characteristics of decentralization, anonymity, multiple currencies, large amount, volatility, difficult to regulate, and so on, resulting in a variety of abnormal transactions. Moreover, there are also abnormal transactions caused by security vulnerabilities such as block bifurcation and theft of numbers and coins.
The main contributions of this paper are briefly summarized as follows:
1) This paper reconstructs the theoretical system of currency definition, reclassifies digital currency, and puts forward a set of definitions mainly applicable to digital currency.
2) This paper will put forward a popularity value system and its algorithm that are actually applied to virtual cryptocurrency, which will help in the field of social public security and effectively enrich the existing virtual cryptocurrency theory.
3) Based on the market data of virtual cryptocurrency as the support, this paper applies the latest research results in the field of artificial intelligence technology to realize the abnormal warning algorithm model of virtual cryptocurrency.
The remainder of the paper is organized as follows: Theoretical System of Abnormal Transaction of Virtual Cryptocurrency section introduces the theoretical system of abnormal transaction of virtual cryptocurrency proposed by us. In Analysis of Abnormal Transaction Situation Based on Virtual Cryptocurrency Popularity Value System section, based on the popular value system of virtual cryptocurrency, this paper designs two algorithms to realize the situation analysis of abnormal transactions of virtual cryptocurrency, and verifies the virtual cryptocurrency market data from 0:00 to 24:00 on August 3, 2021. Conclusion section presents our conclusions and avenues of future research.
THEORETICAL SYSTEM OF ABNORMAL TRANSACTION OF VIRTUAL CRYPTOCURRENCY
The Concept and Definition of Digital Currency, Electronic Currency, and Virtual Currency
There is still no clear authoritative academic definition of the concept of virtual cryptocurrency at home and abroad. Digital Currency, Virtual Currency, Cryptocurrency, Electronic Money, etc., are mostly used to refer to bitcoin-like things. It is urgent to clarify the concepts of digital currency, virtual currency, cryptocurrency, electronic currency, and so on for the same research object by referring to various literature materials. For example, literature [1] puts forward research on the exploration of gold standard credit currency and digital currency, and uses the concept of digital currency to explore the current monetary system and the diversified monetary system of combined gold standard system. Literature [2] proposed that the COMMODITY Futures Trading Commission of the United States issued a consultation on the underwriting scheme of virtual currency, and used the concept of virtual currency to give hints and warnings on how to avoid the potential trading risks of fraud. Literature [3] proposed a study on the fluctuation of cryptocurrency transaction price and investor attention, and used the concept of cryptocurrency to analyze the relationship between investor attention and transaction volatility based on a large data set of about 25 million users. Literature [4] proposed empirical evidence from Indonesia to study the influence of quality and price on the loyalty of Electronic Money users, and the concept of Electronic Money was studied based on the sample of 400 people and model variables on the influence of server reliability and security on the final benefit.
The same concept, at present, also needs to clearly define its scope. For example, before Bitcoin, network game currency is also known as a virtual currency, and at the same time there is a virtual game currency trading at home and abroad research, such as the literature [5] the study of online game virtual currency trading revenue recognition and document [6] the study of digital game virtual currency trading, that also use the concept of virtual currency.
Based on a large number of literature materials, many foreign literatures refer to Bitcoin cryptocurrencies from a technical perspective. From a practical point of view, many domestic literatures call Bitcoin virtual currencies to distinguish it from legal tender. Based on the dual attributes of practicality and technology, this paper calls Bitcoin and other virtual cryptocurrencies. Based on the full absorption of current domestic research results and the development status of cryptocurrencies at home and abroad, the following definitions are proposed: 1) Commodity Currency is a commodity that has value and physical form, which can be traded as an exchange for equivalent value. 2) Digital Currency (DC) is a currency that shows its value attribute in the digital form and corresponds to the commodity currency. It generally refers to all currencies that exist in digital form and can be used as means of payment. It is a general term for electronic money and virtual currency. 3) Electronic Money (Official Digital Currency) is official digital money. Electronic money is a digitized form of fiat money, equivalent to fiat money, for example, electronic money stored in the form of magnetic cards, central bank digital money, and so on. 4) Virtual Currency (Unofficial Digital Currency) is unofficial digital currency. Virtual cryptocurrency is a digital currency issued by a non-statutory authority. It is generally used as a means of payment in a specific virtual space on the Internet, but it does not have the status and value of legal tender, such as QQ coins, online game coins, and so on. 5) Cryptocurrency is a digital currency generated based on cryptography and generally encrypted by cryptography in transactions, storage, and payments, such as Bitcoin and central bank digital currency. 6) Virtual Cryptocurrency is cryptocurrency that does not have legal status among digital currencies, including decentralized cryptocurrencies such as Bitcoin and Ethereum, and centralized cryptocurrencies such as USDT.
After giving each currency qualitative, we classify according to its connotation, generation mechanism, and operation principle according to certain classification standards, delimit its boundaries, and get the relationship between each currency, as Figure 1.
[image: Figure 1]FIGURE 1 | Concept and definition of currencies.
The subsequent research of this paper will mainly focus on virtual cryptocurrency.
Development Status of Digital Cryptocurrency
Digital currencies are closely related to blockchain technology [7]. Blockchain is a technology that securely stores transaction records on peer-to-peer networks, rather than storing them at a single site. Blockchain is run by a network of independent servers, called nodes, scattered around the world. The application of blockchain technology has been extended to digital finance, Internet of Things, intelligent manufacturing, supply chain management, digital asset trading, and other fields. At present, major countries around the world are speeding up the layout of blockchain technology development.
Digital currency is the first successful case of blockchain. The characteristics of its decentralization, anonymity, and safety for the user do not depend on banks and other intermediaries, and direct point-to-point trading may provide the biggest advantage to enhance the autonomous control ability of the end user—this in financial history is also a very big change. However, although bitcoin and other digital currencies are also known as money, due to their lack of value connotation and sharp price fluctuations, it is difficult to play the basic functions of money, such as the function of value scale, which makes the current digital currency closer to a financial asset in essence.
With the rapid development of network technology and digital economy, the public’s demand for convenience, security, universality, and privacy of retail payment is increasing day by day. According to the “White paper on the development of China’s Central bank digital currencies” [8] released by the People’s Bank of China in 2021, central banks or monetary authorities in many countries and regions closely follow the development achievements of fintech [9] and actively explore the digital form of legal tender. Legal digital currency is moving from theory to reality.
In the process of the stable development of digital virtual cryptocurrency, non-statutory virtual currency has become a forefront, has a lot of traffic, and has been an extensive concern by speculators, including many speculators through the hype of virtual cryptocurrency to obtain huge profits; the musk is that there is no lack of such capital tycoon and some social celebrities involved, and the platform for them has had a profound impact on the development of virtual cryptocurrencies. The source of virtual cryptocurrency is Bitcoin, also known as virtual cryptocurrency, launched by Satoshi Nakamoto in 2008. Later, on the basis of the currency and virtual encrypted monetary growth development, the etheric fang for the platform of the second generation of virtual cryptocurrency was developed through intelligent core application contract implementation, and now, although only in a few countries, the government expressed support for virtual cryptocurrency, while most of the national governments are in opposition to or are on the sidelines, However, the third generation of virtual cryptocurrencies is still budding. At present, according to incomplete statistics, since the advent of Bitcoin, the private sector has launched a variety of virtual cryptocurrencies, and the online public circulation and issuance of virtual cryptocurrencies has reached more than 10,000, with a total market value of more than $130 million, and is still increasing at an extremely fast speed.
Research Status of Virtual Cryptocurrency
Virtual cryptocurrencies such as the blockchain technology, P2P technology, and encryption technology, such as hot technology, are declared as “decentralized” and “completely anonymous,” but the lack of value support, price volatility, trading defects such as low efficiency, and large energy consumption limit its hard currency function in our daily life, and at the same time, the virtual cryptocurrency is used for speculation, There are potential risks that threaten financial security and social stability, and it has become a payment tool for illegal economic activities such as money laundering. Virtual cryptocurrency has major defects, and some institutions attempt to launch the so-called “stable currency” by trying to anchor it with sovereign currency to stabilize the currency or related assets, and business plans for global stability of the currency; it will give the international monetary system, the payment and settlement system, and monetary policy, such as cross-border capital flow management, many risks and challenges [10].
At present, many countries in the world are promoting research on virtual cryptocurrency transaction behavior and warning, and analyzing its integration layout with existing economic applications from multiple aspects such as technology and law. For example, literature [11] proposes the investigation and research of the EU’s virtual cryptocurrency regulations on virtual cryptocurrency developers and transaction users; literature [12] studies the impact of Facebook’s launch of Libra virtual cryptocurrency project on financial infrastructure and regulation; literature [13] analyzes the problems and challenges of the cryptocurrency exchange market in India from the perspective of triggering financial risks; literature [14] studies the risks and challenges of virtual cryptocurrency transactions in different jurisdictions and SWIFT transactions; literature [15] studies the virtual cryptocurrencies and gold assets, such as Bitcoins and the diversified investment transactions such as the stock market; literature [16] studies the digital financial assets and the monetary impact on the Russian business transactions in current laws and regulations; literature [17] studies the current stage of the European Union blockchain and virtual cryptocurrency trading regulation, and so on.
At present, the abnormal encryption based on virtual currency trading and warning image data to carry out the relevant analysis is one of the main directions of research hot spots; the researchers are mainly focused on virtual cryptocurrency data exchange through time, frequency, capital flows, the rules of combination of multiple currencies in a variety of ways, and so on, whether virtual cryptocurrency trading volatility and abnormal trading to forecast early warning.
In the analysis based on time, some researchers put forward methods that can improve the accuracy of prediction and warning. Literature [18] is proposed using the Markov switching model window effect of abnormal to virtual cryptocurrency trading to predict warning, by comprehensive research samples within the coefficient and the outside influence on the sample, using the window effect of Markov switching models to predict early warning, and verified in some specific window on the tail that can better realize the precision of forecasting warning. Literature [19] proposed a weighted and pay attention to the memory channel convolution neural network to predict abnormal virtual cryptocurrency trading early warning method, based on the strong correlation between different virtual cryptocurrencies and using the technology of deep learning implementation with a weighted and pay attention to the memory channel convolution neural network model to forecast daily virtual cryptocurrency trading.
In terms of frequency-based analysis methods, some researchers have carried out analysis and prediction of currency transactions of multiple virtual cryptocurrencies. In 2021, Kim et al. proposed to use GARCH and SV random volatility to predict and warn the volatility of abnormal transactions of virtual cryptocurrencies. By studying nine major virtual cryptocurrencies such as Bitcoin, Ethereum, and Bitcoin Cash, the Bayesian Stochastic Volatility (SV) model and GARCH model are implemented to detect trading volatility [20]. Literature [21] proposed a random approximation algorithm and sequence learning method based on volatility dynamics, and proposed a random volatility model with jump return volatility to analyze and warn abnormal transactions of virtual cryptocurrencies. The results proved that these virtual cryptocurrency transactions showed abnormal return fluctuation relationship. Salim Lahmiri et al. proposed to use the method of high frequency trading deep learning to predict and give early warning to virtual cryptocurrency bitcoin trading, and applied the deep forward neural network (DFFNN) to analyze and predict the high frequency trading data of virtual cryptocurrency Bitcoin. Based on this, the influence of standard numerical training algorithm on the accuracy obtained by DFFNN is also studied [22].
In terms of the analysis method based on capital flow, research is carried out on the correlation between capital and abnormal transaction of virtual cryptocurrency. Rahmani et al. drew on the relevant experience of deep learning architecture in financial market prediction and proposed to use deep learning algorithm to predict and give early warning of abnormal capital flow in the direction of virtual cryptocurrency transaction [23]. By constructing LSTM model to predict the daily closing direction of bitcoin and USDT in virtual cryptocurrencies, the researchers also analyzed the accuracy of the model and the risk of trading gains and losses based on the model, and evaluated the impact of MACD index and input matrix dimension on the prediction and warning accuracy.
In terms of analysis methods based on multiple currencies and multiple rule combinations, Kakinaka Shinji et al., based on the asymmetric relationship between price and volatility, is a significant feature of the time series of financial markets. Therefore, they proposed the method of multifractal cross-correlation for virtual cryptocurrency trading and prediction and early warning. Studying these relationships between up-market (bull market) and down-market (bear market) mechanisms in a dynamic way provides a new method for predicting and warning abnormal trading of virtual cryptocurrency [24].
Although some researches on virtual cryptocurrency trading do not directly provide the method of abnormal trading warning, additional variables such as daily return rate, standard deviation, value at risk, conditional value at risk, trading volume, and other dimensions that are very important for the analysis of virtual cryptocurrency trading are introduced. In addition, many innovative methods are proposed for reference in terms of how to analyze the data of virtual cryptocurrency transactions and how to select variables. In literature [25], for example, this paper proposes a virtual encryption based on PROMETHEE II currency trading portfolio selection criterion method, and the model of sample performance with five other kinds commonly used the optimal portfolio model; according to the index of all observed, the proposed model is better than all the other models, where the odds ratio is from 50 to 94%. The literature also suggests the benefits of adopting more currency standards and an appropriate multi-parameter approach in the analysis and selection process of virtual cryptocurrency transaction data.
Some researchers also provide abnormal transaction warning methods of virtual cryptocurrency from other useful perspectives by choosing different data dimensions. For example, in 2021, Kądziołka Kinga proposed a multi-criteria evaluation method for virtual cryptocurrency exchange based on PROMETHEE II and taxonomy with the analysis of the available data published on the Internet website by hierarchical clustering with k-means algorithm [26]. This method can also be used as a supplement to multi-dimensional evaluation of abnormal transaction warning of virtual cryptocurrency.
Based on the stock market index method, this paper innovatively proposes an abnormal movement warning algorithm based on the popularity value system of virtual cryptocurrency. By referring to the sequence similarity comparison algorithm in the field of speech recognition and biological information, the sequence similarity comparison algorithm is improved as an abnormal detection algorithm of virtual cryptocurrency. It provides a new idea for the study of abnormal warning of virtual cryptocurrency.
The Overall Model of Abnormal Transaction of Virtual Cryptocurrency
Virtual cryptocurrency anomaly detection and early-warning star-moon value model is shown in Figure 2. Based on current research results at home and abroad [27–29], this model organically combines the definition, research, and early warning of virtual cryptocurrency anomalies into an overall model.
[image: Figure 2]FIGURE 2 | Stellaluna value model for anomaly analysis and warning of virtual cryptocurrency.
Normally, in the whole currency virtual cryptocurrencies trading environment, we can think of the influence of external factors on the overall virtual cryptocurrency in a fair level, then we can pass the current transaction data and compare them with the historical transaction data analysis, and calculate the current external factors’ impact on the virtual cryptocurrency trading situation; this is the “virtual cryptocurrency popularity value”. Based on the change of this popularity value, abnormal transactions of virtual cryptocurrency can be further detected and warned. In the case of a single virtual cryptocurrency trading to multi-currency virtual cryptocurrency “trading popularity value” as a “background noise,” a single virtual cryptocurrency is determined based on the elimination of “background noise” transaction in which life cycle stage integrated different life cycle phase virtual cryptocurrency, which, according to the general characteristics of virtual cryptocurrency trading, abnormal transaction behaviors are more likely to occur in the emerging period, extinction period, and recovery period. Therefore, these three periods and the specific event period of the outbreak of blockchain fork are collectively referred to as the volatile period. The abnormal transaction risk of a single virtual cryptocurrency can be warned by detecting the volatile period and cycle transformation. For a single currency in a stable period, on the basis of protecting the privacy of a single transaction, detect and warn whether the virtual cryptocurrency transaction is affected by security factors and leads to abnormal transactions. To be specific, we can design an algorithm to calculate the transaction popularity value of multiple currencies as a benchmark, and each single currency will conduct qualitative detection according to the popularity value. If abnormal transaction characteristics are met, quantitative detection will be carried out further. The model also includes detection, warning, and disposal of abnormal transactions of virtual cryptocurrencies caused by security factors such as blockchain bifurcation.
In general, the model covers the definition, analysis, and early warning of virtual cryptocurrency anomalies to achieve comprehensive early warning on four different levels of abnormal transaction situation of multi-currency virtual cryptocurrency, abnormal transaction cycle risk of a virtual cryptocurrency, an abnormal transaction of virtual cryptocurrency caused by security factors based on privacy protection, and abnormal transaction of virtual cryptocurrency bifurcation.
The main contributions of this paper are briefly summarized as follows: 1) This paper reconstructs the theoretical system of currency definition, reclassifies existing definition of currency, and puts forward a set of definitions mainly applicable to digital currency. 2) This paper will put forward a popularity value system and its algorithm that are actually applied to virtual cryptocurrency, which will help in the field of social public security and effectively enrich the existing virtual cryptocurrency theory. 3) Based on the market data of virtual cryptocurrency as the support, this paper applies the latest research results in the field of artificial intelligence technology to realize the abnormal warning algorithm model of virtual cryptocurrency.
ANALYSIS OF ABNORMAL TRANSACTION SITUATION BASED ON VIRTUAL CRYPTOCURRENCY POPULARITY VALUE SYSTEM
Virtual Cryptocurrency Popularity Value System
The Concept of Virtual Cryptocurrency Popularity Value
As of midnight on August 1, 2021, more than 11,570 virtual cryptocurrencies have been publicly issued worldwide, among which 5,408 are still actively traded. Unlike stocks, futures, and precious metals, the current “head” effect of virtual cryptocurrency trading is very obvious, with the top 7 accounting for more than 75% of the total cryptocurrency trading, and the top 100 accounting for about 95% of the total cryptocurrency trading. The market capitalization of the top 1,000 accounts for about 99.7% of the entire virtual cryptocurrency trade.
The overheated hype and the legend of overnight wealth have caused “herd behavior” [30–35] in the virtual cryptocurrency market, which has caused many individual investors to blindly enter [36], and also provided opportunities for some criminals to take advantage of blind individual investors’ ignorance of virtual cryptocurrency. The launch of “unstable value virtual cryptocurrencies” has ruined the fortunes of many people who want to get rich quick. The existence of herd behavior and the “thunderbolt” of many virtual cryptocurrencies make people eager for an early warning method to avoid risk.
Based on the actual situation of virtual cryptocurrency trading, we innovatively proposed virtual cryptocurrency trading popularity value. The data of the top 1,000 virtual cryptocurrency transactions in each large virtual cryptocurrency trading market are used as samples to calculate the popularity value of virtual cryptocurrency transactions; to standardize and quantify virtual cryptocurrency, it is intended to serve as a benchmark reference value for abnormal transactions in virtual cryptocurrencies.
Virtual Cryptocurrency Popularity Value System Series Index
Based on the popularity value of each virtual cryptocurrency transaction, we innovatively put forward the series index of virtual cryptocurrency transaction popularity value system, ranking the top 7 (VC7), the top 20 (VC20), the top 100 (VC100), and the top 6 (VC7X) of the 7 excluding the largest market value bitcoin, 13 out of 20 stocks excluding the top 7 market capitalization (VC20X), and 80 out of 100 stocks excluding the top 20 market capitalization (VC100X). A total of 6 groups of indexes, virtual cryptocurrency trading popularity value system series indexes, aimed at reflecting the current performance of virtual cryptocurrency trading. Table 1 shows the compiling rules of the series index of the virtual cryptocurrency trading popularity value system.
TABLE 1 | Rules for compiling series index of virtual cryptocurrency popularity value system.
[image: Table 1]Calculation of Virtual Cryptocurrency Popularity Value Based on Hybrid Parameter Elite Ant Colony Algorithm
To scientifically evaluate the real-time popularity of virtual cryptocurrency transactions, classical quantitative analysis methods mostly use real-time price or some inherent attribute as its popularity value [37]. This algorithm has a certain scientific nature and objectively reflects its popularity directly through the market, but it also has some defects. It can reflect its popularity through price changes in a certain period of time, but it cannot reasonably reflect its real popularity in a longer period of time. For example, at two different time points, the same virtual cryptocurrency transaction has the same popularity, but because the price base of the two time points is different, under the condition of the same popularity, the final price is not the same, which has a different popularity value from the result. Because the price of virtual cryptocurrencies is not only influenced by the popularity but also by the amount of money they are issued and how they are created, the price base is different. In other cases, two virtual cryptocurrency transactions may have the same popularity for a period of time after launch, but at different prices. In general, this algorithm has some major defects, such as lack of normalization and standardization, which cannot form a comprehensive popularity value system for all currencies of virtual cryptocurrency transactions. It can only reflect the popularity changes of certain virtual cryptocurrency transactions within a period of time.
In the study of virtual cryptocurrency trading, literature [38] mentioned that to weigh the benefits and risks of bitcoin investment, an evaluation index system of virtual cryptocurrency trading activities was established, and the combination weight of comprehensive evaluation was determined by using subjective evaluation method and objective evaluation method comprehensively. However, the algorithm is unable to cope with virtual encrypted mutations situation of currency trading and poor robustness.
This paper proposes an elite ant colony algorithm based on mixed parameters that calculates the popularity value of virtual cryptocurrency transactions. Selection is given priority over virtual cryptocurrency trading market data, virtual cryptocurrency trading chain abnormal data, virtual cryptocurrency trading data, and so on; multi-dimensional data are complementary comprehensive data as a factor, dynamic adjustment factor, and dynamic allocation weights, respectively, combined with the normalized and standardized data processing methods, such as integrated computation virtual cryptocurrency trading phase popularity value. Compared with traditional algorithms that rely on expert experience and fixed factors and factor weights, this method is more scientific and convenient, saving a lot of human and material resources. Relying on machine learning method, the timeliness of trading popularity value system is significantly improved.
On combinatorial optimization problem and optimal solution problem, ant colony algorithm is widely used [39]; to solve the problem of multiple factor weights allocation, this article uses the elite ant colony algorithm based on hybrid parameter dynamic weighting allocation of more factors, using the advantages of the classical ant colony algorithm adaptability that is strong and adapts to the rapid changes of virtual cryptocurrency trading. In classical ant colony algorithm, the information heuristic factor α and expectation heuristic factor β are the same for all individuals. This makes the performance of the algorithm depend sensitively on the setting of some parameters. In addition, the optimal solution may be ignored. To avoid this, classical ant colony algorithms tend to turn up the information heuristic factor α and the expectation heuristic factor β, but this leads to local minima, reducing the likelihood that another, shorter TSP path will be found later. To solve these problems, this paper optimizes the marking rules and α and β parameters of classical ant colony algorithm. We sorted TSP path lengths from small to large. Considering that the market value of currencies at the head of virtual cryptocurrency transactions accounts for too large a proportion, the improved algorithm only allowed the top 20% individuals to leave marks, and the weight was inversely proportional to the path length and multiplied by a factor that decreased linearly with the market value (i.e., the ranking factor). The first-place ranking factor is 1, and the ranking factor is reduced to 0 at 20%. To avoid the optimal TSP path being forgotten, when the first place of this iteration is worse than the optimal TSP path discovered so far, the optimal TSP path is also ranked first as an individual, and the ranking of other individuals is postponed, and marks are left according to the aforementioned rules. This ensures that the optimal TSP path is not forgotten until it is overtaken by a better TSP path.
In this paper, the steps of calculating the popularity value of virtual cryptocurrency transaction using the elite ant colony algorithm based on mixed parameters are as follows:
ALGORITHM 1 | Elite Ant Colony Algorithm Based on Mixed Parameters
[image: Algorithm 1]Step 1 Data pre-processing. Six fields in the market value of virtual cryptocurrency, total trading volume, real-time price, one-hour rise or fall, one-day rise or fall, and one-week rise or fall are taken as weight factors to calculate the popularity value of virtual cryptocurrency trading. The value range of weight is divided into (0,0.01), (0.01, 0.02), …, (0.99, 1.00), then each value range can be expressed as ([image: image], [image: image]), i = 1, 2, … , 6; j = 0, 1, … , 99. At the same time, set the markers of each interval to 1.
Step 2 Set the initial parameters. We set 5 parameters: information elicitation factor—[image: image], expectation heuristic factor—[image: image], ant colony number—[image: image], informational volatile factor—[image: image], and ranking factor—[image: image]. The larger [image: image] is, the more likely the new individual will select the region passed by the previous individual. The smaller [image: image] is, the smaller the group search range is, and it is easy to fall into local optimum. The larger [image: image] is, the more likely the population is to select the locally better interval, and the faster the iterative convergence rate is, but the local relative optimization is easy to occur. The larger [image: image] is, the more accurate the algorithm result is. However, as the algorithm approaches the convergence of the optimal solution, the effect of positive information feedback decreases, and a lot of repeated calculation work occurs. The smaller the [image: image] is, the larger the marker value of each interval, the larger the group search range, and the slower the convergence. The larger the ρ is, the smaller the marker value is, and it is easy to fall into local optimum. The greater the [image: image] is, the greater the currency’s influence. The first-place ranking factor is 1, and the ranking factor is reduced to 0 at 20%.
Step 3 Iterative search. The weight interval of the six factors is searched iteratively in turn, and the process is divided into four steps as follows.
Step 3.1 Randomly determine the initial position and set a forbidden area to ensure that you do not fall into a local loop.
Step 3.2 Equation 1 was used to calculate the transfer probability:
[image: image]
In the formula: [image: image] is the transition probability from individual [image: image] to weight interval [image: image], [image: image]; [image: image] is the label value of the weight interval [image: image]; [image: image] is the information expectation heuristic parameter of weight interval [image: image]; [image: image] is the set of weight interval that individual [image: image] can select in the next step; [image: image] is the information elicitation factor; [image: image] is the expectation eliciting factor; [image: image] is the ranking factor.
Step 3.3 Assign individual weight interval by random ring algorithm. The specific method is, first, sum the values of probabilities [image: image] in each interval of each weight factor to obtain the total probability P, and randomly generate a probability that falls between (0, P). The cycle traverses each interval and subtracts each time. The first interval with a probability less than 0 is the required interval.
Step 3.4 Search the weight interval of other weight factors by traversing in turn.
Step 4 Tag updates. In this paper, a model based on global information update is used to calculate and update the markers of each weight interval during each iteration. That is, after all the search is completed, the comprehensive evaluation index under the weight interval selected by each individual is calculated to find the optimal path. Equation 2 is used to update the marks of the selected weight interval, and Equation 3 is used to update the marks of other weight intervals.
[image: image]
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In the formula, [image: image] is the token increment of the weight interval of the i times; [image: image] is the information volatile factor; [image: image] is the comprehensive index value under the weight interval selected by the optimal individual.Through the elite ant colony algorithm based on mixed parameters to determine the weight range of factors, the real-time trading popularity value of virtual cryptocurrency can be obtained after computing with the real-time market data of virtual cryptocurrency trading.
DTW-SSC Waveform Similarity Algorithm Based on Virtual Cryptocurrency Popularity Value System
Under the popularity value system of virtual cryptocurrency, anomalies of virtual cryptocurrency are defined in this paper as follows: when the popularity value of a currency deviates greatly from the overall popularity of the market, we believe that the currency may be abnormal, and we need to monitor it. Therefore, the anomaly detection problem of virtual cryptocurrency is then transformed into the question of whether the popularity value curve of a single virtual cryptocurrency is similar to that of the overall market index. Before measuring similarity, this paper first defines similarity.
In Figure 3, the paper considers that y1, y2, and y3 are similar in shape. Specifically, among the three curves, the paper considers that y2 and y3 are the two most similar (because y2 and y3 are the closest in distance).
[image: Figure 3]FIGURE 3 | Definition of similarity.
Euclidean distance is one of the most widely used basic methods to measure the similarity of two sequences. Euclidean distance is a special case of Minkowski distance, which is used to measure the distance between numerical points and is widely used in many algorithms [40, 41]. For sequences of the same length, calculate the distance between each two points and sum them up. The smaller the distance, the more whole matching. The algorithm is shown in Equations 4 and 5. For sequences of different lengths, there are generally two processing methods:
Subsequence Matching
Find the part of long sequence that is most similar to short sequence. Let the sequence A be [image: image] and B be [image: image], where n > m. Scroll to calculate the distance between A and B.
[image: image]
[image: image]
Then find the minimum value of all ρ, and the index of sequence A corresponding to this distance is the part of A that is most similar to B.
Sliding Window
EK, KC et al. from Microsoft proposed that to reduce the algorithm complexity, the B sequence can be copied until it is as long as the A sequence [42]. The paper from Tianjin university points out three shortcomings of Euclidean distance in measuring time series similarity [43]: 1) it cannot distinguish shape similarity, 2) it cannot reflect the similarity of trend dynamic variation amplitude, and 3) the calculation based on point distance cannot reflect the difference of different analysis frequency, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Price series from July 15 to July 31. (A) Price series of BTC. (B) Price series of BNV and AAVE.
The change trend of A and B is almost completely opposite, and the change trend of A and C is almost exactly the same. If Euclidean distance is used, then it follows that A and B are the most similar. In fact, the change is that A and C are similar. Figure 5 is the same as mentioned previously. Normally, the closest thing we think of as y1 is y3. In fact, y3 is the result of y1 being shifted down. However, the Euclidean distance between y1 and y2 is 15,832, and the Euclidean distance between y1 and y3 is 15,876. The Euclidean distance calculated tells us that the nearest distance to y1 is y2.
[image: Figure 5]FIGURE 5 | DTW looks for waveform alignment points.
Aiming at the defects of Euclidian distance, researchers began to use Pattern distance [44] to quantify similarity. First, the piecewise linear representation algorithm (PLR) was introduced to represent a sequence piecewise linear representation. The state of a sequence can be simply divided into three categories: up, down, and constant. We represent these three states as 1, −1, and 0. For the sequence in Figure 6, it is divided into K segments, and the slope of each segment is calculated. Positive slope means rising, negative slope means declining, and zero means unchanged. At this point, the sequence can be approximated as (−1, −1, 0, −1, 1, 0, 1, 1 …); combining the same adjacent patterns, we get (−1, 0, −1, 1, 0, 1 …) in the sequence.
[image: Figure 6]FIGURE 6 | Sequence distance matrix calculation.
As for the point segmentation of PLR algorithm, the method of bisecting is directly used. However, it can be seen from Figure 6 that the third mode is represented as 0. In fact, the third mode is a peak that rises first and then declines, so the method of bisecting is not scientific. The bottom-up search method proposed by KEOGH E [45] solves this problem well.
Since we combine the same adjacent patterns, the pattern sequence we get must be 1, −1, 0 interval, and each pattern may span different time lengths. After merging the patterns, sequence S1 may have N patterns and S2 may have M patterns. Now we need to count them.
As shown in Figure 4B, we select BNB and AAVE, two virtual cryptocurrencies with similar prices and higher ranking, and express their price sequences as S1 and S2 after PLR:
[image: image]
[image: image]
Let [image: image] and [image: image] represent the ith and jth modes of S1 and S2, respectively, that is, [image: image]; t represents time, and no matter how the cutting is done, the final end point is the same, that is, [image: image].
When the mode definition is completed, the distance can be calculated. The formula for the mode distance is
[image: image]
Obviously, [image: image], the closer the distance is to 0, the more similar the pattern is, and the closer to 2, the less similar the pattern is. The sequence pattern distance can be obtained by adding all pattern distances:
[image: image]
Since each mode may span different time lengths, and the longer a mode lasts, the more information it contains in the whole sequence, we improved the aforementioned formula, and the improved mode distance formula is as follows:
[image: image]
where [image: image], [image: image] is the length of time that the ith mode spans, and [image: image] is the total length of time.
Based on the pattern distance, Dong et al. proposed the shape distance [43], which further improved the measurement effect. In simple terms, the shape distance is based on the mode distance, adding an amplitude change and resetting the mode sequence. Suppose we have obtained the equal-patterned sequence:
[image: image]
[image: image]
Set amplitude variation sequence as A, then: [image: image], which is the difference of the sequence value corresponding to the endpoint of each split interval, then we can get
[image: image]
[image: image]
The calculation formula of shape distance is
[image: image]
In this case, [image: image] is the time weight.
Taking virtual cryptocurrencies as an example, we believe that the price trend of virtual cryptocurrencies usually has seven states: {accelerating down, horizontal down, decelerating down, stable, decelerating up, horizontal up, accelerating up}, which is described by the model M = −3, −2, −1, 0, 1, 2, 3). A threshold value [image: image] is set to distinguish the 7 states. Let [image: image] represent the slope of the K segment straight line after being divided by PLR. In the mode distance, if the slope is less than 0, it represents decline, denoted as −1. If the slope is greater than 0, it means that the slope is rising, which is 1. If the slope is 0, it does not change, so let us call it 0.
Shape distance is improved on mode distance to be more complex and more realistic because more modes are introduced (7) (Table 2).
TABLE 2 | Shape distance schema table.
[image: Table 2]When [image: image], it belongs to one of (−3, −2, −1), and the change in slope is used to indicate whether the virtual cryptocurrency is falling at an accelerated, horizontal, or decelerated rate. If [image: image], it indicates that the slope is decreasing, the line is steeper, it is accelerating, set to −3 mode, if [image: image]. If it is falling horizontally, set it to −2 mode; if [image: image], it is decelerating and set it to −1 mode. When [image: image], it is considered to be approximately stable and set to 0 mode. When [image: image], and so on. The formula of shape distance also satisfies the following four distance theorems:
[image: image]
In addition, to improve the accuracy of the model and reduce the impact of absolute value differences on the whole model, it is generally necessary to standardize the original sequence. Shape distance is also more accurate because of the addition of more patterns, and the effect is better than pattern distance.
In addition to the distance method mentioned previously, there is another very intuitive indicator, correlation coefficient, which can measure not only correlation but also similarity. However, correlation coefficient is generally not used to measure similarity in time series because it cannot solve the problem of graph translation. Figure 8 clearly illustrates this problem.
DTW (Dynamic Time Warping) [46–50] solves this problem. DTW is actually calculating Euclidean distance. As mentioned before, Euclidean distance cannot measure shape similarity well, and all points are directly corresponding according to general Euclidean distance calculation method. DTW is to find the correct corresponding points between the sequences and calculate their distance, as shown in Figure 5A. The solid line and the dashed line are the two speech waveforms of the same word “pen” respectively (separated on the Y-axis for observation). You can see that the overall waveform shape is very similar, but the time line is not aligned. For example, at the 20th time point, point A of the solid line waveform will correspond to point B′ of the dotted line waveform, so the traditional calculation of similarity by comparing distances is obviously unreliable because it is clear that point A on the solid line corresponds to point B on the dotted line. In Figure 5B, DTW can calculate their distance correctly by finding the point where the two waveforms are aligned. The fundamental task of DTW is to match points correctly. The criterion of DTW correct correspondence is that if the points of two sequences are correctly corresponding, their Euclidean distance is minimized. One point of a sequence may correspond to multiple points of another sequence. If all possible points are enumerated to find the most suitable point, it is an NP difficult problem in terms of time complexity. At this time, dynamic programming is introduced to optimize it to solve this problem.
Simulate the market sequence of two virtual cryptocurrencies VC1 and VC2 with different lengths, as shown in Figure 10.
Compute the distance matrix of two sequences. The horizontal axis represents the VC1 sequence, and the vertical axis is the VC2 sequence. The visual representation is shown in Figure 11A.
In the visual distance matrix, the darker the color is, the farther the distance is. Calculate a cumulative distance matrix, as shown in Figure 11B, and minimize the cumulative distance as the ultimate goal. Obviously row 0, column 0 of the cumulative distance matrix is equal to row 0, and column 0 of the distance matrix is equal to 1. If you keep going to the right, then the cumulative distance matrix changes as shown in Figure 11C. If you keep going up, then it will look as shown in Figure 11D because the path only moves in three directions: right, up, and slant to the upper right. If the path moves more than one square to the right or up, this indicates that one point in one sequence corresponds to multiple points in another sequence. So far, we have computed two columns of the cumulative distance matrix. For any other point, the increase in cumulative distance can come from only three directions: left, down, and slant down left. Dynamic programming is to select the direction that minimizes the current travel distance for each step forward. Therefore, for any other point, the cumulative distance can be calculated by the following Eq. 17:
[image: image]
Therefore, the complete cumulative distance matrix is shown in Figure 6E. The best path has been clearly displayed in the cumulative distance matrix, which is the square with the lightest color in the figure. We only need to find the best path by backtracking. The best route is the [(5, 6), (4, 5), (3, 4), (2, 3), (1, 2), (1, 1), (0, 1), (0, 0)]. The DTW algorithm calculates the Euclidean distance of these points as a measure of similarity.
DTW has been widely used in the field of speech recognition due to its outstanding characteristics. Because of a syllable, it may be very long or very short; how to correctly recognize similar sounds or syllables is very important for speech recognition. By the same token, the virtual cryptocurrency in the virtual cryptocurrency market analysis is popular, and because each virtual cryptocurrency differs, the reaction time to the market changes is different also; at this point, the excellent quality of DTW (dynamic time warping) makes up for the defects, using DTW-SSC algorithm based on virtual cryptocurrency popularity value system, through extension and shortening of the time sequence. The similarity between the two popularity value sequences is calculated by using the constructed virtual cryptocurrency popularity value system. To monitor the virtual cryptocurrency market is abnormal. The DTW-SSC algorithm based on the popularity value system of virtual cryptocurrency can also actively discover the non-similar sub-sequences in the sequence. Since the characteristics of the sequence in the long sequence data such as trading quotation data or speech sequence are represented by the whole sequence, the similarity of the sequence must be investigated from the whole similarity. Even if two sequences have very similar local sub-sequences, when the overall similarity level is low, the two sequences are still considered to be dissimilar. When studying the active discovery of virtual cryptocurrency anomalies in a certain period of time, it is necessary to automatically discover some non-similar sub-sequences. The key is to identify the abnormal sub-patterns representing the same sequence as the anomaly discovery region. At this point, it is necessary not only to judge the overall sequence similarity but also to mine the abnormal sub-pattern to judge whether it conforms to the abnormal characteristics of virtual cryptocurrency. Therefore, the DTW-SSC algorithm based on the popularity value system of virtual cryptocurrency is of great significance for the early warning of abnormal virtual cryptocurrency.
This paper first calculates the popularity value of the whole currency of the public virtual cryptocurrency, generates the popularity value series of the whole currency and the index series of the virtual cryptocurrency popularity value system, and calculates the quantitative similarity S of the two sequences using the DTW-SSC algorithm based on the virtual cryptocurrency popularity value system. To judge whether the popularity value sequence of a single currency virtual cryptocurrency is similar to the corresponding exponential popularity value sequence, the smaller the quantitative similarity S is, the more similar the two sequences are; the larger the quantitative similarity S is, the more dissimilar the two sequences are. At this point, we believe that if the sequences are not similar, the virtual cryptocurrency is abnormal.
EXPERIMENTAL DESIGN AND RESULT
Experimental Design
All the experiments in this paper were run on a PC with a CPU of 3 GHz Inter Core I9-10980XE, GPU of NVIDIA GeForce RTX 3090 with 24 GB video memory, operating system of Windows10, and memory size of 32 GB. The algorithm is implemented in Python. The experimental data use the virtual cryptocurrency quotation data from 0:00 to 24:00 on August 3, 2021.
The data in this paper are from the Internet, including Coinbase, Tokenview, FeiXiaoHao, and other virtual cryptocurrency market data sites as well as Kaggle, Tushare, XBlock, and other big data science sites. The data dimension mainly includes the quotation data of virtual cryptocurrency, block data on the chain of virtual cryptocurrency, known abnormal transaction data, known abnormal transaction address, open smart contract data, public news of virtual cryptocurrency, etc. Each dimension can be subdivided again; for example, the quotation data of virtual cryptocurrency can be subdivided into price, rise and fall, trading volume, and other dimensions. The cumulative size of all experimental data exceeds 1 TB.
Experimental Result
In this article, we put forward the virtual cryptocurrency system of popularity value, and according to a study in the system with virtual cryptocurrency popularity value anomaly detection algorithm, by building the system, virtual cryptocurrency can be seen clearly in the popularity of the global, and can judge the development trend of virtual cryptocurrency, according to the system. A new abnormal research method for virtual cryptocurrency is innovatively proposed. Through the popularity value system of virtual cryptocurrency, the popularity value of each currency and the popularity value index of each virtual cryptocurrency are calculated, and the similarity comparison algorithm is used to warn abnormal virtual cryptocurrency. The index chart of the virtual cryptocurrency popularity value system on August 3 is shown in Figure 7.
[image: Figure 7]FIGURE 7 | Comparison of six trading popularity indices on August 3, 2021.
[image: Figure 8]FIGURE 8 | August 3, 2021 six trading popularity indices.
To verify the guiding effect of the virtual cryptocurrency popularity value index on the trend of the virtual cryptocurrency popularity value, three groups of normal virtual cryptocurrency and one group of abnormal virtual cryptocurrency with different ranking locations were selected for the experiment.
According to the experimental results of virtual cryptocurrency popularity value calculation in recent 3 months, the definition of similarity degree is given through cluster analysis and error estimation of quantified similarity value. The similarity value between 0 and 1,000 is considered High Similarity. The similarity value between 1,000 and 2,000 is considered More Similarity. The similarity value between 2,000 and 3,500 is considered Similarity. The similarity value between 3,500 and 4,500 is considered Low Similarity. Also, the similarity value greater than 4,500 is considered No Similarity.
First of all, among the top seven virtual cryptocurrencies in the total market value of the virtual cryptocurrency market, three representative virtual cryptocurrencies, BTC, XRP, and DOGE, were selected as a group for the experiment, and the popularity value sequence of these three virtual cryptocurrencies was compared with three indexes VC7, VC20, and VC100. According to the DTW-SSC algorithm based on the popularity value system of virtual cryptocurrencies, the quantitative similarity S of the popularity value sequence of BTC, ETH, and DOGE and the three indexes is calculated: The corresponding trend and the quantitative similarity S are shown in Figure 9.
[image: Figure 9]FIGURE 9 | Comparison of BTC, XRP, and DOGE popularity value with the three indexes on August 3.
It can be clearly seen from Figure 9 that the popularity values of BTC, XRP, and DOGE were compared with the three indices, and the overall trend of change was consistent. Then the similarity is quantitatively analyzed.
According to the analysis of quantitative Similarity results, it can be found that except the quantitative Similarity of BTC and VC7, the other eight quantitative Similarity indexes are all lower than 1,000, belonging to High Similarity, while BTC and VC7 belong to More Similarity. It indicates that the prices of BTC, XRP, and DOGE were relatively stable on August 3. BTC may have short-term fluctuations different from VC7, but it still conforms to the general fluctuation trend. By observing XRP and DOGE, it can be found that the quantitative similarity values of XRP and VC7, VC20, and VC100 increase in turn, and the similarity degree decreases in turn, which also conforms to the standard of the index.
We select MATIC, LTC, and WBTC as a group of virtual cryptocurrencies ranked from 8 to 20 in the total market value of the virtual cryptocurrency market, and compare the popularity value sequence of these three virtual cryptocurrencies with the four indices VC7, VC20, VC100, and VC20X. According to the DTW-SSC algorithm based on the popularity value system of virtual cryptocurrency, the sequence of the popularity value of MATIC, LTC, and WBTC and the quantitative similarity S of the three indexes were calculated respectively. The corresponding trend and the quantitative similarity S are shown in Figure 10.
[image: Figure 10]FIGURE 10 | MATIC, LTC, and WBTC popularity values compared with the four indexes on August 3.
It can also be clearly seen from Figure 10 that the popularity values of MATIC, LTC, and WBTC are compared with the four indexes, and the overall change trend is consistent, and then the similarity is quantitatively analyzed.
According to the analysis of quantitative similarity results, we found that the quantitative similarity values of MATIC, LTC, and WBTC with VC7 were the highest in the comparison of the four indexes, indicating that their similarity with VC7 was low. The quantitative similarity values with VC20 were the lowest in the comparison of the four indexes, indicating that their similarity with VC20 was the highest. According to the definition of VC7 index and VC20 index, the experimental results are reasonable and all quantitative Similarity index values conform to High Similarity, indicating that the prices of MATIC, LTC, and WBTC were very stable on August 3, in line with the general fluctuation trend.
Among the virtual cryptocurrencies ranked from 21 to 100 in the total market capitalization of the virtual cryptocurrency market, we selected three representative virtual cryptocurrencies, FTT, MKR, and SNX, as a group, and compared the popularity value sequence of these three virtual cryptocurrencies with four indexes, VC7, VC20, VC100, and VC100X. According to the DTW-SSC algorithm based on the popularity value system of virtual cryptocurrencies, the quantitative similarity S of the popularity value sequence of BTC, ETH, and DOGE and the three indexes is calculated. The corresponding trend and the quantitative similarity S are shown in Figure 11.
[image: Figure 11]FIGURE 11 | FTT, MKR, and SNX popularity values compared with the four indexes on August 3.
It can be clearly seen from Figure 11 that the popularity values of FTT, MKR, and SNX are compared with the four indexes, and the overall trend of change is consistent. Then, the similarity is quantitatively analyzed.
According to the analysis of quantitative Similarity results, it is found that the quantitative Similarity values of FTT, MKR, and SNX and the four indices decrease successively in the table. According to the index formulation rules, the experimental results are reasonable, and all the quantitative Similarity index values conform to High Similarity. This shows that MATIC, LTC, and WBTC prices were very stable on August 3, in line with the general trend of volatility.
We randomly selected ZEN, NANO, and WRX as a group of virtual cryptocurrencies outside the top 100 in the total market capitalization of the virtual cryptocurrency market, and compared the popularity value sequence of these three virtual cryptocurrencies with the six indexes. According to the DTW-SSC algorithm based on the popularity value system of virtual cryptocurrencies, the quantitative similarity S of ZEN, NANO, and WRX popularity value sequences and the three indexes is calculated. The corresponding trend and the quantitative similarity S are shown in Figure 12.
[image: Figure 12]FIGURE 12 | August 3 ZEN, NANO, and WRX Popularity Value vs. Six Index comparison.
It can be clearly seen from Figure 12 that when ZEN, NANO, and WRX popularity values are compared with the six indexes, there are some differences in the overall variation trend, but the amplitude is small and there is no significant difference. The overall trend is roughly consistent, and then the similarity is quantitatively analyzed.
According to the analysis of quantitative Similarity results, we find that the quantitative Similarity values of ZEN, NANO, and WRX and the six indexes are relatively High, among which four conform to High Similarity, all of which are from NANO. The quantitative Similarity between NANO and VC7 and VC7X indexes is Low Similarity. According to the experimental results and index compilation rules, NANO basically conforms to the general trend of fluctuation, while the experimental results of ZEN and WRX show that the quantitative Similarity between them and the six indexes is Low Similarity. It indicates that ZEN and WRX had a certain difference with the market on August 3, but the difference level is not unusual.
By observing the activities of the virtual cryptocurrency market on August 3, this paper finds out a virtual cryptocurrency that is significantly believed to be manipulated for experiment. We find RFR as an abnormal virtual cryptocurrency and compare its popularity value sequence with six indexes. According to the DTW-SSC algorithm based on the popularity value system of virtual cryptocurrency, the quantitative similarity S of RFR popularity value sequence and six indexes is calculated. The corresponding trend and the quantitative similarity S are shown in Figure 13.
[image: Figure 13]FIGURE 13 | August 3 abnormal currency RFR popularity value and six index comparisons.
It can be clearly seen from Figure 13 that the overall variation trend of RFR popularity value is significantly different from that of the six indices, and then the similarity is quantitatively analyzed.
According to the analysis of quantitative Similarity results, we found that the quantitative Similarity values of abnormal virtual cryptocurrency RFR and the six indexes belong to No Similarity. Experimental results proved that the virtual cryptocurrency was abnormal on August 3.
CONCLUSION
The virtual cryptocurrency transaction popularity value system has a broad application prospect in the research of virtual cryptocurrency. At present, there is an urgent problem of abnormal transaction warning of virtual cryptocurrency in practical applications such as virtual cryptocurrency transaction, which has a great impact on the risk of virtual cryptocurrency transaction. On the basis of summarizing the characteristics and laws of current virtual cryptocurrency transactions, this paper conducts quantitative analysis on virtual cryptocurrency transactions, and studies and constructs the virtual cryptocurrency transaction popularity value system covering multiple currencies. Moreover, the paper specifically studies the elite ant colony algorithm based on mixed parameters to calculate the popularity value of virtual cryptocurrency trading and constructs the virtual cryptocurrency trading popularity value index system on this basis. Taking the popularity value of virtual cryptocurrency transaction as an indicator, combined with the DTW-SSC waveform similarity algorithm of the popularity value system of virtual cryptocurrency transaction, the paper detects whether there are external factors leading to abnormal transaction of global virtual cryptocurrency, and realizes real-time warning of abnormal transaction of global virtual cryptocurrency. Experimental results show that our proposed early-warning method has great application potential in the field of virtual cryptocurrency.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
TZ and CL contributed to conception and design of the study. ZZ organized the database. CL performed the statistical analysis. XL and QZ wrote sections of the article. All authors contributed to article revision, read, and approved the submitted version.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 1. He S. Exploration of Gold Standard, Credit Currency and Digital Currency. Finan Mar (2020) 5(4):316. doi:10.18686/fm.v5i4.2962
 2. Rosenfeld R, Lakatos A, Beam D, Carlson J, Flax N Niehoff P, et al. Commodity Futures Trading Commission Issues Advisory for Virtual Currency Pump-And-Dump Schemes. J Investment Compliance (2018) 19:42. doi:10.1108/JOIC-04-2018-0033
 3. Guindy MA. Cryptocurrency price Volatility and Investor Attention. Int Rev Econ Finance (2021) 76(1):556–70. doi:10.1016/j.iref.2021.06.007
 4. Putra P, Jayadi R, Steven I. The Impact of Quality and Price on the Loyalty of Electronic Money Users: Empirical Evidence from Indonesia. J Asian Finance Econ Business (2021) 8(3):1349–59. doi:10.13106/jafeb.2021.vol8.no3.1349
 5. Liu S. Recognition of Virtual Currency Sales Revenue of Online Game Companies. Acad J Humanities Soc Sci (2019) 2(7):29–36. doi:10.25236/AJHSS.2019.020704
 6. Guo H, Hao L, Mukhopadhyay T, Sun D. Selling Virtual Currency in Digital Games: Implications for Gameplay and Social Welfare. Inf Syst Res (2019) 30(2):430–46. doi:10.1287/isre.2018.0812
 7. Liiv I. Data Science Techniques for Cryptocurrency Blockchains, Vol. 9. Singapore: Springer Nature (2021). doi:10.1080/17538963.2020.1870282
 8. Tong W, Jiayou C. A Study of the Economic Impact of central Bank Digital Currency under Global Competition. China Econ J (2021) 14(12):1–24. doi:10.1080/17538963.2020.1870282
 9. Davoodalhosseini SM. Central Bank Digital Currency and Monetary Policy. J Econ Dyn Control (2021) 104150. doi:10.1016/j.jedc.2021.104150
 10. Xu Z, Tang C. Challenges and Opportunities in the Application of China's Central Bank Digital Currency to the Payment and Settle Account System. Fin For (2021) 9(4):233. doi:10.18282/ff.v9i4.1553
 11. Dahlberg T. What Blockchain Developers and Users Expect from Virtual Currency Regulations: A Survey Study. IP (2019) 24(4):453–67. doi:10.3233/ip-190145
 12. Brühl V. Libra - A Differentiated View on Facebook's Virtual Currency Project. Intereconomics (2020) 55(1):54–61. doi:10.1007/s10272-020-0869-1
 13. Derlyatka A, Fomenko O, Eck F, Khmelev E, Elliott MT. Bright Spots, Physical Activity Investments that Work: Sweatcoin: a Steps Generated Virtual Currency for Sustained Physical Activity Behaviour Change. Br J Sports Med (2019) 53(18):1195–6. doi:10.1136/bjsports-2018-099739
 14. Yousuf Javed M, Husain R, Khan BM, Azam MK. Crypto-currency: Is the Future Dark or Bright?J Inf Optimization Sci (2019) 40(5):1081–95. doi:10.1080/02522667.2019.1641894
 15. Guesmi K, Saadi S, Abid I, Ftiti Z. Portfolio Diversification with Virtual Currency: Evidence from Bitcoin. Int Rev Financial Anal (2019) 63:431–7. doi:10.1016/j.irfa.2018.03.004
 16. Bashilov B, Galkina M, Berman A. Digital Financial Assets and Digital Currency: Legal Nature and Legal Regulation of Turnover. In: SHS Web of Conferences;  (15–16.4.2021); Yekaterinburg, Russia, Vol. 106. EDP Sciences (2021). doi:10.1051/shsconf/202110602005
 17. Miseviciute J. Blockchain and Virtual Currency Regulation in the EU. J Investment Compliance (2018) 19:33–38. doi:10.1108/joic-04-2018-0026
 18. Wu C. Window Effect with Markov-Switching GARCH Model in Cryptocurrency Market. Chaos, Solitons & Fractals (2021) 146:110902. doi:10.1016/j.chaos.2021.110902
 19. Zhang Z, Dai H-N, Zhou J, Mondal SK, García MM, Wang H. Forecasting Cryptocurrency Price Using Convolutional Neural Networks with Weighted and Attentive Memory Channels. Expert Syst Appl (2021) 183:115378. doi:10.1016/j.eswa.2021.115378
 20. Kim J-M, Jun C, Lee J. Forecasting the Volatility of the Cryptocurrency Market by GARCH and Stochastic Volatility. Mathematics (2021) 9(14):1614. doi:10.3390/math9141614
 21. Huang ZJ, James Huang Z, Xu L. Sequential Learning of Cryptocurrency Volatility Dynamics: Evidence Based on a Stochastic Volatility Model with Jumps in Returns and Volatility. Q J Finance (2021) 11:2150010. doi:10.1142/s2010139221500105
 22. Lahmiri S, Bekiros S. Deep Learning Forecasting in Cryptocurrency High-Frequency Trading. Cogn Comput (2021) 13(2):485–7. doi:10.1007/s12559-021-09841-w
 23. Rahmani Cherati M, Haeri A, Ghannadpour SF. Cryptocurrency Direction Forecasting Using Deep Learning Algorithms. J Stat Comput Simulation (2021) 91:1–15. doi:10.1080/00949655.2021.1899179
 24. Kakinaka S, Umeno K. Exploring Asymmetric Multifractal Cross-Correlations of price-volatility and Asymmetric Volatility Dynamics in Cryptocurrency Markets. Phys A Stat Mech Appl (2021) 581:126237. doi:10.1016/j.physa.2021.126237
 25. Aljinović Z, Marasović B, Šestanović T. Cryptocurrency Portfolio Selection—A Multicriteria Approach. Mathematics (2021) 9(14):1677. doi:10.3390/math9141677
 26. Kądziołka K. The Promethee II Method in Multi-Criteria Evaluation of Cryptocurrency Exchanges. Econ Reg Studies/Studia Ekonomiczne i Regionalne (2021) 14(2):131–45. doi:10.22004/ag.econ.313138
 27. Li S, Li Y, Han W, Du X, Guizani M, Tian Z. Malicious Mining Code Detection Based on Ensemble Learning in Cloud Computing Environment. Simul Model Pract Theor (2021) 113:102391. doi:10.1016/j.simpat.2021.102391
 28. Li S, Zhang Q, Wu X, Han W, Tian Z. Attribution Classification Method of APT Malware in IoT Using Machine Learning Techniques. Security Commun Netw (2021) 2021:1–12. doi:10.1155/2021/9396141
 29. Yang H, Li S, Wu X, Lu H, Han W. A Novel Solutions for Malicious Code Detection and Family Clustering Based on Machine Learning. IEEE Access (2019) 7:148853–60. doi:10.1109/access.2019.2946482
 30. Shen X-L, Zhang KZK, Zhao SJ. Herd Behavior in Consumers' Adoption of Online Reviews. J Assn Inf Sci Tec (2016) 67(11):2754–65. doi:10.1002/asi.23602
 31. Romero DM, Reinecke K, Robert LP. The Influence of Early Respondents: Information cascade Effects in Online Event Scheduling. In: Proceedings of the Tenth ACM International Conference on Web Search and Data Mining;  (6–10.2.2017); New York, NY (2017). p. 101–10. 
 32. Borst I, Moser C, Ferguson J. From Friendfunding to Crowdfunding: Relevance of Relationships, Social media, and Platform Activities to Crowdfunding Performance. New Media Soc (2018) 20(4):1396–414. doi:10.1177/1461444817694599
 33. Gao C, Liu J. Network-based Modeling for Characterizing Human Collective Behaviors during Extreme Events. IEEE Trans Syst Man Cybernetics: Syst (2016) 47(1):171–83. doi:10.1109/TSMC.2016.2608658
 34. Kyriazis NA. Herding Behaviour in Digital Currency Markets: An Integrated Survey and Empirical Estimation. Heliyon (2020) 6(8):e04752. doi:10.1016/j.heliyon.2020.e04752
 35. King T, Koutmos D. Herding and Feedback Trading in Cryptocurrency Markets. Ann Oper Res (2021) 300(1):79–96. doi:10.1007/s10479-020-03874-4
 36. Akyildirim E, Aysan AF, Cepni O, Darendeli SPC. Do investor Sentiments Drive Cryptocurrency Prices?Econ Lett (2021) 206:109980. doi:10.1016/j.econlet.2021.109980
 37. Yang H, Hu J, Huai X, Ma F, Ma ZLandslide Warning Method Based on Local Anomaly Coefficient of Multivariable Time Series. South North Water Transfer Water Sci Techn (2021) 19(6):1227–37. doi:10.13476/j.cnki.nsbdqk.2021.0125
 38. Brière M, Oosterlinck K, Szafarz A. Virtual Currency, Tangible Return: Portfolio Diversification with Bitcoin. J Asset Manag (2015) 16(6):365–73. doi:10.1057/jam.2015.5
 39. Liu Y, Gao C, Zhang Z, Lu Y, Chen S Liang M, et al. Solving NP-Hard Problems with Physarum-Based Ant colony System. IEEE/ACM Trans Comput Biol Bioinf (2017) 14(1):108–20. doi:10.1109/tcbb.2015.2462349
 40. Wang D, Gao X, Wang X. Semi-supervised Nonnegative Matrix Factorization via Constraint Propagation. IEEE Trans Cybern (2016) 46(1):233–44. doi:10.1109/TCYB.2015.2399533
 41. Bronstein MM, Bruna J, LeCun Y, Szlam A, Vandergheynst P. Geometric Deep Learning: Going beyond Euclidean Data. IEEE Signal Process Mag (2017) 34(4):18–42. doi:10.1109/msp.2017.2693418
 42. Keogh E, Chakrabarti K, Pazzani M, Mehrotra S. Dimensionality Reduction for Fast Similarity Search in Large Time Series Databases. Knowledge Inf Syst (2001) 3(3):263–86. doi:10.1007/pl00011669
 43. Dong XL, Gu CK, Wang ZO. Research on Shape-Based Time Series Similarity Measure. In: 2006 International Conference on Machine Learning and Cybernetics;  (13–16.8.2006); Dalian, China. IEEE (2006). p. 1253–8. doi:10.1109/icmlc.2006.258648
 44. Jonoska N, Nabergall L, Saito M. Patterns and Distances in Words Related to DNA Rearrangement. Fundam Inform (2017) 154(1-4):225–38. doi:10.3233/fi-2017-1563
 45. Keogh E. Fast Similarity Search in the Presence of Longitudinal Scaling in Time Series Databases. In: Proceedings Ninth IEEE International Conference on Tools with Artificial Intelligence;  (3–8.11.1997); Newport Beach, CA. IEEE (1997). p. 578–84. 
 46. Kim S, Lee H, Ko H, Jeong S, Byun H, Oh K. Pattern Matching Trading System Based on the Dynamic Time Warping Algorithm. Sustainability (2018) 10(12):4641. doi:10.3390/su10124641
 47. Shokoohi-Yekta M, Hu B, Jin H, Wang J, Keogh E. Generalizing DTW to the Multi-Dimensional Case Requires an Adaptive Approach. Data Min Knowl Disc (2017) 31(1):1–31. doi:10.1007/s10618-016-0455-0
 48. Sharma A, Sundaram S. An Enhanced Contextual DTW Based System for Online Signature Verification Using Vector Quantization. Pattern Recognition Lett (2016) 84:22–8. doi:10.1016/j.patrec.2016.07.015
 49. Sharma A, Sundaram S. On the Exploration of Information from the DTW Cost Matrix for Online Signature Verification. IEEE Trans Cybern (2018) 48(2):611–24. doi:10.1109/TCYB.2017.2647826
 50. Shah M, Grabocka J, Schilling N, Wistuba M, Schmidt-Thieme L. Learning DTW-Shapelets for Time-Series Classification. In: Proceedings of the 3rd IKDD Conference on Data Science, 2016;  (13.3.2016); New York, NY (2016). p. 1–8.
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Zhu, Liao, Zhou, Li and Zhang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 04 February 2022
doi: 10.3389/fphy.2022.827929


[image: image2]
Linking the Pattern Structures to System Robustness Based on Dynamical Models and Statistical Method
Gui-Quan Sun1,2*, Yizhi Pang2, Li Li3, Chen Liu4*, Yongping Wu5, Guolin Feng5,6, Zhen Jin2, Bai-Lian Li7 and Zhen Wang8*
1Department of Mathematics, North University of China, Taiyuan, China
2Complex Systems Research Center, Shanxi University, Taiyuan, China
3School of Computer and Information Technology, Shanxi University, Taiyuan, China
4Center for Ecology and Environmental Sciences, Northwestern Polytechnical University, Xi’an, China
5College of Physics Science and Technology, Yangzhou University, Yangzhou, China
6Laboratory for Climate Studies, National Climate Center, China Meteorological Administration, Beijing, China
7Ecological Complexity and Modeling Laboratory, Department of Botany and Plant Sciences, University of California, Riverside, CA, United States
8School of Mechanical Engineering and Center for OPTical IMagery Analysis and Learning (OPTIMAL), Northwestern Polytechnical University, Xi’an, China
Edited by:
Zhanwei Du, University of Texas at Austin, United States
Reviewed by:
Sanling Yuan, University of Shanghai for Science and Technology, China
Wei Duan, Southeast University, China
* Correspondence: Gui-Quan Sun, gquansun@126.com; Chen Liu, liuc317@neneu.edu.cn; Zhen Wang, zhenwang0@gmail.com
Specialty section: This article was submitted to Social Physics, a section of the journal Frontiers in Physics
Received: 02 December 2021
Accepted: 07 January 2022
Published: 04 February 2022
Citation: Sun G-Q, Pang Y, Li L, Liu C, Wu Y, Feng G, Jin Z, Li B-L and Wang Z (2022) Linking the Pattern Structures to System Robustness Based on Dynamical Models and Statistical Method. Front. Phys. 10:827929. doi: 10.3389/fphy.2022.827929

Pattern structures are usually used to describe the spatial and temporal distribution characteristics of individuals. However, the corresponding relationship between the pattern structure and system robustness is not well understood. In this work, we use geostatistical method–semivariogram to study system robustness for different pattern structures based on three dynamical models in different fields. The results show that the structural ratio of different pattern structures including the mixed state of spot and stripe, cold spot, stripe only, and hot spot are more than 75%, which indicated those patterns all have strong spatial dependence and heterogeneity. It was revealed that the systems corresponding to the mixed state of spot and stripe or cold spot are more robust. This article proposed a method to characterize the robustness of the system corresponding to the pattern structure and also provided a feasible approach for the study of “how structures determine their functions.”
Keywords: pattern structure, system robustness, structural ratio, dynamical model, data analysis
1 INTRODUCTION
Due to some behavior mechanisms of individuals, species present heterogeneous but regular spatial distribution structures in both space and time, which is called as “pattern.” These pattern structures exist widely in nature such as the clouds in the sky [1], the patterns on zebra [2], and the ripples on the water [3]. Except for these, Getzin et al. found the gap vegetation pattern—fairy circles in Western Australia [4], the regular stripes vegetation distribution on the hillside of Niger studied by Klausmeier et al. [5], and mussel beds in the intertidal zone show different scales of distribution, namely, large-scale banded distribution at the ecological level and small-scale reticular distribution at individual mussels level [6, 7]. There are also thermal convection patterns, spiral wave patterns, and hexagonal patterns observed in the experiment [8, 9].
The scientific community has a wide range of interest in the formation mechanism and structural characteristics behind the pattern. Consequently, theories of pattern dynamics have been deeply studied and form a more systematic theoretical research area [10–21]. Here, we present some typical works on this topic. In 2001, von Hardenberg et al. pointed out that when the bare state and spot pattern state coexist, and it is also unstable, if exceeding a certain threshold, the system will be completely transformed to a bare state or desertification, that is, the spotted pattern will be used as an early warning signal of desertification [22]. In 2014, Liu et al. revealed that the interaction of self-organization behavior between different scales can improve the robustness, persistence and productivity of mussel ecosystem; in other words, the mosaic patterns with large and small scales imply the ecosystem is more robust [6]. In 2020, Bastiaansen et al. quantified the resilience of ecosystems with spatial patterns by using phase portrait [23]. However, due to the complexity of the system dynamical process and the lack of uniformity on robustness definition, many studies and conclusions are not comprehensive and have certain limitations, even lack of quantitative indicators for the robustness of each pattern structure.
In order to better answer the question “how the pattern structures determine the robustness of the system,” we obtain a series of different pattern structures based on three dynamical models in different research fields: vegetation–water coupled model [24], epidemic spatial model [25], and predator–prey model [26], and use geostatistical methods to quantitatively describe and analyze the characteristics of all different pattern structures, so as to find out which type of pattern structures are more robust for the corresponding systems.
2 CHARACTERIZATION INDEX OF SYSTEM ROBUSTNESS
In ecology, the related concepts of robustness is complicated and imprecise, but most people agree that robustness can be divided into two categories: one is the ability of the system to resist leaving (maintain) the current state after the system is subjected to external disturbance [27]; the other one is the ability of the system to return to the original stable state after suffering disturbance [28]. Therefore, in this study, we will use semi-variogram to analyze the interaction and dependence of each component within the system, and thereby give the quantitative index of the second type of system robustness.
The semivariogram is a mathematical statistical method that can reflect the randomness and structural characteristics of the variable in the spatial distribution and also is the theoretical basis of geostatistics. First, in order to avoid the proportional effect in the study, it is necessary to test the data of the studied variable (Z) and judge whether it is normal distribution or approximate normal distribution; if not, data conversion shall be carried out to make it conform to normal distribution. Afterward, the calculation of the semi-variance function value is carried out. Finally, through simulation, we obtain the best fitted semivariogram model and some important indicators, such as nugget C0, sill C0 + C, range A, and the structural ratio C/(C0 + C). Figure 1 shows the basic process of this method and the calculation formula of the semivariogram as follows [29]:
[image: image]
where γ(h) represents semivariogram, h is the step length, that is the sample point spatial distance, N(h) indicates the total number of data pairs when the sample point distance is h, and Z (xi) and Z (xi+h), respectively, are the values of the variable(Z) at the spatial position xi and xi+h.
[image: Figure 1]FIGURE 1 | Flowchart of quantitative system robustness index [30]. The analysis of semivariogram is mainly divided into three phases: normal test of research data, calculation of the semi-variance of variable, and simulation semivariogram to obtain the best fitted model. Structural ratio C/(C0 + C) can reflect the robustness of the system.
In Figure 1, the nugget C0 represents the degree of random heterogeneity of variables in the region and the sill (C0 + C) refers to the maximum variation of the system induced by structural variation and random variation. Then, the structural ratio C/(C0 + C) indicates the contribution rate of structural factors to spatial heterogeneity, which can reflect the spatial dependence and the spatial heterogeneity of variables [31]. When the structural ratio is less than 25%, it indicates that the variable has weak spatial dependence; if 25% ≤ structural ratio [image: image], it means that the variable has moderate spatial dependent; and the structural ratio [image: image] indicates the spatial dependence of the variable is strong [32, 33]. Generally speaking, the larger the structural ratio is, the stronger the spatial dependence and spatial heterogeneity of the variables within the system will be. For the species community, the greater the heterogeneity is, the richer the diversity will be. In other words, if the structural ratio of the pattern structure is larger, then it means that the corresponding system is more robust.
3 THE CORRESPONDING RELATIONSHIP BETWEEN PATTERN STRUCTURES AND SYSTEM ROBUSTNESS
3.1 Vegetation–Water Dynamical Model
In arid and semi-arid areas, vegetation growth is mainly limited by water resources [5]. In 2004, Gilad et al. considered three feedback mechanisms between vegetation biomass and water resources, infiltration feedback, root augmentation feedback, and soil–water diffusion feedback mechanism (Figure 2), and established a dynamical model for coupling a single vegetation species with water [34, 35]. On this basis, scholars made the following assumptions: 1) the lateral extension of vegetation roots is restricted and 2) the infiltration rate of bare soil and vegetation covered area is the same, and then obtained a simplified dimensionless model as follows [24]:
[image: image]
[image: Figure 2]FIGURE 2 | Schematic diagram of three feedback mechanisms between vegetation and water. (A) Difference of infiltration rate between bare soil and vegetation covered area causes surface water flow, (B) vegetation roots extend laterally to absorb water, and (C) soil water diffusivity exceed the spread of vegetation biomass. The blue arrow indicates the direction of water flow, and the length of the straight arrow represents the size of infiltration rate.
In the previous dimensionless model, the biological significances and values of all parameters are shown in Table 1. Next, we study the influence of the shading rate ρ on the robustness of vegetation ecosystems. Fixing other parameters, through numerical simulation, we get a series of vegetation pattern structure, as shown in Figure 3.
TABLE 1 | Biological significance and value of all parameters in the model (2).
[image: Table 1][image: Figure 3]FIGURE 3 | Vegetation pattern structure under different shading rates ρ. (A) Hot spot pattern with ρ = 0.6; (B) spots–stripes mixed pattern with ρ = 0.75; (C) stripe pattern with ρ = 0.9; (D) cold spot pattern with ρ = 0.94. See Table 1 for the other parameter values.
For the previous four different vegetation patterns, hot spot, mixed spots and stripes, stripe, and cold spot, we use vegetation density as a research variable and perform a semi-variogram analysis on them. According to Table 2, it is found that the structural ratio C/(C0 + C) of these four vegetation patterns in descending order are as follows: mixed spots and stripes [image: image] cold spot [image: image] stripe [image: image] hot spot, and the value of the aforementioned four vegetation patterns are both more than 75%, which shows that they all have strong spatial dependence and spatial heterogeneity. However, compared with the other three structures, the vegetation system with mixed spots and stripes has the strongest spatial heterogeneity, which means that the system under this pattern structure will be the most robust. For the vegetation–water dynamical model, the more robust the system is, the lower the possibility of desertification is. The spot–stripe mixed structure is conducive to vegetation diffusion in space, while the hot spot pattern shows that the vegetation presents an isolated high-density distribution, which implies the system is more susceptible to desertification. Based on experiments, Bertolini et al. also found that the vegetation system corresponding to the mixed spot–stripe pattern (labyrinthine-like pattern) is relatively robust [36], and thus, our conclusion is consistent with the previous findings.
TABLE 2 | Fitted semivariogram models (SV) and their characteristic parameters for different vegetation pattern structures (Figure 3). The high value of R2 and the low of RSS indicate good fitted effect.
[image: Table 2]3.2 Spatiotemporal Dynamical Model for Disease Transmission
The spread of infectious diseases will be affected by the spatial movement of the susceptible or infected, which will eventually lead to spatial patterns of the susceptible and infected individuals [37, 38]. In view of the characteristics of acquired immunodeficiency Syndrome (AIDS), hepatitis B virus (HBV), ebola virus, and other infectious diseases that are difficult to be cured after infected, meanwhile considering the complex spatial dynamics of the susceptible and the infected, scholars proposed an epidemic spatial model with non-linear incidence rates [25]. The non-linear incidence rate is caused by twice exposures of susceptible before infection. The transmission mechanism of such infectious disease can be described in Figure 4. The biological significances and values of all parameters in the model are shown in Table 3. The specific mathematical model is as follows:
[image: image]
[image: Figure 4]FIGURE 4 | Schematic diagram of infectious diseases transmission process. The model satisfies the following conditions: 1) the epidemic cannot be cured after being infected; 2) the susceptible is exposed to the disease repeatedly, leading to a non-linear transmission rate.
TABLE 3 | Biological significance and value of all parameters in the model (3).
[image: Table 3]Based on the spatial infectious disease model (3), we studied the impact of the spatial distribution of infected individuals on the spread of infectious diseases in the population. First, fixing other parameters, only changing the transmission rate β, and a series of numerical simulations are carried out on model (3). Finally, we get the pattern structure, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | Different patterns of infected individuals. (A) Hot spot pattern with β = 32; (B) spots and stripes mixed pattern with β = 35; (C) stripe pattern with β = 40; and (D) cold spot pattern with β = 42.
With the increase in the transmission rate, the spatial distribution of infected individuals present four different pattern structures: hot spot, mixed spots and stripes, stripe, and cold spot (Figure 5). From Table 4, we find that the structural ratio C/(C0 + C) of the four different spatial distributions of the infected are all greater than 75%, and their ratios are arranged in the following order: spot–stripe mixed [image: image] cold spot [image: image] stripe [image: image] and hot spot (Table 4). Although their structure ratio gap is small, its order is highly consistent with the order of the vegetation patterns, which demonstrates that our conclusion has certain universality.
TABLE 4 | Fitted semivariogram models (SV) and its characteristic parameters for different infected pattern (Figure 5). The meanings of other parameters are consistent with Table 2.
[image: Table 4]3.3 Predator–Prey Model With Spatial Diffusion
The predator function response is an indispensable part of describing the predator–prey model. This function can reflect the influence of the competition between predators on the predation efficiency, such as the coyotes, and jackrabbits in the western wilderness of North America and the plankton experiment [39]. In particular, when the predator can capture a large amount of prey per unit time, or when saturation is not considered, a ratio-dependent functional response is obtained [40]. However, with the addition of spatial diffusion, this ratio-dependent predator–prey model will produce a heterogeneous spatial distribution structure [26]. As a result, we consider this ratio-dependent predator–prey model with diffusion terms. After introducing dimensionless variables, the model is simplified to the following equations [26]
[image: image]
The dimensionless variables in model (4) and their values are shown in Table 5. Fixing other parameters and changing the prey consumption rate by predator γ, through numerical simulation, we obtain prey pattern structures, as shown later (Figure 6).
TABLE 5 | Biological significance and value of all parameters in the model (4).
[image: Table 5][image: Figure 6]FIGURE 6 | Different pattern structures of prey population. (A) Cold spot pattern with γ = 1.95; (B) stripe pattern with γ = 2.05.
On the basis of the previous method, we conduct a semi-variogram analysis on the previous two spatial distribution structures of prey. The detailed results are shown in Table 6. According to the heterogeneity classification standard, we find that the structural ratio C/(C0 + C) of these two patterns is significantly higher than 75%. However, by comparison, the structural ratio of the cold spot pattern is larger than that of the stripe pattern, that is, its corresponding system is more robust. Compared with the stripe structure, the cold spot pattern makes the prey to gather together and is not easy to be captured by the predators, and thus, the system is more robust.
TABLE 6 | Fitted semivariogram models (SV) and its characteristic parameters for different prey pattern (Figure 6). The meanings of other parameters are consistent with Table 2.
[image: Table 6]The range A is an important index in geostatistics that can reflect the spatial heterogeneity or spatial dependence scale of regional variables. From the perspective of the range, we find that all the ranges obtained by analyzing the pattern structure above are larger than the sampling interval − − 1. Therefore, it shows that the sampling interval used in the study is credible for unbiased estimation of this area.
4 CONCLUSION AND DISCUSSION
System robustness and pattern structure are two important characteristics to portray the spatiotemporal complexity of systems. However, the analysis of their corresponding relationship is lack of systematic research results. Focusing on the scientific problem of “which pattern structure implies the robustness of the system, and which pattern structure means the vulnerability of the system,” we combined three dynamical models from different fields, vegetation-water dynamical model [24], epidemic spatiotemporal dynamical model [25], and predator–prey spatial evolution dynamical model [26], and used geostatistical methods to analyze a series of different pattern structures produced by them. Finally, we found that the robustness of the system corresponding to different pattern structures is arranged as follows: spots and stripes mixed [image: image], cold spot [image: image], stripe [image: image], and hot spot. The research results may provide some early warning signals for desertification prevention, infectious disease prevention and control, biodiversity conservation, and other related fields.
In addition, we explored the systems’ resilience of different vegetation pattern structures (Figure 7), combined with the latest research methods [41]. We once again confirmed that the recovery rates of ecosystems with hot spot are the worst, compared with the other three pattern structures. And it also revealed that the recovery rate of the ecosystem corresponding to the spots and stripes mixed is greater than that of the cold spot. However, the only difference is that the recovery rate of system with stripe is the largest, which may be because the added disturbance increases the local density and finally affects the characteristics of the strip structure.
[image: Figure 7]FIGURE 7 | Recovery of different pattern structures for same disturbance. (A) Trajectories of different patterns when they return to steady state after the 20% disturbance occurs. Solid lines: trajectories of patterns formation; dashed lines: recovery track after the equilibrium point is reduced by 20%. (B) Recovery rates after a disturbance.
The evaluation of system robustness generally requires a large number of monitoring data or experimental data [42, 43]. However, our study is mainly based on the dynamical model to obtain the pattern structures, which can not only dynamically reflect the evolution of the system in time and space but also quantitatively predict the future spatiotemporal distribution structure. At the same time, the semi-variogram analysis method can comprehensively analyze and compare the spatial characteristics of each pattern structure, overcome the complexity of the previous analysis system robustness, and provide a new idea for describing the corresponding relationship between the pattern structure and the system robustness.
It is worth noting that our research ignores the scale dependence and does not combine with real data, while the pattern structure has different scales and can be completely corresponded to the real data. In this case, we can improve and verify our theoretical results based on GIS and big data analysis. Furthermore, the pattern structure can be divided into steady-state and non–steady-state structures, and this study only focuses on the former case. While for the non–steady-state pattern, its existence in the real world is more extensive, and hence, the correspondence between the unsteady structure and the robustness of the system is also an important scientific issue. We hope these questions will be systematically addressed in future research.
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As environmental changes cause a series of complex issues and unstable situation, exploring the impact of environmental changes is essential for national stability, which is helpful for early warning and provides guidance solutions for a country. The existing mainstream metric of national stability is the Fragile States Index, which includes many indicators such as abstract concepts and qualitative indicators by experts. In addition, these indicators may have preferences and bias because some data sources come from unreliable platforms; it may not reflect the real situation for the current status of countries. In this article, we propose a method based on ensemble learning, named CR, which can be obtained by quantifiable indicators to reflect national stability. Compared with the current mainstream methods, our proposed CR method highlights quantitative factors and reduces qualitative factors, which is an advantage of simplicity and interoperability. The extensive experimental results show a significant improvement over the SOTA methods (7.13% improvement in accuracy, 2.02% improvement in correlation).
Keywords: data-driven, quantifiable, ranking, state for fragility, classification
1 INTRODUCTION
In recent years, tremendous scientific outcomes have proved that environmental changes cause a considerable impact on the development of human society, and it shows different degrees of influence in different regions. As early as the end of the 20th century, many countries have begun to pay attention to research on the impact of environmental changes on the country’s economic and political stability, take measures to contain the speed of environmental changes, and respond to subsequent effects. In addition, at the beginning of the 21st century, the U.S. Department of Defense identified unstable factors related to the environment as a primary strategic consideration. Evidence shows that environmental pressure is an essential factor in contemporary conflicts [1]. It also shows that the conflicts caused by the environment are inspired by dynamic, complex, and interactive processes, not just a simple and deterministic relationship. Therefore, it is necessary to establish an analytical framework to understand the antecedents and consequences [35].
Environmental changes may lead to fatal results. Drastic changes in the environment will cause a series of humanitarian disasters, such as political violence, which makes an already fragile country worse off [2–4]. The urgent need and competition for limited resources such as energy, food, and water may rise to national military confrontation, thus causing a series of humanitarian disasters and political violence [5]. Environmental pressures caused by environmental changes are generally combined with weak governance and social divisions, thereby exacerbating national stability [6–9]. Therefore, it is insightful to mine association rules from existing data and evaluate the impact of environmental changes on national stability [10].
Besides, many metrics could evaluate national stability such as the Country Indicators for Foreign Policy (CIFP) [11] published by Carleton University and The Peace and Conflict Instability Ledger (PCIL) [12] compiled by the University of Maryland. The most widely used and well-performing metric is the Fragile States Index (FSI) [13] published annually by the American Bimonthly Foreign Policy and The Fund for Peace. The Fragile States Index consists of many indicators such as economic, military, politics, and society. And each indicator is obtained through the process of quantitative resource and qualitative evaluation by experts. However, the design of the Fragile State Index is complicated, and the concept used in evaluating the value of the indicator is abstract, which is not convenient for research and analysis. Specifically, in content analysis, there is a data preference for countries with sound volume, which may not reflect the real situation of some fragile countries. In the process of qualitative review by experts, there may also be subjective tendencies or stereotypes, making the value of the indicator unable to express accurately.
Ensemble learning is a learning algorithm. It utilizes multiple classifiers to combine to handle a more powerful performance [14,15]. Multiple classifiers through ensembles will generally perform better than a single classifier. Taking our daily life as an example, the social division of labor cooperation is a powerful way to improve work efficiency. By giving full care to individual strengths, individuals with different strengths are brought together to make them play a greater role. This is where the idea of ensemble learning comes from.
In this work, we study how to utilize quantitative ways to pursue reasonable ranking to measure national stability, which has certain similarity and high correlation with the FSI ranking. Our proposed CR method mainly involves label by stage division, machine learning methods for experiments, and ranking aggregation under the best method at each stage. The main contributions of our work are as follows: 1) We propose a new method based on the idea of ensemble learning, which applies different classifiers to aggregate the optimal classifier under different stages to achieve better prediction performance. 2) Combining the advantages of multiple machine learning methods with the idea of ensemble learning enables our method to obtain more valuable and insightful information, which enables our CR method universality. 3) Through a large number of experiments, our results show that ranking obtained by our proposed CR method is in line with the actual situation of the current national stability; it pays more attention to the quantification of the original data and reduces the impact of abstract indicators on the prediction performance, which makes it more quantifiable and interpretable.
2 MATERIALS AND METHODS
In this section, we present our datasets and briefly introduce the classification methods. The classification methods could be divided into traditional machine learning and neural network methods.
2.1 Data
Our data resources are obtained from the World Bank,1 Germanwatch,2 The Fund for Peace,3 the International Trade Organization,4 and the Belt and Road Initiative.5 The descriptions of the data resources are as follows:
• Improved water, carbon emissions, and cultivated land: It is obtained from the World Bank and Germanwatch. Specifically, records per capita improved water of 236 countries from 2000 to 2015, the per capita carbon emissions (metric tons per capita) of 242 countries from 2000 to 2014, and the per capita cultivated land (hectares per capita) of 178 countries from 2007 to 2015. Improved water resources are not only related to the national investment but also to the harshness of the climate. (The percentage of per capita improved water in developed countries is generally higher.) And carbon emissions are a useful indicator for demonstrating a country’s industrial development. Cultivated land is a basis for agricultural production, and it is also an essential indicator for the country’s productivity. The changes in these indicators will have a great impact on the politics, economy, and society of the region.
• Climate Risk Index: It is collected from The Fund for Peace, which records the annual Global Climate Risk Index (CRI [16]) of 187 countries from 2007 to 2014. The CRI aims to analyze the extent to which countries and regions are affected by extreme weather loss events (storms, floods, heat waves, etc.). Regarding future climate change, the CRI may become a warning signal. Thus, it is considered a factor affecting environmental changes.
• International Trade Network: We obtained international trade network data from the International Trade Organization, which records the export trade status of 786 commodities in 192 countries/regions from 2001 to 2015. The international trade network data can well reflect the economic vitality and productivity of the region. The fitness and complexity algorithm was proposed by the authors of the study mentioned in reference [17], which aims to measure the economic health of a country and is a correct and simple way to measure the competitiveness of a country. Because of its outstanding performance in national economic forecasts, it was adopted by the World Bank in 2017. In the study, we examined the international trade network to apply the algorithm to calculate a fitness value to reflect the economic vitality and productivity of the country.
• The Belt and Road (B&R): We obtained data from the Belt and Road Initiative. Politics is also an important factor for affecting national stability; we set up a new feature to indicate whether a country belongs to the Belt and Road (B&R) initiative. B&R aims to actively develop economic and cultural exchanges with countries along the route [18]. At present, there are 65 countries and regions along with the Belt and Road Initiative, including 10 ASEAN countries, 8 South Asian countries, 5 Central Asian countries, 18 west Asian countries, 7 Commonwealth of Independent States countries, and 16 central and eastern European countries. Most of them are still developing countries.
• Continent: The continent is geographic data. Geography is important to a country’s development. It is the reason for great differences in economy, politics, society, and culture among different continents, especially in economic development.
2.2 Benchmark and Baseline Methods
2.2.1 Benchmark
The Fragile States Index (FSI, [13]) is a well-known ranking for evaluating national stability, which is published annually by the American Bimonthly Foreign Policy and The Fund for Peace. The FSI consists of 12 indicators in four aspects: economics, military, politics, and society. The score of each index ranges from 0 to 10, where 0 represents the most stable and 10 represents the least stable, thus forming a score spanning the scale of 0–120. The scores of each indicator are obtained through the process of content analysis (CAST) [19], quantitative resource, and qualitative evaluation by experts. Therefore, the most significant value of FSI is to rank and classify different countries and give different degrees of suggestions to different countries, so that they can better prepare for emergencies [11,20]. In this study, we use FSI ranking as our proposed CR method’s benchmark.
2.2.2 Baseline Methods
To evaluate our proposed CR method, we compare with two groups of baselines including traditional machine learning and neural network methods.
1) Traditional Machine Learning
• Support vector machine (SVM, [21]) is a powerful method for nonlinear problems. Its decision boundary is the maximum margin hyperplane to be solved for the learning sample.
• Decision tree: Decision tree (DT, [22]) is a widely used non-parametric supervised algorithm, which can be used for classification and regression problems. The decision tree simulates people’s decision-making process and makes predictions by deriving simple decision rules from samples.
• Random forest: Random forest (RF, [23]) is an algorithm based on ensemble learning, which is composed of decision tree and bagging. It utilized multiple decision trees to train the samples in parallel and then integrate them to form a forest to enhance the classification effect and generalization ability.
• Gradient boost decision tree (GBDT [22]) is also an ensemble learning algorithm, which is composed of many decision trees. GBDT can deal with all kinds of data flexibly and has good prediction performance.
• Extreme gradient boosting (XGBoost [24]) is essentially a GBDT, but it has made many improvements to the GBDT algorithm, which greatly improves the speed and efficiency of training. Compared with GBDT, XGBoost adds a regular term to the cost function, which makes the algorithm simpler. In addition, XGBoost utilizes the method of the random forest to support column sampling, which can not only alleviate the overfitting but also reduce the calculation.
• CatBoost, proposed by [25], is a machine learning method based on gradient boosting over decision trees with the aim to deal with the category characteristics efficiently. Currently, CatBoost can be widely used in a variety of fields and problems. It does not need too many tuning parameters to get strong performance and can effectively prevent overfitting, which also makes the model robust. But it takes a lot of memory and time to process the categorical features.
• NGBoost was proposed by [26]. It is a boosting method based on natural gradients. This method can directly get the full probability distribution in output space, which can be used for probability prediction to quantify uncertainty. It aims to solve the problem of general probabilistic prediction which is difficult to be handled by existing gradient promotion methods. Currently, NGBoost prediction is much more competitive than other boosting methods.
2) Neural Network
• Multi-layer perceptron (MLP, [27]), which is composed of an input layer, a hidden layer, and an output layer, is a simple neural network and the basis of other neural network structures.
• Convolutional neural network (CNN, [28]) is a feedforward neural network, which is one of the representative methods of deep learning. It usually includes a convolution layer, pooling layer, and full connection layer. CNN can share convolution kernel globally and process high-dimensional data.
• Long short-term memory (LSTM) [29] is a kind of recurrent neural network. Compared with the general neural network, it can deal with the data of sequence change. It aims to solve the problem of gradient disappearance and gradient explosion during long sequence training.
• Gated recurrent unit (GRU), proposed by [30], is similar to the basic concept and regarded as a variant of LSTM. The GRU has a simpler structure than LSTM, and it is faster to learn and train in data matching.
• Model-agnostic meta-learning (MAML) was proposed by [31]. It is a method based on meta-learning. MAML is used to adjust the initial parameters by one or more steps, and it achieves the goal of quickly adapting to a new task with only a small amount of data.
3 PROPOSED CR METHOD
In this section, we introduce our proposed CR method, which is based on the idea of ensemble learning. Due to each classification method is learned by data-driven which has its specific for feature selection. We choose the best classification method under different features and aggregate their predicted results to obtain better prediction results.
3.1 Stage Division
In essence, machine learning is a data-driven inductive bias method, that is, obtaining general knowledge from limited known data. Therefore, different classification methods may have different induction preferences, and the predicted results may also be different. First, we input the data into our method, which include features and labels. Next, we have the following steps: 1) The label of the input data is divided into N stages according to ranking with a certain ratio. 2) The input data are applied to various machine learning methods, and we can observe the best method performance under each stage. 3) The method and result with the best performance under each stage are chosen.
3.2 Ranking Aggregation
We chose the optimal method for each stage, and the optimal ranking of each stage can be obtained. But we cannot simply aggregate them because the problem of information interference will influence the final results. It is necessary to improve the robustness of aggregate ranking. In our method, we apply the Borda count method to aggregate the ranking. The Borda count method [32] is a traditional ranking aggregation method. Its main idea is to get a score for each element of each ranking list, which measures the gap between that element and other elements. Then, adding the scores of each element in the list produces a Borda number for each element. The ranking aggregation process is as follows:
[image: image]
where rti denotes the rank of element t in the i-th position. By ranking the Borda number of elements, the final ranking results are obtained.
Ranking aggregation is better than the results given by a single classification method because it can take advantage of each method and aggregate them; it is an implementation of ensemble learning for ideas. The application of the Borda count method for our method is necessary; the method can smooth the samples that predict errors in each stage during the aggregation process. Therefore, it enables our method to have strong anti-interference and universality, which improves the robustness.
4 EXPERIMENTS
To verify the effectiveness of our model, we conducted experiments on real data to evaluate national stability.
4.1 Evaluation Metrics

• Pearson correlation coefficient (PCC, [33]) is used to measure the degree of linear correlation between the two features of data α and β. According to the Cauchy–Schwarz inequality, the PCCs range from −1 to +1. Specifically, 1 represents the total positive linear correlation between the two features, 0 represents the wireless correlation, and −1 represents the total negative linear correlation between the two features. It is currently the most commonly used method to analyze the distribution trend and change trend consistency of the two sets of data and is widely used in the scientific field. The expression formula is as follows:
[image: image]
• Accuracy (ACC, [34]) refers to the proportion of correctly classified samples to the total samples. It does not consider whether the predicted samples are positive or negative. ACC is the most common metric. According to the results, the higher the ACC, the better will be the classifier. The expression formula is as follows:
[image: image]
where TP means that positive samples are correctly predicted as positive, TN means that negative samples are correctly predicted as negative, FP means that negative samples are incorrectly predicted as positive, and FN means that positive samples are incorrectly predicted as negative.
In brief, ACC represents the precision of absolute ranking, while the PCCs represent the precision of relative ranking. We choose these two metrics to evaluate the results from different facets.
4.2 Experimental Settings
Since the collected datasets cover different years and the number of countries included, to facilitate subsequent calculations, data cleaning will be performed on all sample countries and years. Therefore, we removed the countries with missing data and took the intersection of the remaining by year and country. Finally, we split the data resources from 2010 to 2014 of 122 countries, comprising a total of 610 rows, with each piece of data containing 7 features including improved water, carbon emissions, cultivated land, Climate Risk Index, International Trade Network, B&R, continent, and FSI ranking as labels. All features are shown in Figure 1 and Figure 2. Then we utilize the data from 2010 to 2013 as the training set and the data from 2014 as the test set for verification. This experiment was run on a server with 1 NVIDIA Tesla V100 GPU. The operating system is Centos 7.5, and all the codes are implemented in the Python environment. The parameter settings are listed in Supplemental Data.
[image: Figure 1]FIGURE 1 | Data description. Each piece of data contains 8 features.
[image: Figure 2]FIGURE 2 | Overview of the CR framework.
4.3 Results on Classification Task
To explore the most effective machine learning algorithm for classification, we divide the status of the country into three stages based on the ranking of the FSI: fragile, warning, and stable, with a ratio of 3:4:3. Specifically, the countries ranked from 1 to 37 are fragile, the countries ranked from 38 to 86 are warning, and the countries ranked from 87 to 122 countries are stable. Then, we use 7 features as input, the country’s status as label, and ACC and PCCs as evaluation metrics. We use traditional machine learning and neural network methods to make predictions. The results are shown in Table 1.
TABLE 1 | Results of status classification. The data in bold represent the best performances in these methods.
[image: Table 1]Taking the results in Table 1, we have the following observations. On the whole, nearly half of the methods have ACC and PCCs above 0.9. It is demonstrated that the CatBoost method performance is the best; its ACC is achieved as high as 0.9426 and PCC as high as 0.9524. In terms of methods, traditional machine learning methods perform more prominently, especially CatBoost and RF methods based on ensemble learning (two of the best performances in all evaluation metrics). In the neural network methods, only MLP and GRU reach the general level, while LSTM and MAML do not perform well. The performance of each method is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Result of status classifications. (A) ACC of status classification. (B) PCCs of status classification
4.4 Results on Ranking Task
Based on the result of status classification, we found that using classification methods can achieve good prediction performance. Thus, we propose an idea—ranking by classification. It uses classification methods to solve the ranking problem. We can continue to explore the prediction accuracy of each model under the label for FSI ranking. In addition, we can also observe the pros and cons of different methods in different countries’ status.
From the results given in Table 2, we have the following observations: In general, the ACC and PCCs of different methods at different stages are inconsistent, which means that different methods have different preferences for data fitting. For example, in the fragile stage, the ACC and PCCs of RF are not as good as CatBoost, but the RF’s performance in the stable stage is indeed much higher than the performance of other methods. This shows that in our task, RF predicts the lower ranked (stable) countries more accurately. In terms of methods, CatBoost and RF are still the best performing methods. In the fragile stage, the highest performing method for ACC and PCCs is CatBoost. In the warning stage, the best performance of ACC is achieved using CatBoost, and the best performance of PCCs is with RF. In the stable stage, the best performance is achieved using RF. Besides, both ACC and PCCs of the neural network–based MAML show that the performance is better than other neural network methods. This demonstrates that in our small data sample, MAML can also have its own advantages in small sample learning. However, compared with methods based on ensemble learning, neural networks appear a serious overfitting phenomenon in our task, which may be caused by too little data. It also demonstrates that traditional machine learning methods can still perform well in small datasets. We compared the top three methods of evaluation metrics at each stage and drew scatter charts to more intuitively indicate the similarity between the rankings. The results are shown in Figures 4A–F; Figure 5.
TABLE 2 | Results of methods under different stages: fragile, warning, and stable. The data in bold represent the top three performances in these methods.
[image: Table 2][image: Figure 4]FIGURE 4 | (A–F) Ranking of different methods in different stages. (G) Ranking obtained by the ACC-based CR method. (H) Ranking obtained by the PCC-based CR method.
[image: Figure 5]FIGURE 5 | Difference between CR ranking and FSI ranking. The Δ rank represents the error value between CR ranking and FSI ranking. The error value is obtained by subtracting the FSI ranking from the CR ranking.
Based on the aforementioned observation, we utilized the idea of ensemble learning to aggregate the optimal methods at each stage, which will be an effective ranking method. We choose the method with the highest evaluation metrics for each stage. According to different metrics, we can get one method based on ACC, named CR-A, and another method based on PCCs, named CR-C. The CR-A method is composed of CatBoost-CatBoost-RF, which is the method that achieved highest ACC in each stage, and the CR-C method is composed of CatBoost-RF-RF, which is the method that achieved the highest PCCs in each stage.
For comparison, we used the FSI ranking as label and then utilized traditional machine learning and neural network methods for modeling and comparison with the CR method. The results are given in Table 3.
TABLE 3 | Results of ranking comparison. The data in bold represent the best performances in these methods.
[image: Table 3]Taking the results in Table 3, it is demonstrated that our method consistently outperforms baseline in terms of ACC and PCCs. Specifically, CR-A outperforms the baseline methods for ACC (7.13% improvement), while CR-C outperforms the baseline methods for PCCs (2.02% improvement). This illustrates the effectiveness of our method based on the idea of ensemble learning. It is probably because it utilizes the idea of ensemble learning to aggregate the best learning methods at each stage that can deeply fit the data, which improves the prediction accuracy and correlation coefficient.
Next, we explore the difference between CR-A and CR-C methods. In order to observe more intuitively, we use scatterplots to show the ranking obtained by two methods, and the result is shown in Figures 4G,H. In addition, we use Δ rank to represent the ranking error value. The expression formula is as follows:
[image: image]
where i represents an item, A and B represent different ranking methods, rank(A)i is the ranking of item i under method A, and rank(B)i is the ranking of item i under method B.
Considering the results in Figures 4G,H, we observe that the difference between the two methods is mainly due to the slightly larger difference in rankings in the middle segment. The CR-A method has a small error value (use Δ rank to indicate) in ranking fluctuations, but the number of error rankings is large. While the CR-C method gets a larger Δ rank in the fluctuation of a ranking, but the number of error rankings is small.
In order to understand the difference between the two methods more clearly, we calculate the Δ rank between the CR ranking and FSI ranking. As shown in 5, the maximum Δ rank of CR-A is 40, but there are 13 error rankings with Δ rank greater than 10, and 6 error rankings with Δ rank greater than 20. The CR-C has a maximum Δ rank of 44, but there are only 9 error rankings with Δ rank greater than 10, and 4 error rankings with Δ rank greater than 20. We found that the rankings obtained by the two methods are highly convergent with FSI ranking, and they all have their own advantages. The results of ranking by CR-A and CR-C are shown in Supplemental Data.
5 DISCUSSION
This work mainly focuses on quantitative data to obtain a new ranking that is similar to the FSI ranking. In this study, we propose a new method—CR, based on the idea of ensemble learning. We examined stage division for labels, which utilizes some classifiers to extract complex patterns from features in each stage and aggregates the best performing ranking from each stage. Compared with the FSI, our method pays more attention to the quantification of ways, reducing the impact of abstract factors and expert qualitative indicators, which makes the new ranking more quantitative and interpretable. The experimental results show that our method is able to improve both accuracy and coefficient compared to the state-of-the-art methods.
In our experiment, we compared few traditional machine learning and neural network methods, but the results show that the prediction effect of the neural network is not as good as traditional machine learning, especially methods based on ensemble learning. The possible reason is that for the small sample data, the neural network is prone to overfitting so that it cannot perform excellent generalization performance. In addition, the experimental results also demonstrate that ensemble learning methods such as CatBoost and RF are more suitable for our work. One interesting future direction of this work is to adopt brain drain and electrical energy, which improve the method from balancing robust and accuracy.
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Traffic surveillance can be used to monitor and collect the traffic condition data of road networks, which plays an important role in a wide range of applications in intelligent transportation systems (ITSs). Accurately and rapidly detecting and counting vehicles in traffic videos is one of the main problems of traffic surveillance. Traditional video-based vehicle detection methods, such as background subtraction, frame difference, and optical flow have some limitations in accuracy or efficiency. In this paper, deep learning is applied for vehicle counting in traffic videos. First, to solve the problem of the lack of annotated data, a method for vehicle detection based on transfer learning is proposed. Then, based on vehicle detection, a vehicle counting method based on fusing the virtual detection area and vehicle tracking is proposed. Finally, due to possible situations of missing detection and false detection, a missing alarm suppression module and a false alarm suppression module are designed to improve the accuracy of vehicle counting. The results show that the proposed deep learning vehicle counting framework can achieve lane-level vehicle counting without enough annotated data, and the accuracy of vehicle counting can reach up to 99%. In terms of computational efficiency, this method has high real-time performance and can be used for real-time vehicle counting.
Keywords: intelligent transportation systems, traffic video, vehicle detection, vehicle counting, deep learning
1 INTRODUCTION
The rapid growth of the urban population and motor vehicles has led to a series of traffic problems. Intelligent transportation systems (ITSs) are considered the best tool to solve these problems. With the development of the Internet of Things (iot) technology, communications technology and computer vision, traffic surveillance has become a major technology of traffic parameter collection and plays a crucial role [1–3]. Traffic flow is an important basic parameter in ITS [4, 5], and accurately and rapidly detecting and counting vehicles based on traffic videos is a common research topic. Over the last decades, various vision approaches have been proposed to automatically count vehicles in traffic videos. Many existing vehicle counting methods rely on a vehicle detector based on the vehicle’s appearance and features that are located via foreground detection, and vehicles are counted based on vehicle detection results [6–8]. In general, the methods for vehicle counting based on traffic videos can be divided into two subtasks: vehicle detection and vehicle counting.
In vehicle detection, the common methods include background subtraction [9, 10], frame difference [11, 12], optical flow [13, 14] and deep learning object detection [15–18]. The first three methods detect vehicles through manually extracted features, which are relatively simple, but they also have some limitations in accuracy or robustness. Instead of manually extracting features, the deep learning method simulates information processing of the human brain and enables the constructed network to perform automatic feature extraction by training on a large annotated dataset [19]. However, this method relies on a large training dataset and is difficult to apply to various traffic video scenarios. Transfer learning can be combined with deep learning to build a model of target tasks based on source tasks [17, 20–22], but combining transfer learning with deep learning in the absence of annotated data is still an important research direction to study.
For vehicle counting, the usual approaches can be mainly divided into two categories: vehicle counting based on the virtual detection area [23–25] and vehicle counting based on vehicle tracking [26–28]. The virtual detection area sets up virtual detection areas in a video to determine whether there are vehicles passing through according to the change of the area’s grey value, which is highly efficient, but it easily makes mistakes due to lane changing or parallel driving. Vehicle tracking extracts the trajectory of each vehicle by matching vehicles detected in each frame of video sequences and counts the number of vehicles based on vehicle trajectories, which has a high accuracy, but the computing cost is relatively high.
With the development of deep learning object detection and the computability of hardware, such as GPUs, it is possible to build a deep learning vehicle counting model with high accuracy and efficiency, but there are still some challenges. On the one hand, it is time-consuming to build a training dataset for a specific traffic scenario. The primary problem is constructing a vehicle detection model with good performance rapidly through transfer learning in the absence of training data. On the other hand, although deep learning vehicle detection can detect vehicles more accurately, it is still inevitable that situations of missing detection or false detection occur. Avoiding errors caused by these situations is a key problem to solve to further improve the accuracy of vehicle counting when the accuracy of vehicle detection is difficult to improve.
In this paper, a deep learning framework for vehicle counting is proposed. To solve the problem of lacking training data, a method of vehicle detection model construction based on transfer learning and open datasets is proposed, which can build a vehicle detection model with high-quality performance rapidly in the absence of training data. Moreover, for the possible situations of missing detection and false detection, a vehicle counting method based on fusing the virtual detection area and vehicle tracking is proposed, which can avoid the errors caused by missing detection or false detection and further improve the accuracy of vehicle counting.
2 PROPOSED FRAMEWORK
In this section, we introduce the proposed deep learning framework for video-based vehicle counting. As shown in Figure 1, the framework can be divided into three stages: dataset building, vehicle detection model construction, and vehicle counting. First, to build a training dataset for deep learning vehicle detection model construction and avoid spending too much time labelling images, annotated images containing vehicles in the open dataset are extracted as training data. In addition, to further improve and evaluate the performance of the vehicle detection model, a few frame images in traffic videos are extracted and divided into supplemental training data and testing data after being labelled. Next, in the vehicle detection model construction stage, a deep learning object detection model that meets the requirements in terms of accuracy and efficiency is utilized as the basic model, and instance-based transfer learning and parameter-based transfer learning are adopted to construct a vehicle detection model. Finally, in the vehicle counting stage, vehicles in each frame are detected by the deep learning vehicle detection model and counted by the vehicle counting model based on the fusion of virtual detection area and vehicle tracking, where a missing alarm suppression module based on vehicle tracking and a false alarm suppression module based on bounding box size statistics are designed to avoid the vehicle counting error caused by missing detection or false detection.
[image: Figure 1]FIGURE 1 | Framework for video-based vehicle counting.
3 VEHICLE DETECTION
In the vehicle detection stage, a deep learning object detection method is adopted. Specifically, to solve the problem of lacking training data, transfer learning is used to construct a deep learning vehicle detection model. Employing a deep learning object detection model as the basic model and vehicle data in open datasets as the training data, the vehicle detection model is constructed by transfer learning.
3.1 Deep Learning Object Detection
In deep learning object detection models, a convolutional neural network (CNN) is used to extract image features, and then a classifier and regressor are used to classify and locate the extracted features. The existing models can be mainly divided into two categories: two-stage detectors and one-stage detectors. Two-stage detectors consist of a region proposal network to feed region proposals into a classifier and regressor, which have high object recognition and localisation accuracy, but the efficiency is low, such as in the R-CNN [29], Fast R-CNN [30] and Faster R-CNN [31]. One-stage detectors regard object detection as a regression problem, which takes the entire image into a classifier and regressor and predicts objects directly without a region proposal step. Thus, they run faster than two-stage detectors, such as SSD [32] and YOLO [33–35].
In vehicle counting, accuracy and efficiency are both important. Therefore, a one-stage detector seems to be a better choice for vehicle detection model construction. As a typical representative of one-stage detectors, YOLO has better performance in terms of efficiency and accuracy than many other detectors, and the trade-off between accuracy and efficiency can be made according to the requirements [35]. Thus, in this framework, YOLO is selected as the basic model to construct a vehicle detection model. The implementation of YOLO is as follows:
1) A series of convolutional layers and residual layers are used to extract the features of the input image, and finally, three feature maps with different scales are obtained.
2) Each feature map is divided into S × S grids, and B anchor boxes are set for each grid cell to detect objects.
3) If the centre of an object falls into a grid cell, the classification probabilities (including the probability of each classification) and bounding box information (central point coordinate, width, height, and detected confidence) of that object would be detected by that grid cell.
4) The classification with maximum probability and the bounding box with maximum is taken to detect confidence as the output result of each grid cell, and the product of the corresponding classification probability and the bounding box is taken to detect confidence as the final detected confidence.
5) For each feature map, the above processes are carried out, and the final result is obtained by synthesising the results of three scales.
For object detection based on YOLO, the frame images in traffic video are taken as the input, and the detection result is taken as the input of vehicle counting. BBj = {bbi, i = 1, 2, … , n} represents the detection result of a frame, bbi represents one bounding box of the detected object in the detection result and consists of six attributes: detected frame number f, central point coordinate (x, y), width w, height h, classification c, and detected confidence p.
3.2 Transfer Learning
Transfer learning aims to extract the knowledge from one or more source tasks and applies them to a target task [36]. According to the representation of transferred knowledge, transfer learning can be classified into four categories:
1) Instance-based transfer learning: Certain parts of data in the source task can be reused and combined with data in the target task to train a target model.
2) Parameter-based transfer learning: Some parameters, prior distributions, or hyperparameters of the models are shared between the source and the target task to improve the effectiveness of learning.
3) Feature-representation transfer learning: A good feature representation that reduces the difference between the source and target tasks is found and the knowledge used to transfer into the learned feature representation is encoded.
4) Relational-knowledge transfer learning: A mapping of relational knowledge between the source and target task is built, and the knowledge to be transferred is transformed into the relationship among the data.
3.3 Transfer Learning Based on YOLO
Traffic videos in this study are captured from fixed cameras above a straight road, including different light conditions, shooting directions, traffic conditions, and resolutions, where cars, buses, and trucks appear and the number of these three vehicle types are counted separately. In deep learning vehicle detection model construction, vehicle annotated data is needed as training data. Some open datasets, such as MS COCO [37], ImageNet [38] and PASCAL VOC [39], contain vehicle annotated data. Although they are different from vehicles in traffic videos, they can be used to build a target model through transfer learning. However, open datasets also have some limitations in this task because most of them are taken in the horizontal direction and fewer are taken from the top tilt down direction. Moreover, there are inevitably some annotation errors in some images. In addition, because of the difference between open datasets and traffic videos, the constructed model with high accuracy in open datasets may not perform well in traffic videos. Thus, it is necessary to build a supplemental dataset by labelling some traffic scenario images, and then using it as training data and testing data to further improve and evaluate the performance of the constructed vehicle detection model.
Based on YOLO and vehicle annotated data in open datasets, transfer learning is used to construct a deep learning vehicle detection model. The process is as follows:
1) Source model construction: YOLO trained by vehicle data in the MS COCO dataset is used as a source model. First, some annotated images containing vehicles (car, bus, and truck) in the MS COCO dataset are extracted. Then, k-means clustering is used on the bounding boxes of the extracted dataset, and nine anchor boxes (3 for each feature map in YOLO) for the model are obtained. Finally, the extracted dataset is used to train YOLO, and a source model Model-1 is obtained.
2) Supplemental dataset building: Model-1 is used to detect frame images in traffic videos, and the results are further processed into a refined annotated dataset. First, some frame images in traffic videos are extracted every fixed interframe space as a dataset to be annotated. Then, Model-1 is used to detect the extracted frame images and utilise the detection results as annotated data. Finally, the annotated data is further processed to make the annotation more reliable, the false bounding boxes are removed, the missing detected objects are labelled, and the bounding boxes with inaccurate localisation and size are adjusted.
3) Transfer learning: Parameter-based transfer learning and instance-based transfer learning are adopted to construct a deep learning vehicle detection model. First, based on parameter-based transfer learning, the task of Model-1 and the target task are both considered vehicle detection, which have a strong correlation so that the parameters of Model-1 can be used to initialise the network of the target model. Then, based on instance-based transfer learning, the vehicle data in the MS COCO dataset are combined with the supplemental dataset, and k-means clustering is used on the combination to obtain another nine anchor boxes for YOLO. Finally, the merged dataset is used to train the initialised model, and a target model, Model-2, is obtained.
4) Target model optimization: Using training data in the supplemental dataset as training data, we further fine-tune the parameters of Model-2 to obtain a better target model Model-3.
4 VEHICLE COUNTING
In the vehicle counting stage, on the basis of vehicle bounding boxes obtained from vehicle detection, a new method of vehicle counting based on fusing virtual detection area and vehicle tracking is proposed, which considers the possible situation of missing detection and false detection, while combining the ideas of the traditional vehicle counting method based on virtual detection area and vehicle tracking.
4.1 Virtual Detection Area and Vehicle Counting
Considering the real-time requirement of vehicle counting, vehicle counting based on virtual detection area is employed as the basic method, and corresponding improvements are made for the input as a bounding box. The principle of the improved method is shown in Figure 2, and the process is as follows:
1) Virtual detection areas are set for each lane of the road section in the video. To ensure that at most one vehicle passes through the detection area at a time, the size of the detection area needs to have some restrictions. The length is close to the length of a car, and the width is similar to the width of the lane. In this case, there is not more than one vehicle passing through the detection area at the same time, which can reduce the complexity of vehicle tracking and vehicle counting.
2) The relative location relationship between the detected vehicle bounding box and the virtual detection area is calculated frame-by-frame, and the status of the detection area is updated. As shown in Figure 2A, if there is no central point of the bounding box located in the detection area, the status of that area is S = 0, indicating that no vehicle passes through. If there is a central point of the vehicle bounding box detected in the detection area, the status of that area is updated to S = 1, indicating that there is one vehicle passing through.
3) According to the status changes of each detection area in the frame sequence, the flow curve of each area can be obtained, and then the vehicle number can be counted. As shown in Figure 2B, when the status of an area in a frame is S = 0 and becomes S = 1 in the next frame, the vehicle number of that area is added to 1.
[image: Figure 2]FIGURE 2 | The principle of vehicle counting based on virtual detection areas. (A) Status change of a virtual detection area; (B) Flow curve of a virtual detection area.
4.2 Missing Detection and False Detection
Missing detection (Figure 3, the yellow bounding box is missing detection) and false detection (Figure 4, the red bounding box is false detection) may occur in vehicle detection in continuous frame sequences, which cause vehicle counting errors. As shown in Figure 5, two vehicles pass through a virtual detection area, however, the first vehicle is determined to be a new vehicle when it is detected again after missing detection in one or several frames. Thus, the vehicle counting error occurs, and two vehicles are counted as three vehicles.
[image: Figure 3]FIGURE 3 | Vehicle missing detection. (A) Results of vehicle detection in frame i; (B) Results of vehicle detection in frame i + 1.
[image: Figure 4]FIGURE 4 | Vehicle false detection. (A) Vehicle false detection situation a; (B) Vehicle false detection situation b.
[image: Figure 5]FIGURE 5 | Incorrect vehicle counting caused by vehicle missing detection. (A) Flow curve of correct counting; (B) Flow curve of incorrect counting.
4.3 The Missing Alarm Suppression Module Based on Vehicle Tracking
To detect missing vehicles, considering that vehicle tracking has the ability to lock on each vehicle, a missing alarm suppression module based on vehicle tracking is added to the vehicle counting model. The module tracks detected vehicles in each area frame-by-frame and determines whether the detected passing vehicle in an area is a new vehicle to avoid incorrect counting caused by missing detection. The process is as follows:
1) Vehicles are detected in each frame. If the central point of a detected vehicle bounding box is located in an area, the bounding box of that vehicle is marked as the tracking vehicle of that area. [image: image] is used to represent the detection result of area k in a frame, and [image: image] is used to represent the tracking vehicle of area k.
2) Vehicles in the next frame are detected and match each detected vehicle with the tracking vehicle of the corresponding area according to the space-time distance of the vehicles. If there is a match, the tracking vehicle is updated to the detected vehicle. If no matching occurs, the detected vehicle is marked as a new tracking vehicle of the corresponding area.
3) Step 2 is carried out frame-by-frame, the vehicle number of each detection area is calculated based on the flow curve. In addition, to calculate the number of each vehicle type, such as car, bus, and truck, the flow curve of each vehicle type is generated according to the classification of the detected vehicles, and then each kind of number is calculated based on the corresponding kind of flow curve separately.
In vehicle tracking, to ensure the real-time performance of the module, an efficient vehicle tracking method based on the space-time distance of vehicles is used to match the detected vehicle with the tracking vehicle, including the space distance (SD) between central points of bounding boxes and the time distance (TD) of the bounding boxes detected frame number. The smaller the SD or TD is, the more likely two detected vehicles are the same vehicle. The calculation is as follows:
[image: image]
[image: image]
where [image: image] represents the bounding box detected in the current frame in area k, [image: image] represents the bounding box of the tracking vehicle of area k, and [image: image] represents the average height of bounding boxes whose classification is the car in area k. Then, the new vehicle value (NV) is used to determine whether [image: image] is a new vehicle or not. The calculation is as follows:
[image: image]
where [image: image] and [image: image] represent the SD tracking threshold and the TD tracking threshold, respectively. Considering that a safe distance between vehicles will be kept when vehicles drive and that there is a relationship between this distance and the size of the vehicle, we set [image: image] and [image: image]. If [image: image] is greater than [image: image] and [image: image] is greater than [image: image], [image: image] is determined to be a new vehicle.
Using this method to track vehicles has a low computing cost, especially compared with deep learning vehicle detection. The cost of this part is negligible, which does not affect the computational efficiency of vehicle counting.
4.4 The False Alarm Suppression Module Based on Bounding Box Size Statistics
For the problem of false vehicle detection, a false alarm suppression module based on the bounding box size statistics is added to the vehicle counting model. The false detection bounding box is usually larger or smaller than those of correct detections. Therefore, the false detection bounding box can be removed by comparing it with the size range of the correct detection. The process is as follows:
1) From the beginning of vehicle detection, the vehicle bounding box detected in each detection area is stored separately according to vehicle classification, and the height of every bounding box of each vehicle classification is averaged as [image: image], where c represents the vehicle classification and k represents the detection area.
2) Vehicles in each frame are detected, and the true detection value (TV) is used to determine whether a detected vehicle is a true detection. If it is a false detection, it is removed. The calculation is as follows:
[image: image]
[image: image]
where [image: image] represents the height of bounding box [image: image] detected in area k and [image: image] is the threshold. Considering that vehicles of the same classification have different sizes, especially trucks, we use Eq. 4 to determine a car and a bus, and use Eq. 5 to determine a truck, setting the [image: image].
3) Step 1 and step 2 are executed cyclically, and [image: image] is updated until the end of the video.
The elimination of false detection may lead to missing detection, but it can be corrected by the abovementioned missing alarm suppression module based on vehicle tracking.
4.5 Vehicle Number Calculation
The process of vehicle counting based on fusing the virtual detection area and vehicle tracking is as follows (Figure 6):
1) Virtual detection area setting: according to the vehicle counting task for road sections or lanes, virtual detection areas are set up in each road section or lane.
2) Vehicle detection: Vehicles are detected frame-by-frame and the detected bounding boxes are taken as the output of the detection result, including classification, detected confidence, coordinate of the central point, width, and height.
3) False alarm suppression: In each detection area, according to the size of the detected bounding boxes, a detected bounding box is determined as false detection or not, and if so, false detection is eliminated.
4) Missing alarm suppression: In each detection area, vehicle tracking based on the location of vehicle bounding boxes is carried out on the vehicles detected in the continuous frame sequence to determine whether the detected vehicle is a new vehicle.
5) Vehicle number calculation: Based on the virtual detection area and vehicle tracking, the flow curve of each vehicle type in every detection area is monitored to calculate the vehicle number.
[image: Figure 6]FIGURE 6 | The workflow of vehicle counting.
5 EXPERIMENTS
To evaluate the performance of the proposed vehicle counting framework, four experiments are designed and carried out.
The experimental environment is a CPU: Intel Core i7-8700 3.20 GHz; Memory: 16 GB (2,666 MHz); GPU: NVIDIA GeForce GTX 1070, 8 GB.
The experimental data included ten traffic videos with different light conditions, shooting directions, traffic conditions, and resolutions (Table 1). All videos are captured for 5 min at 20 frames per second (fps). The MS COCO dataset is used as the basic training data because it has the characteristics of multiple small objects in a noncentral distribution in an image, which is more in line with the daily traffic scenario.
TABLE 1 | Information on traffic videos.
[image: Table 1]5.1 The Effectiveness of the Supplemental Dataset
Purpose: The purpose of the experiment is to evaluate the effectiveness of the supplemental dataset in the construction of the vehicle detection model.
The supplemental dataset is built as training data and testing data to further improve and evaluate the performance of the constructed vehicle detection model. According to the process introduced in Section 3.3, 1,660 images are refined annotated in total and then divided into training data and testing data; 1,000 for training and 660 for testing. In particular, only frame images in videos 1–8 are included, and videos 9 and 10 are used to evaluate the generalisability of the constructed vehicle counting model.
Based on vehicle data in the MS COCO dataset and the supplemental dataset, the following five vehicle detection models are trained, and their accuracies are evaluated. Model-coco is trained by 16,270 images with vehicles in the MS COCO dataset. Model-100, Model-250, Model-500 and Model-1000 are constructed as described in Section 3.3, and the number of supplemental training data points is 100, 250, 500 and 1,000, respectively. All models contain frame images of videos 1–8. The testing data for these five models are 660 images in the supplemental dataset, and the mean Average Precision (mAP) is used to represent the accuracy of these models. The mAP score is calculated by taking the mean AP over all classes and overall IoU thresholds, depending on different detection challenges that exist. In this study, AP for one object class is calculated for an Intersection over Union (IoU) threshold of 0.5. So the mAP@0.5 is averaged over all object classes. The accuracy of each model is shown in Table 2. As the amount of supplemental training data increases, the accuracy of the vehicle detection model is improved, especially from 48.78 to 73.07% with just 100 supplemental training data points. Thus, the supplemental dataset plays a role in vehicle detection model construction through transfer learning, which considerably improves vehicle detection accuracy by using only a small amount of supplemental data.
TABLE 2 | Vehicle detection accuracy of each model (mAP@0.5).
[image: Table 2]5.2 The Generalization of Vehicle Counting
Purpose: The purpose of the experiment is to evaluate the generalization of the vehicle counting model in videos with various light conditions, shooting directions, traffic conditions, and resolutions.
When employing Model-1000 constructed in Experiment 1 as the vehicle detection model, the vehicle numbers of the above 10 videos are counted, and the counting accuracy and computational efficiency are evaluated. Figure 7 shows the screenshots of vehicle counting in traffic video. For direct-viewing expressions, only bounding boxes of vehicles passing through the detection area are displayed. First, in each video, virtual detection areas are set in each land. Then, vehicle counting is carried out in each detection area according to vehicle type, and the number of each type in each detection area is calculated as the counting results of the corresponding lane. Finally, the counting result of the road section is obtained by adding the counting results of all lanes. The counting results are shown in Table 3, where NR and ND refer to the real and detected number of vehicles, respectively, and CA (%) refers to the counting accuracy. The following conclusions can be drawn:
1) The model has strong performance in videos with various light conditions, shooting directions, traffic conditions, and resolutions, and the counting accuracy of the total number of vehicles and the number of three vehicle types all reach up to 99%. This shows that vehicle counting based on fusing virtual detection area and vehicle tracking can avoid the errors caused by missing detection and false detection, which further improves the accuracy of vehicle counting, although the accuracy of vehicle detection is not very high.
2) The counting accuracy of video 9 and video 10 also reaches 99%, which shows that the model has good generalisability.
3) The computational efficiency of the model is faster than 20 fps, which meets the requirement of real-time vehicle counting.
[image: Figure 7]FIGURE 7 | Screenshots of vehicle counting in traffic videos.
TABLE 3 | Results of vehicle counting.
[image: Table 3]5.3 The Effectiveness of Transfer Learning
Purpose: The purpose of the experiment is to evaluate the effectiveness of transfer learning in the construction of a deep learning vehicle counting model.
The following three vehicle detection models are constructed during transfer learning.
1) Model-1: This model is a source model trained by vehicle data in the MS COCO dataset.
2) Model-2: This model is a target model initialised by parameters of Model-1 and trained by the merged datasets of vehicle data in the MS COCO dataset and the supplemental dataset.
3) Model-3: This model is a target model fine-tuned from Model-2 through further training on the supplemental dataset.
To verify the effectiveness of instance-based and parameter-based transfer learning, another two vehicle detection models are constructed:
4) Model-4: This model is a target model initialised by parameters of Model-1 and trained by just the supplemental dataset to validate the effectiveness of instance-based transfer learning.
5) Model-5: This model is a target model trained by the merged datasets of vehicle data in the MS COCO dataset and supplemental dataset without initialisation by the parameters of Model-1. The model is then fine-tuned by the supplemental dataset to validate the effectiveness of parameter-based transfer learning.
The above five models are used to count the vehicle number of 10 videos, and the counting accuracies of each model are combined and compressed. Because the final task of the vehicle detection model is to count vehicles and the vehicle counting method proposed in this paper can further improve the accuracy of vehicle counting when the accuracy of vehicle detection is not high enough, the accuracy of vehicle counting is used as the evaluation index of the accuracy of the model. The average counting accuracy of each model in 10 videos is shown in Table 4. From the experimental results, the following conclusions can be drawn:
1) Compared with other models, Model-3 has the best detection accuracy, and the counting accuracy of the total number of vehicles, as well as the number of three vehicle types all reach 99%, which shows that the vehicle counting model based on transfer learning performs well.
2) Model-1, Model-2, and Model-3 improve the counting accuracy step-by-step, which shows that transfer learning plays a role. Annotated data of the target task can be obtained from the source model, and further processing into refined annotated data improves the performance of the target model through transfer learning.
3) Compared with Model-4 and Model-5, Model-3 has better detection accuracy. It shows that instance-based and parameter-based transfer learning are both working. A more reliable deep learning model can be constructed without annotated data through transfer learning.
TABLE 4 | Vehicle counting accuracy of each model (%).
[image: Table 4]5.4 The Robustness of Vehicle Counting
Purpose: The purpose of the experiment is to evaluate the robustness of vehicle counting under the condition of a vehicle detection model with higher efficiency but lower accuracy.
In the proposed framework, the vehicle detection process takes most of the computing cost and depends on the efficiency of the basic model used in the vehicle detection model construction stage. The vehicle counting process avoids the errors caused by missing detection and false detection and further improves the accuracy of vehicle number calculation. Thus, the framework is flexible, and the trade-off between accuracy and efficiency can be made according to the requirement by choosing a deep learning object detection model with suitable performance in accuracy and efficiency as the basic model.
Tiny-YOLO is a simplified version of YOLO that has higher efficiency but lower accuracy. Tiny-YOLO is used as the basic model, and a vehicle detection model (Model-1000-Tiny) is constructed in the same way as Model-1000. Then, it is used to perform vehicle counting in 10 videos and evaluate the counting accuracy and computational efficiency. The vehicle detection accuracy of Model-1000-Tiny is shown in Table 5, which is more than 10% lower than Model-1000. The vehicle counting result is shown in Table 6; it can see that the counting accuracy of the total number of vehicles and the number of three vehicle types are relatively lower than that of Model-1000, but the gap is not as large as vehicle detection accuracy. It is higher than 98% in the total vehicle number and car number, 90.37% in bus number and 97.61% in truck number. Although the average counting accuracy of the bus number is not very high, it performs well in eight of the 10 videos. It only makes large mistakes in video 6 and video 8, while two buses are counted into one bus in video 6, and 7 buses are counted into five buses in video 8. However, this is likely caused by the small real number of buses; once there is an error, the accuracy is seriously reduced, and thus, overall, the model has good performance. However, in computational efficiency, using Tiny-YOLO as the basic model is more efficient than using YOLO, which can reach 53.4 fps, more than twice that of Model-1000. Thus, the proposed framework can maintain high accuracy of vehicle counting, although the accuracy of the vehicle detection model is not very high, and the trade-off between accuracy and efficiency can be made according to the requirements.
TABLE 5 | Vehicle detection accuracy of Model-1000-Tiny (mAP@0.5).
[image: Table 5]TABLE 6 | Results of vehicle counting (Tiny-YOLO).
[image: Table 6]6 CONCLUSION AND FUTURE WORK
In this paper, a deep learning framework for video-based vehicle counting is proposed. The framework has two main tasks: deep learning vehicle detection model construction and vehicle counting. In deep learning vehicle detection model construction, to solve the problem of lacking annotated data, based on an open dataset, instance-based transfer learning and parameter-based transfer learning are adopted to construct a vehicle detection model with good performance. In vehicle counting, for the possible situation of vehicle missing detection and false detection, vehicle counting based on fusing virtual detection area and vehicle tracking is proposed. Missing alarm suppression module based on vehicle tracking and false alarm suppression module based on bounding box size statistics are designed to avoid vehicle counting errors caused by missing detection or false detection, which further improves the accuracy of vehicle counting. In this framework, the trade-off between accuracy and efficiency can be made according to the requirement by choosing a deep learning object detection model with a suitable performance in accuracy and efficiency as the basic model. Moreover, the proposed framework can improve the accuracy of vehicle counting although the accuracy of vehicle detection is not very high.
All the traffic videos used in this study are shot on straight roads. However, there are other scenarios in traffic surveillance, such as intersections and T-junctions. Although the model in this study has strong performance in straight road scenarios, making the model work well in different scenarios is an important problem to solve. Future work will consider scene adaptation to build a vehicle counting framework for different scenarios.
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Emergency material allocation is an important issue in the urgent handling of public health emergencies. This article models the relief allocation and transportation route planning as an uncertain capacitated arc routing problem, which is a classic combinatorial optimization problem that considers stochastic factors such as uncertain demand and travel time in the service. The stochastic of demand leads to the route failure that the vehicle cannot serve the tasks successfully unexpected. Most existing research uses the independent recourse strategy. That is, each vehicle takes a back-and-forth trip separately when its remaining capacity cannot meet the actual demand of the task. This leads to a considerable recourse cost. However, a few studies have considered vehicular cooperation to deal with route failure, which is beneficial for pooling the capacity of multiple vehicles. In this paper, we propose a new recourse strategy called OneFAll that lets one vehicle take charge of all the failed tasks. In this case, other vehicles can finish the service once they are full. We develop the genetic programming hyper-heuristic with the OneFAll recourse strategy for solving the uncertain capacitated arc routing problem. The experimental studies show that our proposed method outperforms the existing genetic programming hyper-heuristic with the independent recourse strategy to the uncertain capacitated arc routing problem for the ugdb and uval benchmark instances. Moreover, our strategy outperforms the recourse strategy that failed tasks are returned to the unassigned task set for any vehicle to complete. This reflects that there exists resource waste if all vehicles are involved to repair the failed routes.
Keywords: recourse strategy, uncertain capacitated arc routing problem, genetic programming hyper-heuristic, intelligent transportation, emergency material allocation
1 INTRODUCTION
In the urgent handling of public health emergencies, the medical resources, including protective equipments, disinfection materials, drugs, and medical supplies, are the material basis [1]. The allocation efficiency has a direct impact on the timely control and elimination of public health emergencies, and safeguarding the physical health and life security of the general public. However, if the allocation is not improper, the emergencies cannot be contained timely, which has a great effect on the recovery of social functions [2]. It is bound to cause enormous losses for our society.
From the perspective of management decision, emergency material allocation is a dynamic decision-making problem in the complex road networks that allocate relief materials from suppliers to disaster areas as soon as possible. The relief allocation and transportation route planning can be categorized under the domain of capacitated arc routing problem (CARP) [3], which is a classic optimization problem that has been thoroughly studied in the operations research and has a wide range of applications for many real-world situations [4, 5]. The pharmacies, quarantine offices, and community offices can be seen as demand points along the streets in the road network, which correspond to tasks in CARP. A fleet of equipped vehicles is appointed to meet the demands of these points, and both the vehicles that can be dispatched and their capacities are limited, which can be modeled as constraints in CARP. The goal is to design the most economical routes, which corresponds to optimizing the objective functions (e.g., minimizing costs) in CARP.
The emergency material allocation in the real world is much complex than the traditional CARP, which assumes that all the information in the environment such as the demands and traversal costs is static and can be exactly known in advance. However, this assumption does not always hold in the real world, especially in the environment of emergent disaster. In fact, the demands of tasks are uncertain, which are affected by many factors, such as the number of residents along the streets and the severity of the disaster. Hence, the exact value of demands cannot be exactly known beforehand. This may lead to that a vehicle reaches a task without enough capacity to meet the demand. Moreover, the roads may be interrupted or blocked, which leads to that the preplanned routes cannot be traversed. Hence, uncertain CARP (UCARP) has been a hot and active research topic in recent years [6]. Two of the above uncertainties are considered in UCARP, and they lead to two uncontrollable failures, i.e., the route failure and the edge failure, respectively.
For solving the UCARP, the existing approaches can be divided into three main categories [7, 8]: robust pro-active, completely reactive, and predictive–reactive. Among them, the completely reactive approaches aim to evolve policies, which can generate routes based on practical situations in real time. They have the advantages of flexibility and are very efficient in handling dynamic environments [9]. Among the completely reactive approaches, genetic programming (GP) has been proven to be an effective hyper-heuristic method (shorted as GPHH), which can automatically evolve routing policies for UCARP that are much better than the manually designed ones [10, 11]. For using GPHH to solve UCARP, an important issue is how to deal with failures, which could influence the efficiency of routing policies evolved by GPHH. For the edge failure, the most commonly used strategy is to find a detour to the destination. For the route failure, the situation is much more complex and has attracted more attention [12]. One of the naive recourse strategies to deal with route failure is that as soon as the capacity of the vehicle expires, the vehicle goes back to the depot to refill and then comes back to the interrupted place to continue the service [13]. This can be seen as an independent recourse strategy, and there is no collaboration between vehicles, which may lead to a considerable recourse cost. In recent years, collaborative transportation has been an emerging new mode, as it can bring together all the vehicles to improve the overall performance. Especially in the urgent disaster environment, the relief materials are very scarce and precious. There are not enough protective suits for workers or volunteers to participate in the rescue job. Hence, it is highly necessary to make full use of the cooperative abilities of vehicles in order to serve more tasks in a shorter time. That is to say, the independent recourse strategy is not suitable for urgent-disaster environments. We have to design more reasonable cooperative recourse strategies to deal with route failures, which have a great impact on the improvement of the whole efficiency.
Hence, we aim to propose a new recourse strategy for solving UCARP under the application of emergency material allocation in this paper. We develop a GPHH with the new recourse strategy to design routing policies for multi-vehicle UCARP. To be more specific, we have the following research objectives:
• To develop a new recourse strategy, named OneFAll, which considers cooperation between multiple vehicles.
• To develop a GPHH with the OneFAll recourse strategy to evolve routing policies for solving UCARP.
• To investigate the effectiveness of the OneFAll recourse strategy by comparing with existing state-of-the-art recourse strategies on benchmark UCARP datasets.
• To analyze the structure of the solutions obtained by different recourse strategies.
The rest of this paper is structured as follows. Section 2 presents the background including UCARP definition and related work. Section 3 describes the proposed OneFAll recourse strategy and the new GPHH algorithm for solving UCARP. Section 4 shows the experimental studies and analysis. Section 5 gives the conclusion and future work.
2 BACKGROUND
2.1 Problem definition
A UCARP instance [13, 14] can be represented by a connected graph G = (V, E), where V is the set of vertices and E is the set of edges. Each edge e ∈ E is associated with three features: a demand d(e)[image: image]0, a serving cost sc(e)[image: image]0, and a traversal cost (time to travel along the edge without serving it) dc(e)[image: image]0. Edges with positive demands are called tasks. The set of all tasks is denoted as T ∈ E. A fleet of vehicles with a limited capacity Q is located at a special vertex called depot v0 ∈ V at the beginning. In the real scenario, it is assumed that the number of vehicles is restricted. The goal of the problem is to find out a least-cost routing plan for the vehicles to serve all the tasks subject to the following constraints:
1. Each vehicle starts from the depot and comes back to the depot after serving all the tasks allocated to it. Vehicles can replenish its capacity each time when they pass by the depot.
2. Each task is served exactly once in either direction.
3. The total demand served by each vehicle in a single trip cannot exceed its capacity.
A sample of a UCARP instance is obtained by sampling a value for each random variable of the corresponding UCARP instance. For example, a sample Iξ of the UCARP instance I is obtained by sampling each random demand dξ(e) and each random traversal cost dcξ(e) under the environment (e.g., random seed) ξ. For solving a UCARP instance sample, both the task demand and edge traversal cost are unknown until the task is served or the edge is traversed. These lead to two unavoidable failures:
• Edge failure: the edge ahead of the route is inaccessible.
• Route failure: the actual demand of the task to be served exceeds the remaining capacity of the vehicle.
In the case of edge failure, one can find a detour to the destination. If the edge is a task assigned to the vehicle, the vehicle will abandon this task and go to serve the next task according to the routing plan. The route failure is not such kind of easy to cope with. A typical recourse operator uses an independent recourse strategy [11, 13]. When a route failure occurs, the vehicle returns to the depot to refill its capacity and then comes back to finish the remaining service of the failed task. However, this may introduce a large amount of extra cost. We will give a detailed review about the current recourse strategies for route failure in Section 2.3. To summarize, avoiding a route failure is more challenging and has a greater impact on solution quality [12]. A good recourse strategy is expected to minimize the extra refill cost. Therefore, in this paper, we aim to propose an efficient recourse strategy to tackle the uncertain demands.
A solution to a UCARP instance sample can be represented as S = (X, Y). X = {X(1), X(2), …, X(m)} is a set of routes, where each route [image: image] is a sequence of vertices starting and ending at the depot vertex (i.e., [image: image] = [image: image] = v0) and Lk is the number of vertices in the kth route. Y = {Y(1), Y(2), …, Y(m)} is a set of real-valued vectors indicating the fraction of service of each edge along the routes. Specifically, [image: image] corresponds to X(k), where 0 [image: image] 1. [image: image] means that the edge [image: image] is a task and is fully served, and [image: image] means that the edge [image: image] is traveled through by the vehicle without being served. For other values of [image: image], it means that the edge [image: image] is partially served at the current route.
The total cost of a solution (X, Y) is calculated as Eq. 1,
[image: image]
where [image: image] and [image: image] stand for the [image: image] and [image: image] elements in the solution Sξ on the environment ξ.
Note that Sξ varies from one sample to another. For any sample ξ, a feasible solution Sξ can be generated by a pre-optimized (robust) solution or a routing policy that generates the solution in an online fashion. In this paper, we focus on the latter.
2.2 Approaches to uncertain CARP
Based on when the decisions are made, the approaches to solve uncertain routing problems are categorized into three categories [7, 8]: robust pro-active, completely reactive, and predictive–reactive.
The robust proactive typically can be divided into two stages. It first constructs predictive solutions to satisfy performance requirements based on the prediction of the environment. Then, the solutions are executed, and the recourse strategies are taken to deal with failures, as in two-stage stochastic programming with recourse. The optimization algorithms used in the first stage in existing studies are the branch-and-price algorithm [15], the memetic algorithm [16, 17] and the estimation of the distribution algorithm [18]. The recourse actions in the second stage are summarized in the following subsection.
The advantage of the proactive approaches is that they can provide a robust and predictable solution when applied to new environments. However, they are non-flexible and cannot cope with real-time adjustment.
The completely reactive approaches treat the problem as an online decision-making process and construct the final solution step by step using the decision-making rule (called routing policy in UCARP) [8]. Some common heuristics such as path scanning [19] can be seen as a completely reactive approach. The keys to the success of these approaches are to obtain a good decision-making policy and the decision-making process of the policy on instances (i.e., meta-algorithm). The two main approaches based on the completely reactive approach are the GP algorithm and the rollout algorithm.
GP [20] belongs to the evolutionary computation field, which aims to evolve computer programs. In GP, populations of computer programs are genetically bred using the Darwinian principle of survival of the fittest and using a genetic crossover operator appropriate for genetically mating computer programs [21]. As a hyper-heuristic method, GPHH has been applied to scheduling tasks. A GPHH program can be seen as a routing policy for routing problems [22], or a dispatching rule for job shop scheduling problems [23] for different decision environments. Weise et al. [22] first proposed to apply GPHH for the automated design of routing policy for solving static CARP and tested the performance of the evolved rules for dealing with random disappearance of tasks. Liu et al. [11] extended the GPHH for solving UCARP with a new meta-algorithm. Later on, many researchers have proposed the improved GPHH for solving UCARP from the aspect of developing more effective meta-algorithms [24, 25], evolving more interpretable routing policies [26, 27], and discovering the reusability of routing policies [28, 29].
The design of the rollout algorithm is motivated by the idea of policy iteration in dynamic programming. It is a decision-making process algorithm based on Monte Carlo simulation. Dror et al. [30] first modeled the vehicle routing problem with stochastic demands as a Markov decision process in theory, but they did not provide any computational results. Secomandi [31] first proposed the rollout algorithm to solve the vehicle routing problem defined in [30]. Later on, the rollout algorithm was improved by many researchers for solving uncertain vehicle routing problems [32–34].
The advantage of completely reactive approaches is that the solutions are generated online, so the solutions are flexible, which is especially effective in uncertain environments [35]. However, their disadvantage is that no baseline solution (i.e., a set of routes) is generated, which reduces the stability of routes and causes difficulty for planning and measuring in advance [7].
The predictive–reactive can be seen as a hybridization of the pro-active and the completely reactive. They include a baseline solution obtained by the pro-active part, and a reoptimization strategy in charge of real-time reaction. Liu et al. [14] designed the first predictive–reactive approach for solving UCARP. They proposed a new solution representation, which is composed of two components: a baseline task sequence and a recourse policy. Meanwhile, a cooperative coevolution framework is designed to optimize these two components simultaneously.
The advantage of predictive–reactive approaches is that they generally consider both the quality of the predictive baseline solution (efficiency) and the degree of change to be made on the baseline solution to adapt to the new environment (stability) [12, 14].
2.3 Recourse strategies for route failure
In [36], Gendreau et al. pointed out that the development of new recourse strategies is one of the most critical issues and challenges that need to be addressed to advance research in this area. By now, there are three main kinds of recourse strategies: the independent, the pairing, and the global.
In the independent recourse strategy, upon failure, the vehicle returns to the depot, replenishes its capacity, and resumes its planned route at the point of failure [11, 13]. While somewhat simplistic, this recourse strategy has some advantages. First, it yields relatively tractable models that enable the development of exact algorithms. Second, from the practical view, the independent recourse strategies warrant stable tactical routes, which are operationally desirable, as they require little deviations of drivers’ familiar driving environment and ensure that customers are consistently visited by the same drivers. Hence, it is the most widely used one for the routing problem with stochastic demands. However, the recourse actions are based on the realized demand of a route, independent of the demand realizations of the other routes. No cooperation between vehicles may cause a great degree of resource waste.
The pairing recourse strategy [37] considers a certain degree of collaboration between two vehicles. According to this strategy, the vehicles are paired to work, where one is identified as Type I and the other is Type II. When the Type I vehicle shows a failure, it returns to the depot. Moreover, the unserved tasks are appended to the end of the route of the Type II vehicle. The classical recourse policy is used to handle failure in the Type II route. Lei et al. [38] proposed another form of the paired strategy, where they allowed demands to be split between the paired routes while applying the classical recourse strategy upon failure. Erera et al. [39] proposed that customers were assigned to two planned routes, a primary and a backup. The recourse decisions allow reallocating customers to backup routes in the implementing of the planned routes. Their experiments verified that the paired recourse strategy can save the expected travel cost in a large degree.
The global recourse strategy aims to construct more collaborative forms of recourse involving multiple vehicles, which is likely to reduce the expected costs substantially. Unfortunately, only a few studies have considered the global recourse strategy to data. MacLachlan et al. [12] proposed that the failed tasks were returned back to the candidate task set. Any vehicle can potentially complete the remaining service at any time based on the routing policy. This can be seen as a kind of global recourse strategy. However, it may have the drawback that all vehicles could not cease their services until all the tasks are fulfilled. It may appear that many vehicles had to begin a second tour and only serve a few tasks (e.g., one or two), which may increase the total cost in a large degree. We compare our proposed strategy with this one in experiments and use a case study to show their differences.
Besides the above three categories, the preventive restocking strategy is also considered in many existing studies [40]. It assumes that whenever the residual capacity of a vehicle becomes low, the vehicle may execute a restocking trip to the depot actively. The preventive restocking can reduce the probability of route failures [36]. In our work, such strategy is used in the meta-algorithm to filter candidate tasks for the selection of vehicles [11]. Details are shown in Section 3.1.
As the information and communications technologies enable communications between vehicles [41], it is valuable to develop recourse strategies based on a high degree of vehicle collaboration. Moreover, taking the urgent disaster into consideration, the resources that can be used are limited and the basic requirement is to serve the area as larger as possible in the first time. Hence, we move a step forward to propose a new recourse strategy for route failure in the next section.
3 THE PROPOSED APPROACH
First, the general framework of GPHH for evolving routing policies to solve UCARP is described in Figure 1.
[image: Figure 1]FIGURE 1 | The flowchart of GPHH for UCARP.
In the GPHH, a routing policy is represented as a Lisp tree, which is used as a priority function to select the task from the candidate task sets for a vehicle to serve next. To evaluate the fitness of each routing policy, a meta-algorithm is designed to generate a feasible solution given a sampled UCARP instance Iξ and a routing policy h (⋅). At the beginning of the research, the meta-algorithm is designed as processes of building the routes one by one, which simulates a single-vehicle situation, where all the routes are executed by a single vehicle sequentially [11]. It cannot handle with the multi-vehicle UCARP, in which there are multiple vehicles on the road simultaneously. To fill this gap, Mei et al. [25] proposed the meta-algorithms that model a multi-vehicle decision-making process, where there can be any number of vehicles in service simultaneously. However, the strategies to deal with the route failure in multi-vehicle cases have been overlooked so far, which would influence the efficiency of the meta-algorithms. Considering the application of emergency material allocation, we proposed a new meta-algorithm with a new recourse strategy in the following.
3.1 The meta-algorithm with the new recourse strategy
For the emergency material allocation, a fleet of vehicles is appointed to allocate relief materials to communities distributed along streets in a certain area. These vehicles should complete the current tasks as soon as possible in order to traverse to the next area. Not all vehicles are needed to stay at the current area until all tasks are finished, as we want to help residents in wider areas. That is to say, when route failure occurs, only a few vehicles (e.g., one or two vehicles) need to stay at the current area to finish the remaining task; other vehicles can go to a new area straightforwardly.
Above all, an efficient cooperative recourse strategy in the emergency material allocation can be that vehicles are divided into two parts: flowing vehicles and stationary vehicles. Moreover, when route failure occurs, the failed tasks are returned back to the unassigned task set for any vehicles in the stationary category to potentially complete. For the vehicles in the flowing category, they just do one route, i.e., either when there is no candidate task for them to serve or when they encounter route failure, and they will finish the service. For the vehicles in the stationary category, they do not stop the service until all tasks are finished in the service. This proposal can also meet some other scenario in the real world. For example, some drivers want to do more job to earn more money.
Algorithm 1 describes the proposed meta-algorithm with the cooperative recourse strategy that executes a routing policy h (⋅) on a sampled UCARP instance Iξ to construct a feasible solution.
Algorithm 1 The proposed meta-algorithm of the GPHH for UCARP Initially, the m vehicles with full capacity are located at the depot and ready to serve (lines 1–3). The algorithm uses a time list Γ to record the next idle time of each vehicle. Each recording in Γ has two parameters: 1) the vehicle ID and 2) the idle time. Recordings are stored according to the time sequence. Then, for each time slot when a vehicle becomes ready, the routing policy is used to decide the next task that the vehicle should go. For deciding the next destination of the vehicle, a subset of candidate tasks is firstly selected from the pool by the function Filter() (line 11). This is to eliminate the infeasible tasks whose demands are greater than the remaining capacity of the vehicle. Since the actual demands of tasks are unknown before the service, their expected values are used. If no candidate task is selected, then the vehicle goes back to the depot (line 13) to update the capacity. The function GoTo[image: image] updates the route [image: image] of the [image: image]th vehicle by traversing through the current location to the vertex v via the shortest path taking the possible edge failure into account. Details of the GoTo(⋅) function can be found in [11]. If the vehicle is a stationary vehicle, it will continue the service. Hence, its capacity is updated and its status is added to the time list (lines 14–17). Otherwise, the vehicle finishes one route in the current network, and it continues to finish the service.If there are candidate tasks selected by the vehicle [image: image], then the task u⋆ with the minimal heuristic value is selected to be served next, and the vehicle goes to its head node (lines 19–20). While serving the task, if the remaining capacity is larger than the actual demand, the task u⋆ is served successfully and both u⋆ and its opposite task [image: image] are removed from the unserved task set (lines 21–23). Otherwise, a route failure occurs. The vehicle partially serves the task u⋆ before returning to the depot (lines 25–27). The collaborative effect shows that if the vehicle belongs to the stationary category, it will refill to wait for assigning a new task (i.e., it is added to the time list again, lines 28–31). Finally, all tasks are served and vehicles go to the depot (lines 35–37).Note that the proposed recourse strategy can be applied to any approaches that confused by the route failure, including both proactive and reactive approaches.
[image: FX 1]
3.2 GPHH with the new meta-algorithm
The training process of GPHH with the new meta-algorithm is described in Algorithm 2. It follows the standard GP process. During fitness evaluation (line 9), given a training set {Iξ|ξ ∈ Ξtrain}, the fitness function of evaluating each routing policy h (⋅) is calculated as Eq. 2, i.e., the average total cost of the solutions obtained by applying this policy to the training samples.
[image: image]
where C(Sξ, h (⋅)) is the total cost of the solution Sξ under the routing policy h (⋅).
Algorithm 2 The training process of GPHH
[image: FX 2]
4 EXPERIMENTAL STUDY
In order to examine the effectiveness of the proposed recourse strategy, we compare with the basic GPHH with the independent recourse strategy (named GPHH) and GPHH with the reassigned strategy proposed in [12] (named GPHH-Re, which is described as a kind of global recourse strategy in Section 2.3).
4.1 Experiment settings
All the compared GPHH algorithms share the same parameter settings, as shown in Table 1. The terminal set is given in Table 2. The function set is {+, −, ×,/, max, min}. The function / is protected, which returns to 1 if divided by zero. The gdb and val datasets are two commonly used benchmark datasets in the area of UCARP. In the gdb dataset, the number of vertices varies from 7 to 27, and the number of the arcs varies from 11 to 55. The val dataset is much bigger than the gdb dataset, and its vertices and arcs numbers vary from 24 to 41, from 34 to 69, respectively. For the number of vehicles, we suppose that it equals to the total demands of all tasks dividing the capacity of the vehicle in each scenario in the experiments. Hence, combined with the proposed new recourse strategy in Section 3.1, we let one vehicle as the stationary and called the new algorithm as GPHH-OneFAll. The UCARP instance generator in [13] is used to generate the training and test instances based on the static gdb and val datasets. The stochastic traversal costs and demands follow the normal distribution [image: image], where μ is the deterministic value given in the static instance and λ is the uncertainty level. λ is set to 0.2 in our experiments. Especially, if the stochastic traversal cost dc(e) < 0, then it is set to ∞. That means that the arc becomes inaccessible. If the stochastic demand d(e) < 0, then it is set to 0. That means that the arc has no demand and is not a task in the current environment. In the experiments, each algorithm is trained on 5 randomly sampled instances in each generation, and the best routing policy h*(⋅) is tested on 500 unseen instances. The test performance of GPHH is defined as the average total cost over the 500 samples.
TABLE 1 | The parameter settings.
[image: Table 1]TABLE 2 | The terminal set.
[image: Table 2]4.2 RESULTS
Table 3 and Table 4 show the test performances of the compared algorithms on the ugdb and uval UCARP instances, respectively. All the algorithms are run 20 times independently. The Wilcoxon rank-sum test with the significance level of 0.05 is conducted to compare GPHH-OneFAll with GPHH and GPHH-Re. The “(−)” means that the compared algorithms (i.e., GPHH or GPHH-Re) perform significantly worse than GPHH-OneFAll; otherwise, there is no significant difference between the two algorithms. The results with the minimum average are highlighted in bold.
TABLE 3 | Results on the ugdb dataset in terms of the average on the test set.
[image: Table 3]TABLE 4 | Results on the uval dataset in terms of the average on the test set.
[image: Table 4]As shown in Table 3 and Table 4, it can be seen that the proposed GPHH-OneFAll outperformed GPHH on 22 out of the 36 instances and outperformed GPHH-Re on 12 out of the 36 instances. GPHH-OneFAll performed no worse than GPHH and GPHH-Re on any instances. Based on the results marked in bold, we can see that the GPHH algorithms with vehicle cooperations in recourse (i.e., GPHH-Re and GPHH-OneFAll) have better performance than the basic GPHH with the independent recourse strategy on almost all the instances. Only on two instances ugdb19 and uval3A whose vehicle number is small did the baseline GPHH obtain slightly better results. The experimental results show that the designed cooperative recourse strategy is useful for saving the total costs.
4.3 Further analysis
As we described in Section 2.3, GPHH-Re has the drawback that many vehicles may take a second small route to serve a few tasks because of the uncertainty. This usually increases the total cost. Furthermore, our proposed GPHH-OneFAll algorithm can overcome this drawback by appointing one vehicle to serve the remaining tasks if all other vehicles are full. To illustrate this idea more clearly, we randomly select a routing policy evolved by GPHH-Re and GPHH-OneFAll obtained from the ugdb13 instance, respectively. The two policies are applied on the same sampled scenario, whose detailed information (i.e., the tasks, the expected and the actual demands, the serving costs, and the actual traversal costs) is shown in Table 5.
TABLE 5 | The detailed information of one instance of ugdb13.
[image: Table 5]The routes generated by the two routing policies are shown in Figure 2. It can be seen that the total cost of the routes generated by GPHH-OneFAll (i.e., 568.67) is much shorter than that of GPHH-Re (i.e., 590.82). When looking into the details of the route, we discover that half of the vehicles (i.e., Vehicle 1, Vehicle 4, and Vehicle 6) in routes generated by GPHH-Re (Figure 2A) take second routes with serving only one or two tasks. However, in routes generated by GPHH-OneFAll, Vehicle2, Vehicle3, Vehicle4, and Vehicle6 directly return to the depot when their remaining capacities cannot meet the requirements of the unserved candidate tasks. Vehicle1 is appointed as the stationary vehicle, taking a second route to serve the remaining unserved tasks. The reason why Vehicle5 takes a second tour is that when serving the task (v6, v0), its capacity is refilled because v0 is the depot.
[image: Figure 2]FIGURE 2 | Examples of the routes generated by (A) GPHH-Re and (B) GPHH-OneFAll on the sampled ugdb13 instance in Table 5. The solid arrow connecting two vertices (vi, vj) means that (vi, vj) is a task and the vehicle travels from vi to vj to serve it, while the dotted arrow connecting two vertices (vi, vj) means that the vehicle travels from vi to vj following the shortest path between these two vertices without serving any tasks. The number above the solid arrow represents the serving cost, and the number above the dotted arrow represents the actual traversal cost of the shortest path.
5 CONCLUSION
In this paper, the emergency material allocation in the real world was formulated as UCARP, which was a classic combinatorial optimization problem under the uncertain environment. Addressing on the route failure caused by the uncertain demands of tasks, this paper proposed a new recourse strategy that divided the vehicles into two categories: flowing and stationary. The main idea of the new recourse strategy came from the real scenario that not all vehicles were needed to stay at the current area until all tasks were finished, as the goal was to help residents in wider areas. Moreover, it was easy to be applied to the real world. A GPHH algorithm based on the carefully designed meta-algorithm with the new recourse strategy for UCARP was proposed. In experiments, we let one vehicle to handle all the failed tasks or unserved tasks if other vehicles were full and called the new GPHH as GPHH-OneFAll. The experimental results showed that the proposed GPHH-OneFAll significantly outperformed the GPHH with existing recourse strategies.
For the future work, it is valuable to investigate the number of vehicles in each category, which may have a relationship with the total demands of tasks and the capacities of vehicles. As there is little knowledge on the manner of logistic companies that handle uncertain events, the recourse strategies remain mainly theoretical. Further work is to define more active recourse actions from the real data. Moreover, addressing on the global recourse strategies based on a high degree of vehicle coordination is also valuable to investigate.
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Influence maximization is a hot research topic in the social computing field and has gained tremendous studies motivated by its wild application scenarios. As the structures of social networks change over time, how to seek seed node sets from dynamic networks has attracted some attention. However, all of the existing studies were based on network topology structure data which have the limitations of high dimensionality and low efficiency. Aiming at this drawback, we first convert each node in the network to a low-dimensional vector representation by network representation learning and then solve the problem of dynamic influence maximization in the low-dimensional latent space. Comprehensive experiments on NetHEPT, Twitter, UCI, and Wikipedia datasets show that our method can achieve influence diffusion performance similar to state-of-the-art approaches in much less time.
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1 INTRODUCTION
With the development of online social websites, information diffusion over social networks has become a new and important channel for network users to receive information. How to optimize and control the spread of information is an important problem in the field of social computing, and influence maximization is used to solve the above problem. As all kinds of information (e.g., advertisement, rumor, and political opinion) propagate in the network, therefore, the studies of influence maximization have been widely applied in viral marketing, rumor control, political campaign, and so on.
The influence maximization problem originated from “viral marketing” and “word-of-mouth effect.” In 2001, Domingos and Richardson [1, 2] first introduced the initial concept and evaluation index of the influence maximization problem. Later, Kempe et al. [3] first proposed the discrete optimization method to solve the influence maximization problem. However, the greedy algorithm with approximate accuracy guarantee proposed by them takes too much time. Leskovec et al. [4] reduced time consumption by optimizing the sub-model of the function, and the CELF they proposed was nearly 700 times faster than the traditional greedy algorithm. After that, researchers proposed other greedy algorithms [5–8]. In addition, subsequent researchers also proposed heuristic algorithms to improve operating efficiency. Chen et al. [9] developed a degree discount heuristic algorithm (DegreeDiscountIC), which has the same performance as the greedy algorithm but greatly reduces the computation time. Chen proposed the LDAG heuristic algorithm [10] based on the directed acyclic graph and MIA based on the tree structure [11]. Goyal et al. [12] proposed SIMPATH, which obtains the path of the node by backtracking and then uses the shortest path of the neighbor node to propagate the influence. Tang et al. [13] proposed TIM, which is an approximate linear solution based on reverse random sampling. Wang et al. [14] proposed CNCG considering an overlapping community structure [15, 16] and node coverage gain mechanism.
The social networks supporting information diffusion are not static but are temporal dynamic. Considering spread dynamics and structure dynamics together, exploring influence maximization in dynamic networks is an interesting and valuable problem. Zhuang et al. [17] updated the observed network by periodically detecting nodes in the real network and then selected seed nodes in the observed network as the approximate solution of the real network. Tong et al. [18] extended the static independent cascade model to the dynamic independent cascade (DIC) model and proposed two algorithms: A-greedy based on the greedy strategy and H-greedy based on the heuristic. Bao et al. [19] proposed the RSB algorithm based on multi-arm tiger machine optimization, which is suitable for dynamic non-stationary social networks. Wang [20] proposed an incremental algorithm based on the linear threshold model (DIM), which identifies top-K users in dynamic social networks based on information from the previous network. Liu et al. [21] proposed IncInf based on the independent cascade model and updated the seed set according to the topological changes of network evolution, which significantly reduces the running time of the algorithm. Chen et al. [22] extended the problem of dynamic network influence maximization and proposed the upper bound interchange (UBI) greedy algorithm to solve the problem of influence node tracking.
Although influence maximization in dynamic social networks has attracted some attention, all of the existing studies were constructed on network topology structure data which suffer from high dimensionality and low efficiency. Network representation learning aims to convert each node in the network to a low-dimensional latent representation, which has been widely applied in the tasks of visualization, clustering, classification, and link prediction. The network low-dimensional vector representation not only preserves structural feature relationships between nodes but also effectively alleviates the problem of network data sparsity. Based on the above discussions, leveraging network representation learning methods to help solve influence maximization in dynamic networks is a meaningful attempt.
In this paper, we develop dynamic influence maximization based on network representation learning, referred to as DIMNRL. First, we leverage network representation learning to obtain the low-dimensional vector representation of each node under different time steps and then construct the influence calculation method of node sets in the low-dimensional latent space. Next, aiming at the dynamic property of social networks, we propose an incremental node seed selection method to obtain the node set with maximum influence at different times. Comprehensive experimental results on NetHEPT, Twitter, UCI, and Wikipedia datasets demonstrate that compared with the state-of-the-art approaches, our method can yield similar performance in terms of influence spread but run much faster.
The rest of this paper is organized as follows: In Section 2, we introduce the definition of the problem of maximizing the influence of dynamic social networks and the design of the DIMNRL method in detail. Section 3 shows the results and analysis of our experiments. Finally, in Section 4, we put forward conclusions and discussions.
2 MATERIALS AND METHODS
2.1 Problem Definition
We first define a dynamic network as [image: image], where Gt = (Vt, Et, Wt) is the network snapshot of the dynamic social network at time t. We assume that the network snapshot G0 at t = 0 is the initial network. △Gt = (△Vt, △Et, △Wt) is the change of network topology structure of Gt at time t, so the network topology at time t + 1 can be obtained by Gt+1 = Gt ∪ △Gt. Based on the above definitions, the details of the problem we try to solve are as follows.
Influence maximization in the dynamic network. Given the topology structure Gt of a network and the network topology change △Gt at time t, the aim is to seek a seed set St+1 with k nodes in Gt+1 at time t + 1 such that the expected diffusion influence [image: image] reaches the maximum value. For ease of description, this problem is also referred to as dynamic influence maximization.
2.2 Framework of DIMNRL
In this section, we develop dynamic influence maximization based on network representation learning, referred to as DIMNRL. The main idea of DIMNRL is to update the seed nodes by combining the information provided by the structure change of the dynamic network with seed nodes selected from the network at the previous time, so as to greatly reduce the time to obtain the seed node set with maximum influence at the current time. The DIMNRL is designed in the low-dimensional latent space gained by network representation learning, which is helpful to reduce the computational complexity and improve the computational efficiency.
Figure 1 presents the framework of our proposed DIMNRL, which is divided into three stages: dynamic network representation learning, initial seed set calculation, and seed set incremental update. The first stage is to get the low-dimensional vector representation of the dynamic network. The second stage is to obtain the initial seed set with maximum influence from the initial network. The last stage aims to incrementally update seed nodes to gain the seed sets of the networks at all times.
[image: Figure 1]FIGURE 1 | Overall framework of DIMNRL. (A) Getting the low-dimensional vector representation of the dynamic network, (B) obtaining the initial seed set with maximum influence from the initial network, and (C) incrementally updating seed nodes to gain the seed sets of the networks at all times.
2.2.1 Dynamic Network Representation Learning
The DIMNRL is to seek seed node sets from dynamic networks in the low-dimensional space. Therefore, we first need a network representation learning method to obtain low-dimensional vector representations of network snapshots at different time steps. Network representation learning is able to map large-scale and high-latitude networks to the low-dimensional space according to the relevant optimization objectives and use the vector representation of low-dimensional space to represent nodes, so as to preserve the topological structure and attribute characteristics of the original network as much as possible.
In this paper, we adopt the DynamicTriad [23] method which is suitable for dynamic social networks. DynamicTriad learns the embedding vector of each node at different time steps by quantifying the probability of an open triad evolving into a closed triad and proposes a semi-supervised learning algorithm for effective parameter estimation to optimize the model parameters. This algorithm can embed the time-varying characteristics of the network into the vector representation of nodes while maintaining the network structure properties.
2.2.2 Initial Seed Set Calculation
Keikha et al. [24] proposed the DeepIM method to solve the influence maximization problem in the static network using network representation learning. The overall idea of DeepIM is using the network representation learning algorithm to generate the vectors of nodes and then calculating the similarity of chords between nodes to select r nodes with the highest similarity as the correlation vector of each node in the network. Next, the nodes are sorted according to the number of occurrences of nodes in the correlation vectors of all nodes in the network. Finally, the top k nodes are selected as the seed sets for the network. Here, we attempt to improve the DeepIM algorithm from two aspects so that it can be applied to dynamic networks.
First, researchers have found that the influence of nodes decreases with the increase of paths in the propagation process, and the influence propagation range of nodes in the network can usually reach the range of third-order neighbors [25] or second-order neighbors [26]. However, DeepIM calculates the similarity between one node and all other nodes, and this calculation method is time-consuming and unnecessary. Aiming at this drawback, we choose a pruning strategy to limit the computation of correlation vectors for each node from the whole network to the second-order neighborhood. This pruning strategy can improve the computational efficiency of the overall solution and also ensure that r nodes most similar to the target node are achievable.
Second, DeepIM selects seed nodes from social networks according to the number of nodes appearing in the correlation vectors of all nodes, and this may cause overlapping influence in the propagation process due to the situation that the k seed nodes have many common neighbors. Therefore, it is necessary to introduce a covering mechanism to disperse seed nodes. Here, we propose a threshold rule to overcome the above limitation. We adopt the FIDD algorithm [27] to calculate the degree of common neighbors of two nodes in the network, and its formula is as follows:
[image: image]
where CN(i, j) denotes the common neighbor degree of nodes i and j in the network and N(i) and N(j) denote the node sets in the secondary neighbors of nodes i and j, respectively. To reduce the influence overlap of seed set nodes during the propagation process, we set a threshold α to disperse the seed set nodes. If the CN values between the new selected node and the existing seed nodes are greater than the threshold α, this node will be ignored. Otherwise, if all CN values between the new selected node and the seed nodes are smaller than the threshold, this node will be added to the seed node set.
The specific algorithm is shown in Algorithm 1. In line 1, we obtain the second-order neighborhoods of each node. Lines 2–3 initialize the node’s correlation vector and seed node set. In lines 4–8, we obtain the correlation vector of the node. Lines 5–7 calculate the cosine similarity between the node and all the nodes in its secondary neighborhood by Eq 2. [image: image] and [image: image] represent the vector representations of nodes u and v in the network at time t. The correlation vector of each node and the minimum cosine similarity will be stored:
[image: image]
In lines 9–13, after obtaining the correlation vectors of all nodes, we count the number of times each node appears in the correlation vector. In lines 14–20, we select our initial seed node set from the initial network according to our threshold mechanism.
Algorithm 1 Initial seed set selection.[image: FX 1]
2.2.3 Seed Set Incremental Update
When the network topology structure evolves slightly, the seed node set with maximum influence in this network also will not change violently. Therefore, based on network snapshots Gt at current time, seed set St of Gt, and network topology change △Gt at time t, designing an incremental algorithm to obtain St+1 for network snapshots Gt+1 quickly and accurately should be possible.
The evolution behaviors of social networks can be classified into six categories: inserting or deleting nodes, creating or deleting edges, and increasing or reducing edges’ weights. Here, we denote insertNodes, deleteNodes, addEdges, removeEdges, increaseWeight, and reduceWeight as the above six evolution behaviors. When the topology of the network changes by adding edges or nodes, some nodes may propagate influence using added new edges or nodes. When the network topology changes by reducing edges or deleting nodes, the influence propagation of some nodes may be interrupted. In the network low-dimensional representation, the information of edge change and edge weight change is retained in the vector representations of nodes. Therefore, our incremental algorithm mainly considers the impact of node change behaviors (i.e., insertNodes and deleteNodes) on seed node selection.
Algorithm 2 presents the details of updating seed nodes. Lines 1–2 initialize variables such as the correlation vector of the node model. In line 3, the change of the second-order neighborhood of each node in the network Gt+1 at time t + 1 is obtained and divided into three categories: nodes existing in Gt, new nodes, and deleted nodes. In lines 4–12, the correlation vectors of the network nodes at the previous moment are updated. For each added node, we calculate the cosine similarities between this node and its second-order neighborhoods and compare them with min_cosine. When the cosine similarity is greater than min_cosine, the node is added to the correlation vector. Otherwise, it is deleted. Lines 13–15 are to obtain the correlation vector of the new added node. This calculation process is the same as that of obtaining the initial seed set. Lines 16–18 are for the deleted nodes, and we directly delete the relevant vector of these nodes. Line 20 calculates the number of nodes in the correlation vector. In lines 21–27, we finally get the seed node set at time t + 1 according to the threshold mechanism.
Algorithm 2 Seed set incremental update.[image: FX 2]
3 RESULTS
3.1 Datasets and Baselines
We select four real social network datasets (NetHEPT, Twitter, UCI, and Wikipedia) to validate our method. Supplementary Table S1 summarizes the details of the four datasets. As these four datasets do not provide the information of edge weights, here we adopt the uniformly model [28] to generate edge weights. Specifically, the weight of each edge is assigned to be 0.1 in the experiments.
• NetHEPT: It is a citation network of “High Energy Physics-Theory” from arXiv [29]. The dataset contains all the papers from January 1992 to April 2003. The edge between two nodes represents one paper citing another paper. We take the citation networks of 1992 and 1993 as the initial networks, and the network snapshot interval is 1 year. We use all the data from 1992 to 1998.
• Twitter: These data are extracted from Twitter, which records forwarded tweets between users from September 2010 to November 2010 [30]. Each edge indicates that one user has forwarded tweets from another. We set 10 days as the network snapshot interval.
• UCI: These data come from a Facebook-like online community at the University of California, Irvine, which records the data from April to October 2004 [31]. Each edge indicates that two users have communicated at least one piece of information. The network snapshot is set to be 1 month.
• Wikipedia: These data are from Wikipedia, which records historical data on all Wikipedia administrator elections and votes from 2004 to 2008 [32]. We record network snapshots every 1 year.
We adopt LDAG [10] and DeepIM [24] as the baseline methods and compare them with our DIMNRL solution in terms of influence diffusion range and running time. LDAG is a static network influence maximization algorithm based on the directed cyclic graph. The threshold parameter θ of LDAG in the experiment is set to 1/320, which is consistent with that in the original paper. DeepIM is an influence maximization algorithm based on deep learning. The correlation vector size r of DeepIM is set to 50 in the experiment.
To compare different methods under unified standards, we run the simulations using the independent cascade (IC) model and linear threshold (LT) model to obtain the influence of these seed node sets selected by LDAG, DeepIM, and DIMNRL. The propagation probability of the IC model and LT model is set to 0.1. All our experiments were carried out on the laptop of Inter(R) Core(TM) i7-10750H CPU @ 2.60Ghz and 16 GB RAM.
3.2 Effectiveness Evaluation
Figure 2A shows the influence spread ranges achieved by three methods on four datasets at different time steps, under the IC model. Each subfigure is corresponding to the result of a dataset, where red, blue, and brown curves represent DIMNRL, DeepIM, and LDAG methods, respectively. The x-axis represents the time step, and the y-axis represents the influence spread ranges of seed nodes selected by different methods. Similarly, Figure 2B shows the influence spread ranges achieved by three methods on four datasets at different time steps, under the LT model.
[image: Figure 2]FIGURE 2 | Results of our experiments. (A) Influence coverage of different algorithms on four datasets under the IC model, (B) influence coverage of different algorithms on four datasets under the LT model, and (C) running time of three algorithms on four social network datasets.
It can be seen from Figures 2A,B that, in UCI and Wikipedia datasets, LDAG has the worst performance compared with the other two methods (DIMNRL, DeepIM). On NetHEPT and Twitter datasets, LDAG has a bit of advantage over other methods in starting a few time steps and then achieves similar performance. DIMNRL and DeepIM achieve similar performance on different datasets at different time steps; DIMNRL improves DeepIM from the aspect of similar node selection, and the above experimental results validate the rationality of our improvement that only focuses on the second-order neighborhood.
3.3 Efficiency Evaluation
Figure 2C presents the running time of different methods for selecting 50 seed nodes from four datasets. Red, blue, and brown columns represent running time consumed by DIMNRL, DeepIM, and LDAG, respectively. It can be seen from Figure 2C that the running time of our DIMNRL method in each network snapshot is much shorter than that of the other two baseline methods. The LDAG method takes the most time, and the running time is especially longer in the Twitter dataset. The DeepIM algorithm finds seed nodes by traversing all nodes of the entire network, and the running time is still very terrible in a large-scale network with a large number of nodes. On NetHEPT and Twitter datasets, the running time of the DeepIM method is 2–3 orders of magnitude higher than our solution on each network snapshot. The above results fully demonstrate the high efficiency of our DIMNRL method.
In Figure 2C, we observe that the time consumption of the DIMNRL method at different times is not monotonous on the UCI dataset. The time consumption of DIMNRL in time step 2 is 3.64 s, while the time consumption in time steps 3 and 4 is 3.47 and 3.5 s, respectively. This is because our incremental seed selection method is closely related to the severity of network evolution. When the topology of the network snapshot changes greatly, the update algorithm takes a long time. When the topology of the network snapshot changes slightly, the running time of the update algorithm is short.
Based on the results shown in Figure 2, our DIMNRL method can achieve a similar or better influence performance than baseline methods, but the running time is much less. This means that the DIMNRL has the potential to effectively solve the influence maximization problem in large-scale dynamic social networks.
4 CONCLUSION
How to find seed node sets from temporal dynamic networks is an important extension direction in the research of influence maximization. In this paper, we combine network representation learning and influence maximization together and try to solve the influence maximization problem in dynamic networks via network low-dimensional vector representations. Extensive experiments on NetHEPT, Twitter, UCI, and Wikipedia datasets show that our method is able to achieve influence spread performance similar to existing methods but run much faster. These results fully illustrate the necessity and effectiveness of using network representation learning to maximize influence propagation over dynamic networks.
Network representation learning represents nodes as low-dimensional dense vectors and retains all information in the network as much as possible. It is possible to use network representation learning to obtain special information in social networks. Recently, network representation learning has made progress in signed networks [33], location-based networks [34], and hypernetworks [35]. Our solution in the low-dimensional latent space is not limited to dynamic influence maximization but applicable to polarity influence maximization, location-related influence maximization, and influence maximization in hypernetworks.
In addition to structural dynamics considered in this paper, relationship polarity, user preference, and geographic location also affect the effect of information/influence diffusion. How to integrate these factors into influence maximization research at the same time as much as possible is our next research direction. In today’s society, traditional media still play an important role in information dissemination. Information diffusion driven by traditional media and information spread over social networks are not isolated. How to leverage both traditional and online media together to maximize information propagation will be an interesting problem.
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Given the worldwide pandemic of the novel coronavirus disease 2019 (COVID-19) and its continuing threat brought by the emergence of virus variants, there are great demands for accurate surveillance and monitoring of outbreaks. A valuable metric for assessing the current risk posed by an outbreak is the time-varying reproduction number ([image: image]). Several methods have been proposed to estimate [image: image] using different types of data. We developed a new tool that integrated two commonly used approaches into a unified and user-friendly platform for the estimation of time-varying reproduction numbers. This tool allows users to perform simulations and yield real-time tracking of local epidemic of COVID-19 with an R package.
Keywords: epidemics (covid 19), surveillance, infectious disease, package, modeling
INTRODUCTION
The novel coronavirus disease 2019 (COVID-19) pandemic caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has led to 257 million confirmed cases and 5.15 million deaths worldwide by November 22, 2021 [1]. The COVID-19 pandemic continues to pose substantial risks to public health, and the situation is worsened by the emergence of SARS-CoV-2 variants with potentially higher transmissibility [2].
Quantification of the transmissibility during epidemics is fundamental for designing and adjusting public health responses. The time-varying reproduction number [image: image], defined as the expected number of secondary cases of disease caused by a single infected individual at time [image: image], is a key epidemiological measure of transmissibility, with [image: image] indicating that incidence is in decline because of either successful control measures or population immunity having reached a sufficiently high level to limit further transmission. The real-time monitoring of [image: image] provides feedback on the effectiveness of interventions and on the need to intensify control efforts [3, 4].
A large number of methods have been proposed to estimate [image: image] from surveillance data [5–12]. There are generally two categories. One is based on fitting mechanistic transmission models to incidence data, and the other is a statistical approach requiring case incidence data and the distribution of the serial interval (the time between symptom onsets in a primary case and secondary case) [13]. The mechanistic models are often complicated to deal with because of the potential for biases in the reported incidence data and the context-specific assumptions made. The statistical method proposed by Wallinga and Teunis [13] is relatively simpler but still has drawbacks. Estimates of [image: image] can vary considerably over a short period when the data aggregation time step is small. To overcome these limits, Cori et al. [14] developed a generic tool for estimating [image: image] with a ready-to-use R software package EpiEstim, which has been frequently used to analyze the recent outbreaks of COVID-19. After searching CRAN package data which retrieve package download information from the RStudio mirror, we found that the most popular packages providing estimation of time-varying reproduction number include EpiEstim, EpiNow2, R0, epidemia, and nbTransmission. All of these tools use statistical methods to estimate [image: image] from surveillance data and are widely adopted to study COVID-19.
Recently, a new method was proposed by Hay et al. [15] using information inherent in cycle threshold (Ct) values from reverse transcription quantitative polymerase chain reaction (RT-qPCR) tests to estimate the time-varying reproduction number from positive samples. Ct values are semiquantitative results provided by RT-qPCR tests. It is common when testing for infectious diseases to use this quantification of sample viral load. Lower Ct values indicate higher viral loads, and a Ct value below 40 gives a positive result. Based on cross-sectional virologic surveys (observed viral loads), this method overcomes the biases in traditional approaches resulting from testing constraint, unrepresentative sampling, and reporting delays. They also developed the R package virosolver to infer epidemic dynamics including estimation of [image: image].
In this study, we chose EpiEstim and virosolver as the representatives of traditional and new methods, respectively. Although the accuracies of the two approaches have been separately demonstrated, there is still a lack of comparison between the two methods to the best of our knowledge. Therefore, we quantify the accuracies of EpiEstim and virosolver in different transmission scenarios by individual-based simulations and develop a ready-to-use R package for researchers to compare different [image: image] methods with the synthetic truth.
METHODS
SEIR-based simulation
To assess the performance of the methods, we simulate outbreaks in three scenarios with different basic reproduction numbers ([image: image], respectively) using SEIR-based simulations as the baselines. The three scenarios could represent the situations of wild type, Delta variants, and potential variants of SARS-CoV-2 with higher transmissibility, according to [image: image] estimates given by previous studies [16, 17]. The model parameters were determined on the basis of existing literature and epidemiological characteristics of COVID-19 in Hong Kong in early 2020 [14, 15, 18]. In particular, we adopted the prior distributions for the parameters of the SEIR model given by Hay et al. [15]. The SEIR model is a compartmental model which assumes that the growth rate of new infections depends on the current prevalence of infectious and susceptible individuals by modeling the proportion of the population who are susceptible (S), exposed not infectious (E), infectious (I), and recovered (R) with respect to disease over time, as illustrated in Figure 1. A stochastic SEIR model is implemented, and the R package odin is used to solve the model and obtain true infections over time. The true value of [image: image] is estimated as [image: image], where [image: image] is the proportion of susceptible population, [image: image] is the transmission rate at time [image: image] derived from the compartmental transition equations, and [image: image] is the average infectious period.
[image: Figure 1]FIGURE 1 | The SEIR structure model used to describe the transmission of infections.
EpiEstim and virosolver methods were run separately on the same simulations for comparison. For EpiEstim, it relies on two inputs: incidence time series and the serial interval distribution. Incidence data by days since the start of outbreak were generated from the simulated SEIR epidemic. We used an empirical serial interval distribution informed by a previous outbreak of COVID-19 in Hong Kong in early 2020 [18], and we also used the simulated serial interval distribution for comparison, denoted by EpiEstim (empirical SI) and EpiEstim (simulated SI) in Figure 2. We assumed that the simulated serial interval distribution has the same standard variation as that of the empirical serial interval distribution and inferred the mean of the simulated serial interval distribution by conducting numerical experiments on a range of means from 1 to 10 with a step of 0.1 and chose the one yielding the least root mean square error (RMSE). For virosolver, the input data include population-level Ct values over days since the start of outbreak, and individual-level viral kinetics model over days since the infection. The Ct values were generated for all exposed, infectious, and recovered individuals when they were samples based on the Ct value model proposed by Hay et al. [15], and the viral kinetics parameters were also given in their study. We assumed that the Ct values were observed from randomized samples of the population at selected testing days, and Figure 2 shows the simulated Ct values of the sampled people every 14 days. Each panel presents the distribution of observed Ct values among sampled infected individuals on that testing day. Day 14 and Day 28 had no data because there was no infection among the samples at the early stage of the epidemic.
[image: Figure 2]FIGURE 2 | A schematic illustrating how our simulation platform generates a comparison of the estimated [image: image] from EpiEstim and virosolver. Incidence data and ground truth were generated from 100 simulations based on the SEIR model (green/gray line and shaded ribbon show mean and the range). Estimates of [image: image] were obtained using EpiEstim (red line and shaded ribbon show posterior median and 95% CrI using mean incidence data) and virosolver (blue line and shaded ribbon show posterior mean and 95% CrI using Ct value model), respectively. EpiEstim using the empirical value of serial interval distribution [18] and the simulated serial interval distribution are denoted by EpiEstim (empirical SI) and EpiEstim (simulated SI), respectively.
EpiEstim
The framework of EpiEstim is based on statistical assumptions and Bayesian estimation. Transmission is modeled by a Poisson process so that the rate, at which individuals infected between infection and symptom onset generate new infections, is equal to [image: image], where [image: image] is the time postinfection; [image: image] is the time post symptom onset; [image: image] is the time-varying reproduction number at time [image: image]; and [image: image] is a probability distribution describing the average infectiousness profile after infection. The incidence at time [image: image] is assumed to be Poisson distributed with mean [image: image], and the likelihood of the incidence [image: image] given the reproduction number [image: image] is:
[image: image]
where [image: image]. [image: image] is estimated in a time window [image: image], under the assumption that the time-varying reproduction number is constant within that time window. Therefore, over time period [image: image], the likelihood of the incidence during this time period [image: image] given the reproduction number [image: image], conditional on the previous incidences, is as follows:
[image: image]
Using a Bayesian framework with a Gamma distributed prior with parameters of shape a and scale b for [image: image], the posterior distribution of [image: image] is assumed to be a Gamma distribution with parameters [image: image]. Hence, inference of [image: image] is straightforward from the posterior distribution. Note that the choice of the time window size [image: image] has an impact on the estimates of [image: image]: small values of [image: image] lead to a more rapid detection of changes in transmission but also more statistical noise; large values lead to more smoothing and reductions in statistical noise. By conducting simulation experiments on [image: image] respectively, we found that [image: image] exhibited the best compromise between high accuracy and easy interpretation, so the window size was set to be 14 in this study. Readers can refer to Gostic et al. [19] for a detailed discussion on the sliding window of the EpiEstim method.
Virosovler
The R package virosolver was developed by Hay et al. [15] using virological data and Ct values, to infer epidemic dynamics. Ct values are inversely correlated with [image: image] viral loads, which depend on the time since infection. The distribution of Ct values across positive specimens at a single time point reflects the epidemic trajectory: a growing epidemic will have a high proportion of recently infected individuals with high viral loads, whereas a declining epidemic will have more individuals with older infections and thus lower viral loads. Using a mathematical model for population-level viral load distributions calibrated to known features of the SARS-CoV-2 viral load kinetics, we can use Ct values from a single random cross section of virologic testing to estimate the time-varying reproduction number in a population. For individual [image: image] sampled on day [image: image], the Ct value [image: image] is assumed to follow the Gumbel distribution as
[image: image]
where [image: image] is the time of infection, and [image: image] and [image: image] are the location and scale parameters, respectively. The details of the parameterization are found in [15]. In practice, virosolver takes an input data frame of Ct values with associated sample collection dates from RT-qPCR testing and reconstructs the incidence curve that gave rise to those measurements. By capturing this logic in a mathematical model, we can obtain a probabilistic estimate of the underlying incidence curve, thus time-varying reproduction number having observed a set of Ct values at some point in time. Noting that the sampling scheme has an impact on the estimate of incidence, we set the population number to be 8,000 and sampled 1,000 (1/8) of the population to fit the local prevalence data of COVID-19 in Hong Kong in early 2020 as a case study [20].
RESULTS
We assessed the performance of EpiEstim and virosovler in three scenarios where [image: image], respectively, in which [image: image] can serve as a demonstration of the outbreak of COVID-19 in Hong Kong in early 2020. For each scenario, we generated the incidence data over 100 days based on the SEIR model from 100 stochastic simulations and estimated the mean incidence. Figure 3 gives the estimated [image: image] with the uncertainties (95% credible intervals) across 100 simulations using EpiEstim and virosolver, respectively, and the ground truths for the [image: image] values are presented for comparison. EpiEstim with the empirical serial interval distribution [18] would underestimate [image: image]. In contrast with EpiEstim, virosovler provided less biased estimates but exhibited wider intervals of uncertainty. However, both approaches performed well in detecting the timing point when [image: image].
[image: Figure 3]FIGURE 3 | The output of [image: image] estimates in three designed scenarios and the corresponding outcomes of accuracy assessment. (A–C) The graphical interface by setting [image: image], respectively. We parameterized the serial interval distribution used by EpiEstim with the empirical study [18] and the simulated serial interval distribution, which are denoted by EpiEstim (empirical SI) and EpiEstim (simulated SI) in figure legends. (D–F) Results of R squared, Pearson correlation coefficient, and RMSE for both methods in scenarios with [image: image], respectively.
To quantify and compare the accuracies of the methods, we used multiple metrics including coefficient of determination ([image: image]), Pearson correlation coefficient, and root mean square error (RMSE). As Figures 3D–F show, in all scenarios, virosolver almost had the highest [image: image] and Pearson correlation coefficient with the ground truth of [image: image], suggesting that virosolver had the highest accuracy and strongest correlation with the synthetic epidemic growth. In terms of RMSE, the performance of EpiEstim with the simulated serial interval distribution was the best (lowest RMSE), and virosolver had the largest RMSE due to its large estimation uncertainties. We noted that EpiEstim with simulated SI always performed better than EpiEstim with empirical SI. In conclusion, virosovler provided more accurate estimates of [image: image], and EpiEstim relied on the adjustment of serial interval distribution for better performance.
DISCUSSION
Quantifying disease transmissibility during outbreaks is crucial for designing effective control measures and assessing their effectiveness once implemented. In the situation where the incidence is still increasing while the time-varying reproduction number is actually dropping, there might be a very different outlook compared to if the incidence and the reproduction number are both increasing. The platform for estimating [image: image] provided here can therefore help epidemiologists and policymakers to monitor temporal changes in the transmissibility of COVID-19. The key contributions of our platform are as follows: 1) our software package integrates the most popular method (EpiEstim) and the newest approach (virosolver) into a unified framework, allowing users to infer real-time viral transmissibility from different perspectives; 2) by setting the value of [image: image], users can conduct simulation experiments on our platform to study the epidemic development and compare the performances of two approaches accordingly; 3) this platform is easy enough for nonspecialists to apply by simply inputting the required data and is also flexible for specialists to use by changing the parameters setting if needed.
The estimation tools we used here have several limitations and thus may result in potential bias. For EpiEstim, a preexisting estimate of serial interval distribution is required as the input data, which may account for the underestimation of reproduction number in our simulation study (Figure 3). If data on pairs of infector-infected individuals are available, the serial interval distribution can be estimated jointly, which leads to more precise estimates of transmissibility [21]. In addition, the inevitable delay between infection and case reporting (the incubation period) could also result in biased estimation of [image: image]. If data on the incubation period are available, a possible strategy would be to use the incubation period distribution to back-calculate the incidence of infections from the incidence of symptoms and then apply EpiEstim to estimate the reproduction number from those inferred data.
The virologic data-based method, virosolver, as mentioned above, exhibits greater uncertainty of estimated than EpiEstim. This is probably caused by insufficient information on Ct value distribution and viral kinetics model. The viral load kinetics model used in virosolver was generated on the basis of observed properties of measured viral loads in the literature, and these results were applied to inform priors on key parameters when estimating reproduction numbers. The estimates can therefore be improved by choosing more precise, accurate priors relevant to the observations used during model fitting. For example, the model should be adjusted by specifying different distributions if results come from multiple testing platforms. Results may also be improved if individual-level features such as symptom status, age, antiviral treatment, and vaccination record are available and incorporated into the Ct value model.
Apart from the two methods presented in our study, many other approaches are still available, which we will include in this platform in the future to track disease transmissibility by using other data sources (e.g., hospitalization and death). Additionally, genomic data are also of great importance in the inference of transmissibility of COVID-19 considering recent emergence of virus variants [22]. We only provide incidence and [image: image] estimates as the outputs; other epidemiological metrics such as prevalence, hospitalization, admission to ICU, death, and the economic analysis, such as net monetary benefit (NMB), are not included in our platform. Besides, we used the SEIR model for simulation in our package, because Hay et al. [15] had studied four other epidemic models for fitting cross-sectional viral load data, namely, the SEIR model, exponential growth model, SEEIRR model, and Gaussian process model, and they also made a comparison of these models. They found that the SEIR model was the most appropriate as it consistently provided unbiased, constrained estimates of transmissibility during the epidemic growth. We may explore these models and other individual-based models (branching process, for example) in future studies.
Our tool can also be applied to the new variants of SARS-CoV-2 as long as incidence data and Ct values of the infected people are available. Users can obtain a more accurate estimation by adopting the updated parameters of serial interval distribution and viral kinetics model for objective variants informed by recent studies [23–26]. In conclusion, we have established a platform for simulation and inference of time-varying reproduction numbers by incorporating two commonly used approaches. We would ensure our tool to epidemiologists and public health organizations in a wide range of future outbreak response scenarios.
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The information dissemination index system is an effective way to measure the dissemination of public opinion events in social networks. Due to the complexity, variability, and asymmetry of information, the construction of traditional information dissemination index systems demands excessive reliance on manual intervention, has large deviations, and is applied in a limited range. Such shortcomings cannot meet the requirements of constructing an objective, comprehensive, and highly credible index system. Therefore, we propose a method of constructing a multilevel and multigranular information dissemination index system with complex perspectives. In addition, we use the deep learning method of the convolutional neural network to extract the rich convolution features of public opinion events in the information dissemination process. Then, we train the weight, and it forms the corresponding weight of the information dissemination index systems. The experimental results prove that the method we use is superior to other methods and has better performance on the data set of a specific field.
Keywords: convolutional neural network, deep learning, index system, social network, information dissemination
1 INTRODUCTION
With the increasing convenience of Internet social networks, the cost and time of information flow are rapidly decreasing. How to accurately and quantitatively evaluate the dissemination of online public opinion information from the complex and massive amount of online public opinion information is a problem that needs to be solved urgently [1]. But nowadays, the understanding of the evolution mechanism of online public opinion is not deep enough. Many communication laws still need to be explored and summarized. The communication of online information involves a wide range of factors. The role of the constituent elements is interactive promotion and restriction. The main body and role of each stage factors are changing, making it difficult for managers to systematically assess the situation of information dissemination in an all-round way [2]. Therefore, establishing a reasonable and easy-to-use information dissemination evaluation index system, quantifying the information dissemination per unit time, and evaluating and calculating the situation to help managers make accurate decisions have become a current key research topic.
2 RELATED WORK
The research on information dissemination situation assessment mainly includes two aspects: qualitative public opinion situation assessment and quantitative public opinion situation assessment.
2.1 Qualitative Evaluation
In terms of qualitative evaluation, the current research mainly focuses on the evaluation of online public opinion, scope of the event, clustering effect, and tendency of netizens to the event.
Warshaw developed a multilevel regression and post-hierarchical model combining survey and population data so as to be able to detect specific online public opinion on lower-level geographic aggregation and evaluate the spread of public opinion [3]. Gil-Garcia developed two specific dynamic clustering algorithms from the framework proposed by previous scholars for clustering public opinion texts, which can automatically correct the clustering without re-clustering when the massive document data change [4]. Matsumura proposed an impact diffusion model to discover the network opinion leaders on the designated topics on the forum and the spread of network events [5]. Some studies proposed network topology and infectious disease strategies to explore the characteristics of information dissemination in social networks [6,7]. Cha made a detailed comparison of the three indicators for measuring user influence based on Twitter’s massive data. Then, based on these three indicators, he also explored the dynamic performance of influence in terms of time and themes and gave a report based on the evaluation method of spreading public opinion of users [8]. Bermingham grabbed large-scale data on possible radical topics from YouTube and used social network analysis and sentiment analysis tools to dig out topics and their emotional tendencies and portray the characteristics of radicals. An analysis method of user emotional orientation in public opinion events [9].
In recent years, topic discovery technology and communication range evaluation technology for new Internet media, especially Twitter short texts, have also received extensive attention from scholars [10]. Li proposed a detection algorithm based on sparse self-encoding to study the mutual influence between nodes in social networks and analyze the information dissemination situation from the perspective of network topology [11]. Han proposed a topic representation model based on user behavior analysis and evaluated the importance of vocabulary in the process of information dissemination [12]. Zhang proposed a method based on vocabulary decomposition to rate the sentiment of Twitter short texts and used machine learning methods to automatically classify the sentiment of new texts to support the qualitative evaluation of user sentiments and responses of specific online public opinion events [13].
2.2 Quantitative Evaluation
In terms of quantitative evaluation of online public opinion situation, the research on online public opinion decision-making can be summarized from three aspects. The first is to design an index system for online public opinion situation decision-making. Based on the analysis of the spatial structure and evolution of online public opinion, corresponding indicators can be designed to represent the situation of online public opinion from different aspects. Designing a systematic, comprehensive, and scientific indicator system is the primary task of making decisions on the online public opinion situation. Identifying key and representative indicators can not only reduce the complexity of the indicator system but also improve the accuracy of decision-making [14].
Zeng took public opinion risk as the core research object, starting from the source of risk and the internal and external performance of risk, constructed an early warning indicator system for network public opinion emergencies, and introduced the expert evaluation and AHP methods to determine the index weight [15]. Dai designed a three-tier security state decision-making index system from four dimensions: event sensitivity, communication, netizen attitude, and attention to public opinion and explained the statistical methods of each quantitative indicator [16]. Zhu proposed a mechanism to study the role of personal reputation and strategy in social network interactions [17] and also studied the information dissemination phenomenon of social networks in complex networks [18]. Shang regards the public opinion index system as an investment method, and under the guidance of portfolio theory integrates three sets of network public opinion index systems with their own characteristics into a dynamic integrated index system and uses radar chart analysis tools to evaluate the network public opinion. Comprehensive scores can also be used to analyze deep-seated reasons through online public opinion evaluation [19].
Zhang abstracted the key indicator system and logical relationship of the situation evaluation of network public opinion into a Bayesian network, then added some subjective evaluations, and gave a public opinion situation evaluation method based on the Bayesian network model. On the basis of constructing a public opinion index system with three dimensions, [20] Rong proposed a gray prediction method for network public opinion based on the variable-length mechanism of a data sequence. The prediction effect can be iteratively tested to find the optimal data sequence length to achieve the maximum good forecasting effect [21]. He chose the causal loop diagram to represent the mutual influence between the network public opinion indicators and constructed a network public opinion system dynamics model with 38 variables and four core subsystems targeting public opinion popularity [22]. Zhang used the principal component analysis method to refine the primary index system into a few comprehensive indicators without correlation and established an online public opinion early warning model based on the SVM machine learning method [23]. Nie measured and judged the influence of different users on the information dissemination situation in social networks from the perspective of user identity [24]. Huang used the PLSA model to extract the feature word space with no sentimentality, constructed the sentiment word space through word segmentation and TF-IDF function, and then integrated the inclination of all sentiment words based on the HowNet similarity algorithm to support the judgment of the sentiment trend of the network public opinion [25].
Most of the abovementioned scholars use subjective methods to construct indicator system models and use analytic hierarchy process, subjective assignment way, and other weight distribution methods to totally evaluate the situation of social network information dissemination, which have been verified by certain practical applications, but their focus is more limited. For more complex social network communication status, as well as the situational assessment of different types of events, the portability is inadequate. In the abovementioned former information dissemination index system construction and evaluation calculation method, the weight distribution of each fundamental index depends on manual operation, and the value is relatively vague, and sometimes the deviation is large. Considering the real-time nature of social network information dissemination data, it is required to construct a real-time, self-adaptive nonlinear system. The system should include a dynamic index weight learning mechanism and iterate with the constantly updated social network information dissemination situation data to form an absolute index system that can effectually evaluate the information dissemination situation.
3 CONVOLUTIONAL NEURAL NETWORK
The convolutional neural network (CNN) is currently one of the key research directions in the field of computer vision, based on deep learning. It performs well in applications such as image classification and segmentation, and its powerful feature learning and feature expression capabilities are increasingly being valued by researchers. The convolution operation is a multilayer feedforward neural network model. The network structure is shown in Figure 1. Each layer uses a set of convolution kernels separately, which helps extract useful features from locally related data points. In the training process, the CNN learns through the backpropagation algorithm. The objective function optimized by this backpropagation algorithm uses a response-based human-like brain learning mechanism. The CNN imitates the biological neural network, adopting the core weight sharing network structure so that it can adjust the network model magnitude by adjusting the depth and width of the neural network.
[image: Figure 1]FIGURE 1 | Structure of the convolutional neural network.
3.1 Convolutional Layer
The convolutional neural network model has powerful assumptions about physical images, that is, statistical smoothness and local connection. It can validly reduce the learning complexity of the deep neural network model, making the network connection and weight parameters less, which makes it more than the same scale. The fully connected network is easier to train. It uses the convolution kernel to slide on the image and finally completes the process of calculating the gray value of all image pixels after a series of matrix operations.
3.2 Pooling Layer
The pooling layers can lower the dimensionality of the data by imitating the human visual system and using higher-level features to represent the image. The pooling layer can very effectively reduce the size of the matrix, that is, it can perform set statistical operations on the features of different positions in the local area of the image, thereby alleviating excessive sensitivity of the convolutional layer to image position and reducing the final fully connected layer. Parameters to speed up the calculation speed. The most commonly used pooling methods in practice are Max pooling and Average pooling. In addition to reducing model calculations and reducing information redundancy, they also improve scale invariance and rotation invariance of the model to varying degrees, effectively preventing overfitting. The improvement of various pooling methods also helps better realize feature compression and feature extraction, which greatly reduces the time required for model training.
3.3 Fully Connected Layer
A fully connected layer is consisted of several hidden layers in the CNN and usually appears in the last few layers. Each layer contains multiple neurons, and each neuron is fully connected to the neuron of the next layer, which is used to compare the characteristic structure and the structure designed in the previous section. Through the calculation of the layer and the layer, the feature obtained by the feature map is used as the input of the fully connected layer. The essence of the fully connected layer space is to linearly transform from one feature to another feature space. In addition, at the end of the CNN, we use different classification functions to calculate the results.
4 MODEL DESIGN AND EXPERIMENT
4.1 Dataset and Environment
We grab a total of 15 from different social platforms including: Weibo, Twitter, and WeChat official accounts; some news websites: Yahoo, Sina, Tencent, and World Wide Web; and various online information dissemination platforms such as forums and blogs. The relevant data of the event and each event is divided on an hourly basis according to the time window, forming a total of 6,354h of data as shown in Table 1. We randomly use 10 percent of them as the test set and the remaining as the training set. Each set of data is scored by 10 experts and 100 ordinary users of social networks in accordance with the evaluation criteria, which are used as tags for the data set.
We performed this research in the following environment: CentOs 7.5, Intel(R) Xeon(R) Silver 4210, and Intel(R) Core(TM) i7-8750H CPU.
TABLE 1 | Dataset.
[image: Table 1]4.2 Construction of the Index System
The work of this module focuses on the diversified characteristics of the factors involved in the information dissemination situation, and each factor has a different impact on the information dissemination situation at different levels and different granularities. In-depth analysis and mining of influencing information from various perspectives, such as public opinion events, communication media, and public opinion audiences. The characteristics of the attributes of various factors in the communication situation and the law of their influence on the information dissemination situation have constructed a multilevel, multigranular, and multidimensional information dissemination situation indicator system. The three-tier indicators of the information dissemination trend index system are determined through research and use of the Delphi method, and the principal component analysis method is used to determine the main factors affecting the information dissemination trend by analyzing the correlation between different indicators, and finally, the information dissemination trend evaluation index is established, as shown in Table 2.
TABLE 2 | Information dissemination index system.
[image: Table 2]Among them, the first-level index public opinion event is analyzed from the perspective of the public opinion event, including the characteristics of evolution, post content, information dimension, and network structure. It is a class of indicators that describe the state of the public opinion event in the process of dissemination. It is mainly used to judge the communication stage of public opinion so as to analyze the communication trend. In the second-level indicators of the characteristics of the evolution stage of propaganda events, there are three three-level indicators of propagation time span, evolution stage, and propagation rate. In the second-level indicators of post content characteristics, there are three-level indicators such as the proportion of forwarding; the proportion of pictures, audio, video, and topics; and the number of others mentioned. The secondary indicators of the information dimension feature include the length of the post title, the length of the blog post, and the TF-IDF of the blog post, and the dissemination situation of the post is measured from the character level. Audience tendency analysis is an indispensable part of public opinion analysis, and tendency analysis also reflects the size, structure, and psychological condition of the audience from another perspective, and is an important component of public opinion dissemination. For the secondary indicators of audience sentiment tendency, it includes the word frequency of positive, neutral, and negative sentiment words as well as the average sentiment intensity of each event and the proportion of positive, neutral, and negative sentiment posts. The spread of posts is measured from the sentiment analysis level. The secondary indicators of user identity characteristics include user information such as the user’s gender ratio, age distribution, education level distribution, and political affiliation distribution, as well as account registration time, whether it is identity authentication, and whether the account has a user name and avatar, and other account information.
Public opinion audience is analyzed from the perspective of users participating in a certain public opinion event, including characteristics such as emotional tendency and identity. Audience tendency analysis is an indispensable part of public opinion analysis. Tendency analysis also reflects the size, structure, and psychological status of the audience from another angle and is an important component of public opinion dissemination. Secondary indicators of media participation include the proportion of news reports in posts involving publicity events, number of news media reported, total number of news reports, total number of likes on the news, total number of retweets, and total number of followers of the news media. Leaders play an important intermediary or filtering role in the formation of mass communication effects, and they spread information to audiences to form two-level dissemination of information. An important role in two-level communication is played by the person in the crowd who is first or more exposed to mass media information and disseminates the information that has been reprocessed by himself to others. With the ability to influence the attitudes of others, they intervene in mass communication, speeding it up and expanding its influence. The secondary indicators of dissemination heat include information such as the number of posts, retweets, comments, likes, participating platforms, and users of the propaganda event. These indicators directly reflect the dissemination situation of the propaganda event in social networks.
The media aspect is analyzed from the perspective of the media of public opinion events, including indicators such as media participation, communication popularity, and regional distribution. It is an important standard for measuring the spread of public opinion events. Secondary indicators of media participation include the proportion of news reports in posts involving publicity events, number of news media reports, total number of news reports, total number of likes, total number of news retweets, and total number of news media followers. The secondary indicators of dissemination heat include information such as the number of posts, retweets, comments, likes, participating platforms. and users of the propaganda event. These indicators directly reflect the dissemination situation of the propaganda event in social networks.
4.3 Construction of the Model Structure
4.3.1 Input
We calculated 25 three-level indicators separately and use the following method to standardize the original statistical data:
[image: image]
This method first calculates the average value and standard deviation of the original data and then standardizes the data. The data processed in this way conform to the standard normal distribution and conduct the neural network input data. We combine the indicators of each event into a 5*5 two-dimensional matrix as the input of the CNN. The neural network training process is as follows.
4.3.2 Convolution
We used a two-dimensional convolution operation to filter and extract features. The input vector is combined into a 5*5 two-dimensional single-channel grayscale image, and the calculation of the feature on the convolutional layer is as follows:
[image: image]
[image: image] represents the output of the latter layer of features,W represents the weight of the kernel, p represents the feature map of the layer, and f is activation function Relu.
4.3.3 Pooling
In addition to reducing model calculations and reducing information redundancy, pooling operation improves the scale invariance and rotation invariance of the model to varying degrees, effectively preventing overfitting. The improvement of various pooling methods also better realizes feature compression and feature extraction, which greatly reduces the time required for model training. The calculation of features is as follows:
[image: image]
4.3.4 Output
The convolutional neural network filters the matrix through the aforementioned convolutional layer and pooling layer for feature screening, and then the obtained vector constructs a fully connected layer. After two fully connected layers, finally, the output is analyzed through the Softmax function to obtain the prediction result, and the offset value and weight value are adjusted at the same time.
4.3.5 Calculation
In the model, we use the Relu function as the activation function of each layer and cross-entropy as the loss function.
[image: image]
In addition, the Adam algorithm is used for backpropagation optimization. Finally, the model is trained and the Captum interpretability tool is used to obtain the three-level indicator weights. The lower-level index weight is calculated by weighted summation to obtain the upper-level index weight:
[image: image]
In this way, we calculated the first-level, second-level, and third-level index weights of the index system. When we use the index system, we input the calculated value of the third-level index of an event to be detected. Therefore, we can obtain the corresponding second-level and first-level index values using Eq. 5 and obtain the propagation situation value of the event using model prediction.
4.4 Setting of Model Parameters
Convolutional neural networks can extract features at multiple levels and granularities through convolution and pooling operations and finally learn the propaganda posture features that can really distinguish the propaganda posture. We evaluate the needs and test the propaganda posture at different levels and granularities. The effect of different depth convolutional neural networks and different combinations of data input methods on the performance of the algorithm is to test the effect of convolutional neural networks on the quantitative evaluation of publicity situations. Based on the abovementioned experiments and tests, we have obtained a network structure with excellent experimental results. Two layers of convolutional layer and pooling layer are used, and two layers of fully connected layers, and finally, use the Softmax function is used for output, as shown in Table 3.
TABLE 3 | Setting the initial model parameters.
[image: Table 3]4.5 Experiment Results
We preprocessed the data and input it into the constructed convolutional neural network. After training, the results of fitting expert calibration are found to have very good performance and good convergence effect, as shown in Figure 2 and we used the BP neural network which also has a good performance as in Figure 3.
[image: Figure 2]FIGURE 2 | Result of the convolutional neural network. (A) is accuracy, and (B) is loss.
[image: Figure 3]FIGURE 3 | Result of the BP neural network. (A) is accuracy, and (B) is loss.
We also used linear regression, SVM, and other methods to calculate and compared the results with the effect of the convolutional neural network. As shown in Table 4, we used the following standards: accuracy, recall, precision, and F1-score to measure the performance of the models. The bold values represent the best effects. We found that the convolutional neural network has more excellent results.
TABLE 4 | Comparison of regression evaluation indexes.
[image: Table 4]5 CONCLUSION
In summary, the existing methods have several shortcomings, which are mainly concentrated in the following aspects: 1) the calculation of the information dissemination index system relies too much on manual evaluation; 2) the determined index system is relatively limited and one-sided; and 3) the weight value of the index system fluctuates greatly, and sometimes, it cannot accurately reflect the dissemination trend of information dissemination events. In response to these shortcomings, this study put forward a way for constructing an information dissemination index system based on the CNN. We use the convolutional layer for multidimensional and multigranular feature extraction and apply the pooling layer to quickly reduce the size of the information dissemination network and highlight the main features. Through the deep-network structure with several hidden layers of the CNN, we have realized the evolution of simulating expert experience to assess all-round indicators. In addition, it has adaptive features such as self-learning. Through experimental comparison, the calculated results perform better than the other mentioned models. However, this CNN model lacks the best parameter proof, and for specific information dissemination events on different topics, it lacks a more targeted index system construction. This is the direction of our future improvement and research.
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Owing to the strength in learning representation of the high-order connectivity of graph neural networks (GNN), GNN-based collaborative filtering has been widely adopted in recommender systems. Furthermore, to overcome the data sparsity problem, some recent GNN-based models attempt to incorporate social information and to design contrastive learning as an auxiliary task to assist the primary recommendation task. Existing GNN and contrastive-learning-based recommendation models learn user and item representations in a symmetrical way and utilize social information and contrastive learning in a complex manner. The above two strategies lead to these models being either ineffective for datasets with a serious imbalance between users and items or inefficient for datasets with too many users and items. In this work, we propose a contrastive graph learning (CGL) model, which combines social information and contrastive learning in a simple and powerful way. CGL consists of three modules: diffusion, readout, and prediction. The diffusion module recursively aggregates and integrates social information and interest information to learn representations of users and items. The readout module takes the average value of user embeddings from all diffusion layers and item embeddings at the last diffusion layer as readouts of users and items, respectively. The prediction module calculates prediction rating scores with an interest graph to emphasize interest information. Three different losses are designed to ensure the function of each module. Extensive experiments on three benchmark datasets are implemented to validate the effectiveness of our model.
Keywords: recommender system, contrastive learning, graph neural network, social graph, interest graph
1 INTRODUCTION
With the rapid development of networks, it is becoming harder and harder for a user to extract useful information from a mass of redundant information. Recommender systems play an important role in solving this problem and have become a promising solution for enhancing economic benefits in many domains like e-commerce, social media, and advertising [1, 2]. The main task of recommender systems is to provide interesting items for each user, which saves a lot of time for users and increases turnover for companies. One of the most popular recommendation techniques is collaborative filtering (CF), which infers each user’s interests to items based on collaborative behaviors of all users without requiring the creation of explicit user and item profiles [3]. Matrix factorization (MF) is a key component in most learnable CF models [4, 5], which decomposes the user–item interaction matrix into two low-dimensional latent matrices for user and item representations [6]. However, MF-based models do not encode user and item embeddings well as a result of insufficient collaborative signals. To yield satisfactory embeddings for CF, a graph neural network (GNN) [7] has been successfully applied to recommender systems [8–10]. Due to the high-order connectivity of GNN [11], GNN-based models can mine collaborative signals including high-order neighbors from abundant historical interactions; thus, it can generate more powerful node representations. But in real-world scenarios, it is always very hard to collect enough historical interaction information. To overcome the problem of data sparsity, many prior CF models [12–14] combine social information with historical interaction information and thus upgrade the recommendation performance. Recently, to further solve the data sparsity, many studies introduced self-supervised learning into recommender systems. The most popular self-supervised learning technology is contrastive learning, which has been successfully employed in many fields [15–18]. Contrastive learning utilizes self-supervision signals in a contrastive way, which pulls positive signals and target embeddings together and pushes negative signals and target embeddings away. To achieve better recommendation performance, many existing recommendation models [19–21] encode node embeddings by a GNN framework and simultaneously resort to contrastive learning in the learning process. Though these models take “social recommendation” as one of their aims, they still have the following inherent limitations that need to be addressed [13].
Firstly, existing GNN-based models [11, 22] learn representations of users and items in the same way and do not consider the different sparsities of users and items. In real-world scenarios, users and items are usually different in number or sparsity. For instance, in the Flickr dataset [23, 24], the number of items is almost 10 times that of users. Due to the huge difference in sparsity, high-quality representations of users may be obtained earlier than items in the learning stage. Thus, representations of users and items learned in the same way might decrease the embedding quality and then degrade the recommendation performance of models.
Secondly, although some social recommendation studies have made efforts to combine contrastive learning and social behaviors, it is still difficult to apply contrastive learning to social recommendation in an appropriate way. On the one hand, existing social recommendation models [19, 25] utilize contrastive learning in a quite complex manner such as encoding hypergraph and data augmentation. This complex manner may destroy the original social graph structure and waste social information. On the other hand, existing social recommendation models [19, 25] do not directly utilize social information in the prediction process, which might reduce the influence of social information. In a word, existing contrastive learning manners increase the complexity of social recommendation models but do not make full use of useful information contained in social behaviors.
This paper explores how to overcome the above limitations in existing recommendation models based on GNN and contrastive learning and proposes a contrastive graph learning (CGL) model for social recommendation. In social recommender systems, there are two kinds of neighbors for each user: historically interacted items and interacted users. Generally speaking, users with similar preferences are more likely to be friends with each other in daily life; likewise, intimate friends often have similar preferences. Hence, it is reasonable to characterize each user’s preference by item aggregation and friend aggregation separately and to require user representations learned from the two views (user–item graph or user–user graph) to have consistent agreement [26]. This argument motivates us to simplify the contrastive learning task between social user embeddings and interest user embeddings. Moreover, to ensure that social user embeddings take part in the prediction process as well, we learn user embeddings in a diffused way inspired by some diffusion models [9, 24]. At each layer in the diffusion process, integrated user embeddings are obtained by taking the average value of social user and interest user embeddings. Besides, to avoid the negative effect of different sparsities in users and items [27], we design an asymmetrical readout strategy for users and items, which takes the average value of user embeddings from all diffusion layers and item embeddings from the last diffusion layer as their readouts, respectively. Since the task of our model is to find out the right items for users instead of mining potential social friends, we set up an extra interest graph for the final aggregation at the end of our model. Therefore, it is very essential to assure that historically interacted behaviors have a more powerful effect on recommendation results than social behaviors.
To summarize, this work makes the following main contributions:
• We successfully combine social information and interaction information by contrastive learning in recommender systems, which significantly improves the quality of recommendation results.
• We design a new readout strategy to alleviate the imbalance problem in the sparsity of users and items, which takes the average value of user embeddings from all layers and item embeddings from the last layer in the diffusion process as their readouts, respectively.
• We construct a pointwise loss between users and items in a contrastive way, which provides positive and negative signals for items. We place this loss and a pairwise loss in different modules to further promote the recommendation performance.
• We compare the proposed model with six state-of-the-art baselines on three real-world datasets, and experimental results demonstrate the effectiveness of our model.
The rest of our paper is organized as follows. Section 2 summarizes some related works in recommender systems. Section 3 introduces necessary notations and describes our model. In Section 4, we give some experimental results to validate the effectiveness of the proposed model and analyze the effect of hyper-parameters. Section 5 concludes our work and discusses some possible issues in future work.
2 RELATED WORK
We simply review MF-based recommendation models and GNN-based recommendation models.
2.1 MF-Based Recommendation
In recommender systems, many classic collaborative filtering algorithms fall into the class of matrix factorization (MF) [28]. MF-based models project users and items into a low-dimensional latent space and represent a user or an item by a vector [29]. The inner product of a user vector and an item vector represents the user’s satisfaction degree to the item. MF-based models have been widely used as baselines in recommender systems. SocialMF [30] employs the MF technique in social networks and assumes each user’s features are dependent on his/her direct neighbors. So the feature vector of each user is supposed to keep consistent with social neighbors. TrustMF [31] considers a twofold influence of trust propagation, which analyzes different implications between truster to trustee and trustee to truster. To take advantage of these two different effects on performance, TrustMF also proposes a synthetic strategy to combine the truster model with the trustee model [32]. NeuMF [33] is the first model that combines the linearity of MF with the nonlinearity of the neural network. It indicates the importance of pre-training in the combination of two different models and achieves better performance than MF-based models and deep neural network (DNN)-based models. DASO [34] dynamically learns representations of users and items by using the generative adversarial network (GAN) [35].
2.2 GNN-Based Recommendation
In recent years, GNNs have shown their effectiveness in the recommendation field. GNNs aim to learn an embedding for each node which contains the information of neighbors [36, 37]. As the simplest GNN, LightGCN [22] does not have any complex operations other than neighbor aggregation, but it still achieves state-of-the-art performance for recommendation. In social recommender systems, GNN is first used in GraphRec [38]. In this model, the attention mechanism is extensively applied to aggregate neighbor information. After the aggregation process, rating scores can be obtained by putting user and item embeddings into a DNN. ConsisRec [39] takes social inconsistency into consideration and categorizes it into the context level and relation level. To solve the inconsistency at the context level, it obtains consistency scores by calculating the distance between neighbor embeddings and query embeddings and then samples consistent neighbors by relating sampling probability with consistency scores. After that, the attention mechanism is adopted to solve the inconsistency at the relation level. DiffNet++ [24] builds a unified framework to diffuse the social influence of social networks and interest influence of interest networks. Because information from social networks and interest networks can be spread into each other, it can receive different information in a recursive way, thereby learning more powerful representations of graph nodes. SGL [26] first introduces contrastive learning to recommendation and improves the accuracy and robustness of GNNs for recommendation. SGL generates graphs with different views by changing the graph structure in different manners and then utilizes supervised signals generated from these views to set an auxiliary self-supervised learning task. SEPT [19] adopts contrastive learning to social recommendation. It builds three different views by data augmentation, and each view provides supervision signals to other views. It employs contrastive learning for social recommendation for the first time, which takes recommendation and contrastive learning as the primary task and auxiliary task, respectively.
3 CGL MODEL
In this section, we present our CGL model. An overview of CGL is illustrated in Figure 1, which takes a user and an item as an example. CGL consists of three modules with different functions. The first one is a diffusion module, which builds connections between interest interactions and social links and guides the learning of representations in a recursive way. The second one is a readout module, which constructs user embeddings and item embeddings in an asymmetrical way to avoid the imbalance problem of users and items. The third one is a prediction module, which generates recommendations for users.
[image: Figure 1]FIGURE 1 | The overall architecture of the proposed model.
Some necessary notations are defined in Section 3.1. Section 3.2, Section 3.3, and Section 3.4 introduce the diffusion module, readout module, and prediction module, respectively. The training of the model is given in Section 3.5. Finally, the complexity of CGL is analyzed in Section 3.6.
3.1 Notations
To facilitate the reading, matrices appear in bold capital letters and vectors appear in bold lowercase letters. Let [image: image] and [image: image] be the set of m users and n items, respectively. Denote by [image: image] the user–item interest graph, where [image: image] = [image: image] and [image: image] is the edge set indicating interactions between users and items. Let [image: image] be the user–user social graph, where [image: image] and [image: image] is the edge set indicating social links among users. In this paper, we keep all users in a social network, so [image: image]. For [image: image], the binary matrix [image: image] represents its user–item interactions, where rij = 1 if user i has an interaction with item j; otherwise, rij = 0. For [image: image], the binary matrix [image: image] represents its user–user social links, where sit = 1 if user i has a link with another user t; otherwise, sit = 0.
For users and items, we encode two basic embedding matrices, [image: image] and [image: image], where [image: image] is a d-dimensional embedding of user i and [image: image] is a d-dimensional embedding of item j. Starting from U(0) and V(0), a graph convolution operation is implemented on [image: image] and [image: image] to produce user and item representations, respectively.
3.2 Diffusion Module
The diffusion module has L layers, and each layer consists of aggregation on the interest graph, aggregation on the social graph, and their integration. The input of the first layer is the initialized user latent embedding [image: image] and item latent embedding [image: image], and the input of other layers is the output of their respective previous layers. These layers recursively model the user’s latent preference and the item’s latent preference propagation in two graphs with layer-wise convolutions. LightGCN [22] is a brief graph convolution network (GCN)-based general recommendation model, which discards two standard operations in GCNs: feature transformation and nonlinear activation. We utilize LightGCN to realize aggregation operations in CGL.
To aggregate interaction information in the interest graph [image: image], we collect the neighbor information of each node by the simple way of LightGCN. Specifically, for a given user i and item j, let [image: image] and [image: image] represent user embedding and item embedding from the (l − 1)-th layer, respectively. Then the l-th layer interest aggregation process is given by
[image: image]
[image: image]
where [image: image] is the set of items that are interacted by user i and [image: image] is the set of users that interact with item j. LightGCN keeps the same normalization operation as standard GCNs [40]; i.e., the neighbor number of the current node and aggregated node is utilized for normalization during aggregating information. This strategy is rather essential to avoid the unreasonable increase of embedding in graph convolution operations.
To aggregate social information of the social graph [image: image], we perform node aggregation based on LightGCN as well. Note that there are only user nodes in social graphs. Let [image: image] and [image: image] be user embeddings from the (l − 1)-th layer and the set of social neighbors linked with user i, respectively. The l-th layer social aggregation process is defined by
[image: image]
As the above equation shows, LightGCN designs normalization by taking the neighbor number of current trustee node and aggregated truster node.
Aggregation on the interest graph generates user embedding [image: image] and aggregation on the social graph produces user embedding [image: image]. These two user embeddings contain different information about user i and will be further integrated to generate user embedding [image: image] at the l-th layer. We simply integrate [image: image] and [image: image] by taking their average value. That is to say, we get integrated user embedding at the l-th layer by
[image: image]
Then integrated user embedding [image: image] and aggregated item embedding [image: image] are input into the (l + 1)-th layer so as to diffuse interest and social information into two graphs. By integrating social user embeddings and interest user embeddings at each layer, we can update integrated user embeddings consecutively. Consequently, the fusion between social information and interest information becomes closer and closer in the convolution process. Moreover, although item embeddings do not take part in the diffusion process, due to the high-order connectivity in GNN, social user embeddings and item embeddings can still exert a powerful influence on each other, especially when the diffusion process becomes deeper.
The diffusion process of CGL is inspired by the validity of the diffusion model DiffNet++, but it is much more concise than that of DiffNet++. Unlike the Diffnet++, CGL does not absorb any information from other attribute features of users or items and introduce any attention mechanism. The former will take us a lot of time to process attribute features, and the latter will use DNNs. As such, the time complexity of our diffusion process is lower compared with that of DiffNet++.
3.3 Readout Module
After the above L layer diffusion process, we construct readouts for users and items, separately, and then these readouts are sent to the last interest graph in the subsequent prediction module. Our strategy for constructing readouts is different from existing GNN-based recommendation models. In existing GNN-based models, there are two strategies to prepare embeddings for the prediction phase or other subsequent phases. One is taking the average value of all layers’ embeddings for users and items, and the other is taking the embedding value of the last stacked layer. Both these strategies deal with users and items in a symmetrical manner, which results in the model being unable to learn good representations of users and items while the numbers of users and items in the training data are very different. To alleviate the problem, we integrate these two strategies to constitute readouts of users and items and adopt the former for users and the latter for items. Because of the massive use of social information, user embeddings in each layer of the diffusion process contain some collaborative signals, which can improve the quality of user embeddings. Thus high-quality representations of users may be generated in early stages of the diffusion process. That encourages us to use all user embeddings in the diffusion process to build readouts of users. Specifically, the readout ui of user i is defined as the average of embeddings from all L layers in the diffusion process:
[image: image]
For an item, its embedding in the early stage of the diffusion process may be poor due to the large item number, sparsity, and lack of auxiliary information. So the readout vj of item j is defined as its embedding at the last layer in the diffusion process:
[image: image]
From Eq. 5 and Eq. 6, it can be seen that our readout strategy is asymmetrical for users and items.
3.4 Prediction Module
Considering that the task of recommendation is to predict interactions between users and items, we add a separate interest graph to emphasize the influence of interaction information between their readouts. The interest graph generates the final user embedding [image: image] and item embedding [image: image] by aggregating vjs and uis, respectively. That is,
[image: image]
[image: image]
Then the prediction module defines the inner product between the final user and item embeddings
[image: image]
The inner product is taken as the ranking score to generate recommendations.
3.5 Model Training
To train the model, we design a self-supervised loss for the diffusion module and a supervised loss for the readout module and prediction module. At each layer of the diffusion module, the interest graph and social graph generate two user embeddings for each user separately. In order to make the integration on them more reasonable, we design a self-supervised loss to close two embeddings of the same user. Users and items are two aspects of recommender systems, and we can recommend items for a given user or select users for a given item. According to these two tasks, we design a supervised loss in the readout module and prediction module, respectively. By jointly optimizing the above three losses, we learn parameters in the model.
3.5.1 Self-Supervised Loss
We integrate social user embeddings and interest user embeddings by Eq. 4 at each layer of the diffusion process. Such a direct integration strategy can make the two groups of embeddings complement each other but cannot guarantee that they know each other in the training process. So, we introduce a social contrastive learning loss in the diffusion module. The main idea comes from the assumption that social behaviors can usually reflect the preference of a user. As a result, the user’s embedding from the social graph is supposed to have a close connection with that from the interest graph.
For convenience, let [image: image] be the l-th interest aggregation matrix on the interest graph, where [image: image] is calculated by Eq. 1. Similarly, [image: image] denote the l-th social aggregation matrix, where [image: image] is calculated by Eq. 3. We first produce two user embedding matrices P and Q by
[image: image]
[image: image]
We randomly ruffle matrix Q row-wise and column-wise in turn and denote the ruffled one as [image: image]
[image: image]
where r(⋅) is the ruffle operation. Then the i-th row of the user embedding matrix can be a latent embedding of user i, and the j-th row of the item embedding matrix can be a latent embedding of item j. Thus, for user i and item j, we can get the interest user embedding pi from P, real social user embedding qi from Q, and fake social user embedding [image: image] from [image: image]. We assume that fake social user embeddings are quite different from their corresponding interest user embeddings. We minimize the agreement between each fake social user embedding and its corresponding interest user embedding, and the social contrastive learning loss in the diffusion module can be formulated as
[image: image]
where σ(⋅) is the sigmoid function.
3.5.2 Supervised Loss
In the prediction module, we can get rating scores by Eq. 9. To assure observed interactions can achieve higher scores than unobserved interactions, we employ the pairwise Bayesian personalized ranking (BPR) loss as our primary loss to induce model learning, which is proposed to make the observed interactions be ranked in front of unobserved interactions. The BPR loss in CGL is formulated as
[image: image]
where [image: image] denotes training data, R+ indicates observed interactions, and R− indicates unobserved interactions. By minimizing the BPR loss, the predictive score of an observed interaction could be enforced to be higher than that of its unobserved counterparts. However, as a pairwise loss, it ignores the entrywise consistency between predictive scores and real scores. Besides, the BPR loss only provides positive and negative signals for a given user, which is unfair for items and makes it hard to learn good item representations.
To overcome this shortcoming, we employ a pointwise loss as a complement to the BPR loss and formulate it as
[image: image]
where each ui and vj are given by Eqs 5 and 6, respectively. Obviously, this loss provides positive and negative supervised signals for a given item, instead of a given user. By minimizing Eq. 15, predictive scores could be consistent with real scores. It is worth mentioning that we define the loss in the readout module instead of in the prediction module. This is different from most existing heterogeneous losses that typically combine the pointwise loss and pairwise loss in the prediction module. The main reason is that we separate the predictive task and the ranking task by using different user and item representations. The pointwise loss focuses on users for a given item and enhances the user representation directly derived from the aggregation operation on both interest and social graphs. And these enhanced user and item representations are used to aggregate information on an interest graph for the ranking task.
3.5.3 Final Loss
With the above three losses in three modules of the CGL model, we set its final loss as
[image: image]
where α and β are two additional regularizers to control the strength of [image: image] and [image: image], respectively; Θ is the set of all learnable parameters; and λ controls the strength of L2 regularization. The overall training process of CGL is given in Algorithm 1.
Algorithm 1. The training process of CGL.
[image: FX 1]
3.6 Complexity Analysis
The overall time complexity of CGL mainly comes from two parts: aggregation on graphs and calculation on three losses. At each iteration, training data aggregate neighbor information on interest graphs L + 1 times and on social graphs L times. Thus, the complexity of aggregation on interest graphs is [image: image], which is only dependent on the latent dimension and the size of rating data. Similarly, the complexity of aggregation on social graphs is [image: image]. Compared with interest aggregation, besides the difference in aggregation number, social aggregation has fewer nodes in the graph structure. In short, the time complexity of the aggregation operation on graphs increases linearly with the size of training data, the dimension of latent embedding, and the number of aggregation. For the complexity of calculation on three losses, we only take the inner product operation into consideration, since it produces the major complexity in our model. Within a batch, the complexity of the contrastive loss [image: image] is [image: image], where B is the batch size. For another contrastive learning loss [image: image], we get its numerator by calculating the inner product between each positive pair in a batch; hence, the complexity of the numerator is [image: image]. Likewise, the denominator is obtained by the product between the user embedding matrix and item embedding matrix, and its complexity is [image: image]. For the BPR loss, we calculate the inner product of all positive pairs and negative pairs in each batch, and its complexity is [image: image]. Therefore, the total time complexity of training CGL in one batch is [image: image].
4 EXPERIMENTS
We conduct multiple experiments to verify the effectiveness of CGL in this section. Experimental setup is introduced in Section 4.1. The performance of CGL is compared with six baselines in Section 4.2. Section 4.3 analyzes the effects of different strategies for the readout strategy and pointwise contrastive loss. Section 4.4 shows the performance of CGL under different hyper-parameters. Note that we omit the percent sign of model performance in all tables.
4.1 Experimental Setup
Experimental setup contains datasets, evaluation metrics, baselines, and parameter settings.
4.1.1 Datasets
The task of our experiments is a top-K recommendation, and we conduct experiments on three representative real-world datasets: Yelp [24], Flickr [23], and Ciao [41].
• Yelp: This dataset is crawled from an online location-based review site, Yelp. Users on the site are encouraged to interact with others and express their opinions through the form of reviews and ratings. The ratings data are converted into implicit feedback as the dataset. The itemset of this dataset includes a variety of locations visited or reviewed by users. And the relationship among users can be found out directly in terms of the friend list of users.
• Flickr: This dataset is crawled from one of the largest social image-sharing platforms, Flickr. In this platform, users can share their preferences in images with their social followers and follow the people they are interested in. So, social images make up the itemset, and the social relationship can be confirmed through followers of users.
• Ciao: This dataset is crawled from an online shopping site, Ciao. On the site, people not only write critical reviews for various products but also read and rate the reviews written by others. Furthermore, people can add members to their trust networks or “Circle of Trust”, if they find their reviews consistently interesting and helpful [41]. The itemset of this dataset includes a variety of goods.
The above three datasets can be publicly downloaded online (Yelp and Flickr,1 and Ciao2) provided by [19, 23], and their statistics are summarized in Table 1. Following many previous works [9, 24], we convert all explicit ratings into implicit ratings and remove repeated ratings in each dataset. Similar to [30], we only focus on the social information in these datasets and do not consider the attribute information of users and items. Finally, we randomly select 10% of rating data as testing set and the rest as training set.
TABLE 1 | The statics of datasets.
[image: Table 1]4.1.2 Evaluation Metrics
For all models, we perform item ranking on all candidate items and evaluate the performance of each model with Precision@K, Recall@K, and NDCG@K metrics, which are three widely used evaluation protocols. The NDCG metric is sensitive to rank, and the other two metrics can measure the relevancy of the recommendation list.
4.1.3 Baselines

• MF-BPR [42]: It exploits how to represent users and items in a low-dimensional latent space, which is optimized by the BPR loss.
• SocialMF [30]: It combines social information and purchase information through the form of MF. For a specific user, this model focuses on not only items purchased by the user but also social neighbors around the user.
• LightGCN [22]: It is a light version of the GNN-based model and only performs aggregation operations. As a state-of-the-art model, it has been widely used as a baseline in many recommender system studies.
• SEPT [19]: It builds complementary views of the raw data so as to provide self-supervision signals (pseudo-labels) to participate in the contrastive learning. To ensure the effectiveness of contrastive learning, it simultaneously employs the tri-training scheme to coordinate the labeling process.
• SGL [26]: It constructs different views by perturbing the raw data graph with uniform node/edge dropout and then conducts self-discrimination-based contrastive learning over these views to learn node representations.
• DiffNet++ [24]: It recursively diffuses different information into social networks and interest networks, which can be used without attribute information fusion and attention mechanism.
4.1.4 Settings
For a fair comparison, all models are optimized by the Adam optimizer [43] and initialized in the same way. The size of each batch is set to 2,048, and the dimension of the latent vector is tuned in {8, 16, 32, 64, 128}. It is worth noting that MF-based models are often different from GNN-based models in L2 regularization. In order to ensure that all models can achieve good results, the L2 regularization coefficient λ is chosen from {1.0 × 10–1, 1.0 × 10–2} for MF-based models and from {1.0 × 10–4, 5.0 × 10–5, 1.0 × 10–5} for GNN-based models. The learning rate is tuned in {1.0 × 10–2, 5.0 × 10–3, 1.0 × 10–3}, and the maximum train epoch is 150. For α and β, we tune them in different ranges on three datasets. On Yelp, α and β are searched in {4.0 × 10–4, 4.0 × 10–5, 4.0 × 10–6, 4.0 × 10–7, 4.0 × 10–8} and {6.5 × 10–1, 6.5 × 10–2, 6.5 × 10–3, 6.5 × 10–4, 6.5 × 10–5}, respectively. On Flickr, α and β are tuned in {1.6 × 10–4, 1.6 × 10–5, 1.6 × 10–6, 1.6 × 10–7, 1.6 × 10–8} and {8.5 × 10–5, 8.5 × 10–6, 8.5 × 10–7, 8.5 × 10–8, 8.5 × 10–9}, respectively. On Ciao, α and β are tuned in {2.0 × 10–5, 2.0 × 10–6, 2.0 × 10–7, 2.0 × 10–8, 2.0 × 10–9} and {1.0 × 10–0, 1.0 × 10–1, 1.0 × 10–2, 1.0 × 10–3, 1.0 × 10–4}, respectively. Our experiments are implemented in PyTorch.
4.2 Overall Performance Comparison
We evaluate our proposed CGL model by comparing it with six baselines. For all models, we exhibit the performance of the top 10, top 15, and top 20 in Table 2, Table 3, and Table 4, respectively. From these tables, we have the following observations:
• CGL outperforms all baselines on Yelp and Flickr by a large margin. On Yelp, the average top-K (10, 15, 20) improvement of CGL on Precision, Recall, and NDCG is 6.60%, 5.77%, and 6.63%, respectively. On Flickr, the average top-K (10, 15, 20) improvement of CGL on Precision, Recall, and NDCG is 9.76%, 10.80%, and 10.01%, respectively. On Ciao, the average top-K (10, 15, 20) improvement of CGL on Precision, Recall, and NDCG is −2.17%, 3.97%, and 2.06%, respectively. Although CGL’s performance on Ciao is not as good as that on Yelp and Flickr, it is still the best or second best among all models in terms of the three metrics. Since the overall performance of all models is similar when K = 10, K = 15, and K = 20, we only discuss the case of K = 20 in the subsequent experiments.
• Nearly all GNN-based models (e.g., LightGCN, DiffNet++, and SGL) perform much better than MF-based models (MF-BPR and SocialMF), which demonstrates the important role of GNNs for the recommendation task. We also observe that some GNN-based models (DiffNet++ and SEPT) incorporate the social information, but cannot beat other models without social information on some metrics. It illustrates that though social behaviors may reflect a person’s interest information to an item indeed, it is hard to mathematically design a reasonable and effective manner to utilize social information. Fortunately, CGL performs better than almost all baselines, which proves that contrastive learning in CGL can ensure the effectiveness of the social information.
• Compared with its performance on Yelp and Ciao, CGL brings more improvement on Flickr. As Flickr has much denser social information, this may indicate that CGL can make full use of social information. Besides, by analyzing the performance of DiffNet++ and CGL on Ciao, we conclude that there may be much noise in the raw data of Ciao so that it is hard to improve the recommendation performance by directly diffusing social information and interest information. Naturally, SGL shows better performance on some metrics because self-discrimination-based contrastive learning can help to alleviate noise effect greatly.
TABLE 2 | Overall comparison (K = 10). The best results are in bold.
[image: Table 2]TABLE 3 | Overall comparison (K = 15). The best results are in bold.
[image: Table 3]TABLE 4 | Overall comparison (K = 20). The best results are in bold.
[image: Table 4]Moreover, to concretely investigate the impact of contrastive learning and the diffusion process on the model, we further compare CGL with two other GNN-based models (LightGCN and DiffNet++) at each layer and show the relevant results in Table 5 (K = 20). From the table, we have the following observations:
• CGL outperforms LightGCN and DiffNet++ at the first and the third layers on both Yelp and Flickr with respect to all metrics. At the second layer, CGL still achieves the best performance except Recall and NDCG on Flickr. On Ciao, our model reaches its best performance at the first layer, and the performance is better than that of DiffNet++ and LightGCN at any layer. These experiment results illustrate the superiority of our model and the necessity of constructing supervised loss for social user representations.
• The overall performance of LightGCN at each layer is better than that of Diffnet++ on Yelp. However, DiffNet++ performs better than LightGCN on Flickr. A possible reason is that directly diffusing social information without any supervised measure cannot guarantee the validity of social information, especially while social information is inadequate. However, the performance of DiffNet++ is inferior to that of LightGCN on Ciao; we infer there may be much noise in this dataset and it makes a negative effect on the diffusion process. We will further validate our argument in the parameter analysis experiments.
• LightGCN reaches its best performance at the third layer on Yelp and at the second layer on Flickr and Ciao. DiffNet++ has a similar trend with LightGCN at each layer, even though it incorporates social information. CGL achieves its best results at the third layer on Yelp and Flickr and at the first layer on Ciao. The difference between the trend of CGL and the other two models may be attributed to two aspects. Firstly, when there exists few noise in the raw data of rating data and social links, a deeper diffusion layer can help the model extract useful information from them. Secondly, if there exists a lot of noise in the raw data, a deeper diffusion layer will have a negative effect on the model since noise will be diffused at each layer.
TABLE 5 | Comparison of CGL and two GNN-based baselines at each layer (K = 20). The best results at each layer are in bold.
[image: Table 5]Lastly, we show the runtime of each model on three datasets in Table 6 so as to evaluate the model performance thoroughly. The layer number is set as three for all GNN-based models to assure the fairness of comparison. From Table 6, we can see that the average time of our model for each epoch is about 25 s, which is much less than SEPT and SGL. Considering the excellent performance of CGL, we conclude it is efficient and effective.
TABLE 6 | Average epoch runtime of all models (seconds).
[image: Table 6]4.3 Component Study
We analyze the impact of the readout strategy and the pointwise loss in the readout module of CGL in this section. For the readout strategy, CGL employs the average values of user embeddings from all layers in the diffusion process and item embeddings from the last layer, which is an asymmetrical manner for users and items and originates from the huge difference in number and sparsity of users and items. To validate the effectiveness of this asymmetrical readout strategy in CGL, its two variants are designed to compare their performance, which uses two common symmetrical readout strategies. One variant is denoted by CGL-M, which takes the average value of user and item embeddings from all layers in the diffusion process as readouts of users and items, respectively. The other is CGL-L, which treats embeddings from the last layer in the diffusion process as readouts of users and items. Experimental results of CGL and its variants on three datasets are given in Table 7 (K = 20).
TABLE 7 | Comparison of CGL and its variants with different readout strategies (K = 20). The best results are in bold.
[image: Table 7]From Table 7, we can see that CGL outperforms CGL-M and CGL-L on all three datasets, which indicates the superiority of our asymmetrical readout strategy. Note that the structures of CGL and CGL-L are identical when we fix the layer number at one, which explains why they have the same performance on Ciao (they achieve their best results at the first layer). Moreover, CGL exceeds CGL-M and CGL-L by a bigger margin on Flickr and Ciao than on Yelp. It is worth noting that the imbalance between the number of users and items in Flickr (8,358 vs. 82,120) and Ciao (7,317 vs. 104,975) is much more serious than that in Yelp (17,237 vs. 38,342). So, the bigger margin further demonstrates that the asymmetrical readout strategy in CGL can effectively alleviate the bad effect of the imbalance between users and items.
CGL has a pointwise loss [image: image] in the readout module and a pairwise BPR loss in the prediction module, but existing models usually combine these two losses in the prediction module. To investigate the benefit of placing two losses separately in CGL, we transfer [image: image] together with the BPR loss in the prediction module, take corresponding mode as a CGL variant, and denote it by CGL-P. Experimental results of CGL-P and CGL on all datasets are given in Table 8 (K = 20).
TABLE 8 | Comparison of CGL and its variant with different pointwise loss positions (K = 20). The best results are in bold.
[image: Table 8]From Table 8, we can see that CGL achieves better performance on all datasets with respect to all three metrics compared with CGL-P. This indicates that the performance of CGL is affected by the position of [image: image] and that it is better to put it in the readout module. Actually, the pointwise [image: image] loss and the pairwise BPR loss emphasize different aspects of user and item embeddings, and they should be placed in different positions according to different goals. The pointwise loss focuses on the entrywise consistency between user embeddings and item embeddings, which is used to provide accurate profiles of users and items and should be put before the aggregation in the prediction module. However, the pairwise loss focuses on the consistency between observed and unobserved interactions, which is used to improve ranking performance and should be set after the aggregation in the prediction module.
4.4 Parameter Analysis
Impacts of α, β, and embedding size d on CGL are analyzed, where α and β are two unique parameters of our model to control the strength of contrastive losses [image: image] and [image: image]. Experimental results of CGL with different α, β, and d values are given in Table 9, Table 10, and Table 11 (K = 20), respectively. For the simplicity of expression, we omit the coefficient of α (4.0 on Yelp, 2.0 on Ciao, and 6.5 on Flickr) in Table 9 and the coefficient of β (1.6 on Yelp, 1.0 on Ciao, and 8.5 on Flickr) in Table 10.
TABLE 9 | Performance of CGL with respect to different values of α (K = 20). The best results are in bold.
[image: Table 9]TABLE 10 | Performance of CGL with respect to different values of β (K = 20). The best results are in bold.
[image: Table 10]TABLE 11 | Performance of CGL with respect to different embedding sizes d (K = 20). The best results are in bold.
[image: Table 11]From Table 9, we can see that on Yelp and Flickr, all three metrics achieve their peaks while tuning α in its parameter range. This illustrates that [image: image] can have a stable influence on the model even though it faces different sparsities of social information in different datasets. When α is bigger than a certain number (10–5 for Yelp and Flickr and 10–7 for Ciao), the performance of CGL degrades. This phenomenon indicates that placing too much emphasis on the consistency between social behaviors and historical interactions will destroy the learning process of model parameters. When α is smaller than 10–6, CGL generates worse performance on Yelp and Flickr as well. This is because social behaviors and historical interactions can provide supervised signals for each other, and it is unreasonable to set α to be too small. So it is important to find a suitable α value to balance the effect between two behaviors. However, on Ciao, CGL performs well when α is set to be small. This shows evidence that there exists too much noise in the dataset and explains the reason why DiffNet++ performs badly. In general, we suggest to carefully tune α in the range of [10–5, 10–7].
From Table 10, we observe that on Yelp all three metrics have relatively large fluctuation ranges while increasing β from 10–1 to 10–5 and Recall achieves its best result at a β value (10–5) quite different from that of Precision and NDCG (10–3). However, on Flickr and Ciao, all three metrics keep relatively stable, and they achieve their best results at the same β value. Moreover, β is tuned in quite different ranges on three datasets. CGL achieves the best performance at a larger β value on Ciao and Flickr and a smaller value on Yelp. The reason might be that these datasets have different sparsities in rating information. Compared with Yelp and Ciao, Flickr provides denser social information and interest information to train the model, which makes the model insensitive to parameter β and easy to train. On Yelp and Ciao, there is not enough social information or there exists too much noise, so the model depends more on the supervised signals in [image: image]. In general, a larger value is suggested for β for sparse datasets and a smaller value for dense datasets. By considering the overall performance, we suggest to carefully choose β in [10–2, 10–3] on spare datasets and in [10–5, 10–6] on dense datasets.
To investigate the influence of the embedding size d, we adjust its value from 8 to 128 and give the corresponding results in Table 11 (K = 20). On Yelp and Ciao, CGL improves its performance gradually while increasing the value of d. This is easy to understand, since a larger embedding size corresponds to more powerful user and item representations. On Flickr, the model performance increases while d increases from 8 to 64 and then decreases. One possible reason is that Flickr has denser interest information and social links than the other two datasets, and a too large embedding size might result in overfitting in learning user and item representations. In a nutshell, we may set the embedding size to 64 to compromise the complexity and effectiveness.
5 CONCLUSIONS AND FUTURE WORK
In this work, we present a CGL-based model for social recommendation, which explores how to effectively combine social information and interest information in a contrastive way. Aiming to overcome the problem of imbalance of users and items, we design an asymmetrical readout strategy to get user embeddings and item embeddings. Besides, to make full use of social information and alleviate the problem of data sparsity, we also introduce a self-supervised loss and a supervised pointwise loss, respectively. We conduct multiple experiments on three real-world datasets, and the experimental performance verifies that our model is simpler but more powerful than other social recommendation models [19, 25].
Although our model improves the recommendation performance significantly, there still exist some limitations. For example, we only fuse social user embeddings and interest user embeddings in the diffusion module, which may limit the influence of items. Our model can utilize social information efficiently, but the model’s performance degrades when the social information is not enough. In addition, the proposed model may be extended by modeling multiple auxiliary information [33], such as user reviews [44], knowledge bases [45], and temporal signals [46]. And supervised signals are mined from the auxiliary information, and then different losses are designed to drive the model training. Inspired by the effectiveness of adversarial learning, an adversarial process between different views can also be considered in the model. Although some works [34, 47] have explored adversarial learning in recommendation, they are complex and hard to train. A simple way to utilize adversarial learning in social recommendation is worth being investigated.
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Online social networks have been incorporated into people’s work and daily lives as social media and services continue to develop. Opinion leaders are social media activists who forward and filter messages in mass communication. Therefore, competent monitoring of opinion leaders may, to some extent, influence the spread and growth of public opinion. Most traditional opinion leader mining approaches focus solely on the user’s network structure, neglecting the significance and role of semantic information in the generation of opinion leaders. Furthermore, these methods rank the influence of users globally and lack effectiveness in detecting local opinion leaders with low influence. This paper presents a community-based opinion leader mining approach in semantic social networks to address these issues. Firstly, we present a new node semantic feature representation method and community detection algorithm to generate the local public opinion circle. Then, a novel influence calculation method is proposed to find local opinion leaders by combining the global structure of the network and local structure of the public opinion circle. Finally, nodes with high comprehensive influence are identified as opinion leaders. Experiments on real social networks indicate that the proposed method can accurately measure global and local influence in social networks, as well as increase the accuracy of local opinion leader mining.
Keywords: social networks, local opinion leader, influence calculation, semantic representation, community detection
1 INTRODUCTION
The social network is a complex structure made up of people or entities who are linked together by some kind of relationship or shared interest (friendship, professional relationship, kinship, etc.) [1]. As tens of thousands of people around the world utilize social networks to interact, the Internet can continue to share an enormous quantity of data, resulting in the exponential expansion of social media and online social networks (e.g., Facebook, Twitter, Weibo) in recent years. Simultaneously, online social networks have grown in popularity as a result of their convenience, openness, anonymity, and virtual character, and have steadily evolved into a major carrier of online opinion and information distribution [2–5]. Texts, emojis, hashtags, and gif videos all contribute to the propagation of public opinion on social media [6]. As a result, online public opinion has evolved into a distinct form of public opinion with increasing social clout.
Most studies on online public opinion, including online opinion mining, dissemination patterns, and data mining, currently focus on the spread of online public opinion on social media [7–9]. The status of users in social networks is unequal, those in the center play a leading and driving role in the development of online public opinion, while those in the periphery are easily influenced by other factors (Aleahmad et al., 2016). Internet opinion leaders are often at the center, and their communication can easily push certain events to the forefront of the public opinion wave (Walter and Brüggemann, 2020). Public opinion leadership has the potential to not only actively guide public life, but also to trigger a wide range of negative emotions [12]. As a result, mining public opinion leaders is an important factor of guiding correct public opinion and sustaining network order.
Community detection is the process of dividing social users into tightly connected and highly relevant groups so that each group can be well separated from the others (Chunaev, 2020). Community detection has important applications in the fields of social network analysis, data mining, spatial database technology, statistics, biology, and smart grids [14–18]. This paper uses community detection to build a public opinion circle of users with the same ideas and opinions in social networks. Different from directly detecting opinion communities by leveraging connections between nodes [19], we use the semantic cohesiveness [20] and structural compactness of the community to further enhance the impact and effect of opinion leaders in the local environment.
Thanks to the development of online web technology, we can easily extract semantic information released by any individual from popular semantic social networks such as Facebook, Twitter, and Sina Weibo. At present, online opinion leaders detection mostly uses user behavior analysis [21,22], text semantic or sentiment analysis [23,24], node centrality analysis [25,26]. These methods, however, do not adequately account for the complexity of individuals in the local environment, and there is a lack of effective identification of opinion leaders with strong local influence.
To improve the performance of online opinion leader mining, we propose using the individual’s local structure to weight the influence score when mining opinion leaders. Firstly, an LDA topic model is introduced to obtain the topic distribution of semantic information of users and complete the construction of social networks; then a community detection algorithm based on σ-norm is proposed to obtain the community structure of social networks and form multiple opinion circles; Finally, using the graph structure of the community, we propose an influence calculation method based on the global and local structure of the graph to detect the opinion leaders of social networks. Experiments on real social networks show that the method proposed in this paper can extract online opinion leaders accurately and effectively.
In summary, the contributions of this paper are as follows:
(1) We propose a new opinion leader mining method that considers both semantic information and network structure of users.
(2) We construct a new node semantic feature representation method by computing the similarity between user documents and global topics to map user semantic to topology spaces.
(3) A community detection algorithm based on σ-norm is proposed, which can accurately output high-quality community partition results by exploiting the robustness of l21-norm and F-norm.
(4) We present a new influence calculation method that combines the global and local structure of the graph, successfully avoiding the impact of global high-influence nodes in local influence calculation.
2 SEMANTIC INFORMATION DISCOVERY OF SOCIAL NETWORK
In social networks, users express their views or opinions in response to various message. We define the social network as [image: image], where V is the set of nodes, E is the set of edges, D represents the semantic information. The semantic information published by user node v ∈ V is d ∈ D. Meanwhile, we abstract semantic information into topics and topic keywords and use them as feature attributes of nodes. Afterward, the connections e ∈ E are established based on the similarity of the topics to which the nodes belong. We use the LDA topic model to process node semantic information.
2.1 LDA Representation of Semantic Information
LDA (Latent Dirichlet Allocation) is a three-level Bayesian model for document generation, which considers an article as having multiple topics, and each topic corresponds to a different word. Figure 1 shows the semantic information published by users in the social network, which contains three documents with the words marked with different colors. For example, words related to the biological environment are “coronavirus” and “vaccines,” which are marked with green; words related to political life are “government” and “official,” which are marked with yellow; words related to economy are “economy” and “opening,” which are marked with blue. If all the words in the document are marked, it can be found that each post mixes different topics in different proportions. For example, the first post mixes bioenvironmental and political themes, and the bioenvironmental theme has a higher proportion. With this idea, the topic distribution of semantic information in social networks can be extracted and the exploration of semantic information can be realized.
[image: Figure 1]FIGURE 1 | LDA model for document generation process of semantic information published by users in social networks.
The mathematical notation involved in the LDA topic model is shown in Table 1, and it is generated for each node as follows:
(1) θd ∼ Dirichlet(α): The topic distribution θd of document d follows the Dirichlet distribution with hyperparameter α, where α determines the proportion of the distribution of topics in document d.
(2) βz ∼ Dirichlet(η): The word distribution βz of topic z follows the Dirichlet distribution with hyperparameter η, where η determines the proportion of words distributed in the topic.
(3) [image: image]: The topic number zi follows a polynomial distribution under the topic distribution θd.
(4) [image: image]: The probability of occurrence of keyword wi in topic zi follows a polynomial distribution under word distribution [image: image].
TABLE 1 | Description of notations.
[image: Table 1]In summary, n documents will correspond to n independent Dirichlet-Multinomial conjugate structures, and K topics will correspond to K independent Dirichlet-Multinomial conjugate structures. Use α to generate topic distribution θ, and topic distribution θ determines the specific topic. Use η to generate word distribution β, which determines the specific keyword, i.e
[image: image]
2.2 Gibbs Sampling Process
Gibbs sampling is a Markov-Chain-Monte-Carlo (MCMC) method and is widely used in probability inference (Su et al., 2018). Gibbs sampling approximately samples a group of random variables from a complex joint distribution to obtain the conditional probability distribution of each characteristic dimension. Specifically for the LDA model, our goal is to obtain the overall probability distribution [image: image] and [image: image], corresponding to each zi and wi, i.e., topic distribution of documents and word distribution of topics.
Using the relationship existing in Eq. 1, the joint probability distribution [image: image] of topics and words can be obtained as follows:
[image: image]
Where [image: image], [image: image] are the normalization parameters, [image: image], [image: image] is the number of occurrences of the word for the tth topic in the dth document; [image: image], [image: image] is the number of occurrences of the h-th word in the t-th topic. Given the conditional distribution [image: image] of the observable variable [image: image] under the hidden content [image: image], Bayesian analysis can be performed on it using the joint distribution (Eq. 2). The Bayesian relationship between [image: image] and [image: image] is expressed as:
[image: image]
When zi = o, wi = y, the probability [image: image] only involves the conjugate distribution of the dth document and the tth topic under the Dirichlet-Multinomial model. where y is one of the keywords in w; o corresponding to y, is one of the topics in z; [image: image] represents the corresponding topic distribution and word distribution after removing topics and words with subscript i; the posterior distributions of [image: image] and [image: image] can be calculated by the following equation:
[image: image]
Thus, Eq. 3 can be reduced to:
[image: image]
Where αo(αt) is the hyperparameter α of the topic distribution corresponding to the topic of o(t). ηy(ηh) is the hyperparameter η of the word distribution corresponding to the keyword of y(h). [image: image] is the number of topics when zi = o. [image: image] is the number of keywords when wi = y.
Gibbs sampling is performed on the topics of all words by Eq. 5, and when the sampling converges, the topics corresponding to all words are obtained; then, according to the correspondence between the sampled words and topics, we can get the topic distribution θd of each document and the distribution βk of keywords in each topic.
3 COMMUNITY DETECTION BASED ON TOPIC DISTRIBUTION
3.1 Node Representation
In this paper, the semantic information corresponding to the user nodes vi in the social network is used as the document di to generate the topic distribution [image: image]. Therefore, each node is represented as a K-dimensional vector and is equal to the topic probability distribution of the node corresponding to the document. The set of all node vectors is formed into a data matrix X of K × n to implement the node representation, where the matrix X is calculated as follows:
[image: image]
In Eq. 6, xi,j denotes the value of the ith row and jth column of the data matrix X, and [image: image] denotes the probability that document di belongs to the jth topic. Therefore, when the probability of the jth topic in the topic distribution [image: image] is zero, X = 0; when the probability of the jth topic in the topic distribution [image: image] is non-zero, [image: image], which constitutes the user node vector, and the data matrix X is obtained to complete the node representation.
3.2 Establishing Associations
Calculating the similarity between node vectors can establish association for nodes. Two users with high correlation in a social network will correspond to a large similarity value, low correlation users will correspond to a low similarity value, and uncorrelated users will have zero similarity value. Commonly used similarity calculation methods include cosine similarity, Pearson correlation coefficient, and Gaussian kernel similarity calculation methods. These methods are sensitive to noise and outliers and are easy to ignore the local structure of data and the size of the vector itself. Therefore, this paper chooses a data similarity matrix learning method based on sparse representation [28] that is robust to noise kernel outliers in the data [29] and fits the requirement of connecting social network users. We can obtain the similarity matrix between users in a social network by solving the following equation:
[image: image]
Where ai,j is the value of the ith row and jth column of the similarity matrix A, A ∈ Rn×n. n is the number of users in the social network. [image: image] is the vector of the ith row of A, which represents the similarity value between user i and other users. ɛ is the sparse adjustment factor. 1 is a vector with all values of 1, constraint [image: image] makes the second term in Eq. 7 to be constant. That is, the constraint [image: image] is equivalent to a sparse constraint on A.
After calculation and derivation, the following results can be obtained:
[image: image]
Where [image: image], Sort them from small to large so that the learning of ci,j satisfies [image: image], and [image: image]. m is the number of adaptive neighbors. The similarity matrix calculated using cosine similarity, Pearson correlation coefficient, and other methods is usually presented in the form of fully connected or K-nearest neighbors. The similarity matrix A calculated by Eq. 8 can adapt to the number of neighbors m of users in the social network, compensating for the disadvantage that community detection requires high node similarity. This will improve the quality of the community structure and, as a result, accurately detect network opinion leaders.
3.3 Constructing Community Detection Algorithm
Loss function is usually constructed using the l1-norm and the l2-norm. The loss function constructed using the l1-norm has the disadvantage of being insensitive to larger outliers but sensitive to smaller ones; the l2-norm does the opposite. σ-norm [30] neutralizes the above two problems and is defined as follows:
[image: image]
Where σ is the adaptive parameter. The generalization of the vector [image: image] into matrix X is equivalent to neutralizing the l21-norm and F-norm of the matrix. Thus, the σ-norm takes advantage of the robustness of the l21-norm and F-norm precisely for both large and small outliers, and [image: image] is nonnegative, convex, and quadratically differentiable.
[image: image]
After constructing the similarity matrix A of the social network by Eq. 8, we introduce the rank constraint and propose the following objective function:
[image: image]
In Eq. 11, U is the target matrix obtained from learning, due to the introduction of rank constraint, the target matrix U will have k connected components, so it can directly output the k community structures of the social network; L is the Laplace matrix of U; L = R − S, where R is diagonal matrix, [image: image]; and [image: image]; the constraint [image: image] is set to avoid anomalous nodes (without any neighbors), so that the sum of each row of U is 1.
However, the dependence of L on the variable S and the nonlinearity of the rank constraint leads to the difficulty in solving Eq. 11. To solve this puzzle, we define [image: image] to denote the ith smallest eigenvalue of L. Since the matrix L is a symmetric semi-positive definite matrix, the eigenvalues of L are real and non-negative [31], so there exists [image: image]. Then, if the first k smallest eigenvalues of L satisfy [image: image], the rank constraint rank(L) = n − k is achieved, and Eq. 11 can be expressed as:
[image: image]
Where ρ is a balancing factor that can increase or decrease its value to cope with the cases that the connected components of the target matrix U are greater or less than k until k connected components of U exist. According to Fan’s study [32], there is the following theorem:
[image: image]
Where [image: image] is the clustering indicator matrix, which is used to output clustering results in spectral clustering; I is the identity matrix. Substituting Eq. 13 into Eq. 12 gives:
[image: image]
Eq. 14 is the final objective function, where the objective matrix U has k connected components, so that the final community detection results can be obtained directly using this algorithm.
3.4 Algorithm Optimization
We introduce an iterative optimization algorithm for solving Eq. 14 and the target variable U therein. Since the target variable U and other variables F are coupled in one equation, solving Eq. 14 and deriving all variables at once is a challenging problem. In addition, the constraints in the objective function are not smooth. Assuming that A, F has been obtained, the target variable U can be computed using ALM (Augmented Lagrange Multiplier). ALM performs superiorly on matrix analysis problems [33]. Similarly, when the variable U is fixed, F can be computed. The detailed computational strategy is as follows:
(1) Keep F fixed, update U.
When F is fixed, using the Laplace matrix nature [image: image]. The Eq. 14 is rewritten as:
[image: image]
Define the matrix Q ∈ Rn×n, where [image: image] is the ith column of Q and its jth element is [image: image]. Since each row in U has independence and according to the work of Nie et al [34], Eq. 15 can be written in vector form as:
[image: image]
Where [image: image] is the column vector consisting of the elements of the ith row of the target matrix U; [image: image] is the column vector consisting of the elements of the ith row of the similarity matrix A; si is taken as:
[image: image]
The simplification of Eq. 16 yields:
[image: image]
Let [image: image], and using ALM we have [image: image], where ξ is a Lagrangian coefficient vector and ξ is a scalar.
Suppose the optimal solution to Eq. 18 is [image: image], and the corresponding Lagrange multipliers are [image: image] and [image: image] respectively. According to the Karush-Kuhn-Tucker conditions, we have:
[image: image]
Equation 19 written in vector form has [image: image]. Due to the constraint [image: image], we have [image: image]. Thus, the optimal solution [image: image] is formulated as:
[image: image]
We further denote [image: image] and [image: image]. As a result, Eq. 20 for ∀j has:
[image: image]
According to Eqs 19, 21, we know that the optimal solution [image: image]. That is, the optimal solution [image: image] can be obtained if [image: image] is know. Furthermore, we can derive [image: image] from Eq. 21. Similarly, according to Eq. 19, we then have:
[image: image]
As denoted above [image: image], the optimal solution [image: image] is represented as [image: image]. Now we define a function [image: image] with respect to ξ*. As can be seen, [image: image] is determined by solving the root finding problem when [image: image]. Since ξ* ≥ 0, [image: image] and [image: image] are piece-wise linear and convex functions, the roots of [image: image] can be computed via the Newton method efficiently, shown below:
[image: image]
(2) Keep U fixed, update F.
When U is fixed, it is equivalent to solving the following problem:
[image: image]
The study in [31] indicates that the optimal solution to F is formed by the k eigenvectors of L corresponding to the k smallest eigenvalues.
The stopping condition for algorithm optimization is that the relative change in U is less than 10–3 or the number of iterations is greater than 150. Compared with other traditional community detection algorithms, our proposed community detection algorithm based on σ-norm requires the computation of Eq. 14. The time complexity of Eq. 14 is O(itn2), where it is the number of iterations; it ≪ n. Therefore, the time complexity of the proposed community detection algorithm is O(n2). The process of community detection for semantic social networks has been given above, and the whole framework is shown in Algorithm 1.
Algorithm 1. A community analysis approach to semantic social networks
[image: FX 1]
4 OPINION LEADERS MINING IN SOCIAL NETWORK
4.1 Definitions
Before explaining the opinion leader mining approach, we formalize some definitions that will be used subsequently. In Section 2 we define the social network as [image: image], where V is the set of nodes; E is the set of edges; D is the semantic information. The community structure Ak (k is the number of communities; Ak is the weighted networks) can be obtained by the community detection algorithm in Section 3. If vi, vj ∈ V, ∃ai,j ≠ 0, then vi, vj are adjacent, i.e. [image: image]. Figure 2A is an example of weighted network to explain the following definitions.
[image: Figure 2]FIGURE 2 | An example of online opinion leader mining method based on global and local influence, (A) is weighted network. (B) is overall influence of v6, (C) is local influence of v6, (D) is result of opinion leader mining.
Definition 1 (Node neighborhood). The neighborhood of node vi is a node set composed of the neighbors of vi. The neighborhood of node vi denoted as M(vi) is defined as follows:
[image: image]
In Figure 2A, nodes v2, v4 and v5 are neighbors of node v1. Thus, M(v1) = {v2, v4, v5}.
Definition 2 (public neighbor). The nodes vi, vj represent two different nodes in the network G. The public neighbor nodes between these two nodes are represented by PN(vi, vj), which is defined as follows:
[image: image]
In Figure 2A, the neighbors of node v1 and v5 are M(v1) = {v2, v4} and M(v3) = {v2, v6}, respectively. Thus, PN(v1, v5) = {v2}.
Definition 3 (Sum of Weights). The sum of weights is an extension of the degree and is usually used when analyzing weighted networks [35]. The sum of weights of v1 denoted as ω(vi) is defined as follows:
[image: image]
In Figure 2A, The sum of weights for the set of nodes {v1, v2, v3, v4, v5, v6} are {6, 5, 4, 3, 11, 5}.
Definition 4 (Degree Centrality). Degree centrality is the most direct metric for portraying node centrality in network analysis and the simplest measure of node influence, denoted by CD(vi) and defined as follows:
[image: image]
Where n is the total number of nodes and d(vi) is the degree of the node vi.In Figure 2A, the degree centrality of node v2 is 0.6 and the degree centrality of node v5 is 0.8. Therefore, the influence of node v2 is higher than v5 analyzed from the perspective of degree centrality.
Definition 5 (Comprehensive Node Centrality). Comprehensive node centrality is an extension of degree centrality that considers not only the number of connections between nodes but also the degree of participation of nodes in the network, i.e., a node centrality measure that combines degrees and weights [36]. Denoted by [image: image], it is defined as follows:
[image: image]
Where d(vi) is the degree of node vi; ω(vi) is the sum of the weights of node vi; τ is the positive tuning parameter (default τ = 1.1), which can be set on a situational basis. If τ is between 0 and 1, then it is favorable for nodes with high degree, while if τ is set above 1, then it is favorable for nodes with low degree.In Figure 2A, the comprehensive node centrality of node v3 is 2.83 and the degree centrality of node v6 is 3.16. Therefore, the influence of node v6 is higher than v3 analyzed from the perspective of comprehensive node centrality.
Definition 6 (Average Degrees). The average degree of node vi is the sum of the degrees of all neighboring nodes of vi over the degree of vi, denoted by [image: image], which is defined as follows:
[image: image]
Where d(vi) and d(vj) are the degrees of nodes vi and vj; M(vi) is the set of neighboring nodes of vi.
Definition 7 (Average Weights). The Average Weight of node vi is the sum of the weights of all neighboring nodes of vi over the weight of vi, denoted by [image: image], which is defined as follows:
[image: image]
Where ω(vi) and ω(vj) are the weights of nodes vi and vj; M(vi) is the set of neighboring nodes of vi.
Definition 8 (Contribution Probability). The influence of the node vi itself is measured by its location in the network. In the unweighted network, we take the inverse of the average degree as the probability that neighbor nodes contribute to the influence of node vi, which is defined as follows:
[image: image]
In the weighted network, we take the inverse of the average weight as the probability that neighbor nodes contribute to the influence of node vi, which is defined as follows:
[image: image]
In Eqs 32, 33, [image: image] is the average degree of all neighbor nodes; [image: image] is the average weight of all neighbor nodes; p(vi) and p′(vi) is contribution probability of the node vi in unweighted network and weighted network, respectively.
4.2 Influence Calculation
After completing community discovery, it is necessary to perform opinion leader mining on different community structures. We propose a social network opinion leader mining method based on the overall and local structure of graphs by using the information interaction ability between nodes and the local characteristics of nodes.
(1) Users of overall influence.
Social network is a relatively stable social relationship system formed by the information interaction among users. Strong information interaction ability indicates that users are in the hub position in social networks and can promote network information sharing. Therefore, opinion leaders, as key nodes in social networks, will have high intensity information interaction ability.
The information interaction ability between nodes vi and vj in social network G can be measured by counting the number of common nodes between them. A higher number of common nodes for vi and vj indicates a higher closeness between them, which means a higher information interaction capability between vi and vj [37]. The metric of information interaction ability of node v is formulated as follows:
[image: image]
Where PN(vi, vj) is public neighbors of vi and vj; [image: image] is the number of public neighbors for vi and vj; pow(x, y) denotes the yth power of x; B is a constant, and is usually set B = 1.1 for convenience of calculation.
Since the social network constructed in Section 3 is a weighted undirected graph, considering only the degrees of the nodes will bias the results. Therefore, we extend the sum of degrees to the sum of weights when analyzing the weighted network. The information interaction capacity of nodes in the weighted network is calculated as follows:
[image: image]
Where ω(vi) is the sum of the weights of node vi. Equations 34, 35 utilize the information interaction ability of vi with other nodes as a measure of the overall structural influence, i.e., the sum of the information interaction ability for users in the social network. This is a relationship between the user and other users in the social network, that is, from the overall structure of the graph.
(2) Users of local influence.
The local influence of a user is the influence of the user itself and the surrounding users on it. The local influence of node vi is defined as follows:
[image: image]
Where CD(vj) is the degree centrality of the neighbor nodes vj for vi and p(vj) is the node contribution probability. For the weighted network, it is obviously not possible to consider only the node degree. For example, in Figure 2A, d(v4) = d(v6) = 2, but ω(v6) > ω(v4), so v6 has a higher degree of participation in the network. Therefore, the local influence calculation of users for the weighted network will consider both degree and weight, which are defined as follows:
[image: image]
Where [image: image] is the comprehensive node centrality of vj.
(3) Influence Ranking.
The user’s influence will be evaluated by taking into account the user’s ability to interact with information, as well as the influence of the user itself and the surrounding users on it, i.e., by integrating the overall and local structure of the graph. Its calculation formula is as follows:
[image: image]
[image: image]
Equation 38 is applied to the unweighted network and Eq. 39 is applied to the weighted network. These two equations enable the node influence assessment of all users in the social network. The higher influence of a node means that it is more important in the network, and the most important node is the opinion leader in the social network.
4.3 An Illustrative Example
Figure 2A is a weighted network, containing six nodes {v1, v2, …, v6}. Figure 2B shows the information interaction of v6 with other nodes, and the number of common neighbor nodes between v6 and other nodes is used to measure the information interaction ability between two nodes. The stronger information interaction ability of v6 means the higher overall influence of v6 in G. With Eq. 35, the overall influence of each node in G can be obtained, and the results are shown in Table 2.
TABLE 2 | Overall influence results for weighted network G.
[image: Table 2]Figure 2C shows all neighboring nodes of node v6 in G. Each neighbor node has an inconsistent impact on v6. The higher Eq. 37 contribution probability of neighbor nodes, the higher influence on node v6. The local influence of each node can be obtained using (τ = 1.1), and the results are shown in Table 3.
TABLE 3 | Local influence results for weighted network G.
[image: Table 3]The influence scores of all nodes can be obtained using Eq. 39, as shown in the Table 4. According to Table 4, it is known that v5 has the highest influence. Therefore v5 has the highest importance in the weighted network G, which is the opinion leader. Figure 2D shows the result of opinion leader mining, and the opinion leaders have been marked with different colors.
TABLE 4 | The influence score for each node.
[image: Table 4]5 EXPERIENCE AND ANALYSIS
5.1 Dataset Analysis
Microblogging has now become an important social platform for most people to get information and communicate. Opinion leaders at the center of social networks are essential communication media for providing information to others. Analysis of online opinion leaders through microblog data can effectively identify the source of negative information and control it. Therefore, to validate the method proposed in this paper, we collected 37,590 posts by 1,879 users from three domains of Sina Weibo: fashion, technology and education as the experimental dataset, among which fashion, technology and education contain 11,260, 12,262 and 14,068 posts, respectively, and all posts made by a single user represent his semantic information.
According to some current studies, there is no precise evaluation system for opinion leaders. Therefore, we tag users with community labels by the domain they belong to and use the number of user followers and the activity indexes provided by Sina Weibo platform (number of users reading, number of interactions, number of super topics) as the basis for evaluating online opinion leaders. Opinion leaders were determined according to the ratio of 40 and 60%, expressed as OPE, which was calculated as follows:
[image: image]
In Eq. 40, OPEi represents the opinion leader evaluation indexes of user i, and a larger value indicates that the user i is more likely to become opinion leader; Fansi, Readi, Interi, and STopi denote the number of fans, readers, interactions, and super topics of user i, respectively; max(Fans), min(Fans) indicate the maximum and minimum values of the number of fans among all users, and other similar variables have similar meanings.
Figure 3 shows the distribution of the number of followers and OPE values in the Weibo dataset, where different colors represent different domains. It can be seen that the number of users with fans greater than 1000 W and OPE greater than eight is extremely small, and the influence of these users will also be at the top of the dataset, so we define the top 10% of users with OPE values in each domain as online opinion leaders for subsequent verification of the effectiveness and performance of the opinion leader mining method proposed in this paper.
[image: Figure 3]FIGURE 3 | Distribution of fans and OPE in micro-blog dataset, (A) is fans distribution of users. (B) is OPE value distribution of users.
5.2 Evaluation Metrics
To compare the performance of the community discovery method and online opinion leader mining method proposed in this paper with other methods, we use several widely used evaluation metrics.
Accuracy (AC) [38] is used to evaluate the correctness of the results for community detection algorithms and the correctness of the results for online opinion leader mining, which is defined as follows:
[image: image]
Where n is the total number of nodes; pci denotes the predicted consequence; cci denotes the practical consequence; and δ(pci, cci) is the Kronecker function, indicating that it is equal to 1 if pci and cci are the same and 0 otherwise.
Normalized mutual information (NMI) [39] is used to compare the similarity between ground-truth and detected communities and to evaluate the quality of community segmentation in social networks. It is defined as follows:
[image: image]
Where H(X) and H(Y) are the information entropy of the random variables X and Y; H(X|Y) and H(Y|X) are the conditional entropy of the random variables X and Y.
F1-score [40] is a composite metric that balances accuracy and recall which is defined as follows:
[image: image]
Where [image: image] and [image: image] denote accuracy and recall, respectively; True Positive (TP) includes the estimated observations identified true by both actual model and proposed model; True Negative (TN) includes the estimated observations identified false by both the actual model and proposed model; False Positive (FP) includes the estimated observations identified false by the proposed model and true by actual model; False Negative (FN) includes the estimated observations identified true by the proposed model and false by actual model.
The modularity(Q) [41] is used to assess the quality of the community structure and is defined as follows:
[image: image]
Where [image: image] denotes the sum of all edges in the network; Simi,j is the value of the ith row and jth column of the similarity matrix; d(vi), d(vj) is the degree of node vi and vj; δ(vi, vj) is the Kronecker function, which is 1 if vi and vj are in the same community, and 0 otherwise.
5.3 Results of Community Detection
After cleaning the dataset (advertisement, duplicate, brief), all semantic information published by each user is used as one document, and all semantic information of all users is used as corpus. After that, the topic distribution of each document is obtained using the LDA topic model, and node representation and data matrix construction are performed. Then the similarity matrix is calculated using Eq. 8 to achieve the construction of social networks, where the parameter m is set to 30 by default.
However, in the node representation process, the number of topics is an important parameter to determine the combined similarity of two users and to identify the community structure. In order to obtain the optimal value of the number of topics, the relationship between the number of different topics and the constructed similarity matrix is discussed. To obtain the optimal value of the number of topics, the relationship between the number of different topics and the constructed similarity matrix is discussed.
Figure 4 shows the relationship network diagrams constructed by the similarity matrix corresponding to different topic numbers. It can be clearly seen that regardless of the number of topics three main community structures are presented, corresponding exactly to users from three different domains, so it is reasonable to use the semantic information of individual users for the construction of the network. Regarding the choice of topic number, it is obvious from Figure 4 that the community structure boundaries will not be obvious when the topic number is smaller and larger, and when the topic number is equal to 25 and 35, the community structure is of higher quality with clear contours, which is obviously better than the relationship network graph presented by other topic numbers. Therefore, we set the number of topics to 25 and conduct subsequent experiments.
[image: Figure 4]FIGURE 4 | Relationship network diagram of different topic numbers.
After completing the construction of the social network, the results shown in Figure 5A are obtained using the σ-norm-based community detection algorithm proposed in this paper (where the initial value of the parameter ρ is set to 1, which is automatically adjusted according to the number of iterations, and ρ = ρ*2 when the connected component of the target matrix U is smaller than the number of communities k, and ρ = ρ/2 when it is larger than the number of communities k. The adaptive loss parameter is set to 0.1 according to [34]), with each color representing a community. Figure 5B then represents the correct community to which the node belongs. By comparing Figures 5A,B, it can be observed that the community detection algorithm proposed in this paper performs very well, and there are relatively few cases of misclassified communities, and only a small number of nodes are misclassified sporadically.
[image: Figure 5]FIGURE 5 | The results of community detection, (A) is the result of community detection algorithm based on σ-norm, (B) is the correct community class for all nodes.
To better validate the performance of the algorithm proposed in this paper, we compare it with three community detection algorithms, Normalized cut (Ncut) [42], Fast unfolding algorithm (Louvain) [43] and Clustering with Adaptive Neighbors (CAN) [44], on the Weibo dataset and the WebKB dataset1 [45]. Among them, Ncut is a classical graph-based approach; Louvain is a modularity-based community discovery algorithm; CAN is similar to the algorithm proposed in this paper and is an algorithm that learns both the data similarity matrix and the clustering structure. WebKB dataset is composed of approximately 6,000 web pages from computer science departments of four schools (Cornell, Texas, Washington, and Wisconsin), which are classified into seven categories.
Figure 6 shows the performance of each algorithm in terms of AC, NMI and Q on the WebKB and Weibo datasets. By observing Figure 6, we can find that the community detection method proposed in this paper only has slightly lower NMI and Q values than Ncut in the Wisconsin dataset, but is in the leading position in all other aspects, and is significantly more stable than the Ncut algorithm, which can be applied to multiple types of datasets well. In the Weibo dataset, the performance of AC, NMI and Q is better than other methods, which indicates that the community detection algorithm proposed in this paper can be perfectly applied to social networks composed of individual semantic information as features, and provides high-quality preconditions for the subsequent extraction of online opinion leaders.
[image: Figure 6]FIGURE 6 | Comparative analysis of WebKB dataset and Micro-blog dataset based on AC, NMI and Q, (A) is comparison of accuracy results for different community detection algorithms, (B) is comparison of normalized mutual information results for different community detection algorithms, (C) is comparison of modularity results for different community detection algorithms.
5.4 Results of Online Opinion Leader Mining
After completing the community detection, each community structure can be considered as an opinion circle, from which the online opinion leaders are mined. Since the similarity matrix calculated by Eq. 8 uses a sparsity constraint, the sum of the edge weights of the nodes is 1, which will lead to the existence of some edges with very small weights (very low similarity between nodes) within the community structure, as well as nodes whose weight sizes and degrees do not reach a balance. Therefore, to obtain the optimal experimental results, we need to determine a similarity threshold ϕ and keep the edges with weights greater than ϕ. Figure 7 depicts the effects of using the opinion leader mining method proposed in this paper on the AC and F1-score metrics under different similarity thresholds. From Figure 7, we can find that the values of AC and F1-score increase and then decrease as ϕ increases, and when the ϕ reaches 0.1, the indicators in Science and Education communities reach the maximum value; when ϕ reaches 0.15, the indicators in Fashion community reach the maximum value. Therefore, the similarity threshold ϕ is set to 0.1 for Science and Education communities and 0.15 for Fashion communities. Also, to balance the size of the weight values of the nodes with the size of the degree, we found that multiplying the edge weights of each node by three performs best.
[image: Figure 7]FIGURE 7 | Accuracy and F1-score analysis of opinion leaders mining with different similarity thresholds ϕ, (A) is the value of AC that use different ϕ, (B) is the value of F1-score that use different ϕ.
Finally, it is also necessary to determine the optimal value of the parameter τ (Eq. 30) used in this online opinion leader mining method. Figure 8 depicts the effect of different τ on the AC and F1-score metrics, and it can be observed that the Fashion community reaches the maximum AC at τ equal to 0.7 and the maximum F1-score at τ equal to 0.8; the Science community reaches the maximum for each metric at τ equal to 0.8; the Education community reaches the maximum for each metric at τ equal to 1.1 maximum. Therefore, considering the magnitude of AC and F1-score indicators, the parameter τ is set to 0.7, 0.8, and 1.1 for Fashion, Science,and Education communities, respectively, for online opinion leader mining.
[image: Figure 8]FIGURE 8 | Accuracy and F1-score analysis of opinion leaders mining with different positive tuning parameters τ, (A) is the value of AC that use different τ, (B) is the value of F1-score that use different τ.
To verify the effectiveness and performance of the methods proposed in this paper, we compare the AC and F1-score metrics performance of the five methods on the Weibo dataset and further discuss the performance effectiveness of each method. Before giving the experimental results, a brief introduction of the five methods is given.
BC (Betweenness Centrality) [46]: The method uses betweenness centrality to mine opinion leaders. In most real networks, information flows randomly according to its intent rather than following the shortest path, so using betweenness centrality to measure node importance is not applicable in some networks.
CC (Closeness Centrality) [47]: This method is similar to betweenness centrality and combines the global and local effects of nodes in complex networks, effectively solving the complexity of node deletion methods and direct computation of betweenness centrality.
EC (Eigenvector Centrality) [48]: This method is based on the assumption that the importance of a node depends on the number of neighboring nodes and also on the influence of each neighboring node, so that the importance of the node is evaluated only from the other nodes connected to the node.
ProfitLeader (PL) [49]: This method ranks the key nodes in the network by measuring the profit that the nodes can provide.
PageRank (PR) [50]: This method ranks pages according to their link structure, i.e. the influence of a page depends on the number and quality of the other pages pointing to it. If a page has many high quality pages pointing to it, then it is also of high quality.
Table 5 summarizes the time complexity of different influence calculation methods ([image: image] is the total number of nodes of the network, [image: image] is the total number of edges of the network). The time complexity of the method proposed in this paper can be divided into two parts: global and local. The time complexity of the global influence calculation is [image: image], where [image: image] is the public neighbors between nodes, [image: image]; the time complexity of the local influence calculation is [image: image], where [image: image] is the number of node neighborhoods, [image: image]. Therefore, the time complexity of the influence calculation method proposed in this paper is [image: image].
TABLE 5 | Time Complexity of different evaluation methods.
[image: Table 5]Table 6 shows the performance results of the proposed method in this paper with the above five methods on the Weibo dataset. The AC and F1-score values are obtained by comparing the calculation results of each method with the actual network opinion leaders (the top 10% of important user nodes). We can find that the method in this paper has better results compared with other methods, and the AC and F1-score can reach more than 80% in all three community structures, which can prove the effectiveness and correctness of the method proposed in this paper. Table 7 lists the mining accuracy of our proposed method for opinion leaders ranked in the top k% of influence, and it can be found that the results tend to be smooth and do not have excellent performance only for mining opinion leaders in specific positions, so the method can be applied to mining opinion leaders with different percentage requirements.
TABLE 6 | Comparison of AC and F1-score results with other evaluation methods.
[image: Table 6]TABLE 7 | The results of AC for different percentages of opinion leaders.
[image: Table 7]Table 8 presents the local influence, overall influence, and combined influence values of the top 15 users and the communities they belong to in the Weibo dataset using the results obtained from the proposed method. From Table 8, it can be found that as the ranking decreases, the values of both the local influence and the overall influence of the user show a relatively large decrease, which means that the user’s information interaction ability with other users and the influence of neighboring nodes on it are decreasing. This also verifies the scarcity of users with followers greater than 1000 W and OPE values greater than eight in the Weibo dataset, further illustrating the effectiveness of the network opinion leader mining method proposed in this paper.
TABLE 8 | The Top-15 users of influence evaluation results.
[image: Table 8]6 CONCLUSION
This paper studies the detection of local opinion leaders in semantic social networks. In the aspect of semantic information quantification, we introduce the LDA model to extract the global topics of network documents and construct the semantic feature representation of nodes by calculating the similarity between the global topics and the posts produced by users. To detect local opinion leaders, a community detection method based on σ-norm is presented to split the network and users with topic consistency create a public opinion circle. The proposed strategy efficiently prevents the exclusion of local opinion leaders with low global influence by taking into account local influence within the public opinion circle and global influence outside the public opinion circle. We conduct experiments on real social networks, and the results show that the proposed method is capable of a high-quality semantic social network partition and accurate mining of local opinion leaders. Future research will focus on the design of adaptive algorithms to achieve fast identification of opinion leaders in dynamic networks.
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1: Input: Adjacency matrix of the pig transport network, a set of infected pig farm nodes

F = {f1, fo, ., Jn} and the set of their infection times T/ = {t],/, .., t}}, a set of
infected g house nodes H = {1 iz i} and the i s s
T = {¢h 4, .., 4}, and a threshold tymaz = max T/ UTH, tyin = min 77 UT™.

2: Initialize: i + m Sels of possible infection sources U; = 2, a set of most likely infection
sources U = .

3: for: (¢ Srts frOM tay 10 tyin) do

4 for: (o; : 0; € F U H, infected pig farm and slaughter house nodes at time 1) do

5. if: (o; € F thatis, the node is pig farm and has not been detected) then
Start to detect the virus from infected node o; along the undirected edge separately
‘and independently at time f;
Add the detected pig farm nodes into the set U
if: (0; € H that is, the node is slaughter house and has not been detected) then
Start to detect the virus from infected node o; along the directed edge separately
‘and independently at time t, to find all pig farm nodes directly connected to it
“Then start from the detected pig farm node to backward detect;
Add the detected pig farm nodes into the set U

end

for (u: any node in the set U;) do

‘Compute the maximum likelihood L(u, ) for infected node oy;
Add the node with large maximum likelihoods in U

LY

: Output: fection sources U, and the maximum likelihood L(u, ) that
every detected node is infection source of 0;, a set of the most likely infection sources U.
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Parameter

Br

Bn
B
Bur

Interpretation

The transformation rate of pig farms from the latent state to the infected state

The culling rates of the infected pig farm

The infection rate of the infected pig farm to the susceptible pig farm

The infection rate of the infected pig farm to the susceptible slaughterhouse

The infection rate of latent, infected, or dead pig farms to susceptible employees and vehicles
The infection rate of the infected slaughterhouse to contarminative swills

Value

0.1
07
03
0.28
0.49
0.36

Source

8

8]
Assumed
LHS

LHS
LHS
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Variable

Interpretation

The set of pig farm neighbors connected to slaughterhouse node j in the network
The set of pig farm neighbors of pig farm node j in the network

The distance between node /' and node i

The transmission probabilty from pig farm 7' o pig farm i

The transmission probabilty from pig farm node | to slaughterhouse node

The number of pig outputs in the province where pig farm i is located

The total population of the province where pig farm | is located

The probabilty that a susceptible pig farm being infected with the ASF virus carried by employees and vehicles V at time
The probabilty that a susceptible pig farm being infected by contaminative swills (V) at time t

“The probabilty of a susceptible pig farm i being infected by its latent or infected pig farm neighbor at time t

The probabilty that the arbitrary pig farm /s state Y at time t, Y ¢ (S, £, C, /, D}

The probabilty that the arbitrary slaughterhouse s in state Y at time t, ¥ < {S, C. }
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Method

SVM

oT

RF
GBDT
XGBoost
CatBoost
NGBoost
MLP
CNN
LSTM
GRU
MAML
CR-A
CR-C

Improvement (%)

The bold data means the best performance in these methods.

AcC

0.1721
0.2270
03213
0.2066
0.1557
03115
0.1066
0.0902
0.2049
0.1393
0.2131
0.2459
0.3442
0.3278
+7.13

PCCs

0.8540
0.9469
0.9605
0.8860
0.9305
0.9614
0.7954
0.8458
09104
08256
0.9034
09125
0.9730
0.9808
+2.02
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Fragile Warning Stable

Method AcC PCCs Method AcC PCCs Method Acc PCCs
SvM 02432 02818 SW 00816 05229 SWM 02222 0.4664
DT 03243 05172 DT 0.1429 07979 oT 03333 0.7026
RF 03510 0.7809 RF 0.1837 0.8044 RF 05000 09106
GBDT 0.1622 0.3665 GBDT 0.1224 06494 GBOT 03056 0.4412
XGBoost 0.1892 05787 XGBoost 00816 0.4464 XGBoost 02222 0.7551
CatBoost 03514 09054 CatBoost 02245 07759 CatBoost 0.3839 0.9051
NGBoost 01351 0.4249 NGBoost 0.0612 02013 NGBoost 0.1389 05077
MLP 00811 0.1778 MLP 0.0408 04503 MLP 0.1389 06776
CNN 0.1081 06742 CNN 0.0816 0.5632 CNN 0.0833 0.6242
LSTM 01081 0.139 LST™M 0.102 02725 LST™ 0.1667 06676
GRU 01892 05456 GRU 0102 04405 GRU 01389 05707
MAML 02432 06124 MAML 0.1633 06776 MAML 03611 04955

The bold data means the three best performance in these set of methods.
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1: Input: Adjacency matrix of the pig transport network, the most likely infection sources set
U, aset of mfwed pig farm F = {1, f2, .. fn} and the set of their infection times
T/ = {t],t}, .,t}}, aset of infected slaughter house nodes H = (A, . )
and the set of their infection times T" = {t}, ¢}, ..., %}, and tyaz = max T/ UT",
tign = minT/ UTH.

2: Initialize: The probability set that pig farm nodes are infected in the network at any time
P/ = g, the probability set that slaughter house nodes are infected in the network at any
time P*' = 5, the set of maximum likelihood values for each node L, = & in the set of
‘most likely sources of infection U.

3: for: (¢ starts from tyip 10 tnaz) o
4 for: (o;: 0; € F, infected pig farm or slaughter house nodes at time ¢, and the node has

not been forward transmitted) do
Start o transmit the virus from infected node o; along the undirected edge;
Compute the probability P/ (i, ) that the arbitrary pig farm i is infected at the
time, ¢ and add the calculaton result nto the set P/
Compute the probability P}'(j,) that the arbitrary slaughter house node j is infected
at the time # and add the calculation results into the set P".
5t if:(0; € U, thats, o; is the most likely infection source) then
¢ . slabelod uand compute the maximu likelhood value L(, ),
en
7 end
8: end
9: Output: A probability set P/ of arbitrary pig farm is infected at the time f,
a probability set P* of arbitrary slaughter house is infected at the time ¢,
aset L of maximum likelihood values for each node in the set U.






OPS/images/fphy-09-741106/inline_32.gif





OPS/images/fphy-09-741106/inline_31.gif





OPS/images/fphy-09-789938/inline_1.gif
| P
X4,d € |





OPS/images/fphy-09-741106/inline_30.gif





OPS/images/fphy-09-789938/fphy-09-789938-g003.gif





OPS/images/fphy-09-741106/inline_3.gif





OPS/images/fphy-09-789938/fphy-09-789938-g002.gif
0P orcapta yoar 2018

0P orcapta atyoar 201






OPS/images/fphy-09-741106/inline_29.gif





OPS/images/fphy-09-789938/fphy-09-789938-g001.gif





OPS/images/fphy-09-741106/inline_28.gif





OPS/images/fphy-09-789938/crossmark.jpg
©

|





OPS/images/fphy-09-741106/inline_27.gif





OPS/images/fphy-09-785885/math_9.gif
[Ar (8 + Aup (8) + Agy (LIPS (it = 1)
+(1-0)PL(it-1). ()






OPS/images/fphy-09-741106/inline_26.gif





OPS/images/fphy-09-785885/math_8.gif
T=Af () =Aus (1) = As (OIPL (it = 1), (8)





OPS/images/fphy-09-741106/inline_25.gif





OPS/images/fphy-09-785885/math_7.gif





OPS/images/fphy-09-785885/math_6.gif
®©






OPS/images/fphy-09-785885/math_5.gif
i

PR

3)





OPS/images/fphy-09-741106/inline_33.gif





OPS/images/fphy-09-741106/inline_22.gif





OPS/images/fphy-09-785885/math_4.gif
Arr G8) = 1= [ {1 =n (PGt - D)+ PG E-1)) (@)
11





OPS/images/fphy-09-741106/inline_21.gif





OPS/images/fphy-09-785885/math_3.gif
= 11 =B Pitt=nl ®

e






OPS/images/fphy-09-741106/inline_20.gif





OPS/images/fphy-09-785885/math_2.gif
Il =B P -1+ PGt -1)

Fetaeni

+PLGE-1)). @)






OPS/images/fphy-10-829734/inline_18.gif





OPS/images/fphy-09-741106/inline_2.gif





OPS/images/fphy-09-785885/math_19.gif
=2 2 Pilostlu). (19)

o &





OPS/images/fphy-10-829734/inline_17.gif





OPS/images/fphy-09-741106/inline_19.gif





OPS/images/fphy-09-785885/math_18.gif
1 [ Pelontilu). (18)

a





OPS/images/fphy-10-829734/inline_16.gif





OPS/images/fphy-09-741106/inline_18.gif





OPS/images/fphy-09-785885/math_17.gif
", t7) = argmax L (u,1). 17)





OPS/images/fphy-10-829734/inline_15.gif





OPS/images/fphy-09-741106/inline_17.gif





OPS/images/fphy-09-785885/math_16.gif
1] Petution). (16)





OPS/images/fphy-10-829734/inline_14.gif
I'rp





OPS/images/fphy-09-741106/inline_16.gif





OPS/images/fphy-09-785885/math_15.gif
1 | Pelutilo). (15)





OPS/images/fphy-10-829734/inline_13.gif
TD(bbf, tby)





OPS/images/fphy-09-785885/math_14.gif
- ] DB - D+ PG -1

ravie e
+PhG - D),
- 1 n-gPiGe-n)

st

=TT - nPhot -1+ PG =),

My = BrKipdep (i) = 1= [T 1=, PGut = D)
e

Aoty = 1= [ (1= n,Pl Gt = 1) (14





OPS/images/fphy-10-829734/inline_12.gif
I sp





OPS/images/fphy-09-785885/math_13.gif
Py (i) = [1=Auy (1) = Ay (1) = Ay G OIP5 it = 1),

PLG) = Doy (04 Doy 0+ Ay GOIPL Gt = 1)+ (1= @)PE Gt = ),

Pl =Pt~ 1)
Pl = PLAD + (1-d)P] G- 1),
PO =dP{ Gt~ 1)+ PGt~ 1)
PG = 1A () = s GuOIPE G = 1),

Pe(it) = e (o) + D OISt = 1),
PG < P60+ e,

a3





OPS/images/fphy-10-829734/inline_11.gif
SD (bl

bY, thy)





OPS/images/fphy-10-829734/inline_10.gif
Irp





OPS/images/fphy-10-829734/inline_1.gif





OPS/images/fphy-10-858225/math_40.gif
—an Z L) 4. oo " iRRead)
s Fa) - min () " T Re) - min Read
ke, - mininier) STop- min(STop)

2 axCinten) - minCinter) ** max(STop) - min(STop)
o

OPE, = 4






OPS/images/fphy-10-858225/math_41.gif
(41)





OPS/images/fphy-10-858225/math_39.gif
Total" (v;) - Local (v;)





OPS/images/fphy-10-858225/math_4.gif
irichlet (0 | nas + @)
ichlet (B, | e + 1)

@





OPS/images/fphy-10-858225/math_37.gif
Local (v) = 2. Colv)P'(v1) 67





OPS/images/fphy-10-858225/math_38.gif





OPS/images/fphy-10-858225/math_36.gif
(36)





OPS/images/fphy-10-858225/math_44.gif





OPS/images/fphy-09-741106/inline_24.gif





OPS/images/fphy-10-858225/math_42.gif
1 (H(X) + H(Y) - H(X]Y) - H(Y]X))

NMI = max (H OO H T

(@2





OPS/images/fphy-09-741106/inline_23.gif





OPS/images/fphy-10-858225/math_43.gif
Recall x Accuracy

F1 - score =2 x gt

)





OPS/images/fphy-09-739259/inline_118.gif
OW;





OPS/images/fphy-09-739259/inline_117.gif





OPS/images/fphy-09-741106/inline_51.gif





OPS/images/fphy-09-739259/inline_116.gif
PK = (g,n, 0)





OPS/images/fphy-09-741106/inline_50.gif





OPS/images/fphy-09-739259/inline_115.gif





OPS/images/fphy-09-741106/inline_5.gif





OPS/images/fphy-09-822581/fphy-09-822581-g001.gif





OPS/images/fphy-09-739259/inline_114.gif





OPS/images/fphy-09-741106/inline_49.gif





OPS/images/fphy-09-822581/crossmark.jpg
©

|





OPS/images/fphy-09-739259/inline_113.gif





OPS/images/fphy-09-741106/inline_48.gif





OPS/images/fphy-09-795641/inline_2.gif
Dout (i) = 2 Nij
T





OPS/images/fphy-09-739259/inline_112.gif
OW;





OPS/images/fphy-09-741106/inline_47.gif





OPS/images/fphy-09-795641/inline_1.gif
Din(i) = LN
Il





OPS/images/fphy-09-739259/inline_111.gif





OPS/images/fphy-09-741106/inline_46.gif





OPS/images/fphy-09-795641/fphy-09-795641-t001.jpg
Data table

Network

Location

Field

Living
Working
Weight
Location
Name

Description

Numerical administrative division code for each fiving location
Numerical identification for each working location

Total number of movements from the fiving location to the working location
Numerical administrative division code for each location

Charactered name of the corresponding location





OPS/images/fphy-09-739259/inline_110.gif





OPS/images/fphy-09-741106/inline_45.gif





OPS/images/fphy-09-795641/fphy-09-795641-g002.gif





OPS/images/fphy-09-741106/inline_44.gif





OPS/images/fphy-09-795641/fphy-09-795641-g001.gif





OPS/images/fphy-09-741106/inline_43.gif





OPS/images/fphy-09-795641/crossmark.jpg
©

|





OPS/images/fphy-09-789938/math_qu3.gif





OPS/images/fphy-09-789938/math_qu2.gif
min||y — y{| + A|B),





OPS/images/fphy-09-739259/inline_119.gif





OPS/images/fphy-09-741106/inline_42.gif





OPS/images/fphy-09-741106/inline_41.gif





OPS/images/fphy-09-741106/inline_40.gif





OPS/images/fphy-09-789938/math_qu1.gif





OPS/images/fphy-09-741106/inline_4.gif





OPS/images/fphy-09-789938/inline_9.gif





OPS/images/fphy-09-741106/inline_39.gif





OPS/images/fphy-09-789938/inline_8.gif
%





OPS/images/fphy-09-741106/inline_38.gif





OPS/images/fphy-09-789938/inline_7.gif





OPS/images/fphy-09-741106/inline_37.gif





OPS/images/fphy-09-789938/inline_6.gif





OPS/images/fphy-09-741106/inline_36.gif





OPS/images/fphy-09-789938/inline_5.gif





OPS/images/fphy-09-741106/inline_35.gif





OPS/images/fphy-09-789938/inline_4.gif





OPS/images/cover.jpg
DATA-DRIVEN MODELING AND
OPTIMIZATION: APPLICATIONS
TO SOCIAL COMPUTING

EDITED BY: Chao Gao, Zhanwei Du, Lin Wang and Peican Zhu
PUBLISHED IN: Frontiers in Physics

P trontiers Research Topics





OPS/images/fphy-09-741106/inline_34.gif





OPS/images/fphy-09-789938/inline_3.gif





OPS/images/fphy-09-789938/inline_2.gif





OPS/images/fphy-09-789938/inline_10.gif





OPS/images/fphy-09-739259/inline_137.gif





OPS/images/fphy-09-739259/inline_136.gif
-
d;)
log . (¢






OPS/images/fphy-09-739259/inline_135.gif
OW;





OPS/images/fphy-09-741106/inline_7.gif





OPS/images/fphy-09-739259/inline_134.gif





OPS/images/fphy-09-741106/inline_69.gif





OPS/images/fphy-09-739259/inline_133.gif
d: = ¢**modn’





OPS/images/fphy-09-741106/inline_68.gif





OPS/images/fphy-09-739259/inline_132.gif
OW;





OPS/images/fphy-09-741106/inline_67.gif





OPS/images/fphy-09-739259/inline_131.gif





OPS/images/fphy-09-741106/inline_66.gif





OPS/images/fphy-09-739259/inline_130.gif
54





OPS/images/fphy-09-741106/inline_65.gif





OPS/images/fphy-09-739259/inline_13.gif





OPS/images/fphy-09-741106/inline_64.gif





OPS/images/fphy-09-739259/inline_129.gif
OW;





OPS/images/fphy-09-741106/inline_63.gif





OPS/images/fphy-09-741106/inline_62.gif





OPS/images/fphy-09-741106/inline_61.gif





OPS/images/fphy-10-858225/math_1.gif





OPS/images/fphy-10-858225/math_10.gif
(10





OPS/images/fphy-10-858225/inline_98.gif





OPS/images/fphy-10-858225/inline_99.gif





OPS/images/fphy-10-858225/math_15.gif
3)






OPS/images/fphy-10-858225/math_16.gif
mingsi |, — @l + pid; G (16)
st = Lif >0






OPS/images/fphy-10-858225/math_13.gif
-
> A1) = minTe(F" LF) .






OPS/images/fphy-10-858225/math_14.gif
ming sJA - Ul, + pTr(F LF)

41", = Ly, 20, F F=1 (14)






OPS/images/fphy-10-858225/math_11.gif
mingiA = Ve

£17i7, = 1,u,, 20, rank (L) = n—k an






OPS/images/fphy-10-858225/math_12.gif
“-
minglA - UL, +p Y M(L) w

T = L, 20





OPS/images/fphy-09-739259/inline_128.gif





OPS/images/fphy-09-739259/inline_127.gif





OPS/images/fphy-09-739259/inline_126.gif





OPS/images/fphy-09-741106/inline_60.gif





OPS/images/fphy-09-739259/inline_125.gif
54





OPS/images/fphy-09-741106/inline_6.gif





OPS/images/fphy-09-739259/inline_124.gif
54





OPS/images/fphy-09-741106/inline_59.gif





OPS/images/fphy-09-822581/math_1.gif
random action,  with probability €
argmaxQ(s, a), otherwise m





OPS/images/fphy-09-739259/inline_123.gif





OPS/images/fphy-09-741106/inline_58.gif





OPS/images/fphy-09-822581/inline_1.gif
Q(s1.1,a)





OPS/images/fphy-09-739259/inline_122.gif





OPS/images/fphy-09-741106/inline_57.gif





OPS/images/fphy-09-822581/fphy-09-822581-gx001.gif





OPS/images/fphy-09-739259/inline_121.gif





OPS/images/fphy-09-741106/inline_56.gif





OPS/images/fphy-09-822581/fphy-09-822581-g008.gif





OPS/images/fphy-09-739259/inline_120.gif
¢; = g™ t'"modn”





OPS/images/fphy-09-741106/inline_55.gif





OPS/images/fphy-09-822581/fphy-09-822581-g007.gif





OPS/images/fphy-09-739259/inline_12.gif





OPS/images/fphy-09-741106/inline_54.gif





OPS/images/fphy-09-822581/fphy-09-822581-g006.gif





OPS/images/fphy-09-741106/inline_53.gif





OPS/images/fphy-09-822581/fphy-09-822581-g005.gif





OPS/images/fphy-09-741106/inline_52.gif





OPS/images/fphy-09-822581/fphy-09-822581-g004.gif





OPS/images/fphy-09-822581/fphy-09-822581-g003.gif





OPS/images/fphy-09-822581/fphy-09-822581-g002.gif
Output:

P

-





OPS/images/fphy-10-858225/inline_87.gif





OPS/images/fphy-10-858225/inline_88.gif





OPS/images/fphy-10-858225/inline_86.gif
Ch(v;)





OPS/images/fphy-10-858225/inline_97.gif





OPS/images/fphy-10-858225/inline_95.gif
Accuracy =






OPS/images/fphy-10-858225/inline_96.gif
Recall =

v





OPS/images/fphy-10-858225/inline_91.gif
PN (v, v;)





OPS/images/fphy-10-858225/inline_92.gif
Ch(v))





OPS/images/fphy-10-858225/inline_89.gif





OPS/images/fphy-10-858225/inline_90.gif





OPS/images/fphy-09-739259/inline_155.gif





OPS/images/fphy-09-739259/inline_154.gif





OPS/images/fphy-09-739259/inline_153.gif





OPS/images/fphy-09-741106/math_1.gif
Vo< Yok (Y- Y)

& = Aa)
(X, - X,)

[0





OPS/images/fphy-09-739259/inline_152.gif
comm(r;, m;). = C; = g"h"™





OPS/images/fphy-09-741106/inline_98.gif





OPS/images/fphy-09-739259/inline_151.gif
Uy





OPS/images/fphy-09-741106/inline_97.gif





OPS/images/fphy-09-739259/inline_150.gif





OPS/images/fphy-09-741106/inline_96.gif





OPS/images/fphy-09-739259/inline_15.gif





OPS/images/fphy-09-741106/inline_95.gif





OPS/images/fphy-09-739259/inline_149.gif
OW;





OPS/images/fphy-09-741106/inline_9.gif
)





OPS/images/fphy-09-739259/inline_148.gif
log, 1





OPS/images/fphy-09-741106/inline_82.gif





OPS/images/fphy-09-739259/inline_147.gif
g,heG





OPS/images/fphy-09-741106/inline_81.gif





OPS/images/fphy-09-741106/inline_80.gif





OPS/images/fphy-09-741106/inline_8.gif
A





OPS/images/fphy-10-858225/math_30.gif
d(v) (30

dv)





OPS/images/fphy-10-858225/math_31.gif
0(v) 1)

w(v)





OPS/images/fphy-10-858225/math_29.gif
L‘Mv,):d(v.)x( dw) el 29)






OPS/images/fphy-10-858225/math_3.gif
Pz = ol w) e plzi = 0.

:lp(x.:ADA [FRER )by,

- [ e =0 10)p(@01 2 oo = 3 | B)PR, 1 B,
P






OPS/images/fphy-10-858225/math_26.gif
={n eV, =M(v)nM(v;)},v,v; eV (26)





OPS/images/fphy-10-858225/math_27.gif
wv)= ) ay





OPS/images/fphy-10-858225/math_34.gif
Total (v) = d(v) vaaw(B‘PN(v‘.v,)‘) (34)





OPS/images/fphy-10-858225/math_35.gif
Total'(v) = w(v) ¥ pow(B.[PN(vv))|) G5





OPS/images/fphy-10-858225/math_32.gif
(32)






OPS/images/fphy-10-858225/math_33.gif
p'(v) =

(33





OPS/images/fphy-09-739259/inline_146.gif
54





OPS/images/fphy-09-739259/inline_145.gif





OPS/images/fphy-09-739259/inline_144.gif





OPS/images/fphy-09-741106/inline_79.gif





OPS/images/fphy-09-739259/inline_143.gif
Y





OPS/images/fphy-09-741106/inline_78.gif





OPS/images/fphy-09-739259/inline_142.gif





OPS/images/fphy-09-741106/inline_77.gif





OPS/images/fphy-09-739259/inline_141.gif





OPS/images/fphy-09-741106/inline_76.gif





OPS/images/fphy-09-739259/inline_140.gif
AxAy; €Z






OPS/images/fphy-09-741106/inline_75.gif





OPS/images/fphy-09-739259/inline_14.gif





OPS/images/fphy-09-741106/inline_74.gif





OPS/images/fphy-09-739259/inline_139.gif
m = L([] d;"'modn*) x 3z modn

11 %





OPS/images/fphy-09-741106/inline_73.gif





OPS/images/fphy-09-739259/inline_138.gif
Y





OPS/images/fphy-09-741106/inline_72.gif





OPS/images/fphy-09-741106/inline_71.gif





OPS/images/fphy-09-741106/inline_70.gif





OPS/images/fphy-10-858225/math_2.gif
@






OPS/images/fphy-10-858225/math_20.gif
(20)





OPS/images/fphy-10-858225/math_18.gif
(18)






OPS/images/fphy-10-858225/math_19.gif
(19a)






OPS/images/fphy-10-858225/math_17.gif
a7)






OPS/images/fphy-10-858225/math_25.gif
M(v,) ={vjlv;€V,3e,, € El,v,;eV (25)





OPS/images/fphy-10-858225/math_23.gif
(23)





OPS/images/fphy-10-858225/math_24.gif
min; Tr(F'LF)
A (21






OPS/images/fphy-10-858225/math_21.gif
&
=g-¢ +2 @






OPS/images/fphy-10-858225/math_22.gif
(22)





OPS/images/fphy-09-739259/inline_173.gif
(R, u, v)





OPS/images/fphy-09-739259/inline_172.gif
(R;, u;, v;)





OPS/images/fphy-10-858225/inline_64.gif





OPS/images/fphy-09-739259/inline_171.gif
Y





OPS/images/fphy-10-858225/inline_65.gif





OPS/images/fphy-09-739259/inline_170.gif
Y





OPS/images/fphy-09-739259/inline_17.gif





OPS/images/fphy-09-739259/inline_169.gif
(R;, u;, v;)





OPS/images/fphy-09-739259/inline_168.gif
vi = I; + em;modp





OPS/images/fphy-09-739259/inline_167.gif
u; = K; + erymodp





OPS/images/fphy-09-739259/inline_166.gif





OPS/images/fphy-09-739259/inline_165.gif





OPS/images/fphy-10-858225/inline_62.gif





OPS/images/fphy-10-858225/inline_63.gif





OPS/images/fphy-10-858225/inline_60.gif





OPS/images/fphy-10-858225/inline_61.gif





OPS/images/fphy-10-858225/inline_58.gif





OPS/images/fphy-10-858225/inline_59.gif





OPS/images/fphy-10-858225/inline_56.gif





OPS/images/fphy-10-858225/inline_57.gif
aij = I1F: = f1I





OPS/images/fphy-09-739259/inline_164.gif
OW;





OPS/images/fphy-10-858225/inline_55.gif
S 4171 - J il = Tr(FTLE)
Z





OPS/images/fphy-09-739259/inline_163.gif





OPS/images/fphy-09-739259/inline_162.gif





OPS/images/fphy-09-719012/fphy-09-719012-g005.gif





OPS/images/fphy-10-858225/inline_53.gif
(L) =0





OPS/images/fphy-09-739259/inline_161.gif





OPS/images/fphy-09-719012/fphy-09-719012-g004.gif





OPS/images/fphy-10-858225/inline_54.gif





OPS/images/fphy-09-739259/inline_160.gif





OPS/images/fphy-09-719012/fphy-09-719012-g003.gif





OPS/images/fphy-09-739259/inline_16.gif





OPS/images/fphy-09-719012/fphy-09-719012-g002.gif





OPS/images/fphy-09-739259/inline_159.gif





OPS/images/fphy-09-719012/fphy-09-719012-g001.gif





OPS/images/fphy-09-739259/inline_158.gif
Y





OPS/images/fphy-09-719012/crossmark.jpg
©

|





OPS/images/fphy-09-739259/inline_157.gif
Uy





OPS/images/fphy-09-741106/math_qu1.gif
e =1+ (n=3+......+1
=1+ (1= 1)+ 2]+ (1-2) + 3]+ [(n-3) + 4] +
n=1)+ (1= 1)+ (o )+ e 1)+






OPS/images/fphy-09-739259/inline_156.gif





OPS/images/fphy-09-741106/math_4.gif
Plklal. KIED
(@p)=3 3 P KBS st pera))

&5





OPS/images/fphy-09-741106/math_3.gif
&

MYY,. ‘(I 50,55





OPS/images/fphy-09-741106/math_2.gif
S (N-wyx (W-1) @)






OPS/images/fphy-10-858225/inline_51.gif





OPS/images/fphy-10-858225/inline_52.gif





OPS/images/fphy-10-858225/inline_49.gif





OPS/images/fphy-10-858225/inline_50.gif





OPS/images/fphy-10-858225/inline_47.gif





OPS/images/fphy-10-858225/inline_48.gif





OPS/images/fphy-10-858225/inline_46.gif





OPS/images/fphy-09-739259/inline_218.gif
-
dn
10¢
" mo

g

) —

51

£q(x,





OPS/images/fphy-09-739259/inline_217.gif
54





OPS/images/fphy-09-739259/inline_216.gif





OPS/images/fphy-09-739259/inline_215.gif





OPS/images/fphy-09-739259/inline_214.gif
C=g¢g"h"





OPS/images/fphy-09-739259/inline_213.gif
m=Y> m





OPS/images/fphy-09-739259/inline_212.gif





OPS/images/fphy-09-739259/inline_211.gif
54





OPS/images/fphy-09-739259/inline_21.gif





OPS/images/fphy-09-739259/inline_22.gif
(c, e, 2)





OPS/images/fphy-10-858225/inline_76.gif





OPS/images/fphy-09-739259/inline_219.gif





OPS/images/fphy-10-858225/inline_77.gif





OPS/images/fphy-10-858225/inline_84.gif





OPS/images/fphy-10-858225/inline_85.gif
Jey, v, € L





OPS/images/fphy-10-858225/inline_82.gif





OPS/images/fphy-10-858225/inline_83.gif





OPS/images/fphy-10-858225/inline_80.gif
f(E)=0





OPS/images/fphy-10-858225/inline_81.gif





OPS/images/fphy-10-858225/inline_78.gif
f(§) =1 25, max(§ - g;,0)-&





OPS/images/fphy-10-858225/inline_79.gif





OPS/images/fphy-09-739259/inline_2.gif





OPS/images/fphy-10-858225/inline_75.gif





OPS/images/fphy-09-739259/inline_19.gif





OPS/images/fphy-09-739259/inline_180.gif





OPS/images/fphy-09-739259/inline_18.gif





OPS/images/fphy-09-739259/inline_179.gif





OPS/images/fphy-09-739259/inline_178.gif
OW;





OPS/images/fphy-09-739259/inline_177.gif





OPS/images/fphy-09-739259/inline_176.gif





OPS/images/fphy-09-739259/inline_175.gif





OPS/images/fphy-09-739259/inline_174.gif
T
R





OPS/images/fphy-09-739259/inline_20.gif





OPS/images/fphy-10-858225/inline_66.gif





OPS/images/fphy-10-858225/inline_73.gif





OPS/images/fphy-10-858225/inline_74.gif





OPS/images/fphy-10-858225/inline_71.gif
max(g; - & ,0)






OPS/images/fphy-10-858225/inline_72.gif





OPS/images/fphy-10-858225/inline_69.gif





OPS/images/fphy-10-858225/inline_70.gif





OPS/images/fphy-10-858225/inline_67.gif





OPS/images/fphy-10-858225/inline_68.gif





OPS/images/fphy-09-739259/fphy-09-739259-t004.jpg
Length Number of data owners
of committed unit 10 (s) 50 (s) 100 (s)

100 0.148 1.091 3.090
200 0.077 0.568 1.685





OPS/images/fphy-09-739259/inline_1.gif





OPS/images/fphy-09-739259/inline_10.gif





OPS/images/fphy-09-739259/inline_100.gif
| | Enc(m;) = Enc(2, m;)





OPS/images/fphy-09-739259/fphy-09-739259-gx002.gif
Py






OPS/images/fphy-09-739259/fphy-09-739259-t001.jpg
Smile recognition

2 x Conv3-64
2 xConv3-128
3 x Conv3-256
3 x Conv3-256
2 x FC-4096

Digit recognition

Convi-16
Conv1-32
FC-10





OPS/images/fphy-09-739259/fphy-09-739259-t002.jpg
phase Length of committed unit
10(s) 50 (5) 100 (s) 200 (s) 300 ()

Committing 0.925 0311 0.256 0.204 0.188
Verifying 2.329 0392 0.296 0.224 0.202





OPS/images/fphy-09-739259/fphy-09-739259-t003.jpg
Length Number of data owners
of committed unit 10 (s) 50 (s) 100 ()

100 0.294 0.331 0.377
200 0.222 0.241 0.264





OPS/images/fphy-09-739259/fphy-09-739259-g006.gif





OPS/images/fphy-09-739259/fphy-09-739259-gx001.gif
T ey = A2 T
]

2= tontp - g1 m=i

3:Detie 109

 Randomy o £ €20 (00 €17 X2

S5 = (1 B0 = L) = e

5 e e P = 50 vk SK = .

et =m0 = K b 0.5 0,5 1

LSS, 5= 1) md s h o o worker,

5 Randy chovr € 2, VK = 07 o,
e —






OPS/images/fphy-09-739259/inline_108.gif





OPS/images/fphy-09-739259/inline_109.gif
OW;





OPS/images/fphy-09-739259/inline_11.gif





OPS/images/fphy-09-739259/inline_104.gif
2. m;





OPS/images/fphy-09-739259/inline_105.gif
OW;





OPS/images/fphy-09-739259/inline_106.gif





OPS/images/fphy-09-739259/inline_107.gif





OPS/images/fphy-09-739259/inline_101.gif





OPS/images/fphy-09-739259/inline_102.gif
Y





OPS/images/fphy-09-739259/inline_103.gif





OPS/images/fphy-10-858225/inline_44.gif





OPS/images/fphy-10-858225/inline_45.gif
me1 =0





OPS/images/fphy-10-858225/inline_42.gif





OPS/images/fphy-10-858225/inline_43.gif
lIxi = x;l;






OPS/images/fphy-09-721007/math_4.gif





OPS/images/fphy-09-721007/math_5.gif
d(i.f) = \lig ~ lignq = 1.2,

()





OPS/images/fphy-09-721007/math_1.gif





OPS/images/fphy-09-721007/math_10.gif
(10)





OPS/images/fphy-09-721007/math_2.gif





OPS/images/fphy-09-721007/math_3.gif
Vi e VuVve Vi,ulv)z2 Upvdgold





OPS/images/fphy-09-721007/inline_4.gif





OPS/images/fphy-10-858225/inline_40.gif





OPS/images/fphy-09-721007/inline_5.gif
Vu, = Vs e v o>V





OPS/images/fphy-10-858225/inline_41.gif





OPS/images/fphy-09-721007/inline_6.gif





OPS/images/fphy-10-858225/inline_39.gif





OPS/images/fphy-09-721007/inline_7.gif





OPS/images/fphy-10-858225/inline_4.gif





OPS/images/fphy-10-858225/inline_37.gif
04





OPS/images/fphy-10-858225/inline_38.gif
04





OPS/images/fphy-09-739259/fphy-09-739259-g005.gif
2f°
E

[ —






OPS/images/fphy-09-739259/fphy-09-739259-g001.gif





OPS/images/fphy-09-739259/fphy-09-739259-g002.gif





OPS/images/fphy-09-739259/fphy-09-739259-g003.gif





OPS/images/fphy-09-739259/fphy-09-739259-g004.gif





OPS/images/fphy-09-721007/math_7.gif
TNE(G) = Z ™





OPS/images/fphy-09-721007/math_8.gif
®





OPS/images/fphy-09-721007/math_9.gif
Sharpe, = Z Shm'pe (@.0) ©





OPS/images/fphy-09-739259/crossmark.jpg
©

|





OPS/images/fphy-09-721007/math_6.gif
wasr = ) wip VGEG





OPS/images/fphy-10-824369/inline_4.gif





OPS/images/fphy-10-824369/inline_48.gif





OPS/images/fphy-10-824369/inline_47.gif





OPS/images/fphy-10-824369/inline_46.gif





OPS/images/fphy-10-824369/inline_45.gif





OPS/images/fphy-10-824369/inline_44.gif





OPS/images/fphy-10-824369/inline_43.gif





OPS/images/fphy-10-824369/inline_42.gif
R ¢





OPS/images/fphy-10-824369/inline_41.gif





OPS/images/fphy-10-824369/inline_40.gif
R ¢





OPS/images/fphy-10-824369/inline_6.gif





OPS/images/fphy-10-824369/inline_59.gif





OPS/images/fphy-10-824369/inline_58.gif





OPS/images/fphy-10-824369/inline_66.gif





OPS/images/fphy-10-824369/inline_65.gif





OPS/images/fphy-10-824369/inline_64.gif





OPS/images/fphy-10-824369/inline_63.gif
Ho =2, 9, 10





OPS/images/fphy-10-824369/inline_62.gif
Ho =2, 9, 10





OPS/images/fphy-10-824369/inline_61.gif





OPS/images/fphy-10-824369/inline_60.gif





OPS/images/fphy-10-824369/inline_5.gif





OPS/images/fphy-10-824369/inline_49.gif





OPS/images/fphy-09-735998/fphy-09-735998-gx002.gif
Algorithm 2 The pseudocode for updating the local and global best particles in the adopted MOPSO
dgorithm.

1. Fora now indvidal . &
& U] = FimessEvaluation(s, A):
b U, ) = FinessEvalation(LiA):
€ V€ [13] < Sl then Ly - 1y

2. EndFor

3 Foralli [1ps do
a. Forall K€ [1,n where

W v L3l < 0
with espct 0.y
b End For
4 EndFor

i the mamberof soltions i G, o
then G, -5, where G € G and £ s the value ofthe -t objcti
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Algorithm 1 Framework of the modified MOPSO algorithm for solving the proposed optimization based
network rewire mechanism.
nitalizeParameters();

3. A9 = RobusiessEvaluate(A):
4. X= niializePosiron() I/ X = (3,3, ps) and s the - individual's posiion informaion.
5. V= niialzeVelociry() +¥p) and v, the it inividual’ slociy information.
6. L= italizePersonalBest() /= (L, Lz L) and Ly i the i ndividal'spersonal best posion,
7. Foralli€ [1ps, do
a. Ui farfs] = FimessEvaluation(s, A
b. L= UpdarePersonalbes ();
5. End For
9. G = UpdatcGlobalBes (X) G = (G1,Ga,..) i the lobal optimal soluion et

10 Forall € [1,1p).do
o Foralli€ [, do
candomSelec(G). I Randomly selct one paricle from G s the ghest paricle.

dateVelocity(v.Li,.G,). I Updae th parile’s veloiy
datePusvion(x, ). Updte i parile’s posiion

@ [, o, = FimessEvaluarion(, A):

©) Li=UpdatePersonalBess);

b G = UpdatcGlobalBesi(X)
1. End For
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2008
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2011
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2013
2014
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2016
2017
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i
Model 1
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0417
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0.15
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Model 2
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023
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0.13
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0.21
0.15
017
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020

MV

022
043
0.18
031
0.28
023
0.15
023
023
0.16
0.20
032
025

Sharpe,
Model 1

-0.40
-1.48
220
0.55
055
1.34
2.90
1.31
-0.05
2.60
1.83
025
0.97

Model 2

0.40
-0.75
145
1.30
027
0.65
1.58
0.59
0.43
-0.02
0.99
0.09
0.58

On average, both Model 1 and 2 are more mean-variance efficient than the benchmark. Model 1 is featured with high return and Model 2 has the lowest volatility.
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FN framework Steps Model 1 Model 2

Stage 1 Fundamental Objective Profitabilty Operating Fitness
Fundamental Variable AROE A Operating Income
Stage 2 Node Representation A Profit Margin A Gross Profit
A Asset Tumover
A Leverage Ratio
Dissimilarity Measure Eucidean Euclidean
Network Structure MST mST
Stage 3 Risk Measure TNE TNE
Allocation Weighted Degree Weighted Degree

Inaccordance with Figure 1, this table specifies fundamental information and network related variables for different optimal objectives. s the difference of the variable between year tand
vear t-1. The FIN framework allows nodes to be defined in multi-cdimensional space such that Model 1 is in | R® and Model 2 is in | R,
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B Coefficient « R? p-value

Model 1 0.7812 0.0622 0.2205 3.172E-15
Model 2 -0.5435 0.044 0.1102 6.73E-08

A positive  indicates that the premium between Model 1 and Merkowitz's is positively
correlated with market return while Model 2 is opposite with a negative p.
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Algorithm 1: Elite Ant Colony Algorithm Based on Mixed Parameters

Input: Virtual cryptocurrency quotation data
Output: Virtual cryptocurrency real-time trading popularity value

Procedure:

Step 1. Data pre-processing

Step 2. Set the initial parameters

Step 3. lterative search

Step 3.1. Randomly determine the initial position and set a forbidden area

Step 3.2. Calculate the transfer probabilty

Step 3.3. Assign individual weight interval

Step 3.4. Search the weight interval of other weight factors by traversing in tum
Step 4. Tag updates
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Indices of virtual
cryptocurrency

ve?

VC20

VC100

VC7X
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Definition

The Virtual Cryptocurrency 7 Index tracks the seven largest virtual cryptocurrencies in the world by market capitalization. An
index based on asquare root ratio represents the change inthe value of the seven major virtual cryptocurrencies. The sample
market value of the virtual cryptocurrency 7 index accounts for more than 75% of the entire virtual cryptocurrency, and its
ups and downs represent the capital flow of large capital groups

The Cryptocurrency 20 Index tracks the price movements of the world's top 20 virtual currencies by market capitalization,
and isa price trend index for virtual currencies that monitors the structure of their component prices over time. The sample of
the top 20 virtual cryptocurrencies in circulation market value of major digital asset exchanges aims to reflect the overall
performance of the mainstream virtual cryptocurrencies in the current digital currency market

The Cryptocurrency 100 Index tracks the price movements of the world's top 100 virtual cryptocurrencies by market
capitalization. Equivalent to the whole market currency, accounting for more than 95%, the overall rise and fall refiect the
market capital, and whether there is incremental capital entry

The virtual cryptocurrency 7X index excludes bitcoin, which has the largest market capitalization, from the virtual
cryptocurrency 7 index, and represents the changes in the value of the six major virtual currencies besides Bitcoin. The
overal influence is huge, and itis also the first choice of big funds. It also has the bloodsucking effect, reflecting the overall
trend of the positive market

“The Virtual Cryptocurrency 20X Index excludes the top 7 virtual currencies with the largest market capitalization based on the
Virtual Cryptocurrency 20 Index and s used to represent the value of 13 major virtual currencies other than the virtual
cryptocurrency 7 index relative to Bitcoin. Reflects the momentum of new virtual cryptocurrency trends

The Cryptocurrency 100X Index excludes the top 20 virtual currencies with the largest market capitalization based on the
Cryptocurrency 100 Index and is sed to represent the value of 80 major virtual currencies other than the Cryptocurrency 20
index refative to Bitcoin. The market value is refatively small, but the hype value is high, and the risk is great
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General Office of the Ministry of Industry and Information Technology and
General Office of the State Development Bank

The name of policy

The 13th Five-Year New Energy vehicle charging infrastructure incentive policy

Notice on accelerating the construction of charging piles and Supporting
Faciltties for electric vehicles in residential areas
Action Plan to Improve the Charging Capacity of New Energy Vehicles

Gircular of the General Office of the Ministry of Industry and Information
Technology of the People's Republic of China on Accelerating Industrial Energy
Conservation and Green Development
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Data with Brownian Motion (Hurst coefficient = 0.5)
Data with White Gaussian noise of 10 dB
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